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ABSTRACT 

In this thesis, we propose efficient approaches for design optimization of passive 

and active photonic devices. These approaches are based on utilizing gradient based 

optimization algorithms for efficient optimization of photonic devices. Some of the 

proposed approaches obtain the required gradient (sensitivity) information efficiently 

using adjoint variable method (A VM) applied directly to the exploited numerical 

techniques. Other approaches are based on formulating the design problem as an 

optimization problem using convex programming. These approaches utilize the gradient­

based interior point method (IPM) for solving the design. 

The AVM aims at efficiently obtaining the sensitivity information using the 

numerical technique. This technique requires a solution of an additional simulation of the 

adjoint system. The information obtained from the original and the adjoint simulation is 

sufficient to obtain the response and the sensitivity of the response with respect to all the 

design parameters. The A VM technique differs for different numerical method. 

The obtained sensitivity using the A VM approach is not only useful for exploiting 

gradient based optimization for design optimization, but also for yield and tolerance 

analyses of the newly proposed designs. 

We proposed a second order accurate approach to obtain the sensitivity 

information using finite difference time domain (FDTD) technique. This approach utilizes 

the AVM to efficiently obtain the sensitivity information. This approach is exploited for 

efficiently obtaining the sensitivity of the power reflectivity and coupling coefficient of 

v 
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various devices. This approach has been also utilized for obtaining the sensitivity of the 

dispersion characteristics of different guided wave structures. 

We also introduce a novel approach for sensitivity analysis of photonic devices 

using the beam propagation method (BPM). This approach is simple and easy to 

implement. It exploits the existing factorization of the system matrices for efficient 

calculation of the sensitivity of the required objective function. This approach is also 

utilized for sensitivity analysis of the vectorial modal properties of different guided wave 

structures. This approach is also exploited for sensitivity analysis of various surface 

plasmon devices. 

This A VM approach is also exploited to propose a novel design of an optical 

switch with wide working wavelength band and compact size. The switch is based on the 

self imaging theory in multimode waveguide with a refractive index has approximate 

parabolic profile. The design problem is formulated as two stage optimization procedure. 

The optimization algorithm exploits the efficiently obtained sensitivity information from 

a BPM simulation. The final design has interesting characteristics. 

An efficient approach is also proposed to obtain the sensitivity of the energy 

levels and wavefunctions of different quantum structures obtained using time dependent 

and time independent Schrodinger equation. This approach is exploited for design 

optimization of different quantum well lasers. 

We also propose a convex formulation for the design problem of multilayer 

optical coatings. This formulation allows for efficient design of structures with large 

number of layers in fractions of a second without an initial design. 
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1 INTRODUCTION 

1.1 MOTIVATION 

Photonic devices represent the backbone of the optical networks used for 

telecommunications and data transmission. In the last few decades, these devices have 

been used in a wide range of applications due to the enormous increase in the bandwidth 

requirements. These requirements motivated the design of novel components that meet 

the demanding applications. In addition to their application in data transmission, photonic 

devices have been also key elements in the advancement of biomedical technology. 

However, each of these applications may put fundamentally different constraints on the 

design of these devices. Therefore, it is of prime importance to study the behavioural 

model of these devices and to efficiently optimize their design parameters. 

Motivated by the ever increasing applications of photonic devices, we propose in 

this thesis two different approaches for efficient design optimization of photonic devices. 

The first approach is based on efficient extraction of the sensitivities of the desired 

response to variations in the considered design parameters. In addition to their utility in 

studying design robustness, those sensitivities represent the gradient of the desired 

response. Hence, they can be utilized in conjunction with gradient-based optimization 

techniques to determine the optimal design parameters. The second approach is to 

transform the design problem into a convex optimization problem. Such a problem can be 
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usually solved efficiently and its convexity ensures the global optimality of the obtained 

solution. 

Sensitivity Extraction Approach: Although the classical technique for extracting 

the sensitivities of the desired response is based on finite difference (FD) approximations, 

this technique is computationally inefficient. A considerably more efficient technique is 

the so-called adjoint variable method (A VM). This method is based on constructing a 

system that is dual to the original system of equations. This dual system is known as the 

adjoint system and its derivation and analysis depend on the particular numerical 

technique used in modeling the photonic device. The solution of the original and adjoint 

problems is sufficient to obtain the response and its sensitivity with respect to all the 

design parameters. If the objective function is one of the S-parameters of the structure, the 

information required from the adjoint problem can be deduced from the original problem 

without solving the adjoint problem. On the other hand, the central FD approaches 

requires at least 2N extra simulation to obtain the sensitivity with respect to N design 

parameters. Due to its efficiency, the AVM can be instrumental in extracting the 

sensitivity information of the numerical techniques that are widely used for modeling 

both passive and active devices. 

In the last few years, this approach has been efficiently applied to sensitivity 

analysis of complex microwave structures for different numerical methods [1]-[5]. These 

methods include time domain techniques such as the transmission line method (TLM) 

[3]and the finite difference time domain (FDTD)[ 4]. The A VM has also been applied to 

frequency domain techniques including the finite element method (FEM) [5], the method 

2 
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of moments (MoM)[l], and the frequency domain transmission line method (FD-TLM) 

[2]. 

Recently, the A VM is applied to photonic devices using the finite difference 

frequency domain (FDFD) method[6]. For this approach, the algorithm proposed in [7] 

has been directly applied to the FDFD method with nonuniform grid to extract the 

sensitivities of photonic crystals. In[6], the sensitivity of the transmission response of a 

photonic-crystal-based bandpass optical filter is extracted using the AVM technique. 

Thus the application of the A VM for photonic devices is limited to the FDFD 

approach which is rarely utilized in modeling photonic devices. An efficient A VM 

approach for the widely used techniques such as FDTD and beam propagation method 

(BPM) is obviously desirable. This will result in providing an efficient and smart full 

vectrorial photonic simulation package that is capable of obtaining the response and its 

sensitivity with minimum additional cost. This sensitivity information is then provided to 

gradient-based optimization algorithm for topology and tolerance optimization. 

Convex Optimization Approach: The theory of convex optimization offers an 

efficient methodology for designing multilayer structures. This methodology is based on 

extracting the "hidden" convexity that the design problem may possess, and allows the 

designer to incorporate any (finite) number of convex constraints. The convexity of the 

design formulation typically implies that the global optimal design can be obtained using 

highly efficient gradient-based numerical optimization tools such as the Interior Point 

Method (IPM). This approach has been widely utilized in communication theory and 

signal processing research areas for design of different types of digital filters [8]-[10]. To 

3 
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the best of our knowledge this approach has been never utilized for electromagnetic 

design problems. Utilizing this efficient approach for designing photonic devices should 

have a significant effect on reducing the computational resources. 

1.2 CONTRIBUTIONS 

The author has a considerable contribution in proposing original techniques for 

sensitivity analysis and design optimization of passive and active photonic devices. 

The A VM technique has been successfully applied to efficiently analyze the 

sensitivities of passive photonic devices using the finite difference time domain (FDTD) 

method [11]-[14]. This technique is applied to optimize different passive structures and 

the antireflection coatings of semiconductor amplifiers. We also proposed an efficient 

approach to extract the dispersion characteristics of any guided structures and their 

sensitivities with respect to all the design parameters for all the modes over the desired 

frequency bandwidth using one FDTD simulation only [15]. This approach is useful for 

optimizing the dispersion characteristics for any novel structure. 

We also proposed a new AVM approach for the scalar [16],[17] and the full 

vectorial 3-D versions of the beam propagation method (BPM) [18]-[20]. Those 

sensitivities have been utilized in efficient sensitivity and optimization of different 

structures such as directional couplers, multimode interference (MMI) sections, fiber 

couplers, rib waveguides, polarization converters, and Mach-Zehnder modulators. The 

A VM approach sensitivities have been also utilized to design and optimize a novel 

wideband ultra compact optical switch using stair case MMI [21],[22]. We also developed 

an efficient approach for sensitivity analysis and design optimization for surface plasmon 

4 
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polariton guided wave structures [23]. 

For active photonic devices, we have employed the A VM technique in analyzing 

the sensitivity of the energy states and the wavefunctions of multiple quantum-well (QW) 

lasers for broadband and tunable applications using the FD approximation of the time­

independent Schrodinger equation [24]. 

We have provided a convex formulation for the problem of designing multilayer 

optical structures. This approach is capable of obtaining the optimal design of multilayer 

structures of 40 layers in fractions of a second. This approach has been applied for 

different filter application such as band pass filters, antireflection coatings, and high 

reflection coatings [25]-[27]. 

1.3 THESIS OUTLINE 

The objective of this thesis is to introduce novel techniques for efficient 

optimization of the different photonic devices. 

In Chapter 2, a brief review of the numerical techniques widely used in modeling 

and simulating photonic devices is given. In this chapter, the governing equations of the 

FDTD and the BPM which are capable of modeling most of the conventional photonic 

devices are discussed. These governing equations are later utilized to calculate the 

sensitivity using A VM approach. 

The basics of the existing A VM techniques for time domain and frequency 

domain numerical methods are briefly discussed in Chapter 3. In Chapter 4, a second 

order accurate A VM approach has been proposed for efficient sensitivity analysis using 

FDTD. The AVM approach for the BPM is presented in Chapter 5. In Chapter 6, an 

5 
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application of the proposed A VM approach using BPM is discussed. In this chapter the 

sensitivity information has been utilized to obtain a novel optimized optical switch with 

wide working wavelength band and compact size. 

In Chapter 7, novel approaches for sensitivity analysis of the eigen parameters of 

semiconductor quantum structures have been proposed. These approaches are applied for 

both time dependent and time independent Schrodinger equation. 

The convex formulations of the multilayer optical structures are presented in 

Chapter 8. These formulations allow for efficient design of any filter type of the 

multilayer structures. Finally, the conclusion is given in Chapter 9. 
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2 NUMERICAL TECHNIQUES FOR 

MODELING PHOTONICS DEVICES 

2.1 INTRODUCTION 

The fast growth in the computational power has an effective impact on the 

modeling techniques of photonic devices. As a result of this growth, these techniques 

moved from analytical and semi-analytical approaches that can handle only simple 

structures to rigorous numerical techniques that can handle very complex structures. 

The analytical or semi-analytical based techniques include coupled mode theory, 

matrix method, and mode matching. However, the application of these techniques is 

limited to specific devices such as coupled devices, layered devices, and periodic devices, 

respectively. In order to model a wider class of devices, numerical techniques for solving 

Maxwell's equations or the wave equation should be utilized. Several numerical 

approaches are currently available. Some of these numerical approaches are utilized for 

solving the modal characteristics of the structures by obtaining the mode profile and the 

propagation constants of the device. However, the majority of these techniques are 

utilized for simulating the optical field behaviour inside the photonic devices. Depending 

on the application, some of these techniques are preferred to others. In general, the finite 

difference time domain (FDTD) is considered as a universal approach that can handle 

very wide range of devices. The main drawback of this approach is the huge consumption 
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of computer resources especially for photonic device with electrically long sections. In 

order to overcome this problem, other techniques can be utilized for modeling such long 

devices. The most widely used technique of those is the beam propagation method 

(BPM). By using different versions of this technique, it can handle wide range of devices. 

FDTD and BPM are considered the most widely used techniques for modeling guided 

wave photonic devices. Due to its universality, they are also utilized in many commercial 

packages. 

There are many other approaches that attract the attention in the last decade such 

as method of lines and finite difference frequency domain. However, we believe that the 

amount of application of these techniques are still limited and they are not currently 

utilized in any commercial packages. 

In this chapter, we briefly review the fundamentals of both the FDTD and the 

BPM. This review is limited to the basics and governing equations of these approaches. 

2.2 FINITE DIFFERENCE TIME DOMAIN (FDTD) 

FDTD is a direct solution of the time-dependent differential form of Maxwell's 

equations. The FDTD is mainly a discretization of the Maxwell's equations in time 

domain using central differences technique. This method was first introduced by Yee [ 1] 

in 1966 for microwave applications. It was later utilized for modeling optical structures 

[1]. Here, the Cartesian discretization of the electric field and magnetic field based on 

Yee's Algorithm is presented [2]. 

The electric field update equations are given by 
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Exl~1+1k =Ca (i, j, k). Exl~. k 
I, , I,], 

[ 

H ln+0.5 _ H ln+0.5 
+Cb(i,j,k). z i,J,k z ;,1-1,k 

l'.1y 
ln+0.5 ln+0.5 J 

Hy i,J,k -Hy i,J,k-1 -J exl~~.5 
/).z l,j,k 

(2.1) 

In+! In 
EY .. = Ca(i,j,k).Ey .. 

l,j,k l,j,k 

[ 

H ln+0.5 _ H ln+0.5 
+Cb(i,j,k). Xi,j,k /).z Xi,j,k-1 l

n+0.5 ln+0.5 
Hz·. -H l,j,k y i-1,j,k 

(2.2) 

Ezr~1k = Ca(i,j,k).Ezl~. k 
l,J, r,J, 

[ 
l
n+0.5 ln+0.5 

+ Cb(i,j,k). HY i,J,k -:Y ;-1.1,k-1 
(2.3) Hx 1~~0.5 - Hx ln~0.5 

1,j,k 1,1-l,k J ln+0.5] 
ez i,j,k 

where 

l- a(i, j, k)M l'.1t 

c (' . k)= 2&(i,j,k) d 
a l,j, a(' . k)L'.1t 'an 1+ l,j, 

c (' . k) = &(i,j,k) 
b l,j, (' . k) A( 1 + O" l,j, L.l 

(2.4) 

2&(i,j,k) 2&(i,j,k) 

where the indices n, i, j, and k represent the discretization in time , x direction , y 

direction, and z direction, reactively. In (2.1) -(2.3), E, H and J are the electric field, the 

magnetic field and the electric current, respectively. aand & in (2.4) are the electric 

conductivity and the permittivity, respectively. 

The update equations of the magnetic field are given by 

[

E In -E In 
H ln+0.5 = D (' . k) H in-.05 D (' . k) z i,j,k z i,j+l,k 

x · · k a l, J' · x · · k + b l, J' ' I,], I,], l'.1y (2.5) 
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H 'n+0.5 =D (i . k).H ln-0.5 +D (i . k).[Exl;,j,k -Exl;,j,k+l 
Y··k a ,j, Xij"k b ,j, A-
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D c· . k) = 2µ(i,j,k) d µ(i,j,k) 
a l, j' (. . k) A ' an ( • . k) A l+ <Jm l,j, tit l+ <Jm l,j, tit 

(2.8) 

2µ(i,j,k) 2µ(i,j,k) 

where <Jm andµ in (2.8) are the magnetic conductivity and the permeability respectively. 

As shown from the update equations, the electric field and the magnetic field 

components are located at alternative half space steps as shown in Fig .. 2.1. They are also 

updated at alternative half time step. This approach is called the leap-frog approach. 

14 
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(i,j,k) 
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(i,j,k) 

Ey 

Fig .. 2.1. Yee's cell. 

Ex 
(i,j+l,k+l) 

FDTD is very rigorous technique and can solve huge number of optical structures. 

However, this technique is slow for photonic structures. This is mainly due to the fact that 

most of the photonic structures are electrically large. FDTD also consumes huge 

computational resources. Thus, most of the applications that can be handled on a personal 

computer are limited to the 2D version of this approach. Complex 3D structures are 

usually simulated using parallel computational techniques to provide the necessary 

processing power and memory requirements of this technique. 

The stability of the Yee' cell-based FDTD is mainly governed by the Courant 

relationship [2]. This relationship imposes a constraint on the time step of the stable 

algorithm to satisfy the following relationship 

15 
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A < 1 LJ.t - --;:::::======== 
1 1 1 c --+--+-­

(Ax)2 (~y)2 (~)2 

where C is the velocity of the light in the modeled medium. 

(2.9) 

As shown from the above stability condition, the time step of the FDTD algorithm 

reduces with the reduction of the spatial grid size. As a result, for structures with fine 

details this algorithm takes longer time to converge to a stable solution. This is one of the 

major drawbacks of the FDTD technique. 

In general, photonic devices are considered open structures. An effective 

absorbing boundary condition (ABC) is thus needed in the implemented algorithm to 

avoid any reflection of the field from the edges of the finite numerical window. In 

general, the absorbing boundary should be few cells only outside the computational 

domain. In the ideal case, the absorbing medium should be reflectionless to all impinging 

waves over their full frequency spectrum, highly absorbing, and effective in the near field 

of a source. In 1994, Berenger introduced a highly effective absorbing material called the 

perfectly matched layer (PML) [3]. It is based on matching the incident wave with 

arbitrary frequency and polarization at the boundary. Many versions and modifications 

were later introduced to Berenger's PML such as stretched coordinate PML [4] and 

uniaxial PML [5]. These modifications have an effective impact on reducing the 

implementation efforts. They also make the update of the field components inside the 

absorbing medium similar to those inside the regular computational region. 

16 
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2.3 BEAM PROPAGATION METHOD (BPM) 

The huge computational resources consumed by the FDTD technique motivate the 

research for more suitable approach for photonic devices. The beam propagation method 

(BPM) provides an efficient solution for modeling and simulation of photonic devices. It 

is capable of modeling different structures using different versions of this technique. 

BPM was first introduced for modeling optical fiber using fast Fourier transform 

approach (FFT) [6]. However, the FFT-BPM is limited for low contrast structures and can 

not easily handle the polarization. An implicit finite difference approach is later exploited 

for the BPM (FD-BPM) [7]. This approach is superior and is utilized for most of the 

applications using BPM [8],[9]. This approach was developed for the scalar case and 

latter extended to the vectorial case [10]- [12]. 

A brief review of the BPM approach 1s given in this section. We start by 

reviewing the governing equations of this method [11]. For this propose, the vectorial 

wave equation for an isotropic medium can be written as: 

VxVxE-n2k2 E = 0 

where n is the refractive index of the medium. By using the vector identity 

VxVxE=V(V.E)-V2E, 

the wave equation can be rewritten as 

VxVxE =V(V.E)-V2E =n2k2E. 

By using Gauss law 

V.(eE) = eV.E + V e.E = 0, 
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we have 

Substituting (2.14) into (2.12) we get 

Ve 
V.E=--.E 

e 

Ve 2 VxVxE=V(--.E)-V E 
e 

Thus the vectorial equation can be written as 

V 2E+n2k 2E =-V( Ve .E) 
e 

For the transverse component of the electric field we get 

2 2 2 Ve V E 1 + n k E 1 = -V(-.E1 ) 

e 

B . 8n2 E 0 
y usmg az . z ~ ' 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

The equation (2.17) can be expressed in terms of the transverse field components 

as follows: 

(2.18) 

(2.19) 

In the BPM method, the field is assumed to have a slowly varying envelope and a fast 

oscillating phase term. The field can thus be written as 

(2.20) 
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where n0 is the reference refractive index. Substituting (2.20) into (2.18) and (2.19), and 

making use of the slowly varying approximation: 

B21//, « 2n k I BI//, I 
Bz2 0 Bz ' 

(2.21) 

we get the following system of equations 

(2.22) 

The different operators in (2.22) are given by 

P "' =~ - --(n21") +~+(n2 -n2 )k2
11r · ( B ( 1 B ) B

2 J 
xx'f' x 2n

0
k Bx n2 Bx .,, x ~y2 ° .,, x 

(2.23) 

(2.24) 

- j ( B ( 1 B 2 J B
2

1f/ y ( 2 2) 2 J Pyylf/y =-- -- - 2 -(n lf/y) +-
2
-+ n -n

0 
k lf/y 

2n
0
k By n By Bx 

(2.25) 

(2.26) 

where Pxy and Pyx represent the cross coupling terms. P xx and P YY represent the polarization 

terms. 

The vector properties cause the polarization dependant propagation of the optical 

waves due to Pxx -:t:- PYY and the coupling between the two polarizations 

through Pxy, and Pyx -:t:- 0. For the two dimensional case, the polarization coupling terms 

associated with Pxy, and Pyx vanish. In this case, the vector waves may be decomposed 
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into the TE and TM waves and can be treated separately. If the refractive index contrast 

between the core and cladding regions is small (weakly guiding structure), the 

polarization dependence can be ignored. Thus the vector wave equation in (2.22) can be 

replaced with the scalar equation 

a -J ( 8
2 

8
2 

2 2 2 J -lj/ =-- --+-+(n -n )k lf/ az 2nok 8x2 cy2 0 
(2.27) 

For three dimensional structures, the polarization dependence and the coupling usually 

exist especially for high contrast index difference. Thus the propagating waves are 

usually hybrid. However, the couplings between the two polarizations are usually weak 

and can be ignored. Therefore, the coupling terms Pxy, and Pyx* 0 .! Thus the two 

polarizations can be treated independently using a decoupled set of equations given as 

a 
8z lf/x = Pxxlf/x (2.28) 

and 

a 
az lf/y = pyylf/y (2.29) 

The two systems of equations given in (2.28) and (2.29) are called the semivectorial 

formulation of the BPM. 

There are different methods to solve the system of equations given in (2.22),. 

These methods can be classified into iterative and non iterative methods. Hereafter, we 

give a brief review of both methods. 
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2.3.1 Iterative Methods 

In these methods, successive over relaxation techniques are usually used to solve 

the system of equations at each propagation step. By using a weighted finite difference 

discretization in the z direction, the field state '1':+1 at the propagation step z1+i=(l+l)& is 

obtained as follows: 

(2.30) 

where I is the identity matrix and a is a weighting factor that controls the finite difference 

scheme. For instance, a= 0, a= 1, and a= 0.5 correspond to the explicit finite difference 

scheme, the implicit scheme, and the Crank-Nicholson scheme, respectively. Stability 

studies show that the algorithm is stable if a~ 0.5[l1]-[13]. 

The system of equations given in (2.30) can be discretized using finite differences 

(FD-FVBPM) [11]-[13]. For FD-FVBPM, the system of equations is solved using 

iterative methods [11]-[13]. For this method, the matrix P is a banded non symmetric 

matrix with nine nonzero elements in each row [12]. 

The convergence and the efficiency of the iterative methods is an issue [14]. Non 

iterative procedures for solving multidimensional problems were later developed. These 

procedures mainly utilize the alternating direction implicit method (ADI) [14],[15]. 

2.3.2 Non iterative Method (ADI method) 

The main advantage of the ADI-FVBPM is to avoid the operator inversion of the 

cross coupling terms. This ADI approach was first applied for scalar 3D BPM [16] and 

then extended to the semivectorial version [17]. The full vectorial algorithm was first 
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introduced in [ 15] using an explicit formulation for the cross coupling terms. However, 

this approach may cause stability problems. Later, unconditionally stable algorithm using 

the Crank-Nicholson approach is proposed for 3D-FVBPM [14]. This approach exploits 

the finite difference method to approximate the operators. The system of equations using 

this approach at each propagation step is given as [14] 

"':+1 
= K 11/f: = [( r~ f1 r~ ( r~ f1 r: J "': (2.31) 

where 

&[A, P.,,] I' =I-&[A, ;J I'1 =I+-
2 0 B ' 2 2 P x yx 

&[A, 
I'3 =I+-

2 pyx 
r -1-- x 0] &[A 

BY ' 4 
- 2 0 

P.,,] 
Bx 

(2.32) 

In (2.32), Ax and Ay represent the x-dependent and y-dependent components of the 

term P xx, respectively, and are given by 

(2.33) 

and 

(2.34) 

Similarly, Bx and By represent the x-dependent and y-dependent components of the term 

Pyy given in (2.25), respectively. 

The solution of the system of equations given in (2.31) is performed in a way to 

avoid the inversion of the cross coupling terms as shown in [14]. At each propagation 
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step, we need to solve a tridiagonal system of equations twice. 

Transparent boundary condition (TBC) is one of the most efficient boundary 

conditions utilized to avoid the reflections from the boundary of the calculation window 

[18] with the BPM method. PML approaches were later developed and utilized for the 

BPM as an effective ABC [19]. 

The BPM is mainly based on the slowly varying approximation as given in (2.21 ). 

This approximation is considered as the main reason for simplifying the implementation. 

However, this approach is not accurate for modeling structures that have sharp bends or 

contain modes with propagation angles more than few degrees from the propagation axis. 

In order to increase the accuracy of the BPM for modeling these structures, wide-angle 

BPM approaches (WA-BPM) are developed. The most popular approach is based on 

utilizing Pade approximant operator for solving the governing equations given in (2.18) 

and (2.19) [20] . 

It is also clear from the assumption in (2.20) that the wave propagation is assumed 

to be in one direction. Thus the reflection from any interface is ignored in this approach. 

Many techniques were developed to take into account the effect of the reflection from any 

interfaces [21],[22]. 

2.4 CONCLUSION 

A brief review of the modeling approaches for photonic device is given in this 

chapter. More emphasis is given to the widely used FDTD and BPM approaches. The 

governing equations and the basics of these techniques are given in this chapter. The 

advantages and disadvantages of these techniques are also discussed. 
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3 EFFICIENT SENSITIVITY ANALYSIS 

USING ADJOINT VARIABLE METHOD 

3.1 INTRODUCTION 

Calculating the sensitivities of a given objective function with respect to the 

design parameters of electromagnetic (EM) structures is a desirable feature in any EM 

solver. These sensitivities are required by both the designer and the manufacturer for 

design optimization, yield and tolerance analyses. The adjoint variable method (A VM) is 

one of the most powerful methods for sensitivity analysis. It offers an efficient approach 

for design sensitivity analysis. The A VM is a well established general technique for 

sensitivity analysis in both the time and frequency domains. The efficient application of 

this general approach to different numerical techniques is still the subject of ongoing 

research in both the microwaves and photonic communities. The A VM implementation 

differs with different numerical methods as the governing equations are different. 

An exact A VM approach was first applied to network theory where the exact 

derivatives of the system matrices are available [1]-[ 4]. This approach was later extended 

to the frequency domain finite element method (FEM) [5]-[7], and the finite element time 

domain (FETD) method [8] for microwave applications. Both FEM and FETD have 

analytical system matrices that can be differentiated with respect to the design 

parameters. 
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In the last few years, this approach has been efficiently applied to sensitivity 

analysis of complex microwave structures for different numerical methods using 

approximate approaches [9]-[12]. These methods include time domain techniques such as 

the transmission line method (TLM) [11] and the finite difference time domain (FDTD) 

[12]. The AVM has also been applied to frequency domain techniques such as the method 

of moments (MoM) [9], and the frequency domain transmission line method (FD-TLM) 

[10]. 

Recently, the A VM is applied to photonic devices using the finite difference 

frequency domain (FDFD) method [13]. In this work, the FDFD with nonuniform grid is 

used to extract the sensitivities of photonic crystals. 

In general, the application of the A VM varies with the variation of the numerical 

techniques as mentioned earlier. More specifically, the time domain and the frequency 

domain approaches have conceptually different approaches to apply the AVM approach. 

Even for the techniques that belong to the same domain, the application of the A VM may 

be different. This is mainly due to the fact that it depends on the system of equations 

which vary from technique to the other. 

In this chapter, we briefly review the basic theory of the adjoint variable method 

(AVM) for efficient estimation of the sensitivity analysis. The review includes both the 

time domain and frequency domain approaches. 
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3.2 AVM BASED ON ELECTRIC FIELD CALCULATIONS FOR 

TIME DOMAIN TECHNIQUE 

This approach was first developed for the application with FDTD [12]. However, 

it can be applied to any time domain technique based on electric field solutions. Here, we 

briefly review the application of this approach with the FDTD method. 

The A VM approach aims at estimating the sensitivities of a general objective 

function of the form [14] 

Tmax 

F = f f f(E,p) dO. dt (3.1) 
o n 

where T max is the total simulation time, E is the vector of the electric field temporal values 

in the computational domain, p is the vector of the design parameters, and n is the 

observation domain where the objective function is evaluated. The sensitivity of the 

objective function with respect to the nth design parameter Pn is given by 

n=l, ... ,N (3.2) 

where ae I 8pn represents the explicit dependence of F on the design parameter Pn· The 

sensitivities (3.2) are usually estimated using finite differences at the response level. This 

requires N extra FDTD simulations if forward differences are used. Additional 2N 

simulations are required if the more accurate central differences are utilized. This 

computational cost motivates research for a more efficient sensitivity estimation 

approaches. 
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The algorithm presented in [12] aims at efficiently estimating the objective 

function gradient with the FDTD method. This approach utilizes the second order 

vectorial wave equation for a lossy isotropic medium [12]: 

82E BE BJ 
'V x 'V x E + µe-- + uµ- = -µ-

Bt2 at at 
(3.3) 

where J, e, a; and µ are the electric current density, permittivity, conductivity and, 

permeability, respectively. This equation is then discretized into the matrix equation [12] 

ME+NE+KE=Q (3.4) 

where E and E are the first and second time derivatives of the electric field components, 

respectively. M, N, Kare the symmetric system matrices and Q is the excitation vector. 

If the nth design parameter is perturbed from Pn to Pn+ 11pn, the corresponding 

perturbed system is given by [12] 

(3.5) 

where 

A=M, N, K, and Q 

11 Pn R = /1 Pn M • E + /1 Pn N •.E + /1 Pn K • E -11 Pn Q (3.6) 

The corresponding adjoint simulation is derived as follows; Multiplying (3.5) by an 

arbitrary variable A.P. , integrating twice, and imposing the terminal conditions 

AP. (Tmax) = 0 and AP. (Tmax) = 0 ' we get 

r_ ~~ 

f (l;n M Pn - A;n JV Pn +A;. K p)•l1 Pn E dt= - f A;n •11 Pn R dt (3 • 7) 
0 0 
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By comparing (3.7) and (3.2), the expression for the AVM sensitivity is obtained as [12]: 

BF aeF Tmax fl R 
-~-- f flJ: .-P"-d0..dt, n=l, ... ,N 
8pn 8pn 0 n n llpn 

(3.8) 

where the adjoint vector APn is obtained by solving 

M I - ii i +it ,i = af r 
Pn Pn Pn Pn Pn Pn BE (3.9) 

The system (3.9) supplies the values of the adjoint variable lP. at all time steps. The 

expression (3.8) is then utilized to estimate the required sensitivities. To avoid carrying 

out N such adjoint simulations, a one-to-one mapping is applied [10]. We carry out only 

one adjoint simulation of the unperturbed system 

.. . Bf T 

Ml-Nl+Kl=-
8E 

(3.10) 

The second order system of equations (3.10) is shown to be equivalent to the Maxwell's 

curl equations [12] 

V'XA =- 8µAH 
8t 

(3.11) 

(3.12) 

with the terminal conditions A (Tmax) = 0, AH (Tmax) = 0, where the adjoint excitation 

8JA 1 Bf T 
--=--at µBE 

(3.13) 
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In (3.11) and (3.12), A, and A, Hare the electric and magnetic fields of the adjoint problem, 

respectively. The update equations of the FDTD algorithm for the adjoint problem are the 

same as those of the original simulation if we solve for (-A, AH). Therefore, the same 

absorbing boundary conditions are used in both simulations, which simplify the 

implementation and allows for using the commercial tools. 

3.2.1 A VM Approach for Dielectric Discontinuities 

The technique described in Section 3.2 was applied only to perfectly conducting 

discontinuities. Since most of the photonic devices are dielectric based structures, in this 

section we show how the same approach can be adapted to dielectric discontinuities. We 

illustrate the approach for the 2-D case where the TMx mode is analyzed. In this case, the 

respective matrices have the form 

( 
tih )

2 

M=-µB -
r e, c!it 

(3.14) 

(3.15) 

(3.16) 

lit M 
DJ =J (t+-)-J (t--) 

I x x 2 x 2 (3.17) 

Here, Be, and Bcr E91 lm.,x kmax where j max and kmax are the number of cells in y and z 

directions, respectively. These diagonal matrices contain the values of &r and a at each 

grid point. The double curl operator K has three vector components and can be written as 
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(3.18) 

(3.19) 

(3.20) 

where 

M Ah Ah . 
hx =-, hy =-, h. =-,and M =mm(/1x,Ay,11z). 

l1x Ay l1z 

The second order difference with respect to variables K,and v(K,v=x, y, z, t) are 

calculated using central difference approach as 

DICKE= E(K-AK) + 2E(K) + E(K +AK), (3.21) 

and 

AK Av AK Av 
D E=E(K+- v+-)+E(K-- v--) 

KV 2 ' 2 2 ' 2 

AK Av AK Av 
-E(K+- v--)-E(K-- v+-) 

2 ' 2 2 ' 2 

(3.22) 

The expression (3.6) can thus be evaluated as 

(3.23) 

Evaluating the sensitivity expression (3.8) requires storing the field information for the 

nodes corresponding to nonzero components of the vector AP"R [12]. Here, a virtual 
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perturbation of the respective parameter is assumed in the forward direction only. The 

corresponding vector perturbation is denoted by d ;" R . 

To illustrate this approach, consider the dielectric slab of width L, permittivity cr2, 

and conductivity <J2 inserted between two perfect electric walls (see Fig. 3.1). This 

waveguide structure is filled with a material that has permittivity Brr and conductivity <Jr. 

Perturbing the parameter L, in the forward direction in a symmetric way, changes the 

dielectric properties of the cells outside the dielectric, marked with squares. Their field 

values are thus stored for both the original and adjoint simulations. We demonstrate the 

calculation of the system matrices d ;" R in this case for a point (j, k) in Table 3. 1 

Fig. 3 .1. Illustration of the stored points used to calculate the sensitivities with respect to 
the width of dielectric slab inside a waveguide with metallic boundaries using CA VM 
approach. 

Our experience shows that the sensitivities obtained using this approach is very 

similar to those obtained using forward finite difference approximation applied at the 
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response level. A better accuracy can be obtained, especially for a highly nonlinear 

objective functions, if a central approach is adopted. A possible central AVM (CAVM) 

approach is presented in the following chapter. 

Table 3.1. 
The variations in the system matrices due to forward perturbation 

(j,k) (j+ 1,k) (j-l,k) (j,k+ 1) (j,k-1) 

K(pn=L) -2(h/ +h/) h2 y h2 y h/ h/ 

K(pn=L+£) -2(h/ +h/) h2 y h 2 y h/ h/ 

L1K 0 0 0 0 0 

E EIO BtO BtO EtO EtO 

M(pn=L) -µ,. 8r1 (!ih/c!it)2 0 0 0 0 

M (pn=L+!::..L) -µ,. &r2 (!ih/c!it)2 0 0 0 0 

tiM -µ,.lier (!ihlc!it/ 0 0 0 0 

DuE to to to to tO 
N(pn=L) -µ,. J1o O" I /ih2 //it 0 0 0 0 

N (pn=L+!iL) -µ,. J1o a2M2/lit 0 0 0 0 

!iN -µ,. Jlo !ia(!ih2/!it) 0 0 0 0 

D1E tO :f:O :f:O :f:O :f:O 
!! ;. Rj,k = !! PnRj,k = -µ,. !ie,.(!ih/c!it)2Du E(j,k)- µ,. J1o !ia(!ih2/!it)Dt E(j,k), 

!ie,.=e,.z-&,.1 and !ia= ai- a1 

3.3 A VM APPROACH FOR FREQUENCY DOMAIN TECHNIQUES 

In this section, the general fundamentals of the A VM approach for frequency 

domain techniques are illustrated. We start by assuming that the electromagnetic (EM) 

problem can be casted in the following system of equations [ 15] 

A(p)x=b (3.24) 
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where A and b are the system matrix and the excitation vector, respectively. In (3.24), xis 

the state variable which can be the voltages , the currents or the electric field. By 

differentiating (3.24) with respect to the nth design parameter Pn and rearranging, we get 

(3.25) 

The sensitivity of the objective function/ can be calculated using the chain rule as follow 

Bf aef Bf Bx 
-=-+-·-
8pn 8pn ax 8pn 

(3.26) 

where ae I Bpn represents the explicit dependence off on the design parameter Pn· By 

substituting (3.25) into (3.26), the sensitivity of the objective function can be obtained as 

follows [15] 

(3.27) 

Now, we define the adjoint variable x as 

(3.28) 

This adjoint variable can be obtained by solving the system of equation: 

(3.29) 

The system of equation given in (3.29) is called the adjoint system. Now by substituting 

(3.28) into (3.27), the sensitivity of the objective function is given by: 

(3.30) 
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Since the LU factorization of the matrix A is readily available from solving the original 

system given in (3.24), the adjoint variable x can be obtained efficiently using (3.29) by 

forward-backward substitution [ 15]. 

In (3.30), the sensitivity of the excitation 8b/8pn is zero in most cases. This is 

mainly due to the fact that the excitation is usually the output of an optical fiber or a laser 

source or any other device in the optical system. 

In order to evaluate the sensitivity of the objective function using the expression 

(3.30), the derivative of the system matrix with respect to the design parameter 8A/8pn 

needs to evaluated efficiently for all parameters. There are different approaches to 

calculating this term according to the nature of this system matrix and also according to 

the type of the design parameter [15]. The derivative of the system matrices can be 

obtained by assuming virtual perturbation in the system matrices due to the change of the 

design parameters. It can be also calculated analytically if the system matrices have 

analytical dependent on the design parameters. More details regarding the calculation of 

the system matrices of different numerical approaches will be discussed in the following 

two chapters. 

3.4 CONCLUSION 

In this chapter, we briefly review the adjoint variable method (A VM) for efficient 

extraction of the sensitivity information. This approach has two different versions for 

time domain and frequency domain electromagnetic numerical techniques. The details of 

the two versions are discussed and given in this chapter. 
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4 ACCURATE AND EFFICIENT 

SENSITIVITY ANALYSIS FOR FDTD 

USINGAVM 

4.1 INTRODUCTION 

In this chapter, we propose an accurate technique for estimating the sensitivities of 

the objective function relative to the variations of the geometry and the permittivity of 

dielectric discontinuities using the FDTD method on structured grids. A central A VM 

(CA VM) approach that utilizes both virtual positive and negative perturbations of each 

parameter obtains an improved accuracy of the estimated sensitivities. This central 

adjoint variable method using FDTD is applied, for the first time, to sensitivity analysis of 

photonic devices. We show that using only one extra adjoint FDTD simulation, the 

sensitivities of the desired response are obtained with respect to all design parameters 

regardless of their number. The effectiveness of our approach is illustrated by using 

different response functions and different structures. 

In addition, we apply a self-adjoint CA VM (SA-CA VM) to sensitivity analysis of 

power reflectivity. Here, the original FDTD simulation used to calculate the power 

reflectivity of multilayer structures supplies its gradient as well. Our SA-CAVM approach 

is then applied to minimize the power reflectivity of deeply etched waveguide 
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terminators, and double layer antireflection coatings on laser diode (LD} facets which can 

be used as an optical amplifier. The accuracy of the SA-CA VM is illustrated by 

comparing the results with the second order accurate CPD. 

Finally, we propose an efficient approach for calculating and analyzing the 

dispersion characteristics of guided wave structures. The design parameters such as the 

refractive index contrast and the index profile of these structures have a significant effect 

on its characteristics. The dispersion characteristics are also essential for calculating the 

coupling length optical of directional couplers. Here, we propose a comprehensive 

approach for extracting the propagation constants f3 of all the guided modes at all the 

required frequencies using a single FDTD simulation. It also provides the sensitivities of 

the propagation constants with respect to all the design parameters without any additional 

simulation. Our approach utilizes the adjoint variable method (A VM) to extract the 

sensitivity of the propagation constants f3 with respect to the design parameters. These 

design parameters may include the dimensions and the constitutive parameters of the 

structures. 

4.2 CENTRAL AVM 

The CA VM approach utilizes the vectorial second-order wave equation of the 

electric field in a lossy, nondispersive, and isotropic medium 

82E BE BJ 
V x V x E +µ&--+aµ-=-µ-

8t2 at at 
(4.1) 
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where e, o; andµ are the permittivity, conductivity, and permeability, respectively. This 

equation is then discretized into the matrix equation as shown in Chapter 3 

ME+NE+KE=Q (4.2) 

where E and E are the first and second time derivatives of the electric field components, 

respectively. M, N, Kare the system matrices and Q is the excitation vector. 

To formulate the central A VM (CA VM) approach, we start by assuming a virtual 

perturbation of the nth design parameter Pn, n= l, 2, ... ., N in both the forward and 

backward directions. The perturbed parameter values are Pn ±Li Pn· Using (4.2), these 

perturbations result in the perturbed system: 

(M +Li~"M)(E +Li~. E)+(N +Li~. N)(E +Li~.E) 

+(K +Li!. K)(E +Li!. E) = Q+Li~.Q 
(4.3) 

where L1 ;. A and L1 ;. A represent the variation in the matrix A due to the perturbations 

±!!,pn, respectively. This system of equations can be reduced using ( 4.2) and then split into 

two equations depending on the direction of the perturbation. Applying a similar 

procedure to that given in [1], we obtain the corresponding equations [2]: 

Tmax 

f (i+T M+ -i+T N+ +A.+T K+ ).Li+ E dt 
Pn Pn Pn Pn Pn Pn Pn 

0 

Tmax 
(4.4) 

= - f i;: .Li;. R dt, n = l,. . .,N 
0 
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Tmax 

f (ip_T Mp- -ip_T Np- + A._T KP- ).A-p E dt 
n n n n Pn n n 

0 

Tmax 
(4.5) 

= - f ...i;: .A~" R dt, n=l, ... ,N 
0 

where 

A;. R = A;nM.E +A;n N.E +A;n K.E-A;nQ (4.6) 

(4.7) 

To derive the CA VM expression, we compare the objective function sensitivity 

8F ae F 1 Tmax a+ (A+ E +A - E) 
-~--+- ff-'./-. Pn Pn dfJ.dt, 
8pn 8pn 2 0 n 8E Apn 

n=l, ... ,N (4.8) 

with (4.4) and (4.5) to obtain 

8F ae F 1 Tmfax f (A.p+T .AP+ R + A.p_T .AP- R) 
-~---- n n n n dfJ..dt, 
0Pn °Pn 2 o n Apn 

n=l, ... ,N (4.9) 

where the adjoint vectors ...i;" and ...i;. are the solutions of the adjoint system of 

differential equations: 

(4.10) 

(4.11) 

Solving for ...i;. and ...i;. requires two FDTD simulations for each design 

parameter. It follows that 2N adjoint simulations are required. To avoid carrying out 

these simulations, we utilize a one-to-one mapping similar to [3]. Only one adjoint 
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simulation of the unperturbed FDTD problem is carried out. The adjoint field 

information required from ( 4.10) and ( 4.11) can be approximated using this adjoint 

simulation. 

Our CAVM approach is illustrated using the dielectric structure shown in Fig. 3.1. 

The system of equations for the points that have permittivity err and located on the 

boundaries of the dielectric sheet is changed due to the forward perturbation t:i.;" R (as 

described before in TABLE 3 .1 ). On the other hand, the variation of the system matrices 

due to backward perturbation Ii~" R occurs for the points indicated by circles in Fig. 3 .1. 

Table 4.1 illustrates the non zero variation in the system matrices due to a backward 

perturbation at point (p, q). The adjoint field solution due to forward perturbation i;" and 

backward perturbation i;" are stored at each time step for points indicated by squares and 

circles, respectively. The points that are not marked in Fig. 3 .1 have zero values for both 

Ii;" R and Ii~" R terms as the system matrices at these points are insensitive to the 

perturbation. Therefore, the adjoint field is not stored for all these points. In the previous 

derivation, we assume that the excitation vector Q is insensitive to perturbations in the 

designable parameters. 

Table 4.1 
The variations in the system matrices due to backward perturbation 

M(pn=L) !).M N(pn=L) N(p.=L-M) M 

-µ,. &f'2 (Afi/cdt)2 -µ,. &r1 (dh/cM)2 
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4.2.1 SA-CA VM Approach for the Reflection Coefficient 

The excitation of the adjoint simulation is dependent on the objective function as 

shown in Chapter 3 and is given by: 

OJ). 1 Of T 

--=--
8t µ 8E 

(4.12) 

For some special objective functions such as the scattering parameters, the adjoint field 

values can be deduced from the original simulation [3],[ 4]. It follows that the adjoint 

simulation can be eliminated. Here, we apply this self-adjoint approach to the estimation 

of the reflection coefficient sensitivities. 

Consider r(A,J , the reflection coefficient at wavelength A
0 

• It can be written as: 

(4.13) 

where Einc is the modal field distribution of the fundamental mode. The vector Er ( A
0

) is 

the reflected electric field at the wavelength A
0 

• The reflection coefficient can also be 

written as: 

r_ 

f f E (t) E. dO. e-jovdt 
.,br •me 

r(wo) = ~o ______ _ 

.b Einc"EincdO 
(4.14) 
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where w0 = 2;rc I A-0 , is the angular frequency, and c is the velocity of light in free space. 

The expression given in (4.14) can be written in a form similar to (4.12) 

1 1 Tmax 

I'(wJ =-F (wJ =- f lf(O,t)dOdt 
s s 0 

(4.15) 

where 

(4.16) 

and 

(4.17) 

The reflection coefficient is thus a complex function and its sensitivities with respect to 

the nth parameter, n = 1, 2, ... , N, are given by 

(4.18) 

Accordingly, the adjoint excitation in (4.12) can be written as 

( 4.19) 

where 
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(4.20) 

Following a similar procedure to that in [5], the adjoint field is deduced through the 

expression[ 6]: 

where j( E:: ( OJ0 ) ),.,j,k j and (<A± ) i,j,k are the magnitude and the phase of the original field of 

the point (i, j, k) at frequency mo, respectively. IH(w0 )I and cp0 in (4.21) are the 

magnitude and the phase of the spectral component of the wideband excitation function 

h(t)at mo, respectively. J
0 

is a scaling factor which accounts for the normalization of the 

incident field. In ( 4.21 ), f3 is the propagation constant of the fundamental mode, d is the 

distance between the excitation plane and the reference plane. 

In order to evaluate the sensitivity using CA VM approach, the following 

discretization for ( 4.9) is used 

(4.22) 

where As is the unit cell area. The adjoint field values are given in ( 4.21) with t = m/).t , 
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4.2.2 Examples 

In this section, we illustrate our CA VM approach through three examples. 

Different response functions are used to illustrate the universality of our CA VM 

algorithm. We also apply the self-adjoint approach discussed in Section 4.2.1 to estimate 

the sensitivities of the reflection coefficient without performing any FDTD adjoint 

simulations. Hence, the computational overhead is practically removed. In these 

examples, the perfect matched layer (PML) [7] is use as an absorbing boundary condition 

for the computational domain. 

4.2.2.1 Multimode Interference (MMI) 3dB Power Splitter 

In this example, a compact multimode interference (MMI) device (1 x2) is used as 

a 3 dB power splitter as shown in Fig. 4.1. Strong guided structure is used with core index 

of 3.0. The width of the multimode section is taken to be 1.65 µm which supports six 

guided modes at A.
0 

= 1.55 µm. The lengths of the access waveguides at the input and the 

output are 3. 7 5 µm. 

Fig. 4.1. Schematic diagram of an MMI 3 dB power splitter. 
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In this example, the sensitivities of an output energy function with respect to the 

dimensions of the structure are studied using our CA VM technique. Here, the TE case is 

assumed where the electric field has only one component, Ey. 

The energy function is given in the form 

Tmax £2 
F= f f-y dt dQ. 

0 0 2 
(4.23) 

For evaluating the objective function in (4.23), the following discretization is used 

mmax jmax £2 
F = LL -2.. AxM. 

m=I j=I 2 
(4.24) 

where Ax and M are the special step size and time step size, respectively. According to 

( 4.19), the adjoint current of excitation is given by 

(4.25) 
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Fig. 4.2. The sensitivity of the energy function with respect to the length of the MMI 3dB 
power splitter for W = 1.65 µm at wavelength 1.55 µm. 

E2 
where f=-Y. 

2 

The discretized form given in (4.22) is used to calculate the sensitivities of the 

energy function with respect to the parameters p = [ W Lmf using the CA VM approach. 

The cell size is L1x = & = 25.0 nm. The sensitivities of the energy function with respect to 

the length and the width of the multimode section are calculated using the CA VM 
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Fig. 4.3. The sensitivity of the energy function with respect to the width of the MMI 3dB 
power splitter for Lrn = 3.2 µmat wavelength 1.55 µm. 

approach and central finite-differences (CFD). The results are shown in Figs. 4.2 and 4.3. 

Good agreement is obtained between our CA VM approach and the expensive central 

finite difference approximation (CFD). The CAVM approach requires one extra 

simulation only while the CFD requires four additional FDTD simulations. 
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air air 

Fig. 4.4. Schematic diagram of the deeply etched waveguide terminator [8]. 

4.2.2.2 Deeply Etched Waveguide Terminator 

A deeply etched waveguide was proposed to minimize the reflected power from 

waveguide terminators [8],[9]. In this design, a single deep trench is etched at the end of 

the waveguide as shown in Fig. 4.4. The design parameters are the width of the trench 

area and the width of the residue (p = [L1 Lhf ). Here, we apply the CA VM approach to 

get the optimal design parameters that minimize the power reflectivity. The SA-CA VM 

approach discussed in Section 4.2.1 is applied to get the gradient of the objective function 

with no adjoint simulations. The power reflectivity can be written as [10]: 

(4.26) 

Using the reflectivity expression in (4.26) as our objective function needs an adjoint 

simulation. However, the same optimal design parameters can be obtained if the 

magnitude of the reflection coefficient is taken as our objective function, i.e., 
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Fig. 4. 5. The sensitivity of the reflection coefficient with respect to the width of the 
trench L1of the deeply etched waveguide terminator for Lh = 280 nm at ,A,= l.55µm. 

The expression in (4.27) is valid as long asf'(A.
0

) is a scalar. 

(4.27) 

The problem given in the right hand side of ( 4.27) has a self-adjoint form as 

discussed in Section 4.2.1. The sensitivity of the objective function (lf'(A.
0
)!) is given by 
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Fig. 4.6. The sensitivity of the reflection coefficient with respect to the width of the 
residue Lh of the deeply etched waveguide terminator for L1 =120 run at A,= 1.55 µm. 

(4.28) 

where F,. and Fm are the real and the imaginary parts of the function F given in ( 4.15). 

For FDTD simulations, the cell sizes are 1.2 run and 5.5 run in the z and x 

directions, respectively. The width of the high index region (core) of the waveguide is 

0.11 µm and the depth of the trench is D = 3.0 µm [8] The material model of GaAsP-InP 

has refractive indices of nr= 3.524 and nc=3.17. The parameters of the perfectly matched 

layer (PML) are the same as those used in [8]. The gradient of the reflection coefficient 
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with respect to the design parameters is evaluated using ( 4.28). The calculated 

sensitivities for the TE case are shown in Figs. 4.5 and 4.6. It is clear from the shown 

results that the optimal parameter values, at which minimum reflection occurs, are 

approximately p = [119.55 280.0f nm. These results are very close to those obtained in 

[8],[9]. The sensitivities obtained using CFD are also shown for comparison. Good 

agreement is achieved between our SA-CAVM and the CFD. We also compare our SA­

CAVM with the self-adjoint approach (AVM) suggested in [4]. The results are also 

shown in Figs. 4.5 and 4.6. It is clear that SA-CA VM produces more accurate sensitivities 

that are comparable to the CFD values. In this example, the sensitivities of the response 

with respect to all the design parameters are obtained without any additional simulation. 

In all previous examples, we addressed narrow band sensitivity estimation. For 

many devices, such as semiconductor optical amplifier (SOA) or superluminescent light 

emitting diode (SLED), it is desirable to obtain the wideband response and its 

sensitivities. The FDTD-CA VM approach can supply such wideband sensitivities. They 

are obtained by applying a wideband adjoint excitation and performing discrete Fourier 

transform (DFT). Here, the additional cost is mainly that of the DFT which is negligible 

compared to the FDTD simulation cost. We demonstrate this approach by estimating the 

sensitivity of the reflection coefficient with respect to the width of the trench L1 over a 

bandwidth of 100 nm centered around 1.55 µm as shown in Fig. 4.7. Good match is 

obtained between our CA VM wideband sensitivity estimates and those obtained using 

CFD. 
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Fig. 4.7. The sensitivity of the reflection coefficient with respect to the width of the trench 
L1over a wavelength band of the deeply etched waveguide terminator at [Lt Lh]=[I20.0 
280.0] nm. 

4.2.2.3 Double Layer Antireflection Coatings 

Minimizing the reflection from the laser diode (LD) facets is one of the major 

applications of the antireflection coatings for designing SO As or SLEDs. In this example, 

we show how to extract the sensitivities of the reflection from the LD facets with respect 

to the widths of the antireflection (AR) coating areas. The design used to illustrate our 

approach is the same as in [10]. 
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Fig. 4.8. Schematic diagram of a waveguide terminated by double layer antireflection 
coatings. 

The optical field inside the LD is modeled based on three layer waveguide model 

[10] as shown in Fig. 4.8. The values of the refractive indices of the core nr and the 

cladding nc are 3 .524 and 3 .17, respectively. The refractive indices of the AR coatings are 

ni=l.82 and n2=1.65. The width of the first AR film is L1=181.6 nm. In [10], the power 

reflectivity for the TE case is measured for different widths of the second film ~ of AR 

coatings at wavelength of 1540 nm. Here, the structure shown in Fig. 4.8 is simulated 

using our FDTD in-house simulator and the simulation results are compared with 

measurements [10]. Both results are shown in Fig. 4.9. The reflectivity calculated using 

FDTD has a good match with the reported measurements. In the FDTD simulation, the 

cell size in the x and z directions are 5.5 nm and 1.0 nm, respectively. The separation 

between the excitation plan at z = 0 and the reference plan at z = dis 100 l:!z as shown in 
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Fig. 4.9. The reflectivity calculated using the FDTD simulation and measured data [10] of 
the double layer antireflection coatings. 

Fig. 4.8. The thickness of the PML layer is 20 cells in both directions. The sensitivity of 

the reflection coefficient with respect to Li is calculated using both the SA-CAVM and 

the CPD approaches as shown in Fig. 4.10. It is clear that our SA-CAVM approach 

matches well the expensive CPD approach. Using Fig. 10, the optimum width for L2 

calculated using our approach is 50.02 nm which agrees with the measured results. A 

minimum reflectivity of -40 dB is obtained at the optimal width at a wavelength of 1.54 

µm. In this example, the sensitivity of the reflection coefficient with respect to the 

parameter Li is calculated without any additional simulation. 
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Fig. 4.10. The sensitivity of the reflection coefficient with respect to L1 of the double 
layer antireflection coatings for L1=181.6 run at wavelength of 1540 run. 

4.3 FULL WAVE CALCULATIONS AND SENSITIVITY ANALYSIS 

OF DISPERSION CHARACTERISTICS 

In this Section, we propose a simple and efficient approach to extract the 

dispersion characteristics with the FDTD method using only one simulation. In addition, 

the A VM approach proposed in previous sections is utilized to extract the sensitivity of 

the dispersion characteristics with respect to all the design parameters without the need of 

any extra simulation. 
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4.3.1 Calculation of the Propagation Constants 

In general, the recorded field at any point in the transverse plan can be utilized to 

extract the propagation constants. However, this approach cannot guarantee the extraction 

of all the excited modes due to the spatial dependency of these modes. This approach may 

become inefficient due to extensive memory resources if the field is recorded at many 

points to assure the extraction of all the excited modes. Alternatively, we propose the 

utilization of an objective function that is capable of extracting all the excited modes. The 

special formulation of this objective function allows for the extraction of the sensitivities 

of propagation constants without any extra simulation. 

The excitation field of the FDTD simulation in the :frequency domain can be 

decomposed into the modes of the structures as follows: 

00 

l//inp =lf/(x,y,O) = Ia~<l>~(x,y) (4.29) 
m=O 

where <I>~ (x, y) is the modal field of the mth mode of the guided structure at frequency fi, 

and a~ is the coefficient of the mth mode. The summation in (4.29) includes all modes in 

the guided structures. However, in this section we limit the application to structures with 

guided and leaky modes. Direct application to other structures is straightforward. 

For a structure with M modes, the total field r?: ( x, y, z) at any propagation 

distance z for a specific frequency fi can be calculated as follow 

rfr:(x,y,z) = Ia~<l>~(x,y)e-j/J~z (4.30) 
M 
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where /J~ is the propagation constant of the mth mode at frequency Ji. For photonic 

structures, z should be far enough from the source to avoid the contribution of any 

radiation mode. Our experience shows that 2-3 multiples of the longest wavelength is 

enough to satisfy this condition. 

We define the following objective function in the frequency domain [11]: 

P;(z) = Jflf/;~V/:(x,y,z) dxdy = L:c~e-jp~z (4.31) 
m 

where, (4.32) 

Here, f/J~H is the Hermitian transpose of the mth modal field. 

Using the objective function in ( 4.31 ), the propagation constants can be obtained 

by utilizing curve fitting methods in the z- domain [12]. Fourier transform (FT) from the 

z- domain to fJ -domain can be also exploited to extract the propagation constants. Hence, 

if the modal expansion is limited to the guided modes only in the structure, the objective 

function in the fJ -domain is given by: 

(4.33) 
m 

where 8 is Dirac delta function. Thus, the propagation constants of all the modes can be 

obtained at an arbitrary frequency Ji. In addition, the amount of power coupled to each 

mode can also be obtained through the coefficient c~. The objective function in ( 4.31) 

can be rewritten as follows: 

fr(z)= ( ffvr;:,vr, (x,y,z,t)dxdy }-Mdt (4.34) 
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This objective function can be obtained by performing discrete Fourier transform 

(DFT) on the fly during the time domain simulation. Once the propagation constants are 

obtained, the modal field can be extracted by performing an inverse FT for ( 4.30) using 

the following relationship 

</J~ ( x, y) = MI r?: ( x, y' kllz ')ej /J!,k& (4.35) 
k 

4.3.2 Sensitivity Analysis of the Propagation Constants 

Here, we propose an efficient method to extract the sensitivity of the propagation 

constants [13] obtained using the approach given in Section 4.3.1. 

By differentiating ( 4.31) with respect to the nth design parameter Pn at 

propagation distance z1 we get 

(4.36) 

A similar expression can be obtained at different propagation distances. Thus, by 

evaluating the sensitivities of the objective function at different propagation steps 

( [ z1, ... , z K] ), the following system of equations can be constructed: 

Ax=b (4.37) 

where 
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and (4.38) 

In order to calculate the sensitivity of the propagation constants and coefficients 

given in x, this system of equations should be first estimated. The values of /3~ and c~ are 

readily available as described in Section 4.3.1. Once the sensitivity of the objective 

function in b is obtained, the system of equations (4.37) can be solved efficiently. The 

number of the steps K at which the sensitivity of the objective function is evaluated 

should be at least 2M in order to solve a determined system of equation. It is also possible 

to take the number of steps K larger than 2M. In this case, a least square approach can be 

utilized to obtain the pseudo inverse of the matrix A. This approach should increase the 

accuracy of the obtained results. However, it requires more post processing and larger 

memory requirements. 

In order to calculate the sensitivity of the objective function in b efficiently, the 

adjoint variable method (AVM) [4] is utilized. In general, this technique utilizes one extra 

simulation (adjoint simulation) to obtain the sensitivity of the objective function with 

respect to all the design parameters. However, the special formulation of the objective 

function in (4.34) allows us to utilize the self adjoint approach [4]. Using this approach, 

no extra simulation is needed and the information of the adjoint simulation can be 

deduced from the original one. Thus, the sensitivity of the objective function ( 4.31) at a 

propagation distance Zk is given by [ 4] 

- . T. 

8P'(zk) =-r fA.n.~nR dxdydz.dt, n=l, .. ,N 
8pn O ~Pn 

(4.39) 
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where dnR is the perturbation of the FDTD system matrices due to the perturbation of the 

design parameter Pn as given in [4]. A.nin (4.39), is the adjoint field which can be 

calculated in terms of the original field obtained from the FDTD simulation using the 

following expression [ 4] 

(4.40) 

where j( E;. (cu;) U and ( ¢E tare the magnitude and the phase of the original field of the 

point q at frequency Wi, respectively. jH(w;)j and 'l'; are the magnitude and the phase of 

the spectral component of the wideband excitation function at Wj,, respectively. J
0 

is a 

scaling factor which accounts for the normalization of the incident field and 

dh =min(Llx,dy,L\z). In (4.40), zk is the distance between the excitation plane and the 

reference plane, µ is the permeability of the media, and p; is the effective propagation 

constant of and given by 

(4.41) 

It follows that using this approach the sensitivity of the propagation constants with 

respect to all the design parameters are calculated efficiently. 

4.3.3 Numerical Example 

In order to illustrate our approach the propagation constants of a multimode 

waveguide are calculated over wide band of wavelengths. The width of the core region is 
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0.75 µm with a refractive index of 3.0. The cladding index is taken to be 1.0. The 

calculated propagation constants are obtained using single FDTD simulation and shown 

in Fig. 4.11. The obtained results are also compared with those obtained using the 

solution of the eigenvalue wave equation based on finite difference scheme [13]. A good 

agreement is obtained between our approach and the FD-method. A uniaxial perfectly 

matched layer is utilized to terminate the computational domain [5]. The sensitivities of 

the propagation constants with respect to the refractive index of the core region are 

calculated as an example and shown in Fig. 4.12. 

16~~~~~~~~~-----~~~~~ 

-FD-method 

1 
o This method 

I 
-------~----------T----------~---------~----------

1 I TE I I 

I y' 30 : : 
I 

I 
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I I - -------~----------T---- -
I I 
I I 

I 
I 

8 ---------~-------

9.3 

' I 
I 
I 
I 
I 

1.4 1.5 1.6 1.7 
Wavelength in microns 

Fig. 4.11. The propagation constants of the waveguide. 
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Fig. 4.12. Sensitivity of the propagation constants with respect to the core refractive index 
of the waveguide. 

The results are also compared with the central finite difference sensitivity CFD obtained 

directly at the response level. The CFD sensitivities are calculated as 

apm PmCn+!in)-PmCn-!in) -- ~ ----------~---

an 21::.n 
(4.42) 

As shown in Fig. 4.12, a good match is obtained between the sensitivities obtained using 

out A VM approach and those obtained using CFD. 

4.4 CONCLUSION 

In this chapter, an efficient approach is proposed for obtaining a second order 

accurate sensitivities using adjoint variable method applied on FDTD. This technique is 
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utilized to obtain different responses. It has been also applied to calculate the sensitivity 

of the power reflectivity using no additional simulations using a self adjoin version of this 

approach. In addition, an efficient technique is proposed to obtain the propagation 

constants of the optical structures and their sensitivities with respect to all the design 

parameters using only single FDTD simulation. 
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5 BPM BASED EFFICIENT 

SENSITIVITY ANALYSIS 

EXPLOITING THE AVM 

5.1 INTRODUCTION 

In this chapter, we propose a novel central adjoint variable method (CA VM) for 

sensitivity analysis using the finite difference beam propagation method (FD-BPM). The 

beam propagation method (BPM) is one of the most efficient techniques for simulating 

photonic devices. It has been applied to the design and modeling of many optical 

components over the past three decades, see for example [l ]-[8]. In our approach, the 

response sensitivities with respect to all the design parameters are obtained with very 

little computational overhead. On-grid parameter central perturbation is assumed and 

exploited to approximate the derivatives of the system matrices using virtual 

perturbations. This technique is also extended to the 3D full vectorial BPM (FVBPM). 

We demonstrate the application of our approach for both iterative and non iterative 

FVBPM based on the alternating direction implicit approach (ADI-FVBPM). Our 

technique is applied to the imaginary distance FVBPM to extract the sensitivity of the 

modal properties. It is also applied to extract the sensitivity of all the guided modes of 
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any guided structure without any additional simulation and with minimum computational 

overhead. To demonstrate the powerfulness of our approach, the obtained sensitivities are 

utilized within a gradient-based optimization algorithm to obtain the optimal response in 

few iterations. 

5.2 ADJOINT SENSITIVITY ANALYSIS USING 2D SCALAR BPM 

The 2D scalar BPM, which is based on the paraxial wave equation discussed in Chapter 3 

is given by [9] 

8<P 82 <P 
}'2kn -=-+k2(n 2 -n2 )<P 

0 8z 8x2 0 
(5.1) 

Here, 82</J I 8z2 has been neglected by assuming that 182</J I 8z2I << 2kn
0 

l8<P I 8zl. This 

approximation is called the paraxial approximation or Fresnel approximation. 

The differential equation (5.1) can be approximated using the Crank Nicolson 

finite difference method as [10],[11] 

, = _ 'f'1+l 'f'i+I 'f'1+l + 'f'1 'f'1 'f'1 (5.2) a2<JJ(m!::.x (i + 1/2)&) 1 ( ..1..m+l -2..1.'." + ..1..m-l ..1..m+l -2..1..m + ..1..m-l J 
8x2 2 (&)2 (&)2 

8<P(m&,(i+112)&) <A:1 -<Pt c53) 
8z & 

where !::.x and & denote the calculation steps in the x and z directions, respectively. The 

subscripts m and i are the indices of the sampling points along the x and z directions, 
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respectively. The number of grid points along the x and z axes directions are M (m = I, 2, 

... , M) and N (i =I, 2, .... , N), respectively. The term <r denotes the discrete values of the 

field at xm=m Ax and zi=it1z 

Substituting (5.2)-(5.4) into (5.1), we obtain the following system of equations 

[11] 

,,i,m+I m ,1,m ,,i,m-1 ,1,m+I bm ,1,m ,,i,m-1 • - 1 N 
-'f'i+I + ai 'f'i+I - 'f'i+I = 'f'i + i 'f'; + 'f'i ' l - , •. , (5.5) 

where 

a'!'= 2-k2(Ax)2 [(n'!' )2 -n2]+1· 4kno(Ax)2 
I t+l/2 0 t1z (5.6) 

b.m = -2 +k2(Ax)2 [(n'!' )2 -n2] + . 4kno(Ax)2 
I 1+1/2 0 j t1z (5.7) 

Once the initial electric field distribution ¢; (m = I, 2, ... , M) at the input 

position is given, the electric field profile t/>;m (i = I, 2, .. , N) can be calculated at any 

distance z; by solving the tridiagonal system oflinear equations given by (5.5). 

5.2.1 Our CA VM Approach 

From equation (5.5), it is obvious that the BPM solves the following system of 

equations at each propagation step 

(5.8) 

where A;, and B; are the system matrices at the ith step given by 
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a~ 
I 

-1 0 0 bl 
I 

1 0 0 

-1 a1 -1 0 1 b.2 1 0 
(5.9) A;= I , and B;= I 

0 -1 0 1 

0 0 -1 aM 
I 

0 0 1 b~ 
I 

The coefficients a: and a:1 may be modified if the transparent boundary condition 

(TBC) is applied [12]. <P; and <l!+i are the field distributions at the propagation distances z; 

and Z;+t: 

and <1!+1 = (5.10) 

By differentiating the system in (5.8) with respect to the jth design parameter pj 

and rearranging, we get 

(5.11) 

where j = 1, 2 ... , J is the index of the design parameters Pf These design parameters can 

be dimensions of discontinuities or material properties. The relation ( 5 .11) can be applied 

to obtain the derivatives of the first state by setting i = 0: 

(5.12) 

where ~ is the excitation field which is assumed independent of the design parameters. 

We first assume that the objective function of interest depends on the field states 

74 



PhD Thesis - Mohamed Swillam McMaster University- Electrical and Computer Engineering 

at a number of distances. This objective function is denoted by 

f( <q
1

, <q
2

, •• , <qm), iK EI V K, where I is the index set of the associated field states. 

By using the chain rule, we get 

(5.13) 

In (5.13) we assume that the objective function has only an implicit dependence 

on the design parameters through the field states. Also, in some cases the objective 

function is dependent on the field distribution at only one distance zv (fu =/(<rt)). For 

this case, the derivative (5.13) can be reduced to 

(5.14) 

The CA VM method is derived for this case as follows: Multiplying (5.11) by( 8fuf8<rtf, 

and using (5.14), the sensitivity expression has a non-zero value only if i = u-1. Thus the 

sensitivity expression is given by 

where 

AT IL = afv 
u-1 v a ' 

(/ju 

(5.15) 

(5.16) 

The system given in (5.16) is called the adjoint system and 11.u is called the adjoint 

variable. The adjoint variable 11.v can thus be obtained by solving a system of equations 

which is equivalent to one propagation step of the BPM simulation. It should be clear that 
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the adjoint variable .A'v is parameter independent. It is calculated only once regardless of 

the number of the design parameters. 

In the general case where the objective function is defined as a function of the 

field distributions at many propagation distances, the sensitivity expression can be 

written using (5.13) and (5.15) as 

Bf = IA-;.,,K,j 
Bpj KE/ 

(5.17) 

where 

(5.18) 

and 

(5.19) 

It should be clear from (5.19) that the number of the parameter-independent adjoint 

variables is the same as the number of field responses in I. Each adjoint variable is 

obtained using a linear system of equations which is equivalent to one propagation step of 

the BPM simulation. 

5.2.2 Practical Implementation 

Here, we discuss the efficient implementation of our sensitivity analysis algorithm 

with minimum memory and computational requirements. The first step to implement our 

sensitivity expression is to calculate the derivatives of the system matrices given in(5.15). 
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The perturbation theory is utilized to calculate the system derivatives by assuming on-grid 

virtual perturbation of the system matrices due to the change in the design parameters. 

The matrices' derivatives are calculated at each propagation step. These matrices are, 

however, sparse and very few of their components are affected by the change in the 

refractive index due to a parameter perturbation. This results in very few non- zero 

elements of these derivative matrices. It follows that the derivatives of the system 

matrices are calculated in an efficient way. 

The central differences are utilized to calculate an approximate derivative of the 

system matrices. The approximate system matrix derivative is given by: 

8A; _ (~+A; + ~ -A;) --
apj 2~pj 

(5.20) 

where ~p j is the perturbation in the design parameter p j • 

In (5.20), ~+A;, ~-A; are the perturbed matrices due to forward and backward 

perturbation of the design parameter p1. These perturbed matrices are given by 

~+a~ 
I 

0 0 0 

~+A; = A; (p j + t:.p) - A; (p j) = 
0 ~+a2 0 0 

I (5.21) 
0 0 

0 0 0 ~ + a1:1 
I 

and 

~- I a; 0 0 0 

0 ~- 2 0 0 
~-A;= A;(p)-A;(Pj -t:.pj) = a; 

(5.22) 
0 0 

0 0 0 ~- M a; 
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(c) 

(d) 

Fig. 5.1. Geometrical representation of the change of the grid cells due to forward change 
of the design parameters for on grid perturbation. The unperturbed structure is shown in 
(a), while the lateral perturbation is shown in (b), in (c) the propagation direction 
perturbation is shown, and the change in the refractive index is shown in ( d). 
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From (5.6) and (5.7), one can show that 

(5.23) 

As shown in (5.21)-(5.23), the derivative matrices are diagonal matrices which can be 

calculated efficiently. Once the system derivatives are calculated and the adjoint systems 

in (5.19) are solved, the sensitivity expression given in (5.17) can be calculated for all 

design parameters. 

In general, for any photonic structure, there are two types of parameters; 

dimensions of discontinuities and material properties. Perturbations of these parameters 

cause perturbation in the system matrices. Some of the possible parameter perturbations 

are shown in Fig. 5 .1. In this figure, the perturbation due to a parameter change is 

classified as either lateral direction change (Fig. 5.1.b ), propagation direction change (Fig. 

5.1.c), or local refractive index change (Fig. 5.1.d). Here, we assume one grid 

perturbation for each design parameter. The grid cells whose refractive index value is 

changed due to the perturbation correspond to the non-zero elements in the derivative of 

the system matrices. Thus for the lateral perturbation, the derivative matrices contain one 

or two diagonal elements only according to the symmetry of the structure. However, ifthe 

perturbation occurs in the propagation direction, the change in the system matrices occurs 

only once for the distance at which the structure is perturbed. Meanwhile, if the refractive 

index at any region inside the structure is perturbed, this will result in a change in the 

system matrices in the whole affected region. The diagonal system derivatives given in 

(5.21)-(5.23) are obtained at each propagation step at which the perturbation occurs. 
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5.2.3 Examples 

Here, we illustrate our approach through the estimation of the sensitivities of 

different objective functions with respect to the dimensions and material properties of 

different structures. Our results are compared with the accurate and time-intensive central 

finite difference (CFD) approximation. This approximation is given by: 

ef f(pj +.6.pj)- f(pj -.6.p) 
-~-~------~-

opj 2.6.pj 
(5.24) 

Our A VM approach does not require any extra BPM simulation. The computational 

overhead involves only the evaluation of (5.11) at each propagation step for each design 

parameter p j and the evaluation of ( 5 .17) -( 5 .19) after the end of the simulation. 

5.2.3.1 Directional Coupler 

In this example, the directional coupler shown in Fig. 5.2 is designed such that the 

power injected in Waveguide 1 is totally transferred to Waveguide 2. The effective index 

of the core region of the waveguides n, is 1.7 and the cladding index nc is 1.5. The width 

of the waveguide w is taken to be 0.8 µm for single mode operation at wavelength 1.55 

µm. The separation between the two waveguides dis 1.2 µm. The length of the coupler is 

determined using simulation results of the BPM to be 147.5 µm. This length is chosen 

such that the launched power in Waveguide 1 is totally transferred to the second 

waveguide for the TE case [ 13]. 

In order to verify the accuracy of the BPM simulation results, the coupling length 

is also calculated using coupled mode theory (CMT) [11], [13]. The length calculated 
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using CMT is 148.18 µm with a relative error of 4.65xl0-3 which confirms the accuracy 

of our BPM results. 

For the BPM simulation, the cell sizes are ~=0.05 µm and az=0.5 µm. The 

normalized fundamental mode of the Waveguide 1 is used as an excitation source. 

The objective function is taken as the normalized power at the output port of 

Waveguide 2: 

2 ~ 2 

f =~~I dx=~Ll~I (5.25) 
w d1 

nc 
1~ 

~r Wg.1 nr 
1~ 

}d nc 
1,-

Wg.2 nr wJ 
I -

Lz nc 

Fig. 5.2. Schematic diagram of the directional coupler. 
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Fig. 5.3. The normalized sensitivity of the normalized power of the directional coupler 
example with respect to the separation distanced for a sweep of this parameter. 

where di and d2 are the initial and final nodal indices of waveguide 2. The sensitivity of 

the objective function (5.25) with respect to the separation between the two waveguides d 

is studied for different separation distances as shown in Fig. 5.3. Good match is obtained 

between our approach and the central finite differences. It is clear from Fig. 5.3 that the 

sensitivity has its zero crossing point near the value of d = 1.2 µm at which the device is 

designed to have its maximum power transferred to Waveguide 2. This also illustrates the 

accuracy of the calculated sensitivities. The CFD requires two additional BPM 

simulations meanwhile the CA VM approach requires no extra simulation. 
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5.2.3.2 Multimode Interference 3 dB Power Splitter 

A compact multimode interference (MMI) device (1 x2) is used as a 3 dB power 

splitter as shown in Fig. 5.4. The refractive index of the core region is chosen to be 1.7. 

The width of the access waveguide is taken to be 0.8 µm for single mode of operation at 

A.
0 

= 1.55 µm. The lengths of the access waveguides at the input and the output are 10.0 

µm. The sensitivity of the coupling coefficient of the 2-D MMI with respect to the 

dimensions of the structure p = [ W Lmf is studied using our CA VM technique. In this 

example, the TE case is studied where the electric field has only one component~. The 

coupling coefficient is defined as 

C = .c </JN.'/' dx (5.26) 

Fig. 5.4. Schematic diagram ofMMI 3 dB power splitter. 
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Fig. 5.5. The normalized sensitivity of the real part of the coupling coefficient with 
respect to the length of the multimode section of the 3dB MMI power splitter for a width 
of 10.0 µm at wavelength of 1.55 µm. 

where </JN and 'P are the normalized field at the output waveguide and the normalized 

modal field distribution of the output waveguides, respectively. 

In order to verify the accuracy of the BPM simulation results, the length of the 

multimode (MM) section is calculated using the self imaging theory [14] to be 61.82 µm 

for a width of 10.0 µm. This length is also calculated using BPM by calculating the length 

for which the magnitude of the coupling coefficient (5.26) is maximum. The calculated 

coupling length using BPM is 62.0 µm for a width of 10.0 µm which confirms the 

accuracy of the BPM results. 
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Fig. 5.6. The normalized sensitivity of the imaginary part of the coupling coefficient with 
respect to the length of the multimode section of the 3dB MMI power for a width of 10.0 
µm at wavelength of 1.55 µm. 

The sensitivities of the real part and the imaginary part of the coupling coefficient 

with respect to the length and the width of the multimode section are calculated using the 

CAVM approach and the central finite differences method (CFD). The results are shown 

in Figs. 5.5 - 5.8. Good agreement is obtained between our CAVM approach and the 

expensive CFD. The CA VM approach requires no extra simulation while the CFD 

requires four additional BPM simulations. 

It should be noted that the sensitivity of the magnitude of the coupling coefficient 

(5.26) can be easily calculated from the real part and imaginary part sensitivities as 

follows 
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Fig. 5.7. The normalized sensitivity of the real part of the coupling coefficient with 
respect to the width of the multimode section of the 3dB MMI power for a length of 62.0 
µmat wavelength of 1.55 µm. 

ajcj =-1 (c Re{ac}+c 1m{ac}J 
8pj jcj r 8pj m 8pj 

(5.27) 

where C, and Cm are the real part and the imaginary part of the coupling coefficient, 

respectively. 
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Fig. 5.8. The normalized sensitivity of the imaginary part of the coupling coefficient with 
respect to the width of the multimode section of the 3dB MMI power for a length of 62.0 
µm at wavelength of 1.55 µm. 

Fig. 5.9. Schematic diagram of the Mach-Zehnder interferometer. 
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Fig. 5.10. The normalized sensitivity of the real part of the coupling coefficient with 
respect to the refractive index of the modulation region of the Mach-Zehnder 
interferometer for Ls= 8.0 and A.=l.55 µm. 

5.2.3.3 Mach-Zehnder Modulator 

In this example a Mach-Zehnder interferometer is used as an optical modulator as 

shown in Fig. 5.9. The refractive index of the core region nr is 2.58 and the cladding 

index is 2.5. The width of the access waveguide is 1.0 µm for a single mode operation at 

A-
0 

= 1.55 µm. The lengths of the access waveguides at the input and the output are 100.0 

µm. The separation between the two waveguides Ls is 8.0 µm and the branching angle B 

is 1.432°. The length of modulated region Lm is 200 µm. The total length of the simulated 

structure is 1060 µm. 
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To verify the accuracy of our BPM simulator, it is used to determine the refractive 

index value of the modulated region nm for which the coupled power to the output 

waveguide is minimum. The change of the index which produces minimum power at the 

output arm is 8n= nm-nr =4.0xl0-3
. This change can be also calculated analytically [11] 

using the expression <5n = .A
0 

/2Lm to be 3.875x10-3 with a relative error of0.032. 

The sensitivity of the real part and the imaginary part of the coupling coefficient 

given in (5.26) are calculated with respect to the change in the refractive index of the 

modulated area nm and the separation of the two waveguides (p = [nm Lsf) using the 

CA VM approach and the central finite differences method (CFD). In (5.26), 'CJ7 is the 

modal field of the single mode output waveguide. The refractive index step size !in is 

taken to be 10-3
• The results of the sensitivities are shown in Figs. 5.10 - 5.13. Good 

agreement is obtained between our CA VM approach and the expensive central finite 

difference approximation (CFD) which requires four additional simulations. Our 

technique, however, needs no additional simulations. 

5.2.3.4 tx4 power splitter 

In this example, a 1 x4 MMI power splitter is designed as shown in Fig. 5.14. The 

refractive indices of the core and the cladding are 1.505 and 1.5, respectively. The width 

of the MM section Wis 80.0 µm. The width of the access waveguide at the input and the 

output is taken to be 3.0 µm for single mode operation at a wavelength of 1.3 µm. The 

length of these access waveguide is taken to be 200.0 µm. This ensures that the higher 

order modes which are possibly excited by the light coupling at the input port will be 
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completely decayed. The objective function is defined as the power coupling coefficient 

which is given by: 

3ooo.--~~--.-:~~~-,--~~~--r-~+~C-A_V_,M 

I 
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1 I 2000 
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(5.28) 

Fig. 5.11. The normalized sensitivity of the imaginary part of the coupling coefficient 
with respect to the refractive index of the modulation region of the Mach-Zehnder 
interferometer for Ls= 8.0 and A.=1.55 µm. 
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Fig. 5.12. The normalized sensitivity of the real part of the coupling coefficient with 
respect to the separation between the two waveguide Ls of the Mach-Zehnder 
interferometer for nm= 2.58 and A.=l.55 µm. 

The BPM simulation is utilized to calculate the length of the MM section L at 

which the power coupling is maximum for the TE case at a wavelength of 1.3 µm. This 

length is calculated using the BPM to be 2042.0 µm. This length is calculated using the 

self imaging theory [14] to be 2012.0 with relative error of 0.02% which validates the 

accuracy of the BPM results. The total device length is 2442.0 µm. The input waveguide 

is designed to be at the center of the MM section. However, due to fabrication tolerance 

this waveguide may be shifted from its designed position. The design parameter s in this 

example is defined as the shift of the axis of symmetry of the input waveguide from the 
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Fig. 5.13. The normalized sensitivity of the imaginary part of the coupling coefficient 
with respect to the separation between the two waveguide Ls of the Mach-Zehnder 
interferometer. 
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Fig. 5.14. Schematic diagram ofMMI lx4 power splitter. 
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Fig. 5.15. The normalized sensitivity of the power coupling coefficient with respect to the 
shift of the axis of symmetry of the input waveguides. 

axis of symmetry of the MM section and the output waveguide section as shown in Fig. 

5.14. 

The sensitivity of the power coupling with respect to s is calculated using the 

CA VM technique as shown in Fig. 5.15. This sensitivity is compared with CFD which 

requires two additional simulations and has a good match. 

It is clear from the last two examples that the structures are electrically very large. 

Simulating such structures using FDTD or FDFD would take very long time and huge 

memory requirements. However, simulating these structures using BPM takes few 

minutes which proves the efficiency of this technique. Moreover, extracting the 
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sensitivities using our CA VM approach utilizing the efficient BPM technique allows for 

efficient tolerance analysis and fast design optimization process. 

5.2.4 Computational Overhead 

In this section, the computational overhead of our approach is discussed and 

compared with the computational overhead of calculating the sensitivities using the CFD 

(5.24). For this purpose, the computational time of extracting the response and its 

sensitivities is calculated for both our CA VM and the CFD approach for the last two 

examples given in Section 5.2.3. The computational time of CAVM includes all 

preprocessing and post processing calculations. The results of this comparison are shown 

in Table 5.1 for the MMI example and Table 5.2 for the Mach-Zehnder example for 

different number of design parameters J. We define a time saving factor as the ratio Sr= 

T cFI/ T cAVM, where T cFD and TcAVM are the computational time of the CFD approach and 

our CA VM approach, respectively. These results show that the computational time for 

our CAVM approach (TcAvM) is always smaller than the computational time of the CFD 

approach (T cFn). Moreover, the significant time saving increases, as expected, with the 

increase of the number of design parameters J. Our technique becomes therefore more 

efficient for problems with large number of design parameters. It should be clear that our 

technique utilizes the unperturbed system matrices A; in generating the adjoint vectors 

given by (5.19). The factorizations of these matrices are readily available through the 

original BPM simulation. This makes the CA VM approach efficient compared with the 

CFD which utilizes the BPM method with perturbed system matrices. 

The additional memory requirement needed for the CA VM is the storage of the 
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state derivative vector given by (5.11) at the previous step. This vector is later used in 

(5.18). There is no need to store the matrices A; or the vectors A."" and TJK,j as they are 

both calculated and utilized in (5.17) directly after the original field solution is obtained at 

the current propagation step. It follows that the memory storage of our CA VM is 

negligible in comparison with the memory requirement of a single BPM simulation. 

Table 5.1 
The computational time of CA VM and CFD approaches for the MMI 3dB power splitter 

example. 

J 1 2 

TcAvM(sec.) 18.4 24.1 

TCFD (sec.) 48.625 81.1 

Sr 2.643 3.365 

Table 5.2. 
The computational time of CA VM and CFD approaches for the Mach-Zehnder Modulator 

example. 

J 1 2 

TcAvM(sec.) 185.3 212.5 

TcFD (sec.) 474.9 791 

Sr 2.56 3.722 

95 



PhD Thesis - Mohamed Swillam McMaster University- Electrical and Computer Engineering 

5.3 SENSITIVITY ANALYSIS USING 3D FULL VECTORIAL BPM 

5.3.1 Sensitivity Analysis for Iterative Methods 

For iterative methods, the system of equations given in (2.30) can be rewritten as 

(5.29) 

where C1 
, and D 1 are the system matrices at the /th propagation step and they are given 

by 

(5.30) 

By differentiating the system in (5.29), with respect to the ith design parameter Pi 

and rearranging, we get 

(5.31) 

The relation (5.31) can be applied to obtain the derivatives of the first state by setting I= 

0: 

(5.32) 

where lf/1° is the excitation field which is assumed independent of the design parameters. 

Following a similar approach to [15] as described in Section 5.2.1, the sensitivity 

expression in (5.13) can be rewritten as 

(5.33) 

where 
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ank-1 8 k-1 ack-1 
'f/

k =-- 111k-I +Dk-1....J!L_ ___ 111k 
I ~ Tl a a Tl ' vpi 1Pi 1Pi 

(5.34) 

and 

( k) T of C Xk =--k , 'VKEf 
81?1 

(5.35) 

In (5.33), Xk is the adjoint variable of the kth state. It is solved once regardless of the 

number of design parameters. It should be clear that the number of the parameter-

independent adjoint variables X k is the same as the number of field states in I. 

The expression (5.34) requires the parameter-dependent derivatives of the system 

matrices. These derivatives are given by: 

apt 
_____a_ 

act apt opi 
-= j!:lza-=j!:lza on,. on,. 8' nt r r 2 

Bpi 

5.3.2 Sensitivity Analysis for ADI-FVBPM 

apt 
___£_ 

opi 
apt 
--12:'.. 
op; 

apt 
___£_ 

api 
apt 
--12:'.. 
Bpi 

(5.36) 

(5.37) 

The system of equation given in (2.31) is discretized using central difference 

scheme. At each propagation step, the system of equation given in (2.31) is solved. 

By differentiating (2.31) with respect to the ith design parameter Pi,, we get 
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_.,,_ .t - = __ If/,, +Kl _T_t 81u
1
+

1 
[8K

1 
811r

1
] 

ap, ap, 1 ap, (5.38) 

where 

aK1 =-(r1)-1 ar~ (r1 )-1 r,(r,)-1 r, +(r,)-1 ar: (r,)-1 r, 
a 4 8 4 3 2 1 4 8 2 1 
~ ~ ~ 

-(r~)-1 r~ (r~)-1 aar~ (rn-1 r: +(r~rl r: (rn-1 aar: 
1P1 P; 

(5.39) 

The derivatives of the system matrices in (5.39) are given by 

8Ax 8Pxy 
ar1 !!.z ap, ap, ar4 (5.40) --=- =---ap, 2 8Bx ap, 

0 ap, 

8Ay 
0 

ar3 !!.z ap, ar2 (5.41) --=- =---ap, 2 8Pyx 8By ap, 
ap, 8p, 

The sensitivity of the desired objective function can thus be calculated using (5.33) with 

aKk-1 a k-1 a+ 
ri = --11rk-i + Kk-l _J!J._ and X = -~-.,. 

8 
.,,, 

8 
k 

8 
k 

I P; 1P1 lf/1 
(5.42) 

The derivatives of the system matrices required in (5.34) and (5.42) are estimated 

using perturbation theory as described in Section 5.2.2. 

5.3.3 Sensitivity of the Modal Properties 

Sensitivity analysis for objective functions such as the coupling coefficient, and 

the power in the output waveguide is discussed above and in [ 15]. In this section, we 
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illustrate the strength of our approach by extracting the sensitivities of the modal 

properties of guided structures. We propose two approaches for both the imaginary 

distance FVBPM (ID-FVBPM) and the FVBPM. 

5.3.3.1 Sensitivity of Vector Mode Properties Using ID-FVBPM 

The technique of calculating the vector mode properties using ID-FVBPM is 

given in [16]. Using this technique, the propagation constant and the modal profile of the 

vector modes can be calculated iteratively. Here, we show how the CA VM approach can 

be also utilized to extract the sensitivities of the modal properties using the ID-FVBPM. 

The ID-FVBPM is mainly dependent on changing the propagation to the 

imaginary axis i.e. z = jz' . The field at any distance z' is thus given by [ 16] 

(5.43) 
00 

where Am and <Z>m(x,y), \:Im, are the eigenvalues and the eigenvectors of the operator P 

given in (2.22), respectively. These eigenvectors represent the guided and the radiation 

modes. 

An expression is derived in [16] to calculate the propagation constant of all 

desirable modes. This expression is given by: 

- l [ ff'fl(X,y,z' +!lz')dxdy] 
flm -k0 no +-In JJ 'v'm 

!lz' '!'( x, y, z')dxdy 
(5.44) 

Here, lfl(x,y,z') is the field state at the mth iteration used to calculate the modal 

properties of the mth mode. The expression (5.44) may be utilized as an objective 
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function and its sensitivities can be obtained usmg (5.33). This objective function, 

however, is dependent on the field state at two consecutive propagation steps. The 

sensitivities can thus be obtained using (5.33) where I contains two consecutive field 

states. The memory requirement at each step is double that of an objective function that 

has dependence on the field state at one step only. To reduce this computational cost, we 

introduce another objective function to calculate the derivatives of the propagation 

constant that is dependent on the field state at only one step. 

By multiplying (5.43) by the eigenvector (/JmH and integrating over the transverse 

plan, we get 

Jf<PmH'l'(x,y,z)dxdy = L Jfamez'A,.(/J:(/Jmdxdy (5.45) 
M 

where (/J: is the Hermitian transpose of the mth modal field. 

It can thus be shown that the mth modal coefficient is given by: 

Jf (/JmH 'l';np (x, Y' O)dxdy 

(5.46) 

Also, we exploit the fact that after appropriate propagation distance, we have 

'l'(X, y, z') --t <Pm. It follows that the eigenvalues can be calculated using the alternative 

expression 

where 

1 
[ Jf 'l'(X, y, z')H l/f(X, y, z')dxdy J 

A. =-ln 
m z' ff'l'(x,y,z')H'l';n/x,y,O)dxdy 
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(5.48) 

The expression given in (5.47) depends on the field state at one step only. The sensitivity 

of the eigenvalues can thus be calculated more efficiently. 

The main drawback of utilizing the ID-FVBPM is the iterative technique used to 

extract the modal properties. This technique is thus efficient for structures with small 

number of guided modes or for single mode structures. In the following subsection, we 

propose an efficient approach to extract the sensitivity of all the guided modes without 

any additional simulation. 

5.3.3.2 Sensitivity of Vector Mode Properties Using FVBPM 

By utilizing the approach given in [16], [18] the eigenvalues can be calculated 

using the correlation function [ 16] 

P(z) = Jf 'l';!'I', (z)dxdy = :~::Cme-jA,,,z (5.49) 
m 

where 

(5.50) 

Using this correlation function, the eigenvalues can be obtained using Fourier transform 

(FT), Prony's method [19] or the matrix pencil method [18],[20]. 

By differentiating with respect to the ith design parameter Pi we get 

(5.51) 

where Mis the number of the excited guided modes, and z1 is the propagation distance 

lllz. 
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The proposed approach in Sections 5.3.1 and 5.3.2 is first utilized to calculate the 

sensitivity of the correlation function. By evaluating the sensitivities of the correlation 

function at different propagation steps (I e [lp ... , lk ]), a system of equations can be 

constructed as given in (4.37). In order to solve this system of equations, the eigenvalues 

and the coefficients of the modes are calculated first. The number of the steps k at which 

the sensitivity of the correlation function is evaluated should be at least 2M in order to 

solve a determined system of equation of the form: 

= 

oP(z1) 

op; 

oP(z2 ) 

op; 

oP(zk) 

op; 

(5.52) 

Using (4.37), the sensitivities of the eigenvalues (propagation constants) and the modal 

coefficients cM are extracted. 

The propagation constants and their sensitivities shown here are based on the 

paraxial full vectorial beam propagation equation given in (2.22). The propagation 

constants (and hence their sensitivities) of the Helmholtz equation (wide angle) are 

obtained for the full vectorial case by following a similar procedure to that used for the 

scalar equation [ 16]: 

(5.53) 
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where f3wm and Pm are the propagation constants of the guided modes for the Helmholtz 

equation given in (2.17) and the paraxial beam propagation equation given in (2.22), 

respectively. 

5.3.4 Numerical Examples 

In this section, we illustrate our approach using different structures with different 

objective functions. Our results are compared with the accurate and time-intensive central 

finite difference (CFD) approximation applied at the response level obtained using the 

full vectorial BPM simulation. 

Fig. 5.16. Schematic diagram of the polarization converter using periodically loaded rib 
waveguide. 
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Fig. 5.17. The normalized sensitivity of the coupling length of the polarization converter 
with respect to the refractive index of the loaded section n1• 

5.3.4.1 A periodically loaded Rib waveguide polarization converter 

In this example, a periodically loaded waveguide is utilized as a polarization 

converter [21]. A schematic diagram of this device is shown in Fig. 5.16. The refractive 

indexes are n5=3.27, ng=3.4, and nF3.27. The polarization conversion length is an integer 

multiple of the loading period Lc . The length of Lc is chosen the same as the beating 

length of the quasi-TE and quasi-TM modes [21]. This beating length is given by 

L = 1C 

c /3TE - /lrM 
(5.54) 

The propagation constants for the quasi-TE fJTE and quasi-TM /3™ fundamental modes 

are calculated using the ID-FVBPM based on the iterative method. The width of the 
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Fig. 5.18. The normalized sensitivity of the beating length of the polarization converter 
with respect to the refractive index of the substrate n8 • 

w .. 

Fig. 5.19. Schematic diagram of the rib waveguide. 

waveguide W = 2 WL is 3.0 µm. The height of the guide h is 0.5 µm and the thickness of 

the load dis 0.1 µm. The beating length is then calculated to be 159.5 µmat a wavelength 
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of 1.3 µm. This value has a good match with the result reported in [21]. The sensitivities 

of the propagation constants /JTE and PrM with respect to the change in the refractive 

index of the loading n1 are calculated using our approach. The beating length sensitivity is 

then calculated by utilizing the relation in (5.54). The sensitivity of the beating length 

with respect to n1 is shown in Fig. 5.17. The results have a good match with the sensitivity 

obtained using the CFD. The sensitivity of the beating length with respect to the 

refractive index of the substrate ns is also calculated and the results are shown in Fig. 

5.18. The results match well the CFD sensitivities. No additional simulations are needed 

using our approach. Four additional simulations are needed, however, to extract the 

sensitivities using CFD. 

5.3.4.2 Guided Modes in Rib Waveguide 

The strongly guided rib waveguide shown in Fig. 5.19 is simulated using the 

iterative FVBPM. The refractive indexes are n1=1.0, n2=3.44, and n3=3.4. The dimensions 

are W = 3.0 µm, H = 0.5 µm, and D = 0.5 µm. The effective index of the fundamental 

quasi-TE mode is calculated using the FFT of the correlation function given 
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Fig. 5.20. The normalized sensitivity of the effective index of the quasi-TE mode of the 
rib waveguide with respect to the dimension D. 

in (4.31). It is found to be 3.402544 at wavelength of 1.55 µm which matches well the 

result given in [22]. The mesh size is taken to be 0.01 x0.01 µm2 while the size of the 

calculation window is IQxIO µm2
• The transparent boundary condition (TBC) for full 

vectorial BPM is utilized [22]. 

The sensitivities of the effective index of the fundamental quasi-TE mode with 

respect to the dimensions of the waveguide p = [ D H Wf are calculated using the method 

proposed in Section 5.3.3.2. They are compared with the CFD as shown in Figs. 5.20 -

5.22. Our technique does not need any additional simulation. The CFD approach, 

however, requires six additional simulations. 
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Fig. 5.21. The normalized sensitivity of the effective index of the quasi-TE mode of the 
rib waveguide with respect to the dimension H . 
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Fig. 5.22. The normalized sensitivity of the effective index of the quasi-TE mode of the 
rib waveguide with respect to the dimension W. 
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Fig. 5.23. Schematic diagram of the polished fiber coupler. 
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Fig. 5.24. The normalized sensitivity of the power coupling coefficient of the polished 
fiber coupler with respect to refractive index of the index-matching liquid nL. 
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Fig. 5.25. The calculated power coupling coefficient at the output waveguide of the fiber 
coupler at each optimization iteration. 

5.3.4.3 Polished Fiber Coupler 

In this example, the polished fiber coupler shown in Fig. 5.23 is simulated using 

ADI-FVBPM. The refractive index of the core ng is 1.469, the refractive index of the 

cladding nc is 1.46 and the refractive index of the index-matching liquid nL between the 

two cores is 1.46. The radius of the core is 2.0 µm. The separation between the two cores 

d is 1.0 µm. The coupling length after which a power transfer from one guide to the other 

is calculated to be 308.0 µm at a wavelength of 1.55 µm. The maximum power transfer at 

this length is calculated, by sweeping the coupling length, to be 0.979. The calculated 

coupling length has been also verified using the coupled mode theory [ 11]. 
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The sensitivity of the power coupling coefficient of the fiber coupler with respect 

to the refractive index of the index matching liquid layer nL is studied using the ADI-

FVBPM. The power coupling coefficient of the input waveguide is given by 

(5.55) 

where 'f/1 , 'f/;np are the normalized field at the end of the input waveguide and the 

normalized modal field distribution of the input waveguide, respectively. Our CAVM 

approach is utilized to extract the sensitivity of the power coupling coefficient for a sweep 

of nL as shown in Fig. 5.24. The results show excellent match with the expensive CFD 

approach. 

5.3.4.4 Optimization of the Polished Fiber Coupler 

In this example, we utilize the calculated sensitivities in the previous example to 

optimize the performance of the polished fiber coupler. The desired response in this 

example is to maximize the power transfer from one waveguide to the other over a fixed 

length of the fiber coupler. The design parameters are the refractive index of the index-

matching liquid nL and the separation between the two cores d, (p = [ nL df). The 

optimization problem can be written as: 

max 
p 

subject to 0.7~d~1.2 

1.4 ~ nL ~ 1.47 

(5.56) 

where r1z is the power coupling coefficient of the second waveguide where the power is 

injected at the input of the first waveguide. The coupler length is 308.0 µm at a 
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wavelength of 1.55 µm. The initial design parameters are chosen to be [1.461 1.0 µmf. 

The power coupling at the initial parameters is 0.502. A maximum power coupling of 

0.9839 is achieved after 6 iterations only. This value of the power coupling is higher than 

that obtained in Example 5.3.4.3. This is mainly because of the more degrees of freedom 

available by changing two designable parameters. 

The obtained objective function at each iteration is shown in Fig. 5.25. The 

optimal design parameters are [l.4569 0.70 µmf. It is clear that the sensitivity 

information accelerates the convergence of the optimization procedure. The large scale 

constrained optimization package of Matlab (23] is utilized to solve this problem. At each 

optimization iteration, the optimization algorithm utilizes both the response value and its 

CA VM sensitivities. This optimization algorithm exploits a subspace trust region method 

that is based on the interior-reflective Newton method described in [24]-[25]. At each 

iteration, the approximate solution of the large linear system is calculated using the 

method of preconditioned conjugate gradients (PCG)[23]. 

5.3.5 Computational Efficiency 

In this section, we discuss the computational time and the memory requirements 

of our approach. For this purpose, the computational time of calculating the sensitivities 

of both the iterative and the ADI-based FVBPM is computed for the second and the third 

examples given in Section 5.3.4 using both our CAVM method and the CFD. The 

computational time of CA VM includes all preprocessing and post processing 

calculations. In addition to the solution of the original BPM system of equation, the 

computational time of our CA VM approach involves also the calculation of the 
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derivatives of the system matrices in (5.36), and (5.37) or (5.39)-(5.41). It also includes 

the calculation time of the field derivatives in (5.32) or (5.38) at each required 

propagation step and the evaluation of the sensitivity expression in (5.33) after the end of 

the BPM simulation. The computational times are shown in Table 5.3 and Table 5.4. This 

comparison is performed on a 1.73 GHz Core 2 Duo computer with 1.0 GB of RAM 

using Matlab[23]. Here, we define the time saving factor Sr as the ratio Sr= TcFIJ TcAvM, 

where TCFD and TcAvM are the computational time of the CFD approach and our CAVM 

approach, respectively. 

Table 5.3 shows the computational time of calculating the sensitivities of the 

effective index for the rib waveguide in Section 5.3.4.2 with respect to the three 

dimensions p =[DH Wf. In Table 5.4, the computational time of calculating the 

sensitivities of the coupling coefficient given in Section 5.3.4.3 with respect to nL and dis 

shown (p = [nL d f). 

Tables 5.3 and 5.4 show that the CA VM approach for both the ADI-FVBPM and 

iterative FVBPM techniques are more efficient than the CFD. The saving factor for the 

ADI method is higher because of the ability to utilize the factorization of the system 

matrices to calculate the field derivatives in (5.38). This is not the case for the iterative 

method. For the rib waveguide example, the saving factor Sr in the case of N = 2 

(p = [D Hf) is calculated to be 2.34 for the ADI-FVBPM. It is thus clear that our 

approach becomes more efficient with the increase of the number of design parameters N. 

The additional memory requirement needed for the CA VM approach is the 

storage of the state derivative vector given at each step. This derivative vector is given in 
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(5.32) for the iterative method and in (5.38) for the ADI method. The memory storage of 

the CA VM is thus negligible in comparison with the memory requirement of a single 

additional BPM simulation. 

Table 5.3 
The computational time ofCAVM and CFD approaches for the rib waveguide example 

(N=3) 

TcFDl_secl TcAvMi_secl Sr 
ADI-FVBPM 317 108.2 2.935 

Iterative FVBPM 871.5 446.1 1.953 

Table 5.4 
The computational time ofCAVM and CFD approaches for the fiber coupler example 

(N=2). 

TcFD (sec.) TcAvM(sec.) Sr 
ADI-FVBPM 4094.32 1710 2.39 

Iterative FVBPM 11545.0 6012.1 1.92 

5.4 SENSITIVITY ANALYSIS USING ANALYTICAL DERIVATIVE OF THE 

SYSTEM MATRICES 

The derivatives of the system matrices required in (5.38) and (5.41) are estimated 

using perturbation theory in (15],[26] as described in Section 5.2.2. However, this 

technique may be inefficient for a large number of design parameters and large structures. 

This is mainly due to the need to construct the system matrices of the perturbed system 

for each design parameter. By utilizing the explicit dependence of these system matrices 

on the refractive index, we provide an analytical derivative. This can be done by 
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assuming a change in the refractive index value of Q grid points due to the change in the 

design parameter Pi· Following a similar approach to that in [27], the derivatives of the 

system matrices can be rewritten using the following formula 

(5.57) 

The derivative of the system matrix with respect to the refractive index value of the qth 

grid point 8R I 8nq is analytically calculated. This derivative is sparse with non zero 

elements at the elements corresponding to the grid point q. It is calculated only once for 

all the design parameters. This approach reduces the computational cost of obtaining the 

derivative of the system matrices especially for structures with large number of design 

parameters. This approach is utilized for efficient sensitivity analysis of surface plasmon 

structures as described in the following section. 

5.4.1 Sensitivity Analysis of Surface Plasmon Waveguide Structures 

Surface plasmon polaritons (SPPs) based structures attracted much attention in the 

last decade [28]-[36]. This is mainly due to their ability to guide light in subwavelength 

dimensions [28]-[32]. These structures can thus combine the small physical dimensions of 

electronic circuits with the high operational speed of optical circuits. These features allow 

the SPPs circuits to be utilized in subwavelength optical interconnects and photonic 

circuits. SPPs guide the light at the interface between the dielectric and the metal with 

exponential decaying in both media. The guided optical field is very sensitive to the 
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properties of the media. Consequently, SPPs have been also successfully exploited in 

biosensing application [33]-[36]. 

Investigating the behavior and the sensitivity of the SPPs structures is essential to 

determine its potential in the different proposed applications. The sensitivity information 

of these structures with respect to its design parameters is also useful for yield and 

tolerance analyses. Various modeling techniques have been utilized for studying the 

behavior and the sensitivity of the optical field in different SPPs structures. They include 

the finite difference frequency domain (FDFD) method [28], method oflines [30], and the 

finite element (FEM) method [31]. Most of these techniques are utilized for solving the 

modes of the SPPs structures to investigate the behavior and the sensitivity of the 

propagation constants and the losses of the different modes. Very little research is carried 

out to study the behavior of the propagating optical field for these structures [36]. For 

both applications, all of the utilized techniques are based on performing many simulations 

to study the sensitivity of the SPPs structures with respect to the design parameters. This 

approach, however, is inefficient especially for a large number of design parameters. For 

example, for N design parameters N extra simulations are need to extract the sensitivity 

information if the forward finite difference approximation is used. 

In order to efficiently model the SPPs waveguide structures, the beam propagation 

method (BPM) can be exploited. It is capable of both calculating the modal field and 

simulating the propagating optical field assuming that the utilized BPM technique suits 

the structure under investigation. This technique has been recently applied for both 
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applications for SPPs structures (36],[37]. Accordingly, efficient sensitivity extraction of 

SPPs structures using BPM is of prime importance. 

In order to reduce the computational cost of obtaining sensitivity information, the 

adjoint variable method (A VM) is exploited. This technique is described for efficient 

sensitivity analysis using full vectorial BPM based on ADI technique in Section 5.3. This 

approach can be also applied for semi-vectorial 3D ADI BPM using analytical derivative 

of the system matrices. 

For SPPs structures, the metal is represented by a complex refractive index. 

Hereafter, we propose an efficient approach to calculate the derivatives of the system 

matrix with respect to design parameters which are related to the change of the 

dimensions or the material parameters of the metal. This complex refractive index can be 

written as: 

(5.58) 

where nr represents the real refractive index of the material and nim represents the losses 

of this material. Using the theory of complex analysis, the derivative of the system matrix 

with respect to the refractive index for the complex case is given by: 

(5.59) 

where R; and R! are the real part and the imaginary part of the system matrix Rk . Here, 

the matrix Rk is assumed to be analytical. In addition, the derivatives of the system 
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matrices with respect to the imaginary part of the refractive index can be efficiently 

calculated using the Cauchy-Riemann formula as follow: 

8Rk 8Rk 
-=-j-
an,.m 8nr 

(5.60) 

It follows that the sensitivity with respect to any design parameter can be obtained 

efficiently by utilizing only one analytical derivative of the system matrix. 

In order to verify the accuracy of the implemented 3D ADI BPM, the obtained 

results are compared with those obtained in [37] using a similar method. This comparison 

is based on the imaginary distance version of the 3D ADI BPM for a structure containing 

a metal loaded on a dielectric substrate as shown in Fig. 5.26. The same parameters in 

[37] are utilized to extract the effective index and the attenuation coefficient. An excellent 

agreement is obtained between the implemented method and the results in [37]. As an 

example, the effective index of the given structure is calculated using our implemented 

3D ADI BPM and compared with the one in [37] as shown in Fig. 5.27. 

5.4.1.1 A Metal Loaded On a Dielectric Waveguide 

In this example, a SPP waveguide design is proposed for subwavelength 

applications as shown in Fig. 5.28. In this design, the silicon on insulator (SOI) material 

is utilized due to its wide application in electronic circuits. It also allows for strong 

guiding and hence subwavelength light confinement. The utilized metal is gold (Au) with 

refractive index nm=0.18110.2 at a wavelength of 1.55 µm. The refractive indexes of 

silicon (Si) and the insulator (Si02) are ns=3.46, and ni=l.46, respectively. The thickness 
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of the metal layer and the silicon layer are tm=O. l µm , and t5=0.5 µm, respectively. The 

width of the metal and silicon layers are taken as Wm=Ws=0.5 µm. The propagation length 

of this waveguide structure is given as Lp=112J.m(/J), where p is the complex propagation 

constant of the fundamental TM mode of this structure. This length is calculated using the 

imaginary distance 3D ADI BPM to be 32.0 µm. The vector of design parameters of this 

structure is p = [ts tm Ws Wmf. The sensitivity of the propagation length and the effective 

index of the fundamental mode are calculated using the proposed A VM. The results are 

compared with the sensitivity information obtained using the CFD approach applied 

directly at the response level. A very good agreement is obtained between our approach 

and the CFD as shown in Figs. 5.29 - 5.31. The CFD requires 8 additional simulations. 

Our approach, however, requires no additional simulations . 
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Fig. 5 .26. Schematic diagram of the metal loaded waveguide 
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Fig. 5.27. Effective index of the fundamental mode of the metal loaded waveguide at 
wavelength A.=l.55µm and t=0.2 µm. 
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Fig. 5.28. Schematic diagram of the metal loaded channel waveguide. 
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Fig. 5.29. Normalized Sensitivity of the propagation length of the fundamental mode in a 
metal loaded on channel waveguide structure at wavelength /L=l.55µm, Wm=Ws =0.5 µm, 
and tm=O. l µm. 
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Fig. 5.30. Normalized Sensitivity of the propagation length of the fundamental mode in a 
metal loaded on channel waveguide structure at wavelength A-=l.55µm, Ws=0.5 µms 
tm=O. l µm and fs=0.5 µm. 

5.4.1.2 A compact lx3 power splitter 

In this example, a compact 1 x3 power splitter is designed using SPPs waveguide 

structure as shown in Fig. 5.32. This simple structure consists of a thin layer of metal 

(Au) with refractive index nm=O. l 8:il 0.2 deposited on an insulator (Si02) with refractive 

index ns=l.459. The various widths of the metal sections define the region of single 

mode and multimode operation. The design of this structure is based on the multimode 

interference in the multimode waveguide by utilizing the self imaging principle [14]. The 

width of the metal in the multimode section Wm is taken to be 15.0 µm. The width of the 

metal in the single waveguides Ws is taken to be 3.0 µm to ensure single mode operation 

122 



PhD Thesis - Mohamed Swillam McMaster University- Electrical and Computer Engineering 

at 1.55 µm [37]. The thickness of the metal layer of the multimode region tm is 0.2 µm. 

The thickness of the metal layer of the single mode region ts is also 0.2 µm. The 

sensitivity of the coupling coefficient of the power splitter with respect to the design 

parameters of the structure p = [Wm tm Lm ts] Tis studied using our A VM technique. The 

coupling coefficient is defined as 

(5.61) 

where f/JN and 'F are the normalized modal field of the output waveguides and the 

normalized field distribution at the output waveguides, respectively. The length of the 

multimode section Lm is calculated to be 78.2 µm. This length, which is calculated using 

the 3D ADI BPM, maximizes the power coupling coefficient at output waveguides. The 

total insertion loss at the optimal parameters is 1.5 dB. A good agreement is obtained 

between the sensitivity information obtained using our A VM approach and the sensitivity 

obtained using the time consuming CFD approach. In order to illustrate the accuracy of 

our approach, the normalized sensitivity of the power coupling with respect to width of 

the multimode region Wm is shown in Fig. 5.33. The normalized sensitivity of the power 

coupling sensitivity is also calculated with respect to the thickness of the metal in the 

multimode region tm as shown in Fig. 5.34. As shown from this figure, the sensitivity of 

the coupling power approaches zero when the thickness reaches the value of 0.2 µm. 

Hence, the power coupling is maximum and the loss is minimized once the thickness 

exceeds this value. This result agrees with the result obtained in [37]. 
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By utilizing the CFD approach, 8 additional simulations are needed to obtain the 

sensitivity of all the design parameters. On the other hand, our approach is utilized to 

obtain the sensitivity information with no additional simulation. 
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Fig. 5.31. Normalized Sensitivity of the propagation length of the fundamental mode in a 
metal loaded on channel waveguide structure at wavelength A.=l.55µm, Wm=0.5 µms 
tm=O. l µm and fs=0.5 µm. 
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Fig. 5.32. Schematic diagram of lx 3 power splitter SPPs structure. 
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Fig. 5.33. Normalized Sensitivity of the power coupling coefficient of lx3 power splitter 
at wavelength l=l.55µm, Lm=78.2 µm, and tm= ts =0.2 µm 
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Fig. 5.34. Normalized Sensitivity of the power coupling coefficient of lx3 power splitter 
at wavelength A-=1.55µm, Lm=78.2 µm, and ts =0.2 µm 

5.5 CONCLUSION 

In this chapter, a novel approach for sensitivity analysis of photonic devices using 

the BPM is proposed. Application to scalar, semivectorial, and full vectorial analysis is 

proposed and discuses. The computational efficiency of our approach is demonstrated 

through a comparison with the CFD sensitivities applied directly at the response level. 

Different examples are proposed to illustrate the universalities of our approach. 
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6 DESIGN OPTIMIZATION OF 

COMPACT WIDEBAND OPTICAL 

SWITCH EXPLOITING STAIR CASE 

INDEXMMI 

6.1 INTRODUCTION 

Optical switching is considered one of the key functions in optical networking and 

communication applications. Various structures can be utilized for this purpose. 

However, most of these structures are suitable for working over narrow wavelength band. 

Designing an integrated optical switch that is capable of working over the different 

wavelengths of the optical communication systems without significant performance 

deterioration is of prime importance. The fabrication cost of optical systems can be 

reduced using such a switch. 

Multimode interference based devices (MMI) are considered suitable candidates 

for this application. MMI devices are utilized in different optical processing applications. 

This is mainly due to their wide wavelength band, ease of fabrication and integration, and 

fabrication tolerance. MMI devices have been utilized as optical power splitters, 
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combiners, optical hybrid couplers, multiplexers and demultiplexers [1]-[10]. MMI 

devices have been also recently utilized as optical switches for network applications [11].,. 

[14]. This switching application was first purposed in [11] based on the first cross image 

for weakly guiding MMI. The electro-optic effect is utilized to change the refractive 

index of the multimode (MM) region. The same application was later demonstrated and 

fabricated in [12]. The carrier induced charge is utilized to change the refractive index of 

the MM region. The same application is also reported using self guiding material [ 13]. 

However, in this technique an optical power amplifier is used to perform the switching 

function. Thermo-optic effect is also reportedly utilized to obtain a switching function 

using a heater to change the refractive index [14]. In all these devices [11]-[14], the step 

index waveguide is utilized to design the MMI device. The length of the device is 

wavelength sensitive because the position of the cross image is dependent on the 

wavelength as indicated by the self imaging theory [ 4]. 

Graded refractive index MMI is a possible solution to the wavelength dependency. 

Recently, the self imaging in a parabolic refractive index MMI (PMMI) is proposed [15]. 

For this device, the imaging length is wavelength insensitive. The quality of the image 

and hence the power coupling is also improved using this index profile. This profile can 

thus be used for designing an optical switch that can operate over wide wavelength band. 

The fabrication of a parabolic index profile, however, is not simple or compatible with the 

current technology of photonic devices fabrication. 

In this chapter, we propose a novel optical switch design based on the PMMI. A 

stair case index approximation of this index profile is utilized. The fabrication of this 
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profile is feasible through the current technology using multiple etching. Alternatively, 

electro-optic effect can be applied using variable electric field. A new design 

methodology is proposed to ensure that the response of the stair case MMI (SCMMI) 

imitates the response of the PMMI. In this methodology, a two-stage optimization 

procedure is exploited to obtain the optimal design. Gradient-based optimizers are utilized 

in these two stages exploiting the wide angle BPM. The required response gradient is 

efficiently obtained using the adjoint variable method (A VM) [16]-[18]. 

6.2 PARABOLIC REFRACTIVE INDEX MMI 

The self imaging phenomenon in multimode (MM) waveguides with parabolic 

index profile is studied in [15]. Here, we give a brief review of the theory of this 

phenomenon. We also explain how to make use of its advantages in designing compact 

optical switches. In this theory, the 2-D parabolic index case is considered. The refractive 

index profile is given as 

{ 

( )

2 
x 

n -D.n --
n(x)= -n. W/2 

-W/25x5W/2 
(6.1) 

otherwise 

where nmax, and tin are the peak value of the refractive index inside the core region and 

the refractive index difference between the peak value nmax and the cladding value nc, 

respectively. In (6.1), Wis the total width of the guided region. For D.n<< nmax, the index 

profile can be rewritten after ignoring the cladding effect as follows: 

2 2 2 x 
( J

2 

n (x) = nmax -D.n xo (6.2) 
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'th z D.nW2 
WI X =--

o 8nmax 

The index profile in (6.2) corresponds to the potential well of the harmonic 

oscillators [19]. The solutions of the wave equation are thus known and the propagation 

constant Pm of the mth mode can be approximated by [15],[19]- [20] 

(6.3) 

where k is the wave number. Following a similar procedure to the one used for the step 

index MMI in [4], the imaging length can be calculated as [15]: 

(6.4) 

which is an exact (bar) image for p even and a mirror (cross) image for p odd. 

The imaging length in (6.4) shows some important characteristics of PMMI 

devices. First, this length is independent of the wavelength. Second, the imaging length is 

directly proportional to the waveguide width and not to its square as in SMMI case [ 4]. It 

follows that the device length can be much shorter than the SMMI. Third, the imaging 

length is the same for all the excitation's positions asp is linearly dependant on the mode 

order. 

According to the above mentioned features of this device, we conclude that the 

position of the cross output is insensitive to the wavelength. This device can thus be used 

as an optical switch or as a modulator over a wideband of wavelengths. This device has 

also a compact size compared with the SMMI. The main difficulty is in the practical 

realization of such a profile. This profile does not lend itself to the available fabrication 
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technologies. To overcome this, we propose a stair case approximation of such a profile 

in order to achieve a comparable response with more feasible fabrication processes. 

L 

Fig. 6.1. Schematic diagram of the MMI as an optical modulator. 
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Fig. 6.2. Schematic diagram of the stair case index profile for cross output case. 
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6.3 STAIR CASE REFRACTIVE INDEX MMI (SCMMI) AS AN OPTICAL 

SWITCH 

The switching function can be obtained using SMMI devices by controlling the 

value of the refractive index of Region 2 in Fig. 6.1. Thus the device is mainly designed 

to have a maximum power at the cross output waveguide if the indexes of Regions 1 and 

2 match. On the other hand, if the refractive index of Region 2 is less than the refractive 

index of Region 1 the optical power will be maximum at the bar output waveguide. 

The proposed SCMMI can be used as an optical switch using similar approach to 

the one used for SMMI. The main difference is the utilization of the parabolic index (or 

an approximation to it) in the multimode region for the cross state output as shown in Fig. 

6.2. The device becomes less sensitive to the wavelength and more compact in size as 

explained in Section 6.2. The same switching mechanism used for the SMMI switches 

can be utilized as well for this device. 

The stair case index (SCI) profile is used mainly to mimic the response of the 

parabolic index profile in the case of the cross state as shown in Fig. 6.2. For the bar state, 

the SCI profile gives the ability to easily define the single mode waveguide region which 

is compatible with single mode output waveguide as shown in Fig. 6.3. This region can be 

defined by having the refractive index ns less than n1• To maximize the power coupling to 

the output waveguide in the case of bar state ns should be as close as possible to nc1. The 

stair case index is more superior to the parabolic index for its compatibility with the 

output waveguide. It can be easily integrated with other devices which usually have step 

index profile. 
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In order to mimic the response of the PMMI using stair case index profile, we 

formulate the design problem as an optimization problem. The design parameters of this 

problem are the refractive indices and the widths of the stairs as shown in Fig. 6.2. Thus 

the vector of design parameters p is given as, 

(6.5) 

where the number of stairs is chosen to be 5. This is considered as a reasonable choice to 

minimize the number of design parameters but yet maintain a good approximation for the 

parabolic profile. The maximum index change 8n is determined by designer beforehand 

(See Fig. 6.2). In order to efficiently calculate the optimal design p*, gradient based 

optimization is utilized in conjunction with 2D BPM. The adjoint variable method 

(A VM) is utilized in estimating the response gradient. This method provides an efficient 

approach to extract the gradients without any additional simulations. 

6.4 DESIGN OPTIMIZATION OF THE SCMMI 

In this section, we propose a new methodology to obtain the optimal design of 

SCMMI which satisfies the required specifications of the switch. Our main goal in this 

design is to maintain the main features of the PMMI. This can be done by obtaining the 

optimal design parameters for which the response of the SCMMI is insensitive, or having 

a weak sensitivity, to the wavelength variation of the incident field. We need also to 

ensure that the optimal structure is compact in size and has a comparable length to the 

PMMI that is shorter than the SMMI. 

In order to achieve these requirements, we propose to solve our design problem 
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using a two-stage optimization process. The first stage involves solving an optimization 

problem to maximize the power coupling to the output waveguide 17 for the cross state. 

The maximization of the coupling coefficient is mainly performed at the center 

wavelength of the desired bandwidthA-c. The design equation (6.4) of the PMMI is 

utilized to obtain an initial design of the device. This can be done by choosing a starting 

width of the PMMI Wp and determining the maximum index change~n. Now, these 

parameters can be utilized to calculate the length of the MM section L of the PMMI using 

(6.4). This length is utilized as the length of SCMMI device. At this length we aim at 

maximizing the power transfer to the cross output waveguide over the working band of 

wavelengths. The wavelength band of interest is then determined and the center 

wavelength A,c of this band is utilized in the first optimization stage. Accordingly, the 

optimization problem of this stage is given by: 

max 
p 

subject to nc1 ::;; Jii ::;; n2 ::;; n3 ::;; n4 ::;; n5 ::;; ~n 

0 ::;; W5 ::;; W4 ::;; W3 ::;; W2 ::;; WI ::;; WP 
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Region 1 
(Single mode Waveguide) 

ns .................................... 

Fig. 6.3. Schematic diagram of the stair case index profile for bar output case. 
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The optimal parameters obtained in (6.6) are utilized as the initial design of the 

second stage. The optimal value of the coupling coefficient 171 (...1.J obtained from ( 6.6) is 

also utilized in the second stage. The second stage ensures that the response obtained at 

the center wavelength A.c in the first stage can be attained over the whole working 

wavelength band. This can be done by minimizing the deviations of the coupling 

coefficient at different wavelength from its value at the center wavelength. Thus the 

optimization problem can be written as follow 

min 
p 

subject to nc1 ~ ~ ~ n2 ~ n3 ~ n4 ~ n5 ~ 8.n 

0 ~ W5 ~ W4 ~ W3 ~ W2 ~ WI ~ WP 

where B is the set of the wavelengths of interest. 

6.5 DESIGN EXAMPLES 

(6.7) 

In this section, the design methodology given in previous sections is utilized for 

obtaining a complete design of an optical switch with wide operating bandwidth. 

Different designs are introduced as examples for our procedure. In these examples the TE 

case is mainly considered. However, the application for TM case is straight forward. For 

all the proposed examples, the modal field profile of the access input waveguide is 

calculated first at the specific wavelength. It is then utilized as the excitation of the MM 

waveguide section. In addition, the modal field profile at the output waveguide 1s 

calculated and utilized in calculating the coupling coefficient and the crosstalk. 
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6.5.1 Compact Design 

To illustrate this procedure, a PMMI is first designed with width W,, taken to be 

14.0 µm, and a maximum refractive index of nmax = 3.2981, and tin= 0.032. The index 

profile of the MM section of PMMI is shown in Fig. 6.4. The desired wavelength band is 

chosen to be [1.2 µm: 1.8 µm]. The center wavelength Ac is thus equal to 1.5 µm. 

By using the design equation in (6.4), the imaging length is calculated to be 

157 .86 µm at the center wavelength. The width of the single mode waveguide at the 

input and output ports is taken to be 1.5 µm with a core refractive index of 3 .28. 

The length of the MM section is also calculated using wide angle BPM with (1,1) 

Pade approximate operator [21]. This length is calculated by sweeping of the power 

coupling coefficient between the propagated field and the modal field of the cross output 

waveguide over propagation distance. The length of the MM section is calculated using 

this simulation to be 161.0 µm with a relative deviation of 0.02 from the theoretical 

results. The maximum value of the coupling coefficient is calculated to be 0.89. 

The first stage optimization problem is then utilized to maximize the power 

coupling coefficient at Ac= 1.5 µm. The initial refractive indices are chosen to have the 

same refractive indices values as the parabolic profile at specific widths as shown in Fig. 

4. The initial set of parameters is given by p=[l3.0 µm 10.0 µm 8.0 µm 6.0 µm 4.0 µm 

3.27 3.281 3.287 3.292 3.2955f. 

The power coupling obtained at L=l6l.O µm using the initial parameters is 

calculated to be 0.65. The optimization problem is then solved using the gradient 

information obtained using the AVM method applied to the wide angle (1,1) BPM. The 
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large scale constrained optimization package of Matlab [22] is utilized to solve this 

problem. At each optimization iteration, the optimization algorithm utilizes both the 

response value and its A VM sensitivities. This optimization algorithm exploits a subspace 

trust region method that is based on the interior-reflective Newton method described in 

[23],[24]. At each iteration, the approximate solution of the large linear system is 

calculated using the method of preconditioned conjugate gradients (PCG)[22]. The 

maximum power coupling obtained after this stage is 0.971 and the optimal parameters 

obtained are given by p1=[12.0 µm 9.0 µm 7.0 µm 5.0 µm 2.5 µm 3.28 3.287 3.29 3.295 

3.298f, 

The optimal parameters obtained from this stage are then utilized as initial 

parameters for the second stage. The second stage is mainly used to ensure that the 

response of the SCMMI is similar to the response of the PMMI over the required 

bandwidth. Sequential quadratic programming (SQP) included in the minimax 

optimization toolbox in Matlab [22] is utilized to solve the optimization problem at the 

second stage. The A VM is also utilized to extract the sensitivity of the response using 

BPM simulation. The optimal parameters obtained are given by p*=[l2.0 µm 9.0 µm 7.0 

T µm 5.0 µm 3.0 µm 3.28 3.287 3.29 3.295 3.2975] . 

The final stair case index profile which is used to imitate the performance of the 

PMMI is shown in Fig. 6.4. The maximum width of the SCMMI is 12.0 µm and the 

minimum is 3.0 µm. In order to assure that the obtained SCMMI and PMMI have similar 

self imaging phenomenon, the field intensity distribution is calculated over a sweep of 

propagation distance. The calculated field intensity of SCMMI and PMMI has similar self 
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imaging behavior as shown in Fig. 6.5. The power coupling coefficient at the cross arm is 

shown in Fig. 6.6. It is clear from this figure that the SCMMI has a similar response of 

the cross state as those obtained using PMMI. Moreover, the SCMMI has a better power 

coupling at the output arm. The dependence of the coupling coefficient on the wavelength 

is studied for the SCMMI, PMMI, and the conventional SMMI with a width of 12.0 µm 

and a length of 1807.0 µm which is the optimal length at the central wavelength as shown 

in Fig. 6. It is clear from this figure that the power coupling is almost constant for both 

SCMMI and PMMI. However, for SMMI the bandwidth is limited. Moreover, the 

SCMMI is more than 11 times shorter than the conventional SMMI. The cross talk is 

also calculated to be -39.2dB at the center wavelength for the cross state. The cross talk 

for the bar state is calculated to be -39.4 dB at the center wavelength. 
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Fig. 6.6. The power coupling versus the wavelength for the cross state for the compact 
design example. 
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Fig. 6. 7. The power coupling versus the wavelength for the cross state for the weak 
guiding example. 

6.5.2 A Weak Guiding Design 

Electro-optic effect that may be utilized to change the value of the refractive index 

produces small index change especially for semiconductor materials [11]. Thus to ensure 

that our design can be implemented, a weak guiding structure is utilized. 

Following a similar procedure to the one described in the previous example, we 

design an SCMMI with Wp = 24.0 µm and lln = 0.0052. The cladding refractive index is 

taken to be 3.25. The operating bandwidth is taken to be [1.2 µm: 1.8 µm]. The length 

of the multimode section is calculated to be 685.0 µm. The optimal design parameters are 

p*=[20.0 µm 15.0 µm 12.0 µm 8.0 µm 5.0 µm 3.2525 3.2533 3.254 3.2545 3.255f. 

The power coupling over the working bandwidth for the cross state is shown in 
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Region 1 

Region 2 

.. Region 1 

(a) 

A.1 --• Region 1 

Recion 2 .... 

Region 1 

(b) 

Fig. 6.8. The schematic diagram of the OXC using SCMMI; a) the indexes of regions 1 
and 2 match and b) the index of Region 2 is less than that of Region 1. 

Fig. 6.7. The power coupling of the SMMI with core index of 3.255 is also calculated and 

shown in Fig. 6.7. However, the length of the multimode section of the SMMI is 

calculated to be 4730.0 µm which is much longer than the optimized device. The cross 

talk of the optimized device is -23.2 dB at the center wavelength for the cross state. The 

cross talk for the bar state is calculated to be -23 .14 dB at the center wavelength. 

All the calculations and the design optimization process utilize a wide angle BPM 

with (1,1) Pade approximate operator. The increase in the power coupling is mainly due 
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to the enhancement of the quality of the image. This is mainly due to the grading effect 

which has been proved to enhance the image quality [25]-[27]. The BPM simulations 

show that the proposed structure has negligible polarization dependence which is 

considered an extra advantage for our design. 

The proposed device can also be used as an optical cross connect (OXC) for 

routing any two different wavelengths within its band of operation as shown in Fig. 6.8. 

The two wavelengths are routed by changing the refractive index of Region 2. 

6.5.3 3D Design Using Strip Loaded Waveguide with Variable Heights 

In this example, a strip loaded waveguide configuration is utilized. The height of 

the strip can be utilized to change the effective index underneath the strip. By using a 

MM waveguide with multiple strips with different heights, a stair case index is achieved 

as shown in Fig. 6.9. Electro-optic effect can be utilized to perform the switching 

function. A three dimensional structure operating over wide range of frequencies can be 

constructed using this design. For this example, the range of frequencies is chosen to be 

[1.3 µm: 1.6 µm] with center frequency ~=1.45 µm. The electro-optic effect of the GaAs 

is exploited to perform the switching function. Using this effect, a maximum index 

change l1n = -n~r41E 12 is obtained, where r41 is the electro-optic coefficient of the GaAs 

tensor, n0 is refractive index before applying the electric field, and E is the electric field 

across the junction. 
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multimode waveguide 

tl GaAs 

11, AlGaAs 

Fig. 6.9. Schematic diagram of the optical switch with variable height of strip loads. 

-V 

p+ Alo.1Gao~s 

hb h 

h. ih2 p+AIGaAs 

AIGaAs hs 

GaAs 

n+ AIGaAs 

Fig. 6.10. The cross section of the proposed 3D optical switch with variable height strip 
load waveguide. 
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Fig. 6.11. The power coupling versus the wavelength at the output waveguide for the 3D 
design example using 2D BPM and the effective index method. 
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Fig 6.12. The power coupling at the cross arm versus the wavelength at the output 
waveguide for the 3D design example using 3D full vectorial simulation. 
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The maximum refractive index change !in is calculated to be 104 at ~ for an 

electric field of 3.5xl05 V/cm which is less than the breakdown field of GaAs (4x105 

V/cm). 

The approach given in Section 6.4 is utilized to obtain the optimal effective 

indexes for SCMMI with w1=20.0 µm. The effective index method is exploited to obtain 

the corresponding 3D structure as shown in Fig. 6.10. The heights of the strips are 

calculated to have the same optimal effective index values at ~ using the effective index 

method. The optimal geometrical design parameters of this structure are given in Table 

6.1. The obtained 3D SCMMI structure is then simulated using 2D BPM after reducing 

the problem to 2D using the effective index method. In this simulation, the power 

coupling at the cross arm waveguide is calculated over the desired bandwidth taking into 

account the material dispersion and the dependence of the refractive index on the 

wavelength [28]. The results are shown in Fig. 6.11. It is clear that there is a 5-10% 

decrease in the power coupling to the output waveguide at the cross sate due to the 

material dispersion. The coupling coefficient at the cross state of the SMMI with the 

width of 20.0 µm and !in = 10-4 is also shown in Fig. 6.11. It is clear that our proposed 

structure has a wider bandwidth than the conventional SMMI. In addition, the length of 

the SMMI is calculated to be 3 .1 times longer than the length of the SCMMI. 

The reverse biased p-i-n structure shown in Fig. 6.10 is utilized to perform the 

electro- optic effect over the desired region. The voltage required to obtain the required 

index change is 21.5 V. The coupling power to the bar output waveguide is calculated 

over the desired bandwidth. It is shown in Fig. 6.10 in the case of the applied voltage. 
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In order to verify the obtained results, a 3D full vectorial BPM simulation of the 

structure is carried out [25]. The coupling power over the desired bandwidth is calculated 

for the cross state output for both the quasi TE and the quasi TM cases as shown in Fig 

6.12. It is clear from this figure that the quasi TM case has a wide bandwidth with less 

coupling coefficient due to the weak polarization dependence of the proposed structure. 

The main advantage of the proposed structure is its simplicity and ease of 

fabrication. It can be fabricated by growing the intrinsic GaAs core layer over the 

AlGaAs substrate and then the intrinsic AlGaAs layer can be grown above the core layer. 

Afterwards, the doped AlGaAs strip layers can be grown. Successive etching with 

different depths can be utilized to define the stair case profile of the strips. The 

Alo.1Gao.3As layer can be then grown and the metal electrodes are defined. 

6.6 DISCUSSION 

The stair case index profile can be obtained using the current technology through 

different approaches. In addition to the proposed design in Section 6.5.3 some other 

possible approaches are discussed in this section. The fabrication details and the 

experimental results of these approaches will be addressed elsewhere. 

6.6.1 Variable Applied Electric Field 

In this approach, the reconfigurable electro-optic waveguide method is utilized to 

achieve the SCI profile [29]. This profile can be obtained by using multiple electrodes 

with different applied electric field on each one. Using a reverse biased p-i-n 

InP/Ino.61Gao.J9Aso.s4Po.16l'lnP structure a stair case index profile is obtained with 
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maximum index change of 0.011 [29]. This device is mainly utilized for optical signal 

processing. However, the same structure can be used in our application. Modulating the 

electric field of Region 2 can be used for the switching function. 

6.6.2 Variable Doped Semiconductors 

In this approach, the doping concentration of the semiconductor material is used 

to produce a permanent refractive index change over wide range of wavelengths [30]. 

Varying the doping will produce a variation in the refractive index. Thus by fabricating 

an MM waveguide with different doping regions, an SCMMI can be created. An external 

effect is then utilized to obtain the switching function by altering the refractive index of 

Region 2. 

Table 6.1. 
The geometrical design parameter of Example 6.5.3. 

Parameter Value Parameter 

............. ~$. ....... . . ........ ..9.:.?..µ~ .................................................................................................................. . 
ha ....... ! .. :.9 .. t!:~ ...... •·································· 
h1 

hs 

6.0 m 
·····f ···· ?.:9 t!:JP ... 
! 4.0 m 

12.0 µm 

6.7 CONCLUSION 

In this chapter, we proposed a new methodology to design an optical switch using 

stair case MMI. This device has a good performance over a wide wavelength band and 
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can be used for optical network/communications. An AVM is utilized to extract the 

gradient of the response efficiently. This gradient is utilized in gradient-based optimizers 

to obtain the optimal design of this device. This device is compact and has a low cross 

talk. It can be fabricated using different technologies. 
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7 SENSITIVITY ANALYSIS OF 

QUANTUM STRUCTURES USING 

.. 
SCHRODINGER EQUATION 

7.1 INTRODUCTION 

Semiconductor quantum structures have recently attracted great attention due to 

their unique physical properties and wide range of applications in micro- and 

optoelectronics [l]-[3]. These structures are utilized for many optical application such as 

quantum well and quantum dot lasers, semiconductor amplifier, and electro-absorption 

modulator. Accurate modeling and sensitivity analysis of these structures are thus of 

prime importance. Sensitivity information is very useful in yield and tolerance analyses. It 

is also essential in gradient-based optimization algorithms. 

In general semiconductor quantum systems are described by the Schrodinger 

equation. This equation can be formulated in a time independent or time dependent form. 

The time independent Schrodinger equation (TISE) is used mainly for application with 

static solution. On the other hand, the time dependent Schrodinger equation (TDSE) is 

used for modeling the quantum structures in the dynamic case. To apply the Schrodinger 

equation for a specified problem, a differential equation needs to be solved to obtain 

characteristic parameters such as eigenvalues and eigenfunctions of that problem. These 
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parameters are essential in the design of quantum structures. They are utilized in 

calculating key parameters such as the gain of quantum dot lasers [1], and the absorption 

cross section of quantum photodiodes [2]. Thus obtaining the sensitivity of the eigen 

parameters is essential for obtaining the sensitivity of any of the key parameters of the 

structure. 

The classical approach for estimating first-order sensitivities invokes finite 

difference (FD) approximations at the response level. FD-based sensitivity estimation 

requires at least N extra eigenvalue calculations if forward differences (FFD) are used, 

where N is the number of design parameters. Additional 2N calculations are required if 

the more accurate central finite differences (CFD) are utilized. This high cost of 

sensitivity analysis motivates research for more computationally efficient approaches. 

In this chapter, we propose efficient approaches to calculate the sensitivities of the 

eigen parameters of quantum structures with respect to all the design parameters with 

minimum additional cost. These design parameters may include the dimensions of the 

quantum structure or the height of the energy barriers. We propose two different 

approaches for sensitivity analysis of both TISE and TDSE. 

We utilize a finite difference approximation to represent the Hamiltonian matrix 

(system matrix). Our approaches also utilize an adjoint variable method (AVM) to extract 

the sensitivities with respect to all the design parameters without solving any perturbed 

eigenvalue problem. The proposed approaches utilize on-grid central parameter 

perturbations to approximate the derivatives of the system matrices using virtual 

perturbations. This central adjoint variable method (CA VM) has a second order accuracy 
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as will be shown later in this chapter. 

7.2 SENSITIVITY ANALYSIS OF TIME INDEPENDENT 

SCHRODINGER EQUATION 

We start by writing the time independent Schrodinger equation (TISE) [4] 

where His the Hamiltonian matrix. A simple form of this matrix can be given as 

h2 2 
H=--V +V 

2m 

(7.1) 

(7.2) 

where Ii and m is the reduced Plank constant, and the electron mass, respectively. The 

potential distribution Vis asymmetric in the general form. Once the Laplacian operator is 

formulated as a matrix, the Hamiltonian matrix H is a system matrix. Ek in (7.1) is the 

energy of the kth level (kth eigenvalue) and 'l/k is the kth wavefunction (kth eigenvector). 

By differentiating (7 .1) with respect to the design parameter P;, we get 

(7.3) 

where i = 1, 2 .. ., N is the index of the design parameters. 

The Hamiltonian operator can be Hermitian or non Hermitian according to the 

included effects. For example, in some cases, such as the electro-absorption modulators 

and quantum dot structures, the coupling with contacts or the applied electric field can be 

incorporated in a manner that results in a non Hermitian Hamiltonian [2], [5]-[9]. The 

non Hermitian Hamiltonian can be also utilized to characterize the quantum systems in 
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applications other than the quantum lasers. For example, it can be utilized in studying 

localization-delocalization transitions in superconductors[lO]. It may also be used in the 

theoretical description of diffraction of atoms by standing light waves [11]. In this case, 

the complex energy states and the wavefunction can be obtained by solving an eigenvalue 

problem. The real part of the energy states represents the energy levels while the 

imaginary part represents the decay rate of the energy state. The imaginary part indicates 

the possibility of the electron to tunnel from the quantum structure. 

For most of the applications in quantum well lasers, however, the Hermitian case 

can be utilized especially if the Dingle particle model is utilized [2], [12], [13]. In the 

following subsections the derivation of both cases is given. 

7.2.1 Non Hermitian Hamiltonian 

Multiplying both sides of (7.3) by the Hermitian transpose of the left 

eigenfunction <l{H , we get 

(7.4) 

where </{ can be obtained by solving the following problem 

(7.5) 

It follows that the sensitivity of the energy levels can be written as [14] 

(7.6) 
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The expression (7.6) supplies the sensitivities of the kth eigenvalue (energy level) with 

respect to all parameters. It requires only the sensitivities of Hamiltonian matrix with 

respect to each parameter. 

The sensitivities of the eigenvectors (wavefunctions) can be obtained as well with 

respect to all parameters. Rearranging (7.3), we obtain 

(7.7) 

This system of equations can be rewritten in the following form: 

(7.8) 

where Hr and H; are the real and the imaginary parts of the Hamiltonian matrix H , 

respectively. Similarly, '?rk and l//;m1< are the real and the imaginary parts of the 

wavefunction '?k, respectively. The system of equations (7.7) can be used to obtain the 

derivatives of the wavefunctions. This system of equations is, however, rank deficient. 

In order to obtain a unique solution, we make use of the normalization property. This 

property can be written as 

(7.9) 

By differentiating (7. 9) with respect to the design parameter P;, we obtain 
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(7.10) 

The equation (7 .10) would make the system of equations (7. 7) full rank only if it 

is independent of the matrix ( H - EJ) . We assume the opposite situation. Assume that 

If/:: is in the space of the matrix ( H -EJ), thus the following relation is satisfied 

(7.11) 

where y is any vector, multiplying both sides by lf/k 

(7.12) 

Using (7.1), the RHS is given by 

(7.13) 

which contradicts the normalization property of the eigenfunctions given in (7.9). It 

follows that equation (7 .10) is independent of the system equation (7. 7) and the complete 

full rank system of equations is given by 

(7.14) 
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7.2.2 Hermitian Hamiltonian 

In this case the left eigenfunctions and the right eigenfunctions are the same, 

i.e.~ = lf/k. Thus, the sensitivity of the eigen energies can be written as 

(7.15) 

On the other hand, the sensitivity of the eigenfunction (wavefunction) with respect 

to the design parameter P; is obtained by solving the same system of equations given in 

(7.14). It should be noted that one LU decomposition can be used to solve these equation, 

regardless of the number of parameters, as the left hand side is independent of the design 

parameters. We denote the system in (7.14) as the adjoint system. 

In order to calculate the sensitivities of the wavefunctions and energy levels with 

respect to the design parameter P;, i = 1, 2 .. ., N , the derivative of the Hamiltonian matrix 

with respect to P; is needed. Perturbation theory is utilized to calculate the system 

derivatives by assuming on-grid virtual perturbation of the system matrix due to the 

change in the design parameters. The central differences are utilized to calculate an 

approximate derivative of the system matrices 

oH _ H(p; +/¥1;)-H(p; -!1p;) --
Op; 2/¥1; 

(7.16) 

where /¥1; is the perturbation in the design parameter P;. In (7 .16), H (P; + /¥1;) , 

H(p; -/¥1;) are the perturbed Hamiltonian matrices due to the forward and the backward 

perturbations in the design parameter P;, respectively. 

167 



PhD Thesis - Mohamed Swillam McMaster University- Electrical and Computer Engineering 

Our sensitivity analysis approach is also applicable for the degenerate state where 

some of the eigenvalues are repeated. In this case, the adjoint system of equations (7.14) 

can be modified by adding additional rows that contain the wavefunctions which 

correspond to the repeated eigenvalues. Moreover, without adding these wavefunctions 

the system of equations can also be solved using a least square method to obtain the 

pseudoinverse of the rank deficient matrix. 

7.2.3 Numerical Examples 

Here, we give different examples to illustrate the efficiency of our approach to 

extract the sensitivities of the eigen parameters with respect to all the design parameters 

without resolving the perturbed eigenvalue problem. Different objective functions are 

also utilized to illustrate the universality of our CA VM approach. In the proposed 

approach, central perturbation is utilized with the Hamiltonian matrices for solving the 
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Fig. 7 .1. Schematic diagram of the quantum well in the conduction band of single 
quantum well double hetrostructure laser. 
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adjoint system. Our results are compared with the accurate and time-intensive central 

finite difference (CFD) approximation applied at the response level. This approximation 

is given by 

Bf _ f (P; + ~p;)- f (P; - ~p;) --
Bpi 2~; 

(7.17) 

where f is the objective function which can be the energy levels or the wavefunctions. 

For the CFD approach, the eigenvalue problem is resolved for the perturbed system due 

to the perturbation in the design parameter P; as given in (7 .17). 

Table 7.1 
The Sensitivity of the ground energy level with respect to the design parameters of 

asymmetric QW using A VM and CFD. 

aE
0
1 av-; BE

0
1 av; BEO I aw' ev.nm-1 

AVM 7.553xl04 6.97lx104 -0.0055601 

CFD 7.5521x104 6.97xx104 -0.0055608 
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Fig. 7.2 Normalized sensitivity of the wavefunction of the ground state with respect to 
V2. 

7.2.3.1 Single Quantum Well In Asymmetric Double Heterostructure 

The sensitivities of the energy levels and the wavefunctions with respect to the 

design parameters p=[ Vi Vi Wf are calculated for the asymmetric quantum well (QW) 

shown in Fig. 7.1. The width of the QW (W) is 7.5 nm and the effective mass mis 0.066 

m0 , where m0 is the mass of the electron. The sensitivities obtained using our approach 

has a good agreement with those obtained using CFD as shown in Fig. 7.2. The 

sensitivities of the ground state energy level is shown in Table 7.1. We define a time 

saving factor as the ratio Sr= TcFIY TAvM, where TcFD and TcAVM are the computational 
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time of the CPD approach and our CA VM approach, respectively. The value of Sr is 

calculated to be 2.31 for the case (N=3), where N is the total number of design 

parameters. The value of Sr for sensitivities calculation of two parameters only (N=2), 

p=[ Vi W]T, is calculated to be 2.1. 

7.2.3.2 Asymmetric multiple quantum well tunable lasers 

The asymmetric multiple quantum well (AMQW) shown in Fig. 7 .3 is utilized to 

achieve a broadband tunable laser [15],[16]. AMQWs are usually created from the QWs 

by varying their widths or compositions or both. Each QW has different energy levels. 

Thus, it contributes to the gain profile differently. By proper design of the different wells, 

a broadband tunable laser can be obtained. The sensitivity of the energy levels with 

respect to the dimensions and composition of each well is essential to optimize the gain 

profile. For our structure, GaAs-AlxGa1-xAs system is utilized to obtain a wideband 

response [15],. The variation of the Al molar content x of any region will result in a 

variation in both the barrier height and the effective mass of this region [16]. The 

sensitivity of the energy level E1 with respect to the width of the well Li and the Al molar 

content of the first barrier x1 and the second barrier x2 (p=[x1 L1 x2f) is calculated. The 

widths of the QWs Li, L2 and L3 are equal to 10.0 nm, 8.0 nm, and 6.0 nm, respectively. 

The sensitivities obtained using our approach has an excellent agreement with those 

obtained using CPD as shown in Fig. 7.4. We define a time saving factor as the ratio Sr= 

TCFd TAvM, where TcFn and TcAvM are the computational times of the CPD approach and 

our A VM approach, respectively. The value of Sr is calculated to be 5.09 for the 

sensitivity analysis with three parameters (N =3). The value of Sr for sensitivities 
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Fig. 7.3. Schematic diagram of asymmetric quantum well laser. 
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calculation of two parameters only (N=2), p=[x1 L1f, is 4.0. It is thus clear that our 

approach becomes more efficient with the increase of the number of design parameters N. 

7.2.3.3 Non Hermitian Trapezoidal Quantum Well With Leads Included 

Open quantum well systems may include semi infinite leads to transport electrons 

to and from the system. These leads can be replaced by a self energy term added to the 

Hamiltonian operator [7]. The time independent Schrodinger equation can thus be written 

as [7]: 

(7.18) 
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where 17 > 0, is infinitesimal term that accounts for the leads effect and I is the identity 

matrix. Ak in (7 .18) is the complex eigenvalue whose real part represents the energy 

level Ek while the imaginary part ak represent the decay rate due to the leads effect. The 

system matrix H' = H + i11I is non Hermitian and the sensitivity of the eigenvalues and 

wavefunction can be obtained using (7.6), and (7.14), respectively. 

To demonstrate the universality of our approach, the sensitivity of the eigenvalues 

of a single trapezoidal quantum well shown in Fig. 7.5 is calculated. For this structure, the 

sensitivity of Ek and ak of the ground state is calculated with respect to the design 

parameters p=[ Vi Vi V3 Yf W x f . Excellent agreement is obtained between our approach 

and the expensive CFD. The sensitivity of the eigenvalues with respect to Y/ is given as an 

example in Fig. 7.6 and Fig. 7.7. Using our approach two eigenvalue problems are solved 

to obtain the right and the left eigenvalues. Then the sensitivities with respect to all the 

design parameters using (7.6) are efficiently obtained. The CFD approach, however, 

solves 12 additional eigenvalue problems to obtain the sensitivities. The time saving 

factor in this example is calculated to be 4.56. 

7 .3 SENSITIVITY ANALYSIS OF TIME DEPENDENT 

SCHRODINGER EQUATION 

Let us discuss a formal approach to the time-dependent problem 

Hl/f(x,t) = ---2 + V(x) l!f(x,t) = in-1.... [ n
2 a1 J a 

2m ax at (7.19) 
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The formal solution of (7.19) is expressed by the time evolution operator, which is 

represented by a matrix exponential function [ 17] 

iH --t 
lf/(x,t)=e h lf/(x,O) (7.20) 

We denote the wavefunctions lf/(x,t) by lf/J, where} represents a spatial mesh point and 

n represents a point in time using discrete spatial steps L1x and time steps lit, respectively. 

To evaluate the time evolution of the wavefunction we can use the relationship 

_!!!_At 

lf/(x,t+l1t)=e h lf/(x,t) (7.21) 

The Crank-Nicholson scheme (CN) has been widely used in which the 

exponential function is approximated by Cayley transform [17] 

[ 

iH J l--11t 
lf/(X,t+l1t) = M lf/(X,t) 

l+-11! 
2tz 

(7.22) 

The solution results by using the implicit form of the time evolution equation 

(7.23) 

Thus, the difference form of our approximation is given as 

(7.24) 

By using finite difference approximation to the Laplacian operate of the 

Hamiltonian matrix, we can write the system of equation 

(7.25) 

where 
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2m( Lll )2 n 
--2~v. -2 h J 

(7.26) 

b 
- . 4m(Lll)

2 
2m(Lll)

2 
n 

. -l + 2 v. +2 
1 hM h 1 

(7.27) 

For the 2D case, (7 .25) can be modified to the following form 

2 vn [ n+I 2 n+I n+I n+I 2 n+I n+I ] i 4m ~+I - m j,k ~+I+ lflj-1,k - lflj,k +lflj+l,k + lfl1,k-I - lfl1.k +lflj,k+I 

hM lfl1.k Iii lfl1.k Llli ~y2 

2 vn [ n 2 n n n 2 n n ] = i 4m ~ + m j,k ~ _ lflj-1,k - lfl1.k +lflj+l,k + lflj,k-1 - lfl1,k +lflj,k+I 

h~t lfl1.k li2 lfl1.k Lll2 ~y2 

(7.28) 

From equation (7 .25) and (7 .28) it is obvious this method solves the following 

system of equation at each time step 

A n+I n+J Bn n 

"' = "' 
(7.29) 

where A and B are the system matrices. These matrices are tridiagonal matrices for the 

ID case and pentadiagonal for the 2D case. For example, in the ID case these matrices 

are given as 

an 
I I 0 0 

I an I 0 
An= 2 

0 0 
(7.30) 

0 0 I n 
aN 

bn 
I -I 0 0 

-I bn -I 0 
Bn= 2 

0 0 
(7.3I) 

0 0 -1 bn 
N 

V'n and V'n+J are the wave function at the time step n and n+ I: 
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lf/1n If/ti 
n If/; 

and n+l 
If/;+! 

(7.32) I// = ' I// = 

If/~ If/~+! 

In general, the TDSE is utilized for tunneling problems m semiconductor and for 

problems with time dependent Hamiltonian such as quantum lasers under time varying 

bias. However, it is also widely utilized in stationary (static) application for efficient 

extraction of eigen parameters. 

Due to the close analogy of the system of equation in (7.29) with the system of 

equation of the BPM shown in Chapter 2, the extraction of the eigen parameters and their 

sensitivities follows the same approach given in Sections 5.3.3.1 and 5.3.3.2. 

7.3.1 Numerical Examples 

In order to illustrate the applicability of our sensitivity approach presented in 

Chapter 5 to the TDSE, here we give examples for extracting the eigen parameters. The 

imaginary distance approach described in Section 5.3.3.1 is also applicable for TDSE. 

This approach called imaginary time propagation (ITP) approach. In this approach, the 

propagation time step M is replaced by 11r =JM [18]. Following similar approach, the 

sensitivity of the energy levels can obtained efficiently. For example, the sensitivity of the 

ground energy level E0 of a quantum wire with width Wx=3 .0 nm, length Wy, and barrier 

height of 0.1 e V is calculated over a sweep of different values of Wy. The obtained 

sensitivity using our CA VM is also compared with those obtained using CFD approach 

applied directly on the level of response. The results are shown in Fig. 7.8. A good match 
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is obtained between the CA VM sensitivities and CFD sensitivities which proves the 

accuracy of our approach. 
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Fig. 7.8 Normalized sensitivity of E0 of the ground state of the quantum wire with respect 
to Wy for Wx=0.3 nm, and barrier height of 0.1 eV. 

7.4 CONCLUSION 

A novel approach for the sensitivity analysis of semiconductor quntum structures 

for optical application is presented. We propose a simple and efficient approach for 

extracting the sensitivities of the energy levels and the wavefunctions with respect to all 

the design parameters of quantum structures using the time independent and time 

dependent Schrodinger equation. It requires no extra solution of eigenvalue problems. 
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The accuracy of the obtained sensitivities is second order and have a good match with 

time intensive CPD. 
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8 DESIGN OPTIMIZATION OF 

MULTILAYER OPTICAL COATING 

USING CONVEX OPTIMIZATION 

8.1 INTRODUCTION 

Multilayer thin film optical coatings have a wide range of applications in different 

fields. These fields include optical communication systems, optical storages and 

biomedical applications [l]. Thin film technology has been used in many optical 

components such as bandpass filters, antireflection (AR) coatings, high-reflection (HR) 

coatings, beam-splitters, and polarization splitters [2],[3]. Antireflection (AR) coating 

with ultra low reflectivity and broad bandwidth is a required feature for semiconductor 

lasers and optoelectronic devices. For semiconductor laser amplifiers (SLAs), the 

reflectivity should be minimized over the working band to suppress any oscillations. On 

the other hand, high reflectivity (HR) is a desirable feature in integrated distributed Bragg 

reflector lasers (DBR), dielectric mirrors and optical routers. Conceptually, the design 

procedure of antireflection coatings and high reflection coatings follow the same steps. 

We therefore focus on the design of antireflection coatings and selective filters. 

To obtain antireflection response at a single wavelength, a single layer or two 
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layers are sufficient. However, when the antireflection function is broadened to cover a 

range of wavelengths, the number of layers must also be increased and the antireflection 

structure is a multilayer structure. 

Many design procedures have been applied to solve this design problem. Most of 

these procedures address the problem of having a fixed number of refractive indices that 

are repeated periodically. The optimal length of each layer that satisfies the required 

specifications is then determined [ 4], [5]. Following these design procedures, however, 

involve solving a non-convex problem [6], [7]. The obtained results are thus only locally 

optimal. 

Convex optimization is a specific class of optimization problems where both the 

objective function and the constraints set are convex. This optimization class is also 

called convex programming. Convex problems have the unique property that the obtained 

local minimum is also the global minimum [8]. Thus starting from any feasible point, the 

obtained optimal solution is the global solution and the optimal value is unique. Linear 

programming (LP) is a special class of convex programming where the objective function 

and all constraint functions are linear. Convex problems can be solved efficiently using 

interior point methods (IPM) [9]. These methods are efficient, powerful, and reliable. 

They allow for solving problems with hundreds of variables and thousands of constraints 

in fractions of a second [8]. The complexity and the convergence of such methods are 

studied and proved for the LP case [8],[10]. 

Recently, the refractive indices are also included in the optimization process of 

multilayer structures as optimization parameters. This gives more degrees of freedom to 
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the optimizer [11]. This approach may produce unrealizable refractive indices. Each layer 

with unrealizable refractive index is replaced with three layers having two fixed indices 

using equivalent layer theory [11], [12]. 

In this chapter, we propose a new approach for solving the design problem of 

multilayer optical coatings. In this approach, the optical length of each layer is fixed. The 

design parameters are thus the refractive indices of the layers only. Addressing the 

problem in this way allows us to approximate the original design problem with a convex 

optimization problem. 

8.2 THEORY OF MULTILAYER STRUCTURES 

The general shape of a multilayer dielectric structure is shown in Fig. 8.1. The 

design parameters are the number of layers M, the length of the ith layer di, and the 

impedance of the ith layer Zi, or equivalently the refractive index ni. The elementary 

reflection coefficient of the ith layer is defined in terms of the characteristic impedance 

and the refractive indices as follows 

Z.-Z. 1 _ n
1
._1 -n

1
• p. = I I-

I zj + zi-1 ni-J + nj 
(8.1) 

where Z; and n; are the characteristic impedance and the refractive index of the ith layer, 

respectively. The field components at two adjacent interfaces are related by [5] 

(8.2) 

where E:nc and E~ are the incident and reflected electric field at the ith interface, 

respectively. The angular phase shift <fJ; of each layer is given by 
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(8.3) 

where Bi anddi are the incident angle and the length of the ith layer, respectively. In (8.3) 

, OJ is the angular frequency and c is the velocity of light in free space. 

The incident and the reflected field of the multilayer system can be calculated 

using the expression: 

(8.4) 

where Einc and ER are the incident field and the reflected field from the leftmost layer, 

respectively. Er is the transmitted field from the rightmost layer as shown in Fig. 8.1. 

The layer multiplication matrix U is given by 

The total reflection is calculated as 

M+I 1 [ ejlfl; U=II- . 
;=1 P; + 1 P;e1

'Pi 

E 
r(OJ)=-R. 

Einc 

(8.5) 

(8.6) 

It is clear from (8.6) that the reflection expression can be simplified if the angular phase 

shift of all layers is assumed to be constant. Here, the angular phase shift is written as 

:re 
OJ=----

0 2nidi. cos B; 

The layer multiplication matrix U can be simplified to the form [13] 

M+1 z112 [ 1 U=II-
i=J P; +1 Pi 
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(8.8) 
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Fig. 8.1. Schematic diagram of a multilayer dielectric structure with M layer. 

where 

z = e2j"'. (8.9) 

The reflection coefficient (8.6) can thus be written in the following rational form [13]: 

f'(z) = ER = B(z), 
Einc A(z) 

(8.10) 

where B(z), and A(z) are polynomials in the variable z-1
• In order to investigate these 

polynomials, we evaluate the reflection coefficient for different number of layers using 

(8.4), (8.8), and (8.10) 

8.2.1 2-layers 

f'(z) = P1 +(P2 + P1P2P3)z-
1 
+ p3z-

2 

1 +(P1P2 + P2P3)z-1 + P2P3Z-
2 
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8.2.2 3-Iayers 

where 

f'(z) = B(z)M=3 
A(z)M=3 

8.2.3 4-layer 

B(z)M=4 = P1 +(P2 + P1P2P3 + P1P3P4 + P1P4Ps)z-
1 

+(P3 + P2P3P4 + P1P2P4 + P2P4PsJz-2 

+ P1P2P3P4Ps + P1P3Ps 

+ (p4 + P3P4Ps + P2P3Ps + P2P2Ps )z-
3 + p5z-4, 

A(z)M=4 = 1 + (P1P2 + P2P3 + p3p4 + P4Ps )z-
1 

(
P1P2P3P4 + P1P2P4Ps J -2 

+ +P2P3P4Ps + P2P4 + P3Ps z 

+ (P1P4 + P1P2P3Ps + P1P3P4Ps + P2Ps )z-
3 
+ P1PsZ-4 · 

(8.13) 

As the values of the elementary reflection coefficients (IP; I ~ 1) are usually small, a 

practical assumption is to ignore the higher order terms (terms containing two or more 

factors of p;) [13]. This assumption can be physically interpreted as ignoring the multiple 

reflections within each coating layer. Using this assumption, the reflection response is 

approximated by 

M+I 
['( ) 

"""' -(i-1) -I -2 -M z :::::: L..JP;Z = P1 + P2Z + p3Z + .. + PM+lz . (8.14) 
i=l 

The reflection response given in (8.14) is a good approximation to the exact one given in 

(8.4)-(8.6) especially for a sufficient number of layers where the refractive index change 
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between any two adjacent layers is small. For example, if the relative refractive index 

changes between any two adjacent layers 8ni' and 8n,.+1 are less than 10%, the error 

induced by ignoring the term PiPi+I is less than 1 %. 

8.3 PROBLEM FORMULATION 

The approximate reflection coefficient given in (8.14) can be optimized to satisfy 

certain specifications on the pass and stop bands. These specifications may vary 

according to the desired application. These specifications can be imposed to reduce the 

reflection over a certain band of frequencies between two media with different refractive 

indices na and nb as in the AR coatings designs. Additional constraints may be imposed to 

limit the ripples in the passband as in selective filters designs. Our general formulation for 

these problems is in the following form 

where 

m~n 1e£T.ff.-1,1lr(/)j 
subjectto C-a~jr(f)l~C+a, fe[O,fP],[2J;,-fP,2fP] 

r(O)=C 

IPil~l Vi 

(8.15) 

(8.16) 

Here fs is the stopping frequency and fo is the center frequency. In (8.15), a is the 

passband ripples and JP is the passband frequency. The bandwidth over which the 

reflection is minimized is 2 ( J;, - fs) as shown in Fig. 8.2. 
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Normalized frequency 
Fig. 8.2. Schematic diagram of the entire frequency band. 

The design variables m the optimization problem (8.15) are the elementary 

reflection coefficients 

(8.17) 

The values of the refractive indices of all layers are extracted from the optimized 

elementary reflection coefficients given in (8.17) using (8.1) starting with no=n0 • 

The second constraint in (8.15) is added to ensure that the reflection coefficient is 

equal to its unmatched value when the angular phase shift rp vanishes at de. The last 

constraint is added to ensure that the optimized elementary reflection coefficient is 

physically realizable. 

The minimax problem described in (8.15) is not convex if the reflection response 

is complex. The function (8.14), however, has the same form of a digital filter with finite 

impulse response (FIR). Formulating the optimization problem as a linear program can 

thus be done in two different ways; by imposing linear phase polynomials [14] or by 

using the autocorrelation coefficients of the elementary reflection coefficients p as our 

design variables [8], [9], [10]. Hereafter, the two methods are described in detail. 
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8.3.1 Linear phase Formulation 

For even number of dielectric layers M, we assume that the coefficients of the 

polynomials given in (8.14) are symmetric around the middle coefficient [14] 

i =1,2, .... ,M +1. (8.18) 

Now, the total reflection coefficient can be represented as: 

(8.19) 

where 

I 2 OJ OJ= <p=1C- (8.20) 
OJO 

Simplifying, we get 

r( ')- -JNal(2 N , 2 ((N l) ') )- -JNalI'~( ') OJ - e p1 cos OJ+ p 2 cos - OJ + ......... + PN+i - e OJ (8.21) 

where N =MI 2 and f ( 0J
1
) is real. It follows that we have 

(8.22) 

Since f (OJ') is even and periodic with period 21C, it is sufficient to consider ol E [ 0, 1C] . 

The representation of the reflection response in (8 .21) is called linear phase filter 

response. This representation makes it possible to apply certain conditions on the 

elementary reflection coefficients P;. Now, we can reformulate the optimization problem 

given in (8.15) combined with the expression of the reflection response given in (8.21) 

and (8.22) as a convex problem given by 
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min a 
p,a 

subject to - a~ f( al) ~ a, 

C-a ~ f(m') ~ C +a, 

f(O)=C, 

IPil ~ 1 Vi 

m' E (ms, 7r ], 

m' E[O,mP], (8.23) 

where ms= trfs I J;, and mP = trfP I J;,. In (8.23), a is a slack variable used to convert the 

minimax problem to an equivalent linear program (LP) which can be solved efficiently 

using IPM. 

8.3.2 Autocorrelation Formulation 

In the linear phase formulation, the elementary reflection coefficients p are used 

as the design parameters. Here, the autocorrelation coefficients are used instead [8]-[10]. 

The autocorrelation coefficients of the polynomial in (8.14) are given by 

(8.24) 

The Fourier transform of the autocorrelation coefficients is the power reflectivity and is 

given by 

M 

R(m') = L~e-Jw't = r
0 

+ L2~ cosm't =jI'(m')j2 
(8.25) 

t=I 

where R( m') ~ 0 for all m' . Any condition on the magnitude of the reflection coefficient 

given as 

L(m) ~ jr(m)j ~ U(m) m E (0,tr] (8.26) 

where L(m) and U(m) are the lower and the upper bounds of the magnitude, can be 

expressed in terms of the autocorrelation coefficients as [ 1 O] 
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L(m)2 ~ R(m) ~ U(m)2 
OJ E [0,ll'). (8.27) 

The optimization problem (8.15) is thus formulated as an LP using the 

autocorrelation coefficients: 

min (]'' 
r,a' 

subject to R(m') ~ 0'
1
, 

(C-a)
2 ~R(m')~(C+a)2 , 

R(m') ~ 0, 

ro ~1, 

R(O) = C2
, 

011 
E [ms,ll'], 

011 e[O,wP], 

01' e[0,1r], 
(8.28) 

where 0'
1 corresponds to 0'

2 in the original problem. The design variables in the 

optimization problems given in (8.28) are the autocorrelation coefficients 

r=[r0 fi ........ rMf. (8.29) 

The third constraint in (8.28) is added to ensure that the optimized sequence r satisfies 

(8.25) [8], [10]. It can be shown that the fourth constraint in (8.28) satisfies the third one 

in (8.15). 

The convex problem given in (8.28) is a linear program and can be solved 

efficiently using IPM. Minimum phase spectral factorization [8] is then applied to recover 

the elementary reflection coefficients p from the optimized autocorrelation sequences r. 

Recurrence in (8.1) is then used to obtain the values of the optimal refractive indices. 

Obtaining the sequence r(z) from its magnitude spectrum R(z) is not unique. 

There are 2M possibilities to recover the sequence [13], [14]. Using a spectral 

factorization approach, a minimum phase factor can be recovered. 
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8.4 EXAMPLES 

Here, we give some numerical examples that illustrate the application of our 

formulations. The examples are solved using the optimization package SeDuMi [18]. This 

package automatically finds a feasible starting point. The user does not supply an initial 

design. The optical length of the layers is fixed at a quarter of a wavelength in all the 

antireflection examples. In these examples the second constraint in (8.23) and (8.28) is 

ignored as it does not affect our design problem. Normal incidence is also assumed. The 

number of frequency points is 1024 over the band of interest. 

8.4.1 10-Iayer Antireflection Coatings 

In this example, we utilize both the linear phase and the autocorrelation 

formulations. The number of dielectric layers in this example is 10 layers. The required 

bandwidth is 1.5 lo centered around lo . The values of the refractive indices of the two 

outside layers are 3.5 (semiconductor) and 1.0 (air). 

To check the accuracy of our approximation, the obtained optimal refractive 

indices are used to get the actual reflection response using (8.1 )-(8.6). Fig. 8.3 and Fig. 

8.4 show the optimal response obtained using the linear phase and the autocorrelation 

formulations of the convex problem as compared with the exact response, respectively. 

These figures show that the difference between the exact response and the optimal 

response is small. This illustrates the accuracy of the utilized approximations. Table 8.1 

shows the optimized values of the refractive indices obtained using the linear phase 

approach n1p, and the autocorrelation approach nae· 
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Fig. 8.3. The optimal normalized reflectivity response using the linear phase formulation 
of the 10-layer AR structure. 

o'"""'~~,---~~.-~~.,-~~.,-~~.-~-.--~~~~~~~,---~-.~---..~ 

-··Convex Approx. 
- Exact Resp. 

-5 - -
1 I I I I I -r----r----T----T----T----,----,----,----,-

I 

-10 - - - I I I I I I I I 1 -----,----1----1----1----,----,----,-----

I I l I I l I 

cc -15 
-0 

____ L ____ L ____ L ____ i ____ i ____ J ____ J ___ _ 

I I I I I I I 

c: 
N -20 

~ --25 

-30 

-35 

- - - - I-

- - - - r-

I ----r 

- - - - !._ 
I 

---1-----+----+----4----4----4----~--- ~----
I 

I 

---1----1----1----1----1----,----,---

I _I ___ _ 

J ___ _ 
I 

-40'---~---'--'"-----~---"--'-~-----'----'....___._~.___,___ ...... ~--'-"---~------'"--'---~----' 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 

f/f 
0 

Fig. 8.4. The optimal normalized reflectivity response using the autocorrelation 
formulation of the 10-layer AR structure. 
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Table 8.1. 
Theo timal values of the refractive indices for the 10-la er AR structure . 

. '.!'!£.J .. }.::?. ..... 1 }}~.? .... ! 3.10 2.78 2.412 I 2.04 I 1.712 1.449 1.256 I 1.13 I 1.05 I 1 
n, 3.5 , 3.334 I 3.105 2.789 . 2.42 I 2.05 i t.725 ! 1.462 t.269 I 1.14 ! t.062 

Table 8.2. 
Theo timal refractive indices for the 6-la er AR structure. 

n 1 3.5 ! 3.67 1 2.9 I 2.204 I 1.588 1 i.201 I 1.04 I i.o 

Table 8.3. 
Theo timal refractive indices for the 4-la er AR structure. 

n i 3.2860 · 2.2678 I 1.6886 I t.9536 1 I.4546 : t.o 
nsb i 3.2860 2.2678 I 1.6938 I 1.9477 : 1.4548 . 1.0 

8.4.2 6-layer Antireflection Coatings 

In this example, a multilayer antireflection coating of 6 layers is designed such 

that the reflection is minimized over a bandwidth of f,, centered around f,, . The outer 

layers have refractive indices of 3.5 and 1.0. A reflectivity of less than -58 dB over a 

bandwidth of 0.4 f,, centered around f,, is also required. The autocorrelation formulation 

is used to design this structure. The optimized response is shown in Fig. 8 .5. A minimum 

reflectivity of -35 dB is achieved over the f,, bandwidth. Also, a reflectivity of -59 dB is 

achieved over the 0.4 f,, band. The values of the optimal refractive indices are shown in 

Table 8.2. 

8.4.3 4-Iayer Antireflection Coatings 

In this example, the linear phase formulation is applied to an SLA antireflection 

coating design. The number of layers is 4 layers. In this design, it is required to minimize 

the reflection from GainAs/AlGainAs multiple quantum well laser facet which has 
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Fig. 8.5. The optimal normalized reflectivity response of the 6-layer AR structure. 

an effective index of 3.286 [7]. The bandwidth over which the power reflectivity is 

minimized is chosen to be 170.0 nm around A.
0 

=1.55 µm. The values of the refractive 

indices of the layers are chosen to satisfy the following condition 

1.44 ~ n; ~ 2.3 i = 1, .. .,4 (8.30) 

The optimized power reflectivity of the multilayer structure is shown in Fig. 8.6. It 

is clear that the reflected power is minimized to -41 dB over the entire bandwidth. The 

optimized values of the refractive indices of this multilayer structure are shown in the first 

row of Table 8.3. 
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Fig. 8.6. The optimal reflectivity of 4-layer AR structure with 170 run bandwidth. 

We also consider another design for the same structure. Here, the bandwidth over 

which the reflectivity is minimized is 100.0 run. The optimized response is shown in Fig. 

8.7. As shown from the results, a reflectivity of less than -50 dB is achieved over the 

entire bandwidth. The results obtained in this example are comparable to those obtained 

in [7]. However, our optimization procedure is simpler than that represented in [7]. The 

values of the optimal refractive indices are shown in the second row of Table 8.3. 

8.4.4 10-layer Selective Filter 

In this example, we illustrate the flexibility of our approach by designing a 

selective filter. In this case, the optical length of each layer is a half wavelength. The 
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center frequency fc is thus fc = 2f
0

• The second constraint in (8.23) and (8.28) is 

exploited to specify the maximum allowable ripples in the passband. 

A 10-layer structure is utilized in this example. The passband over which the reflectivity 

is maximized is chosen to be 0.2 fc around the center frequency fc. The value of a is 0.1. 

The outer layers have refractive indices of 3.5 and 1.0. Here, the two proposed 

formulations are utilized. The optimized response using the autocorrelation formulation is 

shown in Fig. 8.8 as compared with the exact response. In Fig. 8.9, the optimized 

response using the linear phase formulation is shown along with the exact response. It is 

clear from these figures that the autocorrelation formulation has a minimum reflectivity of 

-7 .8 dB in the stopband while the linear phase formulation has minimum reflectivity of -

6.7 dB. This is mainly due to symmetry constraint of the reflection coefficients which is 

imposed in the linear phase approach. This constraint reduces the feasibility region, which 

in turn affects the results. On the other hand, the linear phase formulation allows for 

imposing constraints that directly limit the indices values. 

In this example, we demonstrate the design procedure of band stop filter utilizing 

our simple approaches. On the other hand, the AR coatings designs can be considered as 

band pass filters. Thus, the universality of our approach for any filter design is clearly 

illustrated. 
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Fig. 8.7. The optimal reflectivity of 4-layer AR structure with 100 nm bandwidth. 
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Fig. 8.8. The optimal normalized reflectivity of 10-layer selective filter structure using the 
autocorrelation formulation. 
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Fig. 8.9. The optimal normalized reflectivity of 10-layer selective filter structure using the 
linear phase formulation. 
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benchmark problem for different number of layers. 

8.5 DISCUSSION 

In this Section, we present a detailed evaluation of the performance of the 

proposed approaches. A benchmark problem is used for comparing our convex 

optimization approach and the solution of the exact formula given in (8.4)-(8.6) 

using Matlab's minimax optimization [23]. For our approach, the Matlab- implemented 

optimization package (SeDuMi) is used to solve our convex problem. The power 

reflectivity from a multilayer structure is minimized over a bandwidth of 1.5 J;, centered 

around J;, . This problem is solved using both approaches for a different number of layers. 

This comparison is performed on a 3.2 GHz Pentium 4 computer with 1.0 GB of RAM. 
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We study both the computational time and the obtained optimal values for the two 

proposed approaches. 

8.5.1 Computational Time 

We first calculate the computational time of both techniques for different number 

of layers. The results are shown in Fig. 8.10. As shown in this figure, the linear phase 

formulation (LPh. Form.) takes fractions of a second to obtain the optimal response. The 

autocorrelation formulation (AC Form.) takes more time due to the cost of the spectral 

factorization. Sequential quadratic programming (SQP) included in the minimax 

optimization toolbox in Matlab [23] is utilized to solve the exact problem (8.4)-(8.6) with 

different initial points. In Fig. 8.10, the first approach (Minimax 1) represents the 

computational time of the minimax problem using the optimal parameters resulting from 

our approach as the starting point. In the second approach (Minimax2), the initial point is 

the optimal point obtained from our approach perturbed with a constant perturbation of 

0.05 in all dimensions. In the third case (Minimax3), the initial point is the same initial 

point used in our approach. Our LP solver (SeDuMi) calculates this point automatically 

by solving an initial feasibility problem using a self-dual embedding technique (20]. It is 

clear from Fig. 10 that our approach is very efficient in terms of the computational time. 

The achieved time saving increases with the increase of the number of layers as the 

complexity of the optimization problem increases. This significant time saving is mainly 

due two reasons. First, the evaluation cost of the approximate expression (8.14) in our 

approach is much less than that of the exact expression (8.4)-(8.6). This is especially true 

for a sufficiently large number of layers. Second, solving a linear programming problem 
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using an IPM is much faster than solving a non-convex minimax problem using SQP and 

requires less number of iterations and less number of function evaluations. 

8.5.2 Optimal Value 

The obtained optimal value in our benchmark problem is the minimum 

reflectivity. The deviation of our optimal response from the optimal response obtained 

using the minimax-SQP is calculated using the following expression 

(8.31) 

where me and mm are the minimum power reflectivity obtained using our approach and 

using the minimax-SQP method in decibels, respectively. This relative deviation of the 

optimum is calculated for different number of layers as shown in Fig. 8.11. It is clear 

from this figure that the relative deviation of the optimal value is decreasing with the 

increase in the number of layers as the approximate reflection coefficient becomes more 

accurate as explained in Section 8.2. 

In order to further investigate the effect of the starting point which is calculated 

automatically by the SeDuMi, we execute the benchmark problem 100 times for 

structures with 10, 20, 30, and 40 layers. At each run, the software calculates different 

initial point for each design. However, the results show that the obtained optimal values 

and optimal refractive indices do not change with the variation of the initial point. This is 

a consequence of the convexity of the problem. The variation in the computational time 

due to the variation of the initial point does not exceed 5% of the mean computational 

time for each case. 
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8.6 CONCLUSION 

A novel approach for the design of multilayer structures is presented. The design 

problem is formulated as a convex optimization problem. Two different possible 

formulations are introduced. The solutions obtained using our approaches are globally 

optimal because of the convexity of the formulation. Our formulations are successfully 

illustrated through the design of a number of multilayer structures. They are shown to be 

computationally efficient and accurate compared to other optimization approaches. 
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9 CONCLUSIONS 

This thesis is considered as a milestone for efficient optimization techniques based 

on numerical simulation for photonic devices. It presents the recent advances in the 

application of the adjoint variable method to photonic devices. It also presents a novel 

approaches for formulating the design of any photonic devices as an optimization 

problem. These optimization problems are then solved efficiently using gradient-based 

optimization algorithms. This optimization problem can be also formulated as convex 

program and solved efficiently using interior point method. These approaches will highly 

accelerate the design cycle of novel structures to meet the ever demanding requirements 

of the photonic devices. 

Chapter 2 is dedicated for reviewing the fundamentals of some of the well known 

numerical techniques for modeling photonic devices. The governing equations of both 

FDTD and BPM have been discussed and presented. The implementation details for both 

techniques are also briefly discussed. We also explained the advantage and disadvantage 

of both techniques. We discussed the different versions of the BPM approach and the 

application of each of these versions. 

Chapter 3 concerned itself with reviewing the existing A VM approaches for time 

domain and frequency domain numerical techniques. The basic concepts and 

mathematical details of both approaches are presented in detail. We also discussed the 

implementation of these techniques to the photonic design problem. 
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In Chapter 4 we proposed a second order accurate A VM-based approach for 

sensitivity analysis and design optimization of photonic devices using the FDTD method. 

This approach has been utilized for sensitivity analysis and design optimization of 

different structures such as power splitters. It is also utilized for sensitivity analysis of the 

power reflectivity of deeply etched waveguide terminators and SOA antireflection 

coatings. The sensitivities of the reflectivity with respect to all the design parameters are 

obtained over the desired bandwidth with minimum additional cost. No additional 

simulation is needed for obtaining this sensitivity information. The obtained sensitivities 

are also compared with those obtained using the time intense central finite difference 

(CFD) approach applied directly at the response level. 

Chapter 5 presented a novel approach for efficient sensitivity analysis of photonic 

devices using the BPM. This approach has been applied to the 2D scalar version as well 

as the full vectorial and semi-vectorial 3D versions of the BPM. Two different approaches 

for both the iterative BPM and the alternative direction implicit BPM have been proposed 

and discussed. The sensitivity analysis of the guided modes and their modal properties 

has been also obtained using the imaginary distance BPM and the full vectorial BPM. Our 

approach has been utilized for efficient sensitivity analysis of different photonic devices 

such as power splitters, polarization converters, rib waveguides, and fiber couplers. This 

technique is also utilized for efficient sensitivity analysis of different surface plasmon 

waveguide structures. The obtained sensitivity has been also incorporated in a gradient­

based optimization algorithm to maximize the power transfer through a fiber coupler. 
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In Chapter 6, we proposed an efficient approach for design optimization of a novel 

design of an optical switch with compact size operating over a wide working wavelength 

band. This device is based on utilizing a multimode waveguide with a stair case index 

profile as an approximation for the parabolic index. A two-step optimization technique 

has been utilized for this purpose. The optimization algorithm utilizes the sensitivity of 

the response obtained using the A VM approach with the BPM simulation. The optimized 

device has a wide bandwidth and compact size and low loss compared with the traditional 

approaches for realizing this application. 

Chapter 7 highlighted the efficient approaches for sensitivity analysis of the 

eigenvalues and eigenvectors obtained using the Schrodinger equation. Different 

approaches have been proposed for both time-dependant and time-independent versions 

of the Schrodinger equation. Our approaches proved their efficiency compared to the 

sensitivity obtained using CFD approach. 

In Chapter 8, a novel formulation of multilayer optical structures design problem 

as a convex programming is proposed and discussed. This approach is efficient and 

capable of obtaining the global solution of the problem by utilizing interior point 

methods. Fractions of a second are only needed, using our approach, to obtain the optimal 

design of up to 40 layers without providing initial design parameters. Our approach has 

been utilized for designing different types of filter response using multilayer structures. 

The types include, anti reflection coatings, high reflection coatings, and bandpass filters. 

This thesis provides a useful guidance for opening new horizon in the photonic 

simulation- based optimization techniques. It provides key approaches that are suitable 
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for most of the existing photonic structures. From experience gained during the course of 

this thesis the author suggests the following research topics to be addressed in the future: 

I-Applying the A VM approach for other BPM versions especially wide angle BPM and 

bi-directional BPM. 

2-Exploiting the efficiently obtained sensitivity information in topology optimization 

algorithms to enhance the design process. 

3-Exploiting the sensitivity obtained using the time-dependent Schrodinger equation for 

design optimization of electro-optic absorption modulators under bias effect. 

4-Investigating the application of the transmission line modeling (TLM) approach and its 

associated A VM approach for designing different photonic devices. 
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