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## Abstract

A random graph model is introduced, which is supposed to capture the assortativity effect in various real-world networks. An effect that appears when different types of vertices have non-uniform tendencies to connect to each other. Therefore, given the node- and edge-type distributions $P, Q$ a discrete matching method is developed, so that the empirical distributions asymptotically passes to their given limits $P, Q$. Applications of martingale convergence methods are exploited to prove the large $n$ limits of the discrete Markov setup. Finally, the relation between inhomogeneous random graph model as another recently studied topic and our model is investigated.
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## Notations

$\mathbb{E}(X)$ Expected value of random variable $X$
$\mathbb{P}(A)$ Probability of event $A$
$\Omega(\cdot) \quad f(n)=\Omega(g(n))$ if for large enough $n, f(n) \geq C g(n)$
$\omega(\cdot) \quad f(n)=\omega(g(n))$ if $\lim _{n \rightarrow \infty} \frac{g(n)}{f(n)}=0$
$\Theta(\cdot) \quad f(n)=\Theta(g(n))$ if $\lim _{n \rightarrow \infty} \frac{f(n)}{g(n)}=c$
$O(\cdot) \quad f(n)=O(g(n))$ if for large enough $n, f(n) \leq C g(n)$
$o(\cdot) \quad f(n)=o(g(n))$ if $\lim _{n \rightarrow \infty} \frac{f(n)}{g(n)}=0$
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## Chapter 1

## Introduction

The theory of random graph has been first investigated by the inspiring paper of Erdős and Renyi [1] in 1960. In their model it is assumed that the number of vertices is fixed and the edges are put between the vertices with given probabilities. As discussed in section 1.1, the significant assumption of homogeneous edge probabilities, that is the probability of existence of any edge is $p$ all over the network, makes the analysis quite straightforward. The combinatorial works of Erdős opened a new perspective for studying large networks by bringing in methods which capture as many precise features of graph ensembles as possible. Usually the complete information about the number of individuals, their connectivity matrix and even more their types of connections is not available. Therefore, it is inevitable that a suitable q ensemble must be proposed of which the real graph would be any realization, i.e an element of this sample space. Depending on the proposed probability space, the accuracy of the reported average graph features might vary. The main topic of random graph theory, is to propose a graph ensemble that matches as closely as possible to characteristics of network types, such as biological networks, social graphs, citation networks and
financial networks. For instance, in the remarkable papers of Barabasi [2, 3, 4], the scale free graph arising from preferential attachment is shown to be a good fit for biological networks, the world wide web and friendship networks. This model is briefly explained in section 1.3.

It is not always the case that we are in a complete blindness about the topology of our networks. Sometimes we might be provided with partial information such as the degree sequence, i.e the sequence of node degrees, without knowing how these nodes are connected to each other. The Configuration model introduced in [5] addresses the problem of generating a random sample from an ensemble of graphs with the specified degree sequence. As briefly discussed in section 1.2, it is an inherent assumption of uniform attachments in it, which leads to equally probable graphs in the ensemble. Therefore the placements of edges in this model ignores the possible node and edge types, which are some extra information we have about the vertices and their connection tendencies. The main contribution of this thesis is to generalize the configuration model to allow edge placement to depend on node and edge type. Similar to the conventional model, the vertices have an associated number of half-edges (edges which are not yet paired), and then the pairings of the half-edges are performed according to the prescribed edge-type distribution. The aim is to achieve the given edge- and node-type distributions asymptotically as the graph size gets large. These distributions are usually determined from empirical measurements of a known real network, so as to include rather general graphs of similar types. The mathematical analysis of our matching algorithm in section 2.3 proves that for given distributions (having finite moments) the empirical distribution after pairings is concentrated with high probability around the nominal given distributions. Once we have an algorithm that
generates a random graph as close as desired to a real network. We can proceed with further investigations and study other problems on the random sample and expect to get similar results in real networks. For instance, we might want to find the size of the giant connected component in the graph, the probability of having cascading defaults in financial networks, the dynamics of disease contagion in biological networks, or several other interesting problems. Our model captures the assortativity of networks, mainly the tendency for individuals to connect to similar or opposite types. It is called assortative configuration model because it allows the half-edge pairings have the so called assortativity.

As another perspective, instead taking the edge-type distribution into account, one can work with node types, which results to the so called inhomogeneous random graph described in chapter 3. This model is easier to conceive and more natural to apply to real networks than the configuration model, but it can be regarded as a subset of the former model. The vertices are given with fixed or random weights, and the probability of having an edge between two nodes only depends through the node weights. This model seems more realistic because what one might know in the first place about any graph may be some information about vertices which can then be translated to node types. However in section 3.2 we show how this model can be related to assortative configuration model.

It is the hope of this thesis that the mathematical exploration of assortative graphs will establish the required foundation for applying this model to important real-world networks. Moreover, analytic formulations and their mathematical proofs provide strong basis for the Monte-Carlo simulations performed on random graphs.

### 1.1 Erdős-Renyi Graph

In this section, we are going to briefly address the so called Erdős-Renyi random graph $G_{n, p}$, which is considered to be the simplest model for random networks. The name originated from the inventors after their pioneering work [1], which established a new field of research. The underlying randomness in this model is homogeneous across the whole network: each pair of the $n$ vertices is connected with occupation probability $p$; also called edge probability. The described randomness is uniform and unrelated to the type of vertices, which makes the characteristics of this model such as degree distribution, phase transition and graph diameter easier to analyze. Given the independence of edge occupancies, the degree of any fixed node follows a Binomial distribution $\operatorname{Bin}(n, p)$ with success probability $p$ and $n-1$ trials (total number of neighbours for each vertex). Denoting the degree of node $v$ by $D_{v}$, then

$$
\begin{equation*}
\mathbb{P}\left(D_{v}=k\right)=\binom{n-1}{k} p^{k}(1-p)^{n-k} \tag{1.1}
\end{equation*}
$$

If the edge probability $p$ scales down with $n$, i.e $p=\lambda / n$, then it is known as a basic probability theory property that the Binomial probabilities converges to a Poisson distribution with parameter $\lambda$ :

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(D_{v}=k\right)=e^{-\lambda} \frac{\lambda^{k}}{k!} \tag{1.2}
\end{equation*}
$$

One can also strengthen the results for empirical node distribution, and justify stricter methods of convergence such as convergence in probability for the number of vertices
with degree $\mathrm{k}, u_{k}^{(n)}$. For any $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\frac{u_{k}^{(n)}}{n}-e^{-\lambda} \frac{\lambda^{k}}{k!}\right| \geq \varepsilon\right) \rightarrow 0 \tag{1.3}
\end{equation*}
$$

Since for large $k$ the Poisson probability mass function is smaller than $k^{-\tau}$, for any positive $\tau$, the Erdős-Renyi random graph is not in the category of scale-free graphs which have a fat tailed distribution, thus it can not be used as a suitable model for real-world networks which are showing heavy tail properties.

There is a less commonly used version also referred as Erdős-Renyi graph, which again has $n$ vertices, but instead of taking each possible edge with probability $p$, one picks $m$ of $n(n-1) / 2$ possible edges between the vertices uniformly at random. The fixed number of edges in the second realization brings an annoying level of dependence, however when $p=2 m / n(n-1)$ the first model is closely related to the second one [6], and that is why much of the attention is given to the first model.

Since this section is aimed to express an overview of main features of the ErdősRenyi model, we conclude by explaining an interesting result about a phase transition related to the emergence of a unique giant connected component in the network. The sequence of Erdos-Renyi graphs $G_{n, \lambda / n}$, where $\lambda$ is constant, has a phase transition at $\lambda=1$. We write $L_{1}(G)$ for the number of vertices in the largest component of a graph $G$. As shown first by Erdos-Renyi in [1], with high probability (whp), if $\lambda<1$ then $L_{1}\left(G_{n, \lambda / n}\right)$ is of logarithmic order, if $\lambda=1$ it is of order $n^{2 / 3}$, while if $\lambda>1$ then there is a unique giant component containing $\Theta(n)$ vertices.

The intuition behind this result is that, the average number of neighbours of a randomly chosen vertex is $\lambda$ and allowing the randomness in edges occupation to be modelled by a Branching process with parameter $\lambda$, then the supercritical growth
of $\lambda>1$ is associated to a giant connected component. A simple proof for the evolution of the random graph based on the Branching process approximation, and the associated phase transition results, is given in [7].

### 1.2 Configuration Graph

In this section our aim is to investigate a class of graphs which have a fixed degree sequence. In another words, given a sequence of node degrees, we want to construct such graphs with this degree sequence. Also it might be desirable in some situations that the ensemble of constructed graphs with the given degree sequence become equally probable, namely they are uniformly distributed. However not all the degree sequences are graphical, in the sense of being realizable as degrees of vertices in a graph. For instance $\mathbf{d}=\left(d_{v}\right)_{v \in[n]}$ is not graphical if the sum of degrees is an odd number.

Definition 1.2.1. A graph is said to be simple, if there are no any self-loops or multiple edges between any pairs of vertices. Otherwise it is referred to as a multigraph.

We would like to restrict the class of configuration graphs to simple graphs, and the question of obtaining a uniform measure over this class also needs to be answered. The configuration model as a possible realization of random graphs was first introduced in $[5,8]$ where both are inspired by [9]. Given the sequence of vertex degrees $\mathbf{d}$, let $\mathcal{H}=\cup_{j=1}^{n} \mathcal{H}_{j}$ be a fixed set of $2 m=\sum_{j=1}^{n} d_{j}$ labelled half-edges, where $\left|\mathcal{H}_{j}\right|=d_{j}$. The so called configuration $\sigma$ is a partition of $\mathcal{H}$ into $m$ pairs half-edges, which are the edges. A more sensible explanation for the formation of this model is that all vertices are equipped with certain number of stubs (half-edges) equal to their
degrees, then these stubs are attached to each other uniformly at random to build up the connections yielding the graph with prescribed degree sequence $\operatorname{Conf}_{n}(\mathbf{d})$. So by labelling the set of all half-edges in $\left\{1, \ldots, \ell_{n}\right\}$, where $\ell_{n}=\sum_{v \in[n]} d_{v}$, a specific configuration $\sigma$ is denoted as

$$
\begin{equation*}
\sigma=\left\{(i, \sigma(i)): i \in\left[\ell_{n} / 2\right]\right\} . \tag{1.4}
\end{equation*}
$$

where $\sigma(i)$ is the incident half-edge to $i$, which together form a full edge. The attachments are going to continue until all half-edges get connected to one another. Following the notations in [10], denote $x_{i}$ as the half-edge which is picked at step $i$ of pairings, and let $y_{i}$ be the one to which $x_{i}$ is paired. Then a pairing scheme $\left(x_{i}\right)_{i \in\left[\ell_{n} / 2\right]}$ is said adaptable if the choice of $x_{m}$ only depends on $\left(x_{j}, y_{j}\right)_{j=1}^{m-1}$. Moreover it is uniform when

$$
\begin{equation*}
\mathbb{P}\left(x_{m} \text { is paired to } y_{m} \mid x_{m},\left(x_{j}, y_{j}\right)_{j=1}^{m-1}\right)=\frac{1}{\ell_{n}-2 m+1} . \tag{1.5}
\end{equation*}
$$

At any step of the pairing, the drawn half-edge has no tendency to connect to specific types of half-edges, which means the remaining unpaired half-edges are equally probable to be connected the chosen half-edge. According to the given rule of attachment (1.5), the probability of any configuration $\sigma$, which occurs when an index $j$ exists
such that $x_{j}=i$ and $y_{j}=\sigma(i)$, can be found:

$$
\begin{aligned}
\mathbb{P}\left(\operatorname{Conf}_{n}(\mathbf{d})=\sigma\right) & =\mathbb{P}\left(x_{i} \text { is paired to } y_{i} \forall i \in\left[\ell_{n} / 2\right]\right) \\
& =\prod_{i=1}^{\ell_{n} / 2} \mathbb{P}\left(x_{i} \text { is paired to } y_{i} \mid x_{i},\left(x_{j}, y_{j}\right)_{j=1}^{i-1}\right) \\
& =\prod_{i=1}^{\ell_{n} / 2} \frac{1}{\ell_{n}-2 i+1}=\frac{1}{\left(\ell_{n}-1\right)!!} .
\end{aligned}
$$

Therefore, all the configurations for a given degree sequence $\mathbf{d}$ are equally probable. Assuming the degree sequence is graphical, following the uniform adaptable pairing scheme leads to a multigraph which is uniformly drawn from the sample space. However the expense of this uniformity is the emergence of possible self-loops and multiple edges, which can not be prevented during the matching algorithm. Moreover by ignoring the labels on stubs, different configurations might be corresponded to a same graph. This means that despite the uniform distribution of $\operatorname{Conf}_{n}(\mathbf{d})$, their induced graphs are no longer equally probable. One can identify a (multi)graph by a collection of indicator events $\left(x_{i j}\right)_{i, j \in[n]}$, such that $x_{i j}=1$ when there exists an edge between vertices $i, j$. Therefore degree of vertex $i$ is

$$
\begin{equation*}
d_{i}=x_{i i}+\sum_{j \in[n]} x_{i j} . \tag{1.6}
\end{equation*}
$$

Proposition 1.2.2. Let $G=\left(x_{i j}\right)_{i, j \in[n]}$ be a (multi)graph, which has the degree sequence $\mathbf{d}=\left(d_{i}\right)_{i \in[n]}$, then

$$
\begin{equation*}
\mathbb{P}\left(\operatorname{Conf}_{n}(\mathbf{d})=G\right)=\frac{\prod_{i \in[n]} d_{i}!}{\left(\ell_{n}-1\right)!!\prod_{i \in[n]} 2^{x_{i i}} \prod_{1 \leq i \leq j \leq n} x_{i j}!} \tag{1.7}
\end{equation*}
$$

Proof. Following the proof of [11], each configuration has probability $1 /\left(\ell_{n}-1\right)!$ !, so we only need to find the number of configurations which are equivalent to $G$ upto relabeling the half-edges. Note that by permuting the half-edges incident to each vertex we get the same graph but a different configuration, where the numerator of (1.7) counts the number of permutations. Moreover the factor $x_{i j}$ ! compensates for the fact that the multiple edges between $i, j$ can be relabelled without affecting the graph structure but giving rise to different configuration. Likewise $2^{x_{i i}}$ 's are due to the self-loops' half-edges which can be ordered reversely without changing the skeleton graph.

To get around the self-loops and multi-edges and get a simple graph with prescribed degree distribution, two methods have been presented. The first is the erased configuration model in which self-loops are removed and multi-edges are merged, so that the final generated graph is simple. The second isrepeated configuration model in which the pairing algorithm is repeated until it produces a simple graph. Both methods are first introduced in [12], and the proof of convergence of empirical degree distribution to target distribution for the second case is done by Janson in [13]. In addition Janson derived the probability of a random configuration multigraph being simple and showed that it is bounded from below, which is a required condition for the feasibility of obtaining simple graphs by finite repetitions of the configuration pairings.

### 1.3 Preferential Attachment Model

In both previous sections, static models for random graphs are presented. That is the number of nodes is fixed and the degree sequence is given beforehand, so there is no place for dynamical growth of the model. However, these static models do not capture the evolution of networks. For instance, in social graphs the friendship relations are forming and deforming continuously, while in a citation network the number of authors and papers is growing by time. The Preferential attachment model is introduced by Barabasi and Albert in their highly cited paper [2], which gives rise to the random growth of a network and also explains why in their model the degree distribution decays proportionally to $k^{-3}$, known as power law. The growth mechanism is that at each time $t$ a new vertex with certain number of edges is added to the network, and those edges are sequentially connected to already present vertices. The higher the degree of the receiving vertex is, the more chance of absorbing the edges of the new vertex it has. That is why this model sometimes referred as rich-get-richer. Since there are some imprecisions in how this model defined in [2], a rigorous treatment of the results which explores the complete formation from early stages and precise update formulations has been presented in [14]. Let us briefly explain the simplest expositions for the undirected preferential attachment model $\mathrm{PA}_{t}(1)$, where at each step, one edge and its associated vertex are added to the network (the ' 1 ' stands for the number of vertices added at each step). The set of vertices at time $t$ is denoted by $\left\{v_{1}^{(1)}, \ldots, v_{t}^{(1)}\right\}$, and degree of $v_{i}^{(1)}$ in $\mathrm{PA}_{t}(1)$ is denoted by $D_{i}(t)$. At the beginning of the process, $\mathrm{PA}_{1}(1)$ consists of a single vertex with a self-loop, and conditionally
on $\mathrm{PA}_{t}(1)$, the growth rule for obtaining $\mathrm{PA}_{t+1}(1)$ is as follows:

$$
\mathbb{P}\left(v_{t+1}^{(1)} \sim v_{i}^{(1)} \mid \mathrm{PA}_{t}(1)\right)=\left\{\begin{array}{rr}
\frac{1}{2 t+1} & i=t+1  \tag{1.8}\\
\frac{D_{i}(t)}{2 t+1} & i \in[t]
\end{array}\right.
$$

As it comes from (1.8) the vertices with higher degrees in $\mathrm{PA}_{t}(1)$ have more chance of receiving the other side of the incident edge from $v_{t+1}^{(1)}$. There is also a positive probability of appearing a loop at $v_{t+1}^{(1)}$. This model has been generalized in [14] to $\mathrm{PA}_{t}(m)$, by starting from $\mathrm{PA}_{m t}(1)$ and collapsing the vertices $\left\{v_{1}^{(1)}, \ldots, v_{m t}^{(1)}\right\}$ into groups of $m$.In other words, $v_{1}^{(1)}, \ldots, v_{m}^{(1)}$ in $\mathrm{PA}_{m t}(1)$ are merged into the vertex $v_{1}^{(m)}$ in $\mathrm{PA}_{t}(m)$, similarly $v_{m+1}^{(1)}, \ldots, v_{2 m}^{(1)}$ are merged into $v_{2}^{(m)}$ and so forth untill getting $t$ vertices in $\mathrm{PA}_{t}(m)$. Therefore, in $\mathrm{PA}_{t}(m)$ there are $m t$ edges, and $t$ vertices and there might be some self-loops and multiple edges as well. The next theorem which can be found with its proof in [10] studies the asymptotic empirical degree distribution. Let us define $P_{k}(t)$ as the proportion of vertices with degree $k$ at time t ,

$$
\begin{equation*}
P_{k}(t)=\frac{1}{t} \sum_{i=1}^{t} \mathbb{1}_{\left\{D_{i}(t)=k\right\}} \tag{1.9}
\end{equation*}
$$

and denote $p_{k}=\frac{2 m(m+1)}{k(k+1)(k+2)}$ as the limiting degree distribution.
Theorem 1.3.1. For fix $m \geq 1$, there exists a constant $C=C(m)$ such that as $t \rightarrow \infty$

$$
\begin{equation*}
\mathbb{P}\left(\max _{k}\left|P_{k}(t)-p_{k}\right| \geq C \sqrt{\log t / t}\right)=o(1) \tag{1.10}
\end{equation*}
$$

This theorem confirms the decay of degree distribution according to $k^{-3}$, which has been stated earlier. The mainstream of all proposed models for preferential attachment is that the connection probabilities are proportional to degree of the receiving
vertex. Variations of this model have been presented to study the directed case [15] and nonlinear attachment probabilities [16].

## Chapter 2

## Assortative Configuration Graphs

The main contribution of thesis is described in this chapter, which is the extension of configuration model discussed in 1.2 to the directed and assortative case. The model introduced in this chapter is capable to capture the tendency of linkage between vertices according to their degrees. For instance, in social networks highly connected nodes tend to connect to other high degree nodes, or in biological networks high degree individuals usually connect to low degree nodes, thus vaccinations that target the high degree vertices in biological networks could quickly stop the disease contagion. Measures of assortativity and indications of intense percolation in such networks are studied in [17], but in this chapter we aim to introduce a quite general mathematical foundation, which allows almost all edge and node types behaviour. Therefore, we assume consistent node and edge type distributions $P, Q$ are given, which can almost be any arbitrarily distributions satisfying some nonrestrictive conditions. Then a random discrete matching algorithm for half-edge pairings is suggested and shown to converge to target distributions. The chapter is organized as follows: in section 2.1, general conditions on degree distribution $P$ are imposed and a sampling method
to obtain a graphical bi-degree sequence is studied. In the second section 2.2, an assortative wiring of half-edges according to the edge-type distribution $Q$ is presented, and in the next section 2.3 asymptotic results, which investigate the empirical edge type distribution are proved. Finally in 2.3.3 some applications such as limiting distribution of emerged self-loops is studied.

### 2.1 Degree Sequence

Chen et al. [18] studied the configuration model for directed graphs, where each vertex comprises two sets of half-edges: in-stubs and out-stubs, and a full edge is established by connecting an out-stub to an available (not yet paired) in-stub. In order to get a graphical realization for a directed graph, the total number of available in-stubs has to match the number of out-stubs, otherwise the matching process does not terminate. However, if we denote the bi-degree of vertex $v$ by $\left(j_{v}, k_{v}\right)$, which is drawn at random from joint degree distribution $P_{j k}$, and let $n$ be the total number of vertices, then

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\sum_{v \in[n]}\left(k_{v}-j_{v}\right)=0\right)=0 .
$$

Unless $\mathbb{P}\left(k_{v} \neq j_{v}\right)=0$, which typically doesn't happen. In this section we want to study an algorithm, starts off by sampling from degree distribution $P$, then develope a matching method which yields asymptotically to target edge distribution $Q$. So if we denote the set of vertices with in-degree $j$ and out-degree $k$ by $\mathcal{V}_{j k}$, and the set of edges made from pairing a $k$ out-stub to a $j$ in-stub by $\mathcal{H}_{k j}$; from $k$ out-stub we mean a half-edge which goes off from a vertex with out-degree $k$, similar notion also
exists for an in-stub; then in an infinite graph

$$
\begin{aligned}
& \mathbb{P}\left(v \in \mathcal{V}_{j k}\right)=\mathbb{P}\left(d^{-}(v)=j, d^{+}(v)=k\right)=P_{j k} \\
& \mathbb{P}\left(\ell \in \mathcal{H}_{k j}\right)=Q_{k j},
\end{aligned}
$$

where $v$ and $\ell$ are randomly chosen vertex and edge respectively. We say a vertex is of type $(j, k)$, if it belongs to $\mathcal{V}_{j k}$, and an edge is of type $(k, j)$, when it belongs to $\mathcal{H}_{k j}$. For example, as depicted in Fig. 2.1, vertex 1 is of type $(2,3)$, and the dashed blue edge is of type $(3,2)$.


Figure 2.1: directed graph

As it was earlier, $P$ and $Q$ are bivariate node and edge type distributions, which have the following marginals:

$$
\begin{array}{ll}
P_{k}^{+}=\sum_{j} P_{j k} & P_{j}^{-}=\sum_{k} P_{j k}  \tag{2.1}\\
Q_{k}^{+}=\sum_{j} Q_{k j} & Q_{j}^{-}=\sum_{k} Q_{k j}
\end{array}
$$

Definition 2.1.1. The node and edge type probability laws $P, Q$ are consistent if:

- The mean in- and out-degrees of nodes are equal: $z:=\sum_{j} j P_{j}^{-}=\sum_{k} k P_{k}^{+}$.
- $Q_{k}^{+}=k P_{k}^{+} / z, Q_{j}^{-}=j P_{j}^{-} / z$ for all integer values of $j, k$.

Given the consistent laws $P, Q$ we can draw $n$ independent copies from $P$ to form the bi-degree sequence $\left(j_{v}, k_{v}\right)_{v \in[n]}$. Some regularity conditions on the degree distribution, which relate the behaviour of the empirical degree distribution in a finite setup to the subjective probability measure, need to be imposed. Let $u_{j k}$ be the number of type $(j, k)$ nodes for the given bi-degree sequence $\left(j_{v}, k_{v}\right)_{v \in[n]}$, the shorthand quantities,

$$
\begin{equation*}
u_{k}^{+}=\sum_{j} u_{j k} \quad u_{j}^{-}=\sum_{k} u_{j k} \tag{2.2}
\end{equation*}
$$

are defined to better address the regularity conditions. Moreover, for the given sequence we denote the bi-degree of a uniformly chosen vertex $U$ in $[n]$ by $D_{n}=$ $\left(J_{n}, K_{n}\right)=\left(j_{U}, k_{U}\right)$. Thus one can associate an empirical measure to the finite graph, which is identified by the ratios $u_{j k} / n$.

Condition 2.1.2. For the given sequence of bi-degrees $\left(j_{v}, k_{v}\right)_{v \in[n]}$, the following conditions hold:

1. Convergence in distribution of the empirical degree to $P$-measure: $D_{n} \Rightarrow D$, where $D \sim P$. In other words:

$$
\begin{equation*}
\mathbb{P}\left(D_{n}=(j, k)\right)=\frac{u_{j k}}{n} \rightarrow P_{j k} . \tag{2.3}
\end{equation*}
$$

2. Finite expectation: $\sum_{k} k P_{k}^{+}=\sum_{j} j P_{j}^{-}=z<\infty$.
3. Convergence of the first moment: Both for the in- and out-degrees the following
convergence assertions hold:

$$
\begin{align*}
\mathbb{E}\left(J_{n}\right) & =\frac{1}{n} \sum_{j} u_{j}^{-} \rightarrow \mathbb{E}(J)=\sum_{j} j P_{j}^{-}  \tag{2.4}\\
\mathbb{E}\left(K_{n}\right) & =\frac{1}{n} \sum_{k} u_{k}^{+} \rightarrow \mathbb{E}(K)=\sum_{k} k P_{k}^{+} .
\end{align*}
$$

These set of constraints are the minimal assumptions we need in proceeding sections to prove our results. More conditions may be required depending on the type of the necessary boundedness. In the following two sections, our goal is to compose a finite graph with node and edge type empirical distribution as close as possible to $P$, $Q$. Therefore, two steps for this construction are studied. First, a realizable bi-degree sequence is obtained by slight modification of the original draw from $P$. Secondly the assortative wiring process for pairing the half-edges is introduced and shown to reach the target edge distribution $Q$.

As we have seen before if the bi-degree sequence is sampled arbitrarily from $P$, then with vanishing probability that sequence would lead to a graphical representation. So starting with $\left(j_{v}, k_{v}\right)_{v \in[n]}$, the sequence is modified slightly to form a feasible sequence $\left(\tilde{j}_{v}, \tilde{k}_{v}\right)_{v \in[n]}$. The following clipping algorithm is proposed in [18].

1. Draw a bi-degree sequence $\left(j_{v}, k_{v}\right)_{v \in[n]}$ from $P$ distribution.
2. Let $D_{n}=\sum_{v \in[n]}\left(k_{v}-j_{v}\right)$ be the difference between out-degrees and in-degrees.
3. If $\left|D_{n}\right|>\Delta_{n}$ then go back to 1 , otherwise continue to the next step.
4. Choose $\left|D_{n}\right|$ vertices, $\left\{i_{1}, \ldots, i_{\left|D_{n}\right|}\right\}$ uniformly at random from the set of vertices
[ $n$ ]. Define the modified degree sequence $\left(\tilde{j_{v}}, \tilde{k_{v}}\right)_{v \in[n]}$ like follows:

$$
\begin{align*}
& \tilde{j_{v}}=\left\{\begin{array}{lc}
j_{v}+1 & D_{n} \geq 0 \text { and } v \in\left\{i_{1}, \ldots, i_{\left|D_{n}\right|}\right\} \\
j_{v} & \text { otherwise }
\end{array}\right. \\
& \tilde{k_{v}}=\left\{\begin{array}{lc}
k_{v}+1 & D_{n}<0 \text { and } v \in\left\{i_{1}, \ldots, i_{\left|D_{n}\right|}\right\} \\
k_{v} & \text { otherwise }
\end{array}\right. \tag{2.5}
\end{align*}
$$

The threshold level $\Delta_{n}$ has to be chosen, so that with high probability a randomly drawn bi-degree sequence is accepted in step 3 of the algorithm, namely probability of $\mathcal{D}_{n}=\left\{\left|D_{n}\right| \leq \Delta_{n}\right\}$ must converge to one. A suitable threshold is found in [18], but for the case when in- and out-degrees are independent from each other. Nevertheless they are not necessarily independent and might come from a joint measure $P_{j k}$. However, we can exploit their suggested threshold and generalize the proof of Lemma 2.1 in their paper, all that matters is to have $\Delta_{n}=o(n)$.

Remark 2.1.3. In order to prove $\mathbb{P}\left(\mathcal{D}_{n}\right) \rightarrow 1$, we need stricter tail boundedness conditions for the marginals of $P$, rather than merely having finite first moment. A sufficient condition is proposed in [18], as there exist slowly varying functions $L^{+}(\cdot)$ and $L^{-}(\cdot)$ such that

$$
\begin{equation*}
\sum_{k>x} P_{k}^{+} \leq x^{-\alpha} L^{+}(x) \quad \sum_{j>x} P_{j}^{-} \leq x^{-\beta} L^{-}(x) \tag{2.6}
\end{equation*}
$$

for all $x \geq 0$, where $\alpha, \beta>1$.
Note that (2.6) ensures that marginals of $P$ have finite moments of order greater than one. Although, it is not necessary for $k_{v}-j_{v}$ to have finite variance, but assuming it does we can show for $\Delta_{n}=n^{1 / 2+\delta}, \delta \in(0,0.5)$ the acceptance probability in step 3
converges to 1 . Equivalently we have:

$$
\begin{equation*}
\mathbb{P}\left(\left|D_{n}\right| \geq n^{1 / 2+\delta}\right) \leq \frac{\operatorname{Var}\left(D_{n}\right)}{n^{1+2 \delta}}=\frac{n \operatorname{Var}\left(k_{v}-j_{v}\right)}{n^{1+2 \delta}} \rightarrow 0 \tag{2.7}
\end{equation*}
$$

Once we get a suitable sequence $\left(\tilde{j}_{v}, \tilde{k}_{v}\right)_{v \in[n]}$, we would like its joint distribution to converge asymptotically to i.i.d elements coming from $P_{j k}$. It is important to note that from the construction of the modified sequence, the vertices bi-degrees are no longer independent from each other. But, it is reasonable to expect some sort of similarity between the original degree sequence and the modified one, because the number of added half-edges in the algorithm is negligible in comparison with the number of vertices. Next proposition will let us to accept the modified sequence as a reasonable candidate for $\left(j_{v}, k_{v}\right)_{v \in[n]}$.

Theorem 2.1.4. Fix any chosen threshold level $\Delta_{n}=o(n)$, that satisfies the acceptance condition with probability $1-o(1)$, then
(i) For any fixed finite subset of $[n]$, say $\mathcal{S},\left(\tilde{j_{v}}, \tilde{k_{v}}\right)_{v \in \mathcal{S}}$ converges in distribution to $\left(\hat{j_{v}}, \hat{k}_{v}\right)_{v \in \mathcal{S}}$, where $\left(\hat{j}_{v}, \hat{k}_{v}\right)$ are i.i.d bivariate $P$-distributed random variables.
(ii) If $\tilde{u}_{j k}$ denotes the number of type $(j, k)$ nodes after degree adjustment, then the following limit in probability holds:

$$
\begin{equation*}
\frac{\tilde{u}_{j k}}{n} \xrightarrow{p} P_{j k} . \tag{2.8}
\end{equation*}
$$

Proof of Theorem 2.1.4. To show convergence in distribution in the first part, we have to prove that for any bounded function $f: \mathbb{N}^{2|S|} \rightarrow[-M, M]$ the following equation
holds:

$$
\begin{equation*}
\left|\mathbb{E}\left(f\left(\left(\tilde{j}_{v}, \tilde{k}_{v}\right)_{v \in \mathcal{S}}\right)-f\left(\left(\hat{j}_{v}, \hat{k}_{v}\right)_{v \in \mathcal{S}}\right)\right)\right| \rightarrow 0 . \tag{2.9}
\end{equation*}
$$

The details of the proof is given in the appendix. For the second part it is important to note that, there are two sources of randomness. First is coming from the randomness lies on choosing the set $\left\{i_{1}, \ldots, i_{\left|D_{n}\right|}\right\}$ in the clipping algorithm, and second one is due to the randomness of the original bi-degree sequence. Both parts of this theorem were studied in [18], though some minor modifications have to be made for extending the results to non-independent in- and out-degree case.

Remark 2.1.5. One could also demonstrate that condition on occurrence of $\mathcal{D}_{n}$ the empirical mean of in- and out-degree after the clipping process converges in probability to $z$, because

$$
\begin{align*}
\mathbb{P}\left(\left.\left|\frac{1}{n} \sum_{v \in[n]} \tilde{k}_{v}-z\right|>\varepsilon \right\rvert\, \mathcal{D}_{n}\right) & \leq \mathbb{P}\left(\left.\left|\frac{1}{n} \sum_{v \in[n]} k_{v}-z\right|+\frac{\left|D_{n}\right|}{n}>\varepsilon \right\rvert\, \mathcal{D}_{n}\right) \\
& \leq \frac{1}{\mathbb{P}\left(\mathcal{D}_{n}\right)} \mathbb{P}\left(\left|\frac{1}{n} \sum_{v \in[n]} k_{v}-z\right|+\frac{\Delta_{n}}{n}>\varepsilon\right)  \tag{2.10}\\
& \leq \frac{1}{\mathbb{P}\left(\mathcal{D}_{n}\right)} \mathbb{P}\left(\left|\frac{1}{n} \sum_{v \in[n]} k_{v}-z\right|>\frac{\varepsilon}{2}\right) \rightarrow 0 .
\end{align*}
$$

Equation (2.10) holds because we can make $\Delta_{n} / n$ less than $\varepsilon / 2$ for large $n$.

### 2.2 Assortative Wiring

The construction here is similar to the conventional configuration model, that is halfedges are initially detached from each other, and as time passes, they are going to
get connected. However, the main difference is the governing rule of wirings, which in the conventional case is uniform among the set of available in- and out-stubs, but in the assortative scheme the matchings are made according to general probability weights, which are not necessarily uniform.

To begin this process, all vertices are equipped with a bi-degree $\left(j_{v}, k_{v}\right)_{v \in[n]}$ which are i.i.d draws from $P_{j k}$. If this sequence passes the condition of clipping algorithm, then the modified degree sequence, $\tilde{\mathbf{d}}=\left(\tilde{j}_{v}, \tilde{k}_{v}\right)_{v \in[n]}$ is generated, otherwise the selection process is repeated. Although the results of next sections are derived for the modified sequence, but for notational simplicity all the variables are represented without tilde sign. Thus by $\mathbf{d}=\left(j_{v}, k_{v}\right)_{v \in[n]}$ we actually mean the modified feasible sequence $\tilde{\mathbf{d}}=\left(\tilde{j}_{v}, \tilde{k}_{v}\right)_{v \in[n]}$, which is resulted after the clipping algorithm while the tilde signs are dropped.

Definition 2.2.1. The following sets are defined, so that we can express the configuration's dynamics in terms of them:

- $\mathcal{H}_{k}^{+}(t)=\{$ unpaired out-stubs with out-degree $k$ up to time $t\}$,
- $\mathcal{H}_{j}^{-}(t)=\{$ unpaired in-stubs with in-degree $j$ up to time $t\}$,
- $\mathcal{E}_{k j}(t)=\{$ type $(k, j)$ edges have been paired up to time $t\}$.

Moreover their cardinality are expressed by non-calligraphic letters, as $H_{k}^{+}(t), H_{j}^{-}(t)$ and $E_{k j}(t)$.

The set of possible pairings at time $t$ would be $\cup_{k} \mathcal{H}_{k}^{+}(t) \times \cup_{j} \mathcal{H}_{j}^{-}(t)$, with elements given weights proportional to $Q_{k j} / Q_{k}^{+} Q_{j}^{-}$. In order to make these weights add up to
one at time $t$, all of them are normalized by

$$
\begin{equation*}
C(t):=\sum_{k, j} H_{k}^{+}(t) H_{j}^{-}(t) \frac{Q_{k j}}{Q_{k}^{+} Q_{j}^{-}} . \tag{2.11}
\end{equation*}
$$

Therefore, at time $t$ the probability of choosing a type $(k, j)$ edge among all possible pairings would be

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{H}_{k}^{+}(t) \text { connects to } \mathcal{H}_{j}^{-}(t)\right)=\frac{H_{k}^{+}(t) H_{j}^{-}(t) \frac{Q_{k j}}{Q_{k}^{+} Q_{j}^{-}}}{C(t)} \tag{2.12}
\end{equation*}
$$

The wiring process stops at the terminal time $T(n)=\sum_{v \in[n]} k_{v}$, when there are no more available stubs, and all half-edges are wired by that time. One can model the dynamics of the wiring process acting on the above sets of available stubs by a Markov process with the given probability weights in (2.12), where the Markov state variables are

$$
\begin{aligned}
Y(t) & =\left\{\left(H_{k}^{+}(t)\right)_{k=1}^{k_{(n)}},\left(H_{j}^{-}(t)\right)_{j=1}^{j_{(n)}},\left(E_{k j}(t)\right)_{k, j=1}^{k_{(n)}, j_{(n)}}\right\}, \\
Y(0) & =\left\{\left(k u_{k}^{+}\right)_{k=1}^{k_{(n)}},\left(j u_{j}^{-}\right)_{j=1}^{j_{(n)}},(\mathbf{0})_{k, j=1}^{k_{(n)}, j_{(n)}}\right\} .
\end{aligned}
$$

$k_{(n)}$ and $j_{(n)}$ are the $n$-th order statistics, i.e $k_{(n)}=\max _{v \in[n]}\left\{k_{v}\right\}$ and $j_{(n)}=\max _{v \in[n]}\left\{j_{v}\right\}$. Transition probabilities can easily be found from (2.12). Conditioned on the graphical degree sequence $\mathbf{d}$ and previous matchings $Y(t)$, for each time step $0<t \leq T(n)$, we have

$$
\begin{align*}
& \mathbb{E}\left(H_{k}^{+}(t+1)-H_{k}^{+}(t) \mid \mathbf{d}, Y(t)\right)=-\frac{H_{k}^{+}(t) \sum_{j} H_{j}^{-}(t) \frac{Q_{k j}}{Q_{k}^{+} Q_{j}^{-}}}{C(t)} \\
& \mathbb{E}\left(H_{j}^{-}(t+1)-H_{j}^{-}(t) \mid \mathbf{d}, Y(t)\right)=-\frac{H_{j}^{-}(t) \sum_{k} H_{k}^{+}(t) \frac{Q_{k j}}{Q_{k}^{+} Q_{j}^{-}}}{C(t)}  \tag{2.13}\\
& \mathbb{E}\left(E_{k j}(t+1)-E_{k j}(t) \mid \mathbf{d}, Y(t)\right)=\frac{H_{j}^{-}(t) H_{k}^{+}(t) \frac{Q_{k j}}{Q_{k}^{+} Q_{j}^{-}}}{C(t)} .
\end{align*}
$$

These are the trend equations which represent the average rate of change of the Markov variables, conditioned on the history of previous pairings.

### 2.3 Asymptotic Results

### 2.3.1 Empirical edge type distribution

As it turns out the discrete matching algorithm we have defined can be analyzed for large $n$, using the techniques for "almost martingales" pioneered by Wormald [19]. The idea is to associate a differential equation system to the trend equations (2.13), and then demonstrate the claim that Markov variables lie with high probability around the solution of the differential system. In other words, we expect that the differential system could remarkably track the trajectories of the Markov processes. In our problem, it is intuitive to introduce the continuous time functions $\left(z_{k}^{+}(\tau), z_{j}^{-}(\tau), e_{k j}(\tau)\right)$ with the intention that

$$
\begin{aligned}
H_{k}^{+}(t) / n & =z_{k}^{+}(t / n)+o(1), \\
H_{j}^{-}(t) / n & =z_{j}^{-}(t / n)+o(1), \\
E_{k j}(t) / n & =e_{k j}(t / n)+o(1) .
\end{aligned}
$$

Therefore one can conjecture that the $O D E$ system

$$
\begin{align*}
& w(\tau):=\sum_{k \leq k_{(n)}, j \leq j_{(n)}} z_{k}^{+}(\tau) z_{j}^{-}(\tau) \frac{Q_{k j}}{Q_{k}^{+} Q_{j}^{-}} \\
& \dot{z}_{k}^{+}(\tau)=-\frac{z_{k}^{+}(\tau) \sum_{j \leq j_{(n)}} z_{j}^{-}(\tau) \frac{Q_{k j}}{Q_{k}^{+} Q_{j}^{-}}}{w(\tau)}, \quad z_{k}^{+}(0)=k P_{k}^{+} \mathbb{1}_{\left\{k \leq k_{(n)}\right\}} \\
& \dot{z}_{j}^{-}(\tau)=-\frac{z_{j}^{-}(\tau) \sum_{k \leq k_{(n)}} z_{k}^{+}(\tau) \frac{Q_{k j}}{Q_{k}^{+} Q_{j}^{-}}}{w(\tau)}, \quad z_{j}^{-}(0)=j P_{j}^{-} \mathbb{1}_{\left\{j \leq j_{(n)}\right\}}  \tag{2.14}\\
& \dot{e}_{k j}(\tau)=\frac{z_{k}^{+}(\tau) z_{j}^{-}(\tau) \frac{Q_{k j}}{Q_{k}^{+} Q_{j}^{-}}}{w(\tau)}, \quad e_{k j}(0)=0
\end{align*}
$$

could be the one whose solution is approximating the trajectories. The choice of the initial conditions actually seems natural, because from part ii of theorem 2.1.4 we expect $H_{k}^{+}(0)=n k P_{k}^{+}(1+o(1))$, which is consistent with taking the deterministic initial condition $z_{k}^{+}(0)=k P_{k}^{+}$. Summarizing the representation of this system, one could consider

$$
\begin{align*}
& \dot{x}(\tau)=f(x(\tau)) \text { where } f: \mathbb{R}_{(n)}^{k_{(n)}+j_{(n)}} \rightarrow \mathbb{R}^{k_{(n)}+j_{(n)}+k_{(n)} j_{(n)}} \\
& x(0)=\left(\left\{z Q_{k}^{+}\right\}_{k=1}^{k_{(n)}},\left\{z Q_{j}^{-}\right\}_{j=1}^{j_{(n)}},\{0\}_{k, j=1}^{k_{(n)}, j_{(n)}}\right) \tag{2.15}
\end{align*}
$$

where

$$
x(\tau):=\left(\left\{z_{k}^{+}(\tau)\right\}_{k=1}^{k_{(n)}},\left\{z_{j}^{-}(\tau)\right\}_{j=1}^{j_{(n)}},\left\{e_{k j}(\tau)\right\}_{k, j=1}^{k_{(n)}, j_{(n)}}\right)
$$

as an alternative description of differential equations with the understood function $f$ from R.H.S of (2.14). Moreover, the domain for this system is the bounded open set

$$
\begin{align*}
\Omega_{n}^{(\varepsilon)}=\{ & \left(\tau,\left\{z_{k}^{+}\right\}_{k=1}^{k_{(n)}},\left\{z_{j}^{-}\right\}_{j=1}^{j_{(n)}},\left\{e_{k j}\right\}_{k, j=1}^{k_{(n)}, j_{(n)}}\right):-\varepsilon<\tau<z(1-\varepsilon),-\varepsilon<z_{k}^{+}<k \forall k, \\
& \left.-\varepsilon<z_{j}^{-}<j \forall j,-\varepsilon<e_{k j}<k \wedge j \& \sum_{j \leq j_{(n)}, k \leq k_{(n)}} z_{k}^{+} z_{j}^{-} \frac{Q_{k j}}{Q_{k}^{+} Q_{j}^{-}}>\varepsilon\right\} . \tag{2.16}
\end{align*}
$$

Over this region, the denominators of autonomous functions of the differential system are bounded away from zero, so there is Lipschitz continuity over this set. Namely, there exists $c=c(\varepsilon)$ such that

$$
\|f(x)-f(y)\|<c\|x-y\|
$$

for every $x, y \in \Omega_{n}^{(\varepsilon)}$. Because of the equivalence of norms, let us agree on $l_{\infty}$ norm from now on. Next proposition gives the solution for this system over the proposed region.

Proposition 2.3.1. Given the $\varepsilon>0$, the system of ordinary differential equations in (2.14) has the unique solution

$$
\begin{align*}
& z_{k}^{+}(\tau)=z Q_{k}^{+}\left(1-\frac{\tau}{z}\right)+o(1) \\
& z_{j}^{-}(\tau)=z Q_{j}^{-}\left(1-\frac{\tau}{z}\right)+o(1)  \tag{2.17}\\
& e_{k j}(\tau)=Q_{k j} \tau+o(1)
\end{align*}
$$

for the time interval $\tau \in[0, z)$, which is extendible to the boundary of $\Omega_{n}^{(\varepsilon)}$. (see appendix for the proof)

Remark 2.3.2. The $o(1)$ factor in equation (B.9) of the proof of proposition 2.3.1 comes from the tail condition of $Q$, which is clearly going to zero as $n$ grows. However, further on we may need to increase the Lipschitz factor with $n$, thus in order to get an $o(1)$ error in $x(\tau)$, we need to impose stricter tail condition on $Q$. For instance, if $\sum_{k>k_{(n)}} Q_{k}^{+}$decays like $1 / \log n$, then $c$ can be chosen as $\log \log n / z$ and still we get an $o(1)$ error term in (B.9). Because the denominators are $\varepsilon$ away from zero on $\Omega_{n}^{(\varepsilon)}$, then the Lipschitz constant would be of order $1 / \varepsilon^{2}$. Thus, we can choose $\varepsilon$ according to the desired Lipschitz constant, that gives us an $o(1)$ error in (B.9). From equation (B.9) and the fact $\tau \leq z$ on $\Omega_{n}^{(\varepsilon)}$, we get

$$
\left\|x(\tau)-x^{(1)}(\tau)\right\| \leq \frac{z \log n}{\log \log n} \times \frac{1}{\log n}=o(1) .
$$

Thus the approximation error remains as $o(1)$.

Once the solution of (2.14) is known, we could go one step further to approximate the Markov processes with the their continuous counterparts, by using Wormald's argument. However, there are two obstructions here. First, the proof for approximating the trajectories of random processes with the solution of corresponding differential system is brought for finite ( $n$ independent) number of variables in [19], but as mentioned in this paper the issue can be resolved without any trouble, and Amini has shown it in [20]. Second, as pointed out in [19] the growth of Lipschitz constant prevents us from choosing a domain $\Omega$ which extends to the natural end of the process. That is the reason $\Omega_{n}^{(\varepsilon)}$ is set to stay $\varepsilon$ away from the actual terminal point of the process (when $\tau \rightarrow z$ ). But, eventually we would like to approach $\varepsilon \rightarrow 0$, and that forces the Lipchitz constant to blow up. So we have to prove a version of the theorem which allows the growth of the Lipschitz constant as $n$ increases, while being able to
control the error probability as a function of Lipschitz factor. Therefore, an improved version of this theorem is expressed here, but proved in appendix.

Proposition 2.3.3. Let $b=b(n)$ be the number of random variables, and $\left\{Y_{\ell}^{(n)}(t)\right\}_{\ell=1}^{b}$ is a sequence of stochastic processes such that $0 \leq Y_{\ell}^{(n)}(t) \leq C_{0} n$. Let $\mathcal{F}_{t}$ be the $\sigma$ field induced by these processes upto time $t$. In addition, suppose there exists a bounded connected open set $D(n) \subseteq \mathbb{R}^{b+1}$ such that

$$
\begin{equation*}
\left\{\left(0, z_{1}, \ldots, z_{b}\right): \mathbb{P}\left(Y_{\ell}^{(n)}(0)=n z_{\ell}, \ell=1, \ldots, b\right) \neq 0\right\} \subseteq D(n) \tag{2.18}
\end{equation*}
$$

and is a function of $n$. If $T_{D(n)}=\inf \left\{t \geq 0:\left(t / n, Y_{1}^{(n)}(t) / n, \ldots, Y_{b}^{(n)}(t) / n\right) \notin D(n)\right\}$ would be the stopping time, which alarms the exit of variables from the controlled domain, and the following conditions hold for $t \leq T_{D(n)}$ :

1. (Bounded Increments) for some constant $\beta(n)$ :

$$
\max _{1 \leq \ell \leq b}\left|Y_{\ell}^{(n)}(t+1)-Y_{\ell}^{(n)}(t)\right| \leq \beta(n)
$$

2. (Trend) For some $\lambda_{1}(n)=o(1)$ and for all $1 \leq \ell \leq b$ :

$$
\begin{equation*}
\left|\mathbb{E}\left(Y_{\ell}^{(n)}(t+1)-Y_{\ell}^{(n)}(t) \mid \mathcal{F}_{t}\right)-f_{\ell}\left(t / n, Y_{1}^{(n)}(t) / n, \ldots, Y_{b}^{(n)}(t) / n\right)\right| \leq \lambda_{1}(n) . \tag{2.19}
\end{equation*}
$$

3. (Lipschitz Continuity) the family of functions $\left\{f_{\ell}\right\}, \ell=1 \ldots b(n)$ are Lipschitz continuous on $D(n)$ with all Lipschitz constants uniformly bounded by $\mu(n)$ (typically, this constant grows as $n$ increases).
then it is possible to conclude:
(i) For any initial condition $\left(0, \hat{z}_{1}, \ldots, \hat{z}_{b}\right) \in D(n)$, the following system of differential equations has a unique solution on $D(n)$ which passes the initial points. i.e $z_{k}(0)=\hat{z}_{k}, k=1, \ldots, b$. Moreover, this solution is extendible to the boundary of $D(n)$.

$$
\begin{equation*}
\frac{d z_{k}}{d s}=f_{k}\left(s, z_{1}, \ldots, z_{b}\right) \tag{2.20}
\end{equation*}
$$

(ii) For the given $\lambda>\lambda_{1}$ with $\lambda=o(1)$, and sufficient large $C$ we can approximate the random processes with the solution to the above ODE such that:

$$
\begin{equation*}
\mathbb{P}\left(\left|Y_{k}^{(n)}(t)-n z_{k}(t / n)\right| \geq \lambda n\right)=O\left(\frac{b \rho \sigma}{\lambda} e^{-\frac{n \lambda^{3}}{\rho^{3}}}\right) ; \quad \rho(n):=\beta(n) \mu(n) \tag{2.21}
\end{equation*}
$$

In other words with probability $1-O\left(\frac{b \rho \sigma}{\lambda} e^{-\frac{n \lambda^{3}}{\rho^{3}}}\right)$ we have:

$$
\begin{equation*}
Y_{k}^{(n)}(t)=n z_{k}(t / n)+O(\lambda n), \tag{2.22}
\end{equation*}
$$

for all $k \in\{1, \ldots, b\}$ and $0 \leq t / n \leq \sigma(n) . z_{k}$ is the solution of equation in (2.20), with initial condition $z_{k}(0)=Y_{k}^{(n)}(0) / n$. And $\sigma(n)$ determines the distance to the boundary of $D(n)$.

$$
\begin{equation*}
\sigma(n)=\sup \left\{s: \operatorname{dist}_{\infty}\left(\left(s, z_{1}(s), \ldots, z_{b}(s)\right), \partial(D(n))\right)>C \lambda\right\} \tag{2.23}
\end{equation*}
$$

Throughout the proof it is assumed that $\sigma(n)=O(1)$.

Now we are in a position to give a rough estimate about the eventual ratio of type $(k, j)$ edges at the terminal time $T(n)$, which is basically the main result of this
thesis.

Theorem 2.3.4. The ratio of type $(k, j)$ edges concentrates with high probability around the nominal edge type distribution $Q_{k j}$. To be more precise for any chosen $\lambda=o(1)$ with high probability of $1-O\left(\frac{b \rho \sigma}{\lambda} e^{-n \lambda^{3} / \rho^{3}}\right)$ we have

$$
\begin{equation*}
\frac{E_{k j}(T(n))}{n}=z Q_{k j}+o(1), \tag{2.24}
\end{equation*}
$$

where $\rho=\rho(n)$ is the uniform Lipschitz constant over $\Omega_{n}^{(\varepsilon)}$, and $b=b(n)$ is the dimension of system in (2.14).

Proof of Theorem 2.3.4. Since the denominators of autonomous functions in (2.14) are at least $\varepsilon$ on $\Omega_{n}^{(\varepsilon)}$, the Lipschitz constant is bounded by $\rho=1 / \varepsilon^{2}$. Therefore, depending on the decay speed of $Q$ 's tail, we could pick $\varepsilon(n)$ such that the error term in solution of (2.14) is kept at order $o(1)$, like the way we did in remark 2.3.2. Now because all the requirements of proposition 2.3.3 are satisfied by $\beta(n)=1$ and $\lambda_{1}=0$, one can exploit it to establish the concentration region of $E_{k j}$ for any $t / n \leq \sigma(n)$ as

$$
\begin{align*}
\frac{E_{k j}(t)}{n} & =e_{k j}(t / n)+O(\lambda)  \tag{2.25}\\
& =(t / n) Q_{k j}+o(1)+O(\lambda)=(t / n) Q_{k j}+o(1)
\end{align*}
$$

where $\sigma(n)$ specifies the maximum time such that continuous solutions of (2.14) are at $C \lambda$ distance from the boundary of $\Omega_{n}^{(\varepsilon)}$. The only constraint in the set $\Omega_{n}^{(\varepsilon)}$, which is violated as the process keeps going on, is the approaching of $\tau$ to $z(1-\varepsilon)$. Therefore the boundary of $\Omega_{n}^{(\varepsilon)}$ is reached at $\hat{\tau}=z(1-\varepsilon)$, where $e_{k j}(\hat{\tau})=z Q_{k j}(1-\varepsilon)+o(1)$.

Let us evaluate $z_{k}^{+}$and $z_{j}^{-}$at the boundary:

$$
\begin{align*}
& z_{k}^{+}(\hat{\tau})=z Q_{k}^{+} \varepsilon+o(1)  \tag{2.26}\\
& z_{j}^{-}(\hat{\tau})=z Q_{j}^{-} \varepsilon+o(1)
\end{align*}
$$

The complication arises right after $\hat{\tau}$, where we can not use (2.25), because $\tau$ is no longer in $\Omega_{n}^{(\varepsilon)}$. However, the point is that since $\varepsilon(n)=o(1)$ then for times around $n \hat{\tau}$, the remaining number of $k$ out-stubs from (2.26) are going to be

$$
\begin{equation*}
\frac{H_{k}^{+}(t)}{n}=z Q_{k}^{+} \varepsilon+o(1)=o(1) \tag{2.27}
\end{equation*}
$$

And we know that the difference between $E_{k j}(T(n))$ and $E_{k j}(t)$ is bounded by this number of $k$ out-stubs, namely:

$$
\frac{E_{k j}(T(n))}{n}-\frac{E_{k j}(t)}{n} \leq \frac{H_{k}^{+}(t)}{n}=o(1) \Longrightarrow \frac{E_{k j}(T(n))}{n}=z Q_{k j}+o(1)
$$

Remark 2.3.5. In order to obtain a negligible error probability in theorem 2.3.4, one has to choose $\lambda$, such that the exponent of $e$ grows to infinity as $n$ approaches infinity. And this needs to be done in accordance with the choice of $\rho(n)$, which has already been determined by picking suitable $\varepsilon(n)$ related to the tail of $Q$.

### 2.3.2 Assortative wiring for undirected graphs

As a more simplified case, one can observe that the results of the previous section hold for undirected graphs. Supposing the initial degree sequence $\mathbf{d}=\left(d_{v}\right)_{v \in[n]}$ satisfies
the only required condition for being graphical, namely $\sum_{v \in[n]} d_{v}$ be an even number, then the undirected graph can be constructed by assortative pairings according to the edge type distribution $Q_{k j}$, that in this case is symmetric, i.e $Q_{k j}=Q_{j k}$. In contrast to the directed case the degree distribution is univariate distribution, since there are no in- and out-degrees. The corresponding consistency between $P, Q$ would be $Q_{k}=k P_{k} / z$ where $z$ is the mean degree and $Q_{k}$ is the marginal of $Q$, which is indeed independent of index taken to be fixed. The half-edges are connected to the vertices but not to each other at the beginning of the wiring process, however they are going to connect gradually during the wiring process. The set of un-paired half-edges upto time $t$, which are associated to a $k$-degree node is denoted by $\mathcal{H}_{k}(t)$, and its cardinality is shown by $H_{k}(t)$. Likewise before

$$
\begin{align*}
& \mathbb{P}\left(\mathcal{H}_{k}(t) \text { connects to } \mathcal{H}_{j}(t)\right)=\frac{2 H_{k}(t) H_{j}(t) \frac{Q_{k j}}{Q_{k} Q_{j}}}{C(t)} \text { for } k \neq j  \tag{2.28}\\
& \mathbb{P}\left(\mathcal{H}_{k}(t) \text { connects to } \mathcal{H}_{k}(t)\right)=\frac{H_{k}(t)\left(H_{k}(t)-1\right) \frac{Q_{k k}}{Q_{k}^{2}}}{C(t)}
\end{align*}
$$

where the weighting factor is $C(t)=\sum_{k \neq j} H_{k}(t) H_{j}(t) \frac{Q_{k j}}{Q_{k} Q_{j}}+\sum_{k} H_{k}(t)\left(H_{k}(t)-1\right) \frac{Q_{k k}}{Q_{k}^{2}}$. Similarly, the dynamics of wirings can be modelled by a Markov process with the given probabilities in (2.28), and the state variables are

$$
\begin{aligned}
Y(t) & =\left\{\left(H_{k}(t)\right)_{k=1}^{k_{(n)}},\left(E_{k j}(t)\right)_{k, j=1}^{k_{(n)}, j_{(n)}}\right\} \\
Y(0) & =\left\{\left(H_{k}(0)\right)_{k=1}^{k_{(n)}},(0)_{k, j=1}^{k_{(n)}, j_{(n)}}\right\} .
\end{aligned}
$$

Such that $k_{(n)}=j_{(n)}=\max _{v \in[n]} d_{v}$ is the $n$-th order statistics, and $E_{k j}(t)$ is the number of type $(k, j)$ edges paired up to time $t\left(E_{k j}(t)=E_{j k}(t)\right)$. The terminal time of wiring is $T(n)=\sum_{v \in[n]} d_{v}$, and for all $t \leq T(n)$ the following trend equations hold:

$$
\begin{align*}
\mathbb{E}\left(H_{k}(t+1)-H_{k}(t) \mid \mathbf{d}, Y(t)\right) & =-\frac{H_{k}(t) \sum_{j \neq k} H_{j}(t) \frac{Q_{k j}}{Q_{k} Q_{j}}}{C(t)}-\frac{2 H_{k}(t)\left(H_{k}(t)-1\right) \frac{Q_{k k}}{Q_{k}^{2}}}{C(t)} \\
\mathbb{E}\left(E_{k j}(t+1)-E_{k j}(t) \mid \mathbf{d}, Y(t)\right) & =\frac{2 H_{j}(t) H_{k}(t) \frac{Q_{k j}}{Q_{k} Q_{j}}}{C(t)}+\frac{H_{k}(t)\left(H_{k}(t)-1\right) \frac{Q_{k k}}{Q_{k}^{2}}}{C(t)} \mathbb{1}_{\{k=j\}} . \tag{2.29}
\end{align*}
$$

Now one can express the associated continuous differential system to (2.29) together with a suitable region for the continuous variables like (2.16):

$$
\begin{align*}
w(\tau) & :=\sum_{k \neq j} z_{k}(\tau) z_{j}(\tau) \frac{Q_{k j}}{Q_{k} Q_{j}}+\sum_{k} z_{k}^{2}(\tau) \frac{Q_{k k}}{Q_{k}^{2}} \\
\dot{z}_{k}(\tau) & =-\frac{z_{k}(\tau) \sum_{j \neq k} z_{j}(\tau) Q_{k j} / Q_{k} Q_{j}}{w(\tau)}-\frac{2 z_{k}^{2}(s) Q_{k k} / Q_{k}^{2}}{w(\tau)}  \tag{2.30}\\
\dot{e}_{k j}(\tau) & =\frac{2 z_{j}(\tau) z_{k}(\tau) Q_{k j} / Q_{k} Q_{j}}{w(\tau)}+\frac{z_{k}^{2}(\tau) Q_{k k} / Q_{k}^{2}}{w(\tau)} \mathbb{1}_{\{k=j\}} .
\end{align*}
$$

Following the similar analysis as proof of theorem 2.3.4, the terminal number of type $(k, j)$ edges could be found with Wormald's method.

### 2.3.3 Asymptotic distribution of self-loops

After developing the mathematical foundation for assortative configuration, many other subgraphs can now be explored. Emergence of self-loops as depicted in Fig. 2.2 is one of the nuisance subgraphs that may happen over the process of random wirings. So it is plausible to count the number of them for each configuration. In [10] the argument for finding the asymptotic joint distribution of self-loops and multiple edges is presented for conventional configuration graphs. It is proved to be a joint Poisson distribution with two distinct parameters, related independently to self-loops and
multiple edges. Here we are going to find the asymptotic distribution of the number of self-loops for the assortative case, which is claimed to be a Poisson distribution with prescribed mean. The next theorem will depict our claim.


Figure 2.2: directed graph with self-loops

Theorem 2.3.6. If $S_{n}$ is the number of self loops at the end of the process of assortative configuration, then $S_{n}$ converges in distribution to a Poisson random variable, i.e:

$$
S_{n} \Longrightarrow S, \text { such that } S \sim \operatorname{Pois}(\mu) ; \mu=z \sum_{j k} \frac{P_{j k}}{P_{j}^{-} P_{k}^{+}} Q_{k j}
$$

Proof of Theorem 2.3.6. To characterize the events yielding to a self loop, we define the index set $\mathcal{S}$ :

$$
\mathcal{S}=\left\{\left(\ell_{v}^{+} \ell_{v}^{-}, v\right): v \in[n], \ell_{v}^{+} \in\left[k_{v}\right], \ell_{v}^{-} \in\left[j_{v}\right]\right\}
$$

Every self loop is an element of this set, such that $\ell_{v}^{+}$is wired to $\ell_{v}^{-}$. Let us denote the set of the emerged self loops by $\mathcal{L}_{n} \subset \mathcal{S}$. So one can express $S_{n}$ as the sum of
indicator functions over this index set (defining $\left.I_{s}:=\mathbb{1}_{\left\{s \in \mathcal{L}_{n}\right\}}\right)$ :

$$
S_{n}=\sum_{s \in \mathcal{S}} \mathbb{1}_{\left\{s \in \mathcal{L}_{n}\right\}}=\sum_{s \in \mathcal{S}} I_{s} .
$$

In order to show the convergence in distribution, it is helpful to find the $r^{\text {th }}$ factorial $\left(S_{n}\right)_{r}:=S_{n}!/\left(S_{n}-r\right)!$ moment, i.e $\mathbb{E}\left(\left(S_{n}\right)_{r}\right):$

$$
\begin{align*}
\mathbb{E}\left(\left(S_{n}\right)_{r}\right) & =r!\sum_{\left(s_{1}, \ldots, s_{r}\right) \subset \mathcal{S}} \mathbb{P}\left(I_{s_{1}}=\ldots=I_{s_{r}}=1\right) \\
& =r!\sum_{\left(s_{1}, \ldots, s_{r}\right) \subset \mathcal{S}} \prod_{t=1}^{r} \mathbb{P}\left(I_{s_{t}}=1 \mid \prod_{i=1}^{t-1} I_{s_{i}}=1\right) \\
& =\sum_{s_{1}} \mathbb{P}\left(I_{s_{1}}=1\right) \sum_{s_{2} \neq s_{1}} \mathbb{P}\left(I_{s_{2}}=1 \mid I_{s_{1}}=1\right) \ldots \sum_{s_{r} \notin\left\{s_{1}, \ldots, s_{r-1}\right\}} \mathbb{P}\left(I_{s_{r}}=1 \mid \prod_{i=1}^{r-1} I_{s_{i}}=1\right) . \tag{2.31}
\end{align*}
$$

To find the above probability, we would better to start by calculating the simplest case, namely $\sum_{s} \mathbb{P}\left(I_{s}=1\right)$.

$$
\begin{aligned}
\sum_{s \in \mathcal{S}} \mathbb{P}\left(I_{s}=1\right) & =\sum_{s \in \mathcal{S}} \frac{Q_{k_{v} j_{v}} / Q_{k_{v}}^{+} Q_{j_{v}}^{-}}{\sum_{w \in[n]} j_{w} Q_{k_{v} j_{w}} / Q_{k_{v}}^{+} Q_{j_{w}}^{-}} \\
& =\sum_{v \in[n]} k_{v} j_{v} \frac{Q_{k_{v} j_{v}} / Q_{j_{v}}^{-}}{\sum_{w \in[n]} j_{w} Q_{k_{v} j_{w}} / Q_{j_{w}}^{-}} \\
& =\sum_{v \in[n]} k_{v} j_{v} \frac{Q_{k_{v} j_{v}} / Q_{j_{v}}^{-}}{n\left[\mathbb{E}\left(J \frac{Q_{k_{v} J}}{Q_{J}^{-}}\right)+o(1)\right]} \\
& =\frac{1}{n z} \sum_{v \in[n]} k_{v} j_{v} \frac{Q_{k_{v} j_{v}}^{+}}{Q_{k_{v}}^{+} Q_{j_{v}}^{-}}(1+o(1)) \\
& =\frac{z}{n} \sum_{v \in[n]} \frac{Q_{k_{v} j_{v}}}{P_{k_{v}}^{+} P_{j_{v}}^{-}}(1+o(1))=\left[z \sum_{j k} \frac{P_{j k}}{P_{j}^{-} P_{k}^{+}} Q_{k j}\right](1+o(1))=\mu(1+o(1))
\end{aligned}
$$

We want to prove that the product of the terms in (2.31) is roughly equal to $\left(\sum_{s} \mathbb{P}\left(I_{s}=1\right)\right)^{r}$. In the remaining of the proof we are going to make this approximation more accurate, and finally we show that it holds within an $o(1)$ error term. The subtlety arises in computing conditional probabilities, when we know some half-edges have already been wired and are not counted as the available candidates of wiring, so we have to deduct their effects from the weighting factor in the denominators. Let us find one of the conditional probabilities for $q \leq r$ :

$$
\begin{align*}
\sum_{s_{q} \notin\left\{s_{1}, \ldots, s_{q-1}\right\}} \mathbb{P}\left(I_{s_{q}}=1 \mid \prod_{t=1}^{q-1} I_{s_{t}}=1\right) & =\sum_{s_{q} \notin\left\{s_{1}, \ldots, s_{q-1}\right\}} \frac{Q_{k_{q} j_{q}} / Q_{k_{q}}^{+} Q_{j_{q}}^{-}}{\sum_{w \in[n]}\left(j_{w}-O(q)\right) Q_{k_{q} j_{w}} / Q_{k_{q}}^{+} Q_{j_{w}}^{-}} \\
& =\frac{1}{n} \sum_{s_{q} \notin\left\{s_{1}, \ldots, s_{q-1}\right\}} \frac{Q_{k_{q} j_{q} / Q_{k_{q}}^{+} Q_{j_{q}}^{-}}^{z[1+o(1)+O(q / n)]}}{} \\
& =\frac{1}{n z} \sum_{v \in[n]}\left(\left(k_{v} j_{v}-O(q)\right) \frac{Q_{k_{v} j_{v}}}{Q_{k_{v}}^{+} Q_{j_{v}}^{-}}[1+o(1)+O(q / n)]\right) \\
& =\frac{1}{z} \mathbb{E}\left(K_{v} J_{v} \frac{Q_{K_{v} J_{v}}}{Q_{K_{v}}^{+} Q_{J_{v}}^{-}}\right)(1+o(1)+O(q / n)) \\
& =\left(z \sum_{j k} \frac{P_{j k}}{P_{j}^{-} P_{k}^{+}} Q_{k j}\right)(1+o(1)+O(q / n)) \\
& =\mu(1+o(1)+O(q / n))=\mu(1+o(1)) . \tag{2.32}
\end{align*}
$$

Therefore one can conclude by putting together the last line of (2.31) and the manipulations in (2.32) that: $\mathbb{E}\left(\left(S_{n}\right)_{r}\right)=\mu^{r}(1+o(1))$, hence:

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left(\left(S_{n}\right)_{r}\right)=\mu^{r},
$$

which is equivalent to showing that $S_{n}$ converges in distribution to $\operatorname{Pois}(\mu)$.

Corollary 2.3.7. As a conclusion of previous theorem, the probability of having no self-loops converges to $e^{-\mu}$; indicating the fact that for large $n$ this probability stays bounded away from zero.

## Chapter 3

## Inhomogeneous Random Graphs

### 3.1 Model Description

Recalling the Erdős-Renyi graph with homogenous edge occupation probabilities, there is an extension, which assigns inhomogeneous edge probabilities adjusted by vertex weights. So the weights of two ends of an edge determine the edge probability between them, which seems quite natural for real applications. Perhaps we may expect that by assigning suitable equal weights the Erdős-Renyi model will be obtained. Given the degree weights $\left(w_{i}\right)_{i \in[n]}$, the probability of having an edge between nodes $i, j$ would be

$$
\begin{equation*}
p_{i j}=\frac{w_{i} w_{j}}{n+w_{i} w_{j}}, \tag{3.1}
\end{equation*}
$$

as suggested in [12]. In the sense of the odds ratio $r_{i j}$ one could express the Bernoulli random variables $X_{i j}$ showing the status of edge $(i, j)$ by their occurrence $\left(X_{i j}=1\right)$
probabilities, that is

$$
\begin{align*}
& \mathbb{P}\left(X_{i j}=1\right)=p_{i j}=\frac{r_{i j}}{1+r_{i j}}  \tag{3.2}\\
& \mathbb{P}\left(X_{i j}=0\right)=q_{i j}=\frac{1}{1+r_{i j}}
\end{align*}
$$

Then the probability of certain edge configurations $X=x=\left(x_{i j}\right)$ would be

$$
\begin{equation*}
\mathbb{P}(X=x)=\prod_{i<j} p_{i j}^{x_{i j}} q_{i j}^{1-x_{i j}}=\prod_{i<j}\left(1+r_{i j}\right)^{-1} \prod_{i<j} r_{i j}^{x_{i j}} . \tag{3.3}
\end{equation*}
$$

In the case of the given edge probabilities in (3.1), $r_{i j}=w_{i} w_{j} / n$ which is a multiplicative kernel for the odds ratio. By defining $u_{i}=w_{i} / \sqrt{n}$ we get the vector of node types $u=\left(u_{i}\right)_{i \in[n]}$, which is generated from the weights vector. Thus (3.3) would be

$$
\begin{align*}
\mathbb{P}(X=x) & =\prod_{i<j}\left(1+u_{i} u_{j}\right)^{-1} \prod_{i<j}\left(u_{i} u_{j}\right)^{x_{i j}}  \tag{3.4}\\
& =G(u)^{-1} \prod_{i} u_{i}^{d_{i}(x)}
\end{align*}
$$

So from (3.4) $\left(d_{i}(X)\right)_{i \in[n]}$ is the sufficient statistics for configuration probability, moreover from $\sum_{x} \mathbb{P}(X=x)=1$ we get the important relation

$$
\begin{equation*}
G(u)=\sum_{x} \prod_{i} u_{i}^{d_{i}(x)} \tag{3.5}
\end{equation*}
$$

Lemma 3.1.1. Assuming the odds ratio is multiplicative, the set of graphs with degree sequence $\left(d_{i}\right)_{i \in[n]}$ are uniformly distributed.

Proof. We simply can find the conditional probability as:

$$
\begin{align*}
\mathbb{P}\left(X=x \mid d_{i}(X)=d_{i} \forall i \in[n]\right) & =\frac{\mathbb{P}(X=x)}{\mathbb{P}\left(d_{i}(x)=d_{i} \forall i \in[n]\right)} \\
& =\frac{G(u)^{-1} \prod_{i} u_{i}^{d_{i}(x)}}{\sum_{x: d_{i}(x)=d_{i} \forall i \in[n]} G(u)^{-1} \prod_{i} u_{i}^{d_{i}(x)}}  \tag{3.6}\\
& =\frac{1}{\#\left\{x: d_{i}(x)=d_{i} \forall i \in[n]\right\}} .
\end{align*}
$$

Given the degree weights or equivalently degree types, to investigate the joint degree distribution one could first find the formula for the generating function:

$$
\begin{align*}
\mathbb{E}\left(\prod_{i} t_{i}^{d_{i}(X)}\right) & =\sum_{x} \mathbb{P}(X=x) \prod_{i} t_{i}^{d_{i}(x)} \\
& =G(u)^{-1} \sum_{x} \prod_{i}\left(t_{i} u_{i}\right)^{d_{i}(x)}  \tag{3.7}\\
& =\frac{G(t u)}{G(u)}=\prod_{i<j} \frac{1+t_{i} u_{i} t_{j} u_{j}}{1+u_{i} u_{j}} .
\end{align*}
$$

Keeping in mind that (3.7) is the conditional expectation provided the node types, we define mixed Poisson distribution as an appropriate candidate for vertex weight distribution.

Definition 3.1.2. Random variable $X$ is said to have mixed Poisson distribution with mixing distribution $F$ iff

$$
\begin{equation*}
\mathbb{P}(X=k)=\mathbb{E}\left(e^{-Z} \frac{Z^{k}}{k!}\right) \tag{3.8}
\end{equation*}
$$

where $Z$ is the mixing parameter and $F$-distributed.

The next theorem has been proved in [12], and is especially important because it studies the asymptotic degree distribution of a fixed vertex, given some regularity conditions on weight distribution and the multiplicative structure of the odds ratio. The weight or type sequence is no longer assumed to be deterministically given, but is random. Therefore, another expectation is needed to get the unconditional generation function in (3.7).

Theorem 3.1.3. Consider the generalized random graph on $n$ vertices with edge probabilities defined by $r_{i j}=p_{i j} / q_{i j}=W_{i} W_{j} / n$, where $\left(W_{i}\right)_{i \in[n]}$ are i.i.d random variables with mean $\mu_{w}$ and finite moment of order $1+\varepsilon$, for some $\varepsilon>0$. Then
(i) The limiting distribution of the $k$-th vertex degree $D_{k}$ as $n \rightarrow \infty$ is mixed Poisson with mixing variable $W_{k} \mu_{w}$.
(ii) For any finite $m$, the variables $D_{1}, \ldots, D_{k}$ are asymptotically independent, i.e their joint degree distribution can be factored into independent components.

Proof. As proved in [12] and [10], to capture only the effect of vertex $k$, we need to take other $t_{i}=1$ for $i \neq k$ and take $t_{k}=t$, then from (3.7)

$$
\begin{equation*}
\mathbb{E}\left(t^{D_{k}}\right)=\mathbb{E}\left(\prod_{i \neq k} \frac{1+W_{i} W_{k} t / n}{1+W_{i} W_{k} / n}\right) . \tag{3.9}
\end{equation*}
$$

From Taylor expansion of $\log (1+x)=x+O\left(x^{2}\right)$, we will get

$$
\begin{equation*}
\prod_{i \neq k} \frac{1+W_{i} W_{k} t / n}{1+W_{i} W_{k} / n}=\exp \left(\frac{W_{k} \sum_{i} W_{i}}{n}(t-1)+R_{n}\right) \tag{3.10}
\end{equation*}
$$

where $R_{n}=O\left(W_{k}^{2} \sum_{i} W_{i}^{2} / n^{2}\right)$. Since,

$$
\begin{align*}
\frac{\sum_{i \neq k} W_{i}^{2}}{n^{2}} & \leq \frac{\max \left\{W_{i}\right\} \sum_{i \neq k} W_{i}}{n^{2}}  \tag{3.11}\\
& \approx \mu_{w} \frac{\max \left\{W_{i}\right\}}{n} \rightarrow 0
\end{align*}
$$

and $\max \left\{W_{i}\right\} / n \rightarrow 0$ because $W$ has finite $1+\varepsilon$ moment. Thus $R_{n}$ converges almost surely to 0 . Hence

$$
\begin{equation*}
\mathbb{E}\left(t^{D_{k}}\right) \rightarrow \mathbb{E}\left(e^{W_{k} \mu_{w}(t-1)}\right), \tag{3.12}
\end{equation*}
$$

which is the transform of mixed Poisson distribution. Thus, the distribution of vertex $k$ converges weakly to the mixed Poisson with parameter $W_{k} \mu_{w}$, which ends the proof of part (i). For the second part by taking $t_{i}=1$ for $i>m$ and proceeding similar to the previous part we can get

$$
\begin{equation*}
\mathbb{E}\left(\prod_{i=1}^{m} t_{i}^{D_{i}}\right) \rightarrow \prod_{i=1}^{m} \mathbb{E}\left(e^{W_{i} \mu_{w}\left(t_{i}-1\right)}\right), \tag{3.13}
\end{equation*}
$$

which verifies that the joint generating function asymptotically factorizes into the product of mixed Poisson generating functions.

### 3.2 Relation Between Assortative Configuration Model and IRG

The main study of this section is the relation between the IRG model and configuration graph. One can find the edge and more type probabilities in IRG model, and relate them to the similar distributions in assortative configuration model. However,
this investigation requires considering more general forms of odds ratios rather than the multiplicative one studied in previous section. So we assume that the $u=\left(u_{v}\right)_{v \in[n]}$ are iid non-negative samples from cumulative distribution function $F: \mathbb{R}_{+} \rightarrow[0,1]$, therefore the connection probabilities between node $v$ and $w$ can be identified with a general kernel function $\kappa$. That is,

$$
\begin{equation*}
p_{i j}=\frac{\kappa\left(u_{i}, u_{j}\right)}{1+\kappa\left(u_{i}, u_{j}\right)}, \tag{3.14}
\end{equation*}
$$

where $\kappa: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is symmetric and non-decreasing in both variables. As a special case one can let $\kappa\left(u, u^{\prime}\right)=u u^{\prime}$ to derive the Chung-Lu model [21]. Likewise, (3.3) the probability of a certain edge configuration $x=\left(x_{i j}\right)_{i, j \in[n]}$ given the general kernel (3.14) would be

$$
\begin{align*}
\mathbb{P}(X=x \mid u) & =\prod_{i<j}\left(\frac{\kappa\left(u_{i}, u_{j}\right)}{1+\kappa\left(u_{i}, u_{j}\right)}\right)^{x_{i j}}\left(\frac{1}{1+\kappa\left(u_{i}, u_{j}\right)}\right)^{1-x_{i j}} \\
& =\prod_{i<j} \frac{1}{1+\kappa\left(u_{i}, u_{j}\right)} \prod_{i<j} \kappa\left(u_{i}, u_{j}\right)^{x_{i j}}  \tag{3.15}\\
& =G(u)^{-1} \prod_{i<j} \kappa\left(u_{i}, u_{j}\right)^{x_{i j}},
\end{align*}
$$

and since the total conditional probability is 1 , we get the identity

$$
\begin{equation*}
G(u)=\prod_{i<j}\left(1+\kappa\left(u_{i}, u_{j}\right)\right)=\sum_{x} \prod_{i<j} \kappa\left(u_{i}, u_{j}\right)^{x_{i j}} \tag{3.16}
\end{equation*}
$$

In order to find some interesting results about the degree distribution we may want to find the generating function as we did in (3.7). Given the type sequence the
conditional generating function would be

$$
\begin{align*}
\mathbb{E}\left(\prod_{i \in[n]} t_{i}^{d_{i}(X)} \mid u\right) & =\mathbb{E}\left(\prod_{i<j}\left(t_{i} t_{j}\right)^{x_{i j}} \mid u\right) \\
& =\sum_{x} \mathbb{P}(X=x \mid u) \prod_{i<j} G(u)^{-1}\left(t_{i} t_{j} \kappa\left(u_{i}, u_{j}\right)\right)^{x_{i j}}  \tag{3.17}\\
& =G(u)^{-1} \sum_{x} \prod_{i<j}\left(t_{i} t_{j} \kappa\left(u_{i}, u_{j}\right)\right)^{x_{i j}} \\
& =\prod_{i<j} \frac{1+t_{i} t_{j} \kappa\left(u_{i}, u_{j}\right)}{1+\kappa\left(u_{i}, u_{j}\right)} .
\end{align*}
$$

Node types may change as $n$ changes. Generally they might scale with $n$ like the usual case of previous section, $u=w / \sqrt{n}$. However, we allow any arbitrary scaling rule, which turns $u$ into $\tilde{u}$ as $n$ independent random variables. Moreover, the kernel function might have some $n$ dependencies, which together with the type scaling rule $\phi^{(n)}$ can be expressed as follows:

$$
\begin{equation*}
u=u^{(n)}=\phi^{(n)}(\tilde{u}) ; \quad \kappa^{(n)}\left(u, u^{\prime}\right)=(n-1)^{-1} \kappa\left(\tilde{u}, \tilde{u}^{\prime}\right) . \tag{3.18}
\end{equation*}
$$

Therefore (3.17) is expressed as

$$
\begin{align*}
\mathbb{E}\left(\prod_{i \in[n]} t_{i}^{d_{i}(X)} \mid u\right) & =\mathbb{E}\left(\prod_{i \in[n]} t_{i}^{d_{i}(X)} \mid \tilde{u}\right)  \tag{3.19}\\
& =\prod_{i<j} \frac{1+t_{i} t_{j}(n-1)^{-1} \kappa\left(\tilde{u}_{i}, \tilde{u}_{j}\right)}{1+(n-1)^{-1} \kappa\left(\tilde{u}_{i}, \tilde{u}_{j}\right)} .
\end{align*}
$$

The fact that the kernel function decays as $(n-1)^{-1}$ is important for the upcoming claims. For the next theorem, that has been proved in [22], we assume that the
underlying $n$ independent kernel function has finite $1+\alpha$ moment for some $\alpha>0$,

$$
\begin{equation*}
\mathbb{E}\left(\kappa\left(\tilde{u}, \tilde{u}^{\prime}\right)^{1+\alpha}\right)=\int_{\mathbb{R}_{+}^{2}} \kappa\left(\tilde{u}, \tilde{u}^{\prime}\right)^{1+\alpha} d F(\tilde{u}) d F\left(\tilde{u}^{\prime}\right)<\infty \tag{3.20}
\end{equation*}
$$

Theorem 3.2.1. In the IRG model with known kernel function $\kappa\left(\tilde{u}, \tilde{u}^{\prime}\right)$, which satisfies the scaling rule (3.18) as well as the $1+\alpha$ moment condition,
(i) the generating function for degree of vertex 1 would be

$$
\begin{equation*}
\psi\left(t_{1}\right)=\mathbb{E}\left(t_{1}^{d_{1}(X)}\right)=\mathbb{E}\left(e^{\left(t_{1}-1\right) h^{-1}(\tilde{U})}\right)(1+o(1)) \tag{3.21}
\end{equation*}
$$

where $\tilde{U}$ is $F$ distributed, and

$$
\begin{equation*}
h^{-1}(\tilde{u})=\int_{\mathbb{R}_{+}} \kappa\left(\tilde{u}, \tilde{u}^{\prime}\right) d F\left(\tilde{u}^{\prime}\right) \tag{3.22}
\end{equation*}
$$

(ii) For any fixed $m$, the joint degree distribution of $d_{v}, v \in[m]$ converges in distribution to the product of independent iid random variables.

Proof. To capture the generating function of $d_{1}(X)$, let $t_{i}=1$ for $i \neq 1$ in (3.17). Thus the unconditional generating function would be

$$
\begin{align*}
\psi\left(t_{1}\right)=\mathbb{E}\left(\mathbb{E}\left(t_{1}^{d_{1}(X)} \mid u\right)\right) & =\mathbb{E}\left(\prod_{1<j} \frac{1+t_{1} \kappa\left(u_{1}, u_{j}\right)}{1+\kappa\left(u_{1}, u_{j}\right)}\right) \\
& =\mathbb{E}\left(\mathbb{E}\left(\left.\prod_{1<j} \frac{1+t_{1} \kappa\left(u_{1}, u_{j}\right)}{1+\kappa\left(u_{1}, u_{j}\right)} \right\rvert\, u_{1}\right)\right)  \tag{3.23}\\
& =\mathbb{E}\left(\mathbb{E}\left(\left.\frac{1+t_{1} \kappa\left(u_{1}, u^{\prime}\right)}{1+\kappa\left(u_{1}, u^{\prime}\right)} \right\rvert\, u_{1}\right)^{n-1}\right),
\end{align*}
$$

where the last equation above comes from the independency of $u$ elements. The
following integral addresses the inner conditional expectation in (3.23):

$$
\begin{align*}
\mathbb{E}\left(\left.\frac{1+t_{1} \kappa\left(u_{1}, u^{\prime}\right)}{1+\kappa\left(u_{1}, u^{\prime}\right)} \right\rvert\, u_{1}\right) & =\int_{\mathbb{R}_{+}} \frac{1+t_{1} \kappa\left(u_{1}, u^{\prime}\right)}{1+\kappa\left(u_{1}, u^{\prime}\right)} d F\left(u^{\prime}\right) \\
& =\int_{\mathbb{R}_{+}} \frac{1+t_{1}(n-1)^{-1} \kappa\left(\tilde{u}_{1}, \tilde{u}^{\prime}\right)}{1+(n-1)^{-1} \kappa\left(\tilde{u}_{1}, \tilde{u}^{\prime}\right)} d F\left(\tilde{u}^{\prime}\right) \tag{3.24}
\end{align*}
$$

Now because $\frac{1+t x}{1+x}=1+(t-1) x+R(x)$ such that $R(x)=O\left(x^{1+\alpha}\right)$, we can simplify the above integral as

$$
\begin{align*}
\mathbb{E}\left(\left.\frac{1+t_{1} \kappa\left(u_{1}, u^{\prime}\right)}{1+\kappa\left(u_{1}, u^{\prime}\right)} \right\rvert\, u_{1}\right) & =\int_{\mathbb{R}_{+}}\left(1+\left(t_{1}-1\right)(n-1)^{-1} \kappa\left(\tilde{u}_{1}, \tilde{u}^{\prime}\right)\right) d F\left(\tilde{u}^{\prime}\right) \\
& +\int_{\mathbb{R}_{+}} O\left((n-1)^{-(1+\alpha)} \kappa\left(\tilde{u}_{1}, \tilde{u}^{\prime}\right)^{1+\alpha}\right) d F\left(\tilde{u}^{\prime}\right)  \tag{3.25}\\
& =1+\left(t_{1}-1\right)(n-1)^{-1} h^{-1}\left(\tilde{u}_{1}\right)+\tilde{R}
\end{align*}
$$

Because of the integrability condition on $1+\alpha$ moment of $\kappa, \tilde{R}$ would be of order $O\left((n-1)^{-(1+\alpha)}\right)$, thus (3.23) is computed as

$$
\begin{align*}
\psi\left(t_{1}\right) & =\mathbb{E}\left(\left(1+\left(t_{1}-1\right)(n-1)^{-1} h^{-1}\left(\tilde{u}_{1}\right)+\tilde{R}\right)^{n-1}\right)  \tag{3.26}\\
& =\mathbb{E}\left(e^{\left(t_{1}-1\right) h^{-1}(\tilde{U})}\right)\left(1+O\left(n^{-\alpha}\right)\right)
\end{align*}
$$

which concludes the proof of first part. Deducing from this part, one can conclude that the asymptotic degree distribution of vertex 1 would be mixed Poisson with mixing parameter $h^{-1}(\tilde{U})$, that has the cumulative distribution $F(h(\cdot))$. By similar computations the second half of the theorem can be proved, which claims that the joint degree of a fixed number of vertices are asymptotically getting independent of each other.

In the sense of the parametrization of this theorem, one can define transformed $(\tilde{\kappa}, \tilde{F})$, such that under new parameters $h$ becomes identity map. By the transformations

$$
\begin{equation*}
\tilde{\kappa}\left(v, v^{\prime}\right)=\kappa\left(h(v), h\left(v^{\prime}\right)\right) ; \quad \tilde{F}=F \circ h, \tag{3.27}
\end{equation*}
$$

one can verify that the new pair leads to the same model:

$$
\begin{equation*}
\psi\left(t_{1}\right)=\mathbb{E}\left(e^{\left(t_{1}-1\right) V}\right)(1+o(1)), \tag{3.28}
\end{equation*}
$$

where $V$ is $\tilde{F}$ distributed. Moreover, under the new pair

$$
\begin{equation*}
v=\int_{\mathbb{R}_{+}} \tilde{\kappa}\left(v, v^{\prime}\right) d \tilde{F}\left(v^{\prime}\right) \tag{3.29}
\end{equation*}
$$

Since it is always possible to apply these transformations to a given pair, without any loss of generality we might assume that we can take $(\kappa, F)$ such that $h$ is the identity map.

We can go one step further to analyze the edge type distribution as desired at the beginning of this subsection. Hence, we should find the generating function for the shifted bivariate distribution of edge degrees by computing $\psi_{12}\left(t_{1}, t_{2}\right)=$
$\mathbb{E}\left(t_{1}^{d_{1}-1} t_{2}^{d_{2}-1} \mid v_{1} \sim v_{2}\right)$ under the identity $h$ map. Therefore, we first find the conditional generating function when $v_{1} \sim v_{2}\left(v_{1}\right.$ is attached to $\left.v_{2}\right)$ :

$$
\begin{align*}
& \mathbb{E}\left(t_{1}^{d_{1}-1} t_{2}^{d_{2}-1} \prod_{i \geq 3} t_{i}^{d_{i}} \mid v_{1} \sim v_{2}\right)=\left(t_{1} t_{2}\right)^{-1} \mathbb{E}\left(\prod_{i<j}\left(t_{i} t_{j}\right)^{x_{i j}} \mid v_{1} \sim v_{2}\right) \\
& =\left(t_{1} t_{2}\right)^{-1} \sum_{x} \mathbb{P}\left(X=x \mid x_{12}=1\right) \prod_{i<j}\left(t_{i} t_{j}\right)^{x_{i j}} \\
& =\left(t_{1} t_{2}\right)^{-1} \sum_{x: x_{12}=1} \frac{\mathbb{P}(X=x)}{\mathbb{P}\left(x_{12}=1\right)} \prod_{i<j}\left(t_{i} t_{j}\right)^{x_{i j}} \\
& =\mathbb{P}\left(x_{12}=1\right)^{-1} \sum_{x: x_{12}=1} \mathbb{E}\left(\frac{\kappa\left(u_{1}, u_{2}\right)}{1+\kappa\left(u_{1}, u_{2}\right)} \prod_{\{i<j:(i, j) \neq(1,2)\}} \frac{\left(t_{i} t_{j} \kappa\left(u_{i}, u_{j}\right)\right)^{x_{i j}}}{1+\kappa\left(u_{i}, u_{j}\right)}\right)  \tag{3.30}\\
& =\mathbb{P}\left(x_{12}=1\right)^{-1} \mathbb{E}\left(\frac{\kappa\left(u_{1}, u_{2}\right)}{1+\kappa\left(u_{1}, u_{2}\right)} \sum_{x: x_{12}=1} \prod_{\{i<j:(i, j) \neq(1,2)\}} \frac{\left(t_{i} t_{j} \kappa\left(u_{i}, u_{j}\right)\right)^{x_{i j}}}{1+\kappa\left(u_{i}, u_{j}\right)}\right) \\
& =\mathbb{P}\left(x_{12}=1\right)^{-1} \mathbb{E}\left(\frac{\kappa\left(u_{1}, u_{2}\right)}{1+\kappa\left(u_{1}, u_{2}\right)} \prod_{\{i<j:(i, j) \neq(1,2)\}} \frac{1+t_{i} t_{j} \kappa\left(u_{i}, u_{j}\right)}{1+\kappa\left(u_{i}, u_{j}\right)}\right) .
\end{align*}
$$

The last inequality is an extended version of (3.16). Thus, we can find $\psi_{12}\left(t_{1}, t_{2}\right)$ by letting $t_{i}=1$ for $i \geq 3$ :

$$
\begin{equation*}
\psi_{12}\left(t_{1}, t_{2}\right)=\mathbb{P}\left(x_{12}=1\right)^{-1} \mathbb{E}\left(\frac{\kappa\left(u_{1}, u_{2}\right)}{1+\kappa\left(u_{1}, u_{2}\right)} \prod_{j \geq 3} \frac{1+t_{1} \kappa\left(u_{1}, u_{j}\right)}{1+\kappa\left(u_{1}, u_{j}\right)} \frac{1+t_{2} \kappa\left(u_{2}, u_{j}\right)}{1+\kappa\left(u_{2}, u_{j}\right)}\right) \tag{3.31}
\end{equation*}
$$

And

$$
\begin{align*}
\mathbb{P}\left(x_{12}=1\right) & =\mathbb{E}\left(\frac{\kappa\left(u_{1}, u_{2}\right)}{1+\kappa\left(u_{1}, u_{2}\right)}\right)=\mathbb{E}\left(\frac{(n-1)^{-1} \kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right)}{1+(n-1)^{-1} \kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right)}\right)  \tag{3.32}\\
& =(n-1)^{-1} \mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right)\right)(1+o(1)) .
\end{align*}
$$

The expectation term in $\psi_{12}\left(t_{1}, t_{2}\right)$ can be treated like in the proof of previous theorem
to obtain

$$
\begin{array}{r}
\mathbb{E}\left(\frac{\kappa\left(u_{1}, u_{2}\right)}{1+\kappa\left(u_{1}, u_{2}\right)} \prod_{j \geq 3} \frac{1+t_{1} \kappa\left(u_{1}, u_{j}\right)}{1+\kappa\left(u_{1}, u_{j}\right)} \frac{1+t_{2} \kappa\left(u_{2}, u_{j}\right)}{1+\kappa\left(u_{2}, u_{j}\right)}\right)=  \tag{3.33}\\
\mathbb{E}\left((n-1)^{-1} \kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right) e^{\left(t_{1}-1\right) \tilde{u}_{1}} e^{\left(t_{2}-1\right) \tilde{u}_{2}}\right)(1+o(1)) .
\end{array}
$$

Therefore we find the expression

$$
\begin{align*}
\psi_{12}\left(t_{1}, t_{2}\right) & =\mathbb{E}\left(t_{1}^{d_{1}-1} t_{2}^{d_{2}-1} \mid v_{1} \sim v_{2}\right)  \tag{3.34}\\
& =\left[\mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right)\right)\right]^{-1} \mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right) e^{\left(t_{1}-1\right) \tilde{u}_{1}} e^{\left(t_{2}-1\right) \tilde{u}_{2}}\right)(1+o(1)),
\end{align*}
$$

as the generating function for shifted edge degrees. Since we take $(\kappa, F)$ such that $h$ becomes identity, therefore the mixing parameters are $\tilde{u}_{1}$ and $\tilde{u}_{2}$.

There is also another way around to find $\psi_{12}\left(t_{1}, t_{2}\right)$, which requires the edge type probabilities. Here is the point that we derive the relation between IRG and the assortative graph. The direct computation of the conditional expectation leads to

$$
\begin{align*}
\psi_{12}\left(t_{1}, t_{2}\right) & =\mathbb{E}\left(t_{1}^{d_{1}-1} t_{2}^{d_{2}-1} \mid v_{1} \sim v_{2}\right) \\
& =\sum_{k, k^{\prime} \geq 1} t_{1}^{k-1} t_{2}^{k^{\prime}-1} \mathbb{P}\left(d_{1}=k, d_{2}=k^{\prime} \mid v_{1} \sim v_{2}\right)  \tag{3.35}\\
& =\sum_{k, k^{\prime} \geq 1} t_{1}^{k-1} t_{2}^{k^{\prime}-1} Q_{k k^{\prime}}^{(n)} .
\end{align*}
$$

One can expand (3.34) to get

$$
\begin{align*}
\psi_{12}\left(t_{1}, t_{2}\right) & =\left[\mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right)\right)\right]^{-1} \mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right) e^{\left(t_{1}-1\right) \tilde{u}_{1}} e^{\left(t_{2}-1\right) \tilde{u}_{2}}\right)(1+o(1)) \\
& =\left[\mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right)\right)\right]^{-1} \mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right) e^{-\left(\tilde{u}_{1}+\tilde{u}_{2}\right)} \sum_{k, k^{\prime}} \frac{\left(t_{1} \tilde{u}_{1}\right)^{k}}{k!} \frac{\left(t_{2} \tilde{u}_{2}\right)^{k^{\prime}}}{k^{\prime}!}\right)(1+o(1)) \\
& =\left[\mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right)\right)\right]^{-1} \sum_{k, k^{\prime}} t_{1}^{k} t_{2}^{k^{\prime}} \mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right) \frac{e^{-\tilde{u}_{1}} \tilde{u}_{1}^{k}}{k!} \frac{e^{-\tilde{u}_{2}} \tilde{u}_{2}^{k^{\prime}}}{k^{\prime}!}\right)(1+o(1)) . \tag{3.36}
\end{align*}
$$

Letting $n \rightarrow \infty$, then by equating the coefficients of $t_{1}^{k-1} t_{2}^{k^{\prime}-1}$ in (3.35) and (3.36) it follows

$$
\begin{align*}
Q_{k k^{\prime}} & =\left[\mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right)\right)\right]^{-1} \mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right) \frac{e^{-\tilde{u}_{1}} \tilde{u}_{1}^{k-1}}{(k-1)!} \frac{e^{-\tilde{u}_{2}} \tilde{u}_{2}^{k^{\prime}-1}}{\left(k^{\prime}-1\right)!}\right) \\
& =\left[\mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right)\right)\right]^{-1} \mathbb{E}\left(\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right) \operatorname{Pois}\left(\tilde{u}_{1}, k-1\right) \operatorname{Pois}\left(\tilde{u}_{2}, k^{\prime}-1\right)\right)  \tag{3.37}\\
& =\frac{\int_{\mathbb{R}_{+}^{2}} \kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right) \operatorname{Pois}\left(\tilde{u}_{1}, k-1\right) \operatorname{Pois}\left(\tilde{u}_{2}, k^{\prime}-1\right) d F\left(\tilde{u}_{1}\right) d F\left(\tilde{u}_{2}\right)}{\int_{\mathbb{R}_{+}^{2}} \kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right) d F\left(\tilde{u}_{1}\right) d F\left(\tilde{u}_{2}\right)} .
\end{align*}
$$

The above equation let us to conclude that the edge degree distribution can be found for a given pair $(\kappa, F)$ in IRG model.

One can ignore the types of the nodes, then by picking these edge type factors in assortative discrete matching algorithm, we get a random graph being asymptotically equivalent to the degree sequence of the IRG model with the given pair. The only thing that can not be replicated through assortative matching would be the type labels of the nodes. To preserve the effect of node types, we have to apply a more generalized model, which contains both assortative and IRG graphs. Our suggestion is following the same assortative wiring, that was introduced in section 2.2, but with different edge weights $Q_{k u, k^{\prime} u^{\prime}}$. Therefore, aside from the in- and out-degree of the
edges, the types of incorporated nodes $u, u^{\prime}$ are also considered in edge weights. In this new model, we have finer resolution over the edge types, which includes the type of the incident nodes as well as their degrees. It can be readily shown that by ignoring the node types, assortative graphs would be attained. Moreover, one can speculate from (3.37) that the suitable edge factors with node types being considered would be:

$$
\begin{equation*}
Q_{k \tilde{u}, k^{\prime} \tilde{u}^{\prime}}=\frac{\kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right) \operatorname{Pois}\left(\tilde{u}_{1}, k-1\right) \operatorname{Pois}\left(\tilde{u}_{2}, k^{\prime}-1\right) d F\left(\tilde{u}_{1}\right) d F\left(\tilde{u}_{2}\right)}{\int_{\mathbb{R}_{+}^{2}} \kappa\left(\tilde{u}_{1}, \tilde{u}_{2}\right) d F\left(\tilde{u}_{1}\right) d F\left(\tilde{u}_{2}\right)} . \tag{3.38}
\end{equation*}
$$

Therefore, one can pick the node joint degree-type distribution $P_{k \tilde{u}}$ to be consistent with the above edge factors. And expect to obtain a random graph with asymptotically equivalent degree distribution to the IRG model with the pair $(\kappa, F)$, that has already yielded to (3.38). It is important to note that the support of node types must be discrete, otherwise our large $n$ analysis for the convergence of the discrete Markov variables does not hold anymore.

We are looking to study more the last proposed method, which results to both previously discussed models. Moreover, as the future works we speculate that this model would be a nice candidate for the skeleton graph of financial networks, since it captures both the assortativity effect as well as the agent types. Then, we would like to add on the random exposures between the agents, as independent random variables conditioned on the degree-type of the lender and borrower. Finally, this model would let us to explore the cascade dynamics in financial networks from a new perspective.

## Appendix A

## Proof of part i of Thereom 2.1.4

Proof.

$$
\begin{align*}
& \left|\mathbb{E}\left(f\left(\left(\tilde{j}_{i}, \tilde{k}_{i}\right)_{i \in \mathcal{S}}\right)-f\left(\left(\hat{j}_{i}, \hat{k}_{i}\right)_{i \in \mathcal{S}}\right)\right)\right| \\
& =\left|\mathbb{E}\left(f\left(\left(\tilde{j}_{i}, \tilde{k}_{i}\right)_{i \in \mathcal{S}}\right) \mid \mathcal{D}_{n}\right)-\mathbb{E}\left(f\left(\left(\hat{j}_{i}, \hat{k}_{i}\right)_{i \in \mathcal{S}}\right)\right)\right|  \tag{A.1}\\
& \leq\left|\mathbb{E}\left(f\left(\left(\tilde{j}_{i}, \tilde{k}_{i}\right)_{i \in \mathcal{S}}\right) \mid \mathcal{D}_{n}\right)-\mathbb{E}\left(f\left(\left(j_{i}, k_{i}\right)_{i \in \mathcal{S}}\right) \mid \mathcal{D}_{n}\right)\right| \\
& +\left|\mathbb{E}\left(f\left(\left(j_{i}, k_{i}\right)_{i \in \mathcal{S}}\right) \mid \mathcal{D}_{n}\right)-\mathbb{E}\left(f\left(\left(\hat{j}_{i}, \hat{k}_{i}\right)_{i \in \mathcal{S}}\right)\right)\right|
\end{align*}
$$

Let $\mathcal{F}_{n}$ be the $\sigma$-field generated by $\left(j_{i}, k_{i}\right)_{i \in[n]}$, then it is possible to bound the first term in (A.1) as follows:

$$
\begin{align*}
& \mathbb{E}\left(\left|f\left(\left(\tilde{j}_{i}, \tilde{k}_{i}\right)_{i \in \mathcal{S}}\right)-f\left(\left(j_{i}, k_{i}\right)_{i \in \mathcal{S}}\right)\right| \mid \mathcal{D}_{n}\right) \\
& \leq 2 M \mathbb{E}\left(\mathbb{1}_{\left\{\sum_{i \in \mathcal{S}}\left(\tilde{j}_{i}-j_{i}+\tilde{k}_{i}-k_{i}\right) \geq 0\right\}} \mid \mathcal{D}_{n}\right) \\
& =\frac{2 M}{\mathbb{P}\left(\mathcal{D}_{n}\right)} \mathbb{E}\left(\mathbb{1}_{\left\{\sum_{i \in \mathcal{S}}\left(\tilde{j}_{i}-j_{i}+\tilde{k}_{i}-k_{i}\right) \geq 0\right\}} \mathbb{1}_{\mathcal{D}_{n}}\right)  \tag{A.2}\\
& \leq \frac{2 M}{\mathbb{P}\left(\mathcal{D}_{n}\right)} \mathbb{E}\left(\mathbb{1}_{\mathcal{D}_{n}} \mathbb{E}\left(\sum_{i \in \mathcal{S}}\left(\tilde{j}_{i}-j_{i}+\tilde{k}_{i}-k_{i}\right) \mid \mathcal{F}_{n}\right)\right) \\
& =\frac{2 M}{\mathbb{P}\left(\mathcal{D}_{n}\right)} \mathbb{E}\left(\mathbb{1}_{\mathcal{D}_{n}}|\mathcal{S}| \frac{\left|D_{n}\right|}{n}\right)=2 M|\mathcal{S}| \frac{\left|D_{n}\right|}{n} .
\end{align*}
$$

Since $\mathbb{P}\left(\mathcal{D}_{n}\right) \rightarrow 1$, then the second term in (A.1) can also be bounded from above:

$$
\begin{align*}
\mathbb{E}\left(f\left(\left(j_{i}, k_{i}\right)_{i \in \mathcal{S}}\right) \mid \mathcal{D}_{n}\right) & =\mathbb{P}\left(\mathcal{D}_{n}\right)^{-1} \mathbb{E}\left(f\left(\left(j_{i}, k_{i}\right)_{i \in \mathcal{S}}\right) \mathbb{1}_{\mathcal{D}_{n}}\right)  \tag{A.3}\\
& =\mathbb{E}\left(f\left(\left(j_{i}, k_{i}\right)_{i \in \mathcal{S}}\right) \mathbb{1}_{\mathcal{D}_{n}}\right)(1+o(1)) .
\end{align*}
$$

Moreover we have:

$$
\begin{equation*}
\mathbb{E}\left(f\left(\left(\hat{j}_{i}, \hat{k}_{i}\right)_{i \in \mathcal{S}}\right)\right)=\mathbb{E}\left(f\left(\left(\hat{j}_{i}, \hat{k}_{i}\right)_{i \in \mathcal{S}}\right) \mathbb{1}_{\hat{\mathcal{D}}_{n}}\right)+\mathbb{E}\left(f\left(\left(\hat{j}_{i}, \hat{k}_{i}\right)_{i \in \mathcal{S}}\right) \mathbb{1}_{\hat{\mathcal{D}}_{n}^{c}}\right) . \tag{A.4}
\end{equation*}
$$

It should be clear what $\hat{\mathcal{D}}_{n}$ is indicating. It is exactly the same event like $\mathcal{D}_{n}$, but determined by $\left(\hat{j}_{i}, \hat{k}_{i}\right)_{i \in[n]}$, which is an independent copy generated from $P$ distribution. Hence we have:

$$
\begin{align*}
& \left|\mathbb{E}\left(f\left(\left(j_{i}, k_{i}\right)_{i \in \mathcal{S}}\right) \mid \mathcal{D}_{n}\right)-\mathbb{E}\left(f\left(\left(\hat{j}_{i}, \hat{k}_{i}\right)_{i \in \mathcal{S}}\right)\right)\right| \\
& \leq \mathbb{E}\left(\left|f\left(\left(\hat{j}_{i}, \hat{k}_{i}\right)_{i \in \mathcal{S}}\right) \mathbb{1}_{\hat{\mathcal{D}}_{n}}\right|\right) o(1)+\mathbb{E}\left(f\left(\left(\hat{j}_{i}, \hat{k}_{i}\right)_{i \in \mathcal{S}}\right) \mathbb{1}_{\hat{\mathcal{D}}_{n}^{c}}\right)  \tag{A.5}\\
& \leq M\left(o(1)+\mathbb{P}\left(\hat{\mathcal{D}}_{n}^{c}\right)\right) .
\end{align*}
$$

Then (A.2) together with (A.5) conclude the proof.

## Appendix B

## Proof of Proposition 2.3.1

Proof. The proof of the first claim in the proposition is trivial, since function $f$ is Lipschitz on $\Omega_{n}^{(\varepsilon)}$ then the differential system in (2.15) has a unique solution on any compact subset of $\Omega_{n}^{(\varepsilon)}$, and it is uniquely extendible to the boundary of this set. For the proof of the second part let's denote the $m$-th approximate solution to the above system by $x^{(m)}(\tau)=\left(\left\{z_{k}^{+,(m)}(\tau)\right\}_{k=1}^{k_{(n)}},\left\{z_{j}^{-,(m)}(\tau),\right\}_{j=1}^{j_{(n)}},\left\{e_{k j}^{(m)}(\tau)\right\}_{k, j=1}^{k_{(n)}, j_{(n)}}\right)$, which can be computed throughout the following recursive equation

$$
\begin{equation*}
x^{(m+1)}(\tau)=x(0)+\int_{0}^{\tau} f\left(x^{(m)}(s)\right) d s \tag{B.6}
\end{equation*}
$$

where $x^{(1)}(\tau)$ is the solution of the unclipped system, where the indices of the summations in numerator and denominators of (2.14) are not clipped by $n$-th order statistics, and the vector of initial values is not truncated as it was in (2.14). In other words, $x^{(1)}(\tau)$ is the solution to the infinite dimensional counterpart of (2.14). One could
readily check that $x^{(1)}(\tau)$ satisfies

$$
\begin{align*}
z_{k}^{+,(1)}(\tau) & =z Q_{k}^{+}\left(1-\frac{\tau}{z}\right) \\
z_{j}^{-,(1)}(\tau) & =z Q_{j}^{-}\left(1-\frac{\tau}{z}\right)  \tag{B.7}\\
e_{k j}^{(1)}(\tau) & =Q_{k j} \tau .
\end{align*}
$$

To calculate $x^{(2)}(\tau)$, we find an arbitrary element of $f\left(x^{(1)}(\tau)\right)$, say $\dot{z}_{k}^{+,(2)}(\tau)$. The R.H.S of the second equation in (2.14) would be equal to

$$
\begin{equation*}
-\frac{\sum_{j \leq j_{(n)}} Q_{k j}}{\sum_{k \leq k_{(n)}, j \leq j_{(n)}} Q_{k j}}=-\frac{Q_{k}^{+}+o(1)}{1+o(1)}=-Q_{k}^{+}+o(1) . \tag{B.8}
\end{equation*}
$$

Which leads to

$$
\begin{aligned}
z_{k}^{+,(2)}(\tau) & =z Q_{k}^{+}-\int_{0}^{\tau}\left(Q_{k}^{+}+o(1)\right) d s \\
& =z Q_{k}^{+}\left(1-\frac{\tau}{z}\right)-\tau o(1),
\end{aligned}
$$

and we get

$$
\left|z_{k}^{+,(2)}(\tau)-z_{k}^{+,(1)}(\tau)\right|=\tau o(1)
$$

Therefore we have

$$
\begin{aligned}
\left\|x^{(2)}(s)-x^{(1)}(s)\right\| & =\max _{k \leq k_{(n)}, j \leq j_{(n)}}\left\{\left|z_{k}^{+,(2)}(s)-z_{k}^{+,(1)}(s)\right|,\left|z_{j}^{-,(2)}(s)-z_{1}^{-,(1)}(s)\right|,\left|e_{k j}^{(2)}(s)-e_{k j}^{(1)}(s)\right|\right\} \\
& =s o(1) .
\end{aligned}
$$

From equation (B.6)

$$
\begin{aligned}
\left\|x^{(m+1)}(\tau)-x^{(m)}(\tau)\right\| & =\left\|\int_{0}^{\tau}\left(f\left(x^{(m)}(s)\right)-f\left(x^{(m-1)}(s)\right)\right) d s\right\| \\
& \leq \int_{0}^{\tau}\left\|f\left(x^{(m)}(s)\right)-f\left(x^{(m-1)}(s)\right)\right\| d s \\
& \leq c \int_{0}^{\tau}\left\|x^{(m)}(s)-x^{(m-1)}(s)\right\| d s \\
& \leq c^{m-1} \frac{\tau^{m}}{m!} o(1) \\
\Longrightarrow \sum_{m=1}^{\infty}\left\|x^{(m+1)}(\tau)-x^{(m)}(\tau)\right\| & \leq e^{c \tau} o(1) .
\end{aligned}
$$

Therefore the sum $x^{(1)}(\tau)+\sum_{m=1}^{\infty} x^{(m+1)}(\tau)-x^{(m)}(\tau)$ is uniformly and absolutely convergent. It is not so difficult to check that, this infinite sum is the solution of the differential system, namely $x(\tau)$. Because

$$
\left\|\int_{0}^{\tau} f(x(s)) d s-\int_{0}^{\tau} f\left(x^{(m)}(s)\right) d s\right\| \leq c \int_{0}^{\tau}\left\|x(s)-x^{(m)}(s)\right\| d s \rightarrow 0
$$

In addition we have

$$
\begin{aligned}
x(\tau) & =\lim _{m \rightarrow \infty} x^{(m+1)}(\tau) \\
& =\lim _{m \rightarrow \infty} x(0)+\int_{0}^{\tau} f\left(x^{(m)}(s)\right) d s=x(0)+\int_{0}^{\tau} f(x(s)) d s .
\end{aligned}
$$

Consequently, $x(\tau)$ which is found by the successive algorithm is the right solution of the system. Moreover, the error of approximating $x(\tau)$ with $x^{(m)}(\tau)$ can be bounded
as

$$
\begin{align*}
\left\|x(\tau)-x^{(m)}(\tau)\right\| & =\lim _{p \rightarrow \infty}\left\|x^{(p)}(\tau)-x^{(m)}(\tau)\right\| \\
& =\lim _{p \rightarrow \infty}\left\|\sum_{r=m}^{p}\left(x^{(r+1)}(\tau)-x^{(r)}(\tau)\right)\right\| \\
& \leq \lim _{p \rightarrow \infty} \sum_{r=m}^{p}\left\|x^{(r+1)}(\tau)-x^{(r)}(\tau)\right\|  \tag{B.9}\\
& \leq \lim _{p \rightarrow \infty}\left[\sum_{r=m}^{p} \frac{c^{r-1} \tau^{r}}{r!}\right] o(1) \leq \frac{1}{c} e^{c \tau} o(1) .
\end{align*}
$$

Since $\tau$ is bounded from above on $\Omega_{n}^{(\varepsilon)}$, then we can say from equation (B.9) that $\left\|x(\tau)-x^{(1)}(\tau)\right\|=o(1)$ which yields to $x(\tau)=x^{(1)}(\tau)+o(1)$.

## Appendix C

## Proof of Proposition 2.3.3

Proof. Since we have the Lipschitz property on $D(n)$, the proof of part i of the theorem is immediate in the theory of ordinary differential equations.

To bring the proof of the part ii, we simply present the verifications for arbitrarily $\ell \in\{1, \ldots, b(n)\}$. Taking $\lambda>\lambda_{1}$ as in part ii, then define

$$
\begin{equation*}
\omega=\left\lceil\frac{n \lambda}{\rho}\right\rceil . \tag{C.10}
\end{equation*}
$$

The assertion of the theorem would be trivial if $\rho / \lambda>n^{1 / 3}$, namely the probability in the conclusion is not restricted, therefore $w=\Omega\left(n^{2 / 3}\right)$. Moreover, in the conclusion of part ii, we would like to have $\lambda=o(1)$, otherwise the result would not be as interesting as expected. So we break up the interval $[0, n \sigma(n)]$ into pieces of length $w(n)$, and show the concentration of increments of $Y_{\ell}(t)$ over one of these pieces, say $[t, t+\omega]:$

$$
Y_{\ell}(t+\omega)-Y_{\ell}(t)
$$

We will assume that for sufficiently large $C,\left(t / n, Y_{1}(t) / n, \ldots, Y_{b}(t) / n\right)$ is at $C \lambda$ distance of the boundary of $D(n)$, thus we can still use trend equation, bounded increment and Lipschitz property. Consequently, a supermartingale can be constructed from the trend equation in (2.19). For $0 \leq k<\omega$ we have:

$$
\begin{align*}
\mathbb{E}\left(Y_{\ell}(t+k+1)-Y_{\ell}(t+k) \mid \mathcal{F}_{t}\right) & =f_{\ell}\left((t+k) / n, Y_{1}(t+k) / n, \ldots, Y_{b}(t+k) / n\right)+O\left(\lambda_{1}\right) \\
& =f_{\ell}\left(t / n, Y_{1}(t) / n, \ldots, Y_{b}(t) / n\right)+O\left(\frac{k \beta \mu}{n}+\lambda_{1}\right) . \tag{C.11}
\end{align*}
$$

The second equality above follows from Lipschitz property and bounded increments of all stochastic processes for $t \leq T_{D(n)}$, i.e $\left|Y_{\ell}(t+k)-Y_{\ell}(t)\right| \leq k \beta$ for all $\ell$. Thus, there exists a function

$$
\begin{equation*}
g(n)=O\left(\frac{w \beta \mu}{n}+\lambda_{1}\right)=O(\lambda) \tag{C.12}
\end{equation*}
$$

such that conditioned on $\mathcal{F}_{t}$ :

$$
M_{k}=Y_{\ell}(t+k)-Y_{\ell}(t)-k f_{\ell}\left(t / n, Y_{1}(t) / n, \ldots, Y_{b}(t) / n\right)-k g(n),
$$

for $k=1, \ldots, \omega$ is supermartingale with respect to the sequence of $\sigma$-fields $\mathcal{F}_{t}, \ldots, \mathcal{F}_{t+\omega}$. The difference between successive elements of this supermartingale can be bounded
as:

$$
\begin{align*}
\left|M_{k+1}-M_{k}\right| & \leq \beta+\left|f_{\ell}\left(t / n, Y_{1}(t) / n, \ldots, Y_{b}(t) / n\right)+g(n)\right| \\
& \leq \beta+\left|f_{\ell}\left(0, Y_{1}(0) / n, \ldots, Y_{b}(0) / n\right)\right|+\frac{t \beta \mu}{n}+O(\lambda) \\
& \leq O(\beta)+\beta \sigma \mu+O(\lambda)=O(\beta \mu)=\kappa \rho(n) \tag{C.13}
\end{align*}
$$

for some $\kappa$. Last inequality above comes from $t / n \leq \sigma(n)$. Now from Azuma's inequality one could bound the upper tail of the supermartingale as

$$
\begin{equation*}
\mathbb{P}\left(M_{w} \geq \kappa \rho \sqrt{2 \omega \alpha} \mid \mathcal{F}_{t}\right) \leq e^{-\alpha} \tag{C.14}
\end{equation*}
$$

The lower tail of $M_{w}$ can also be bounded by considering $-M_{k}$ as a submartinagle and applying the Azuma's inequality for submartingales with bounded increments. Then, we will get:
$\mathbb{P}\left(\left|Y_{\ell}(t+\omega)-Y_{\ell}(t)-w f_{\ell}\left(t / n, Y_{1}(t) / n, \ldots, Y_{b}(t) / n\right)\right| \geq w g(n)+\kappa \rho \sqrt{2 \omega \alpha} \mid \mathcal{F}_{t}\right) \leq 2 e^{-\alpha}$.

We continue by setting

$$
\begin{equation*}
\alpha=\frac{n \lambda^{3}}{\rho^{3}}, \tag{C.16}
\end{equation*}
$$

and representing the endpoints of the intervals by $k_{i}=i \omega, i=0,1, \ldots,\lfloor n \sigma / w\rfloor$, then we next show by induction that

$$
\begin{equation*}
\mathbb{P}\left(\exists j \leq i \& 1 \leq \ell \leq b:\left|Y_{\ell}\left(k_{j}\right)-z_{\ell}\left(k_{j} / n\right) n\right| \geq B_{j}\right)=O\left(b i e^{-\alpha}\right) \tag{C.17}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{j}=\frac{n}{\mu}\left(\lambda+\frac{\omega \mu}{n}\right)\left[\left(1+\frac{B \omega \mu}{n}\right)^{j}-1\right] . \tag{C.18}
\end{equation*}
$$

The first step of the induction holds, because we have already set $z_{\ell}(0)=Y_{\ell}(0) / n$ for all $\ell$. Note that

$$
\begin{equation*}
\left|Y_{\ell}\left(k_{i+1}\right)-z_{\ell}\left(k_{i+1} / n\right)\right|=\left|A_{1}+A_{2}+A_{3}+A_{4}\right| \tag{C.19}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{1}=Y_{\ell}\left(k_{i}\right)-z_{\ell}\left(k_{i} / n\right) n \\
& A_{2}=Y_{\ell}\left(k_{i+1}\right)-Y_{\ell}\left(k_{i}\right)-w f_{\ell}\left(k_{i} / n, Y_{1}\left(k_{i}\right) / n, \ldots, Y_{b}\left(k_{i}\right) / n\right)  \tag{C.20}\\
& A_{3}=\omega z_{\ell}^{\prime}\left(k_{i} / n\right)+z_{\ell}\left(k_{i} / n\right) n-z_{\ell}\left(k_{i+1} / n\right) n \\
& A_{4}=\omega f_{\ell}\left(k_{i} / n, Y_{1}\left(k_{i}\right) / n, \ldots, Y_{b}\left(k_{i}\right) / n\right)-\omega z_{\ell}^{\prime}\left(k_{i} / n\right) .
\end{align*}
$$

From the induction hypothesis $\left|A_{1}\right|<B_{i}$ for all $\ell$, with probability $1-O\left(b i e^{-\alpha}\right)$. For every single $\ell, A_{2}$ can be bounded with high probability of $1-O\left(e^{-\alpha}\right)$ by concentration inequality in (C.15), and using (C.10), (C.12) and (C.16) like

$$
\begin{align*}
\left|A_{2}\right| & \leq w g(n)+\kappa \rho \sqrt{2 \omega \alpha}  \tag{C.21}\\
& =w g(n)+\sqrt{2} \kappa \omega \lambda=O(\omega \lambda) \leq B^{\prime} \omega \lambda
\end{align*}
$$

for a universal constant $B^{\prime}$ (independent of $n$ ). One could claim that for all $\ell, A_{2}$ can be bounded as above with probability $1-O\left(b e^{-\alpha}\right)$, namely from (C.15) and (C.21)
$\mathbb{P}\left(\left.\begin{array}{c}\exists 1 \leq \ell \leq b: \\ \left|Y_{\ell}\left(k_{i+1}\right)-Y_{\ell}\left(k_{i}\right)-w f_{\ell}\left(k_{i} / n, Y_{1}\left(k_{i}\right) / n, \ldots, Y_{b}\left(k_{i}\right) / n\right)\right| \geq B^{\prime} \omega \lambda\end{array} \right\rvert\, \mathcal{F}_{t}\right) \leq O\left(b e^{-\alpha}\right)$.

Now since $z_{\ell}$ is the solution of differential equation system in part i , and on the other hand elements of the sequence $\left\{f_{\ell}\right\}$ satisfy Lipschitz condition with uniform constant $\mu(n)$ over all $\ell$, then

$$
\begin{align*}
\left|A_{3}\right| & =\left|\omega z_{\ell}^{\prime}\left(k_{i} / n\right)+z_{\ell}\left(k_{i} / n\right) n-z_{\ell}\left(k_{i+1} / n\right) n\right| \\
& =\omega\left|z_{\ell}^{\prime}\left(k_{i} / n\right)-z^{\prime}\left(\zeta_{i} / n\right)\right| \\
& =\omega\left|f_{\ell}\left(k_{i} / n, z_{1}\left(k_{i} / n\right), \ldots, z_{b}\left(k_{i} / n\right)\right)-f_{\ell}\left(\zeta_{i} / n, z_{1}\left(\zeta_{i} / n\right), \ldots, z_{b}\left(\zeta_{i} / n\right)\right)\right|  \tag{C.23}\\
& =O\left(\frac{\omega^{2} \mu}{n}\right) \leq \frac{B^{\prime \prime} \omega^{2} \mu}{n}
\end{align*}
$$

holds almost surely, with a suitable constant $B^{\prime \prime}$ for all $\ell$. No need to mention that the second equality above follows from mean-value theorem for $k_{i} \leq \zeta_{i} \leq k_{i+1}$. The upper bound on $\left|A_{4}\right|$ is also readily drawn from the upper bound on $\left|A_{1}\right|$, like

$$
\begin{align*}
\left|A_{4}\right| & =\left|\omega f_{\ell}\left(k_{i} / n, Y_{1}\left(k_{i}\right) / n, \ldots, Y_{b}\left(k_{i}\right) / n\right)-\omega z_{\ell}^{\prime}\left(k_{i} / n\right)\right| \\
& =\omega\left|f_{\ell}\left(k_{i} / n, Y_{1}\left(k_{i}\right) / n, \ldots, Y_{b}\left(k_{i}\right) / n\right)-f_{\ell}\left(k_{i} / n, z_{1}\left(k_{i} / n\right), \ldots, z_{b}\left(k_{i} / n\right)\right)\right|  \tag{C.24}\\
& \leq \omega \mu \max _{\ell}\left|Y_{\ell}\left(k_{i}\right) / n-z\left(k_{i} / n\right)\right| \leq \frac{B^{\prime \prime} \omega \mu B_{i}}{n},
\end{align*}
$$

(redefining $B^{\prime \prime}$ appropriately so as the last inequality in (C.24) holds). Note that because of exploiting the upper bound of $\left|A_{1}\right|$, subsequently equation (C.24) is also
true with the same probability as $\left|A_{1}\right|<B_{i}$ holds. By setting $B=\max \left\{B^{\prime}, B^{\prime \prime}\right\}$, and adding together these upper bounds, we will get:

$$
\begin{align*}
\left|Y_{\ell}\left(k_{i+1}\right)-z_{\ell}\left(k_{i+1} / n\right)\right| & \leq B_{i}+B \omega \lambda+\frac{B \omega^{2} \mu}{n}+\frac{B \omega \mu B_{i}}{n} \\
& =B_{i}\left(1+\frac{B \omega \mu}{n}\right)+B \omega\left(\lambda+\frac{\omega \mu}{n}\right)=B_{i+1} \tag{C.25}
\end{align*}
$$

with probability $1-O\left(b(i+1) e^{-\alpha}\right)$, which ends the induction proof. Noticing that $B_{i}=O(\lambda n)$, the assertion of part ii of the theorem is verified for the endpoints of intervals. For any $t \leq n \sigma(n)$, put $i=\lfloor t / \omega\rfloor$, then by taking into account that the change in $Y_{\ell}$ and $z_{\ell}$ from time $k_{i}$ to $t$ is at most $\omega \beta=O(\lambda n)$, we have:

$$
\begin{equation*}
\left|Y_{\ell}(t)-z_{\ell}(t / n) n\right|=O(\lambda n) \quad \forall \ell \quad \text { with probability } \quad 1-O\left(\frac{b n \sigma}{w} e^{-\alpha}\right) \tag{C.26}
\end{equation*}
$$
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