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Preface 

This thesis is comprised of three original works presented in Chapters 4,5, and 

6. The three projects are comprised of three different problems in condensed matter 

physics, the commonality between the topics is the technique used to study the ma­

terials, diffraction. Two of which are in the form of journal articles that have been 

peer-reviewed and published in Physical Review B, while the third is that of an un­

published work. The unpublished work is presented first and uses neutron scattering 

techniques, while two published papers were performed using x-ray diffraction. 

The neutron scattering experiments were performed by myself with the assis­

tance of William J .L. Buyers and B.D. Gaulin. These experiments were performed at 

Chalk River Laboratories in northern Ontario. The x-ray scattering experiments were 

carried out on the rotating anode x-ray laboratory at McMaster University and the 

Advanced Photon Source in Argonne II. All data analysis was performed by myself 

under the guidance of B.D. Gaulin. 
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Chapter 1 

Scattering 

1.1 Introduction 

Neutron and X-ray scattering are some of the principle techniques for studying the 

microscopic characteristics of materials. The wavelengths of both probes are compa­

rable to the inter-atomic distance between atoms in a solid. In the case of neutron 

scattering the energy scale is appropriate to measure excitations within the materials. 

1.2 Diffraction 

Diffraction by crystals was first discovered by van Laue in 1912 and further developed 

by Bragg in 1913. The diffraction process can be illustrated by imagining several 

planes of atoms separated by an inter-atomic spacing, d, as seen in figure 1.1. If the 

beam of particles incident on the planes has a de Broglie wavelength on the order of 

d, these waves can be reflected from the planes in the solid. 

The path difference of the two waves shown in figure 1.1 will be 2d sin(). For 

constructive interference to occur, the path difference must be equal to the wavelength 

of the incident particles, or an integer number of wavelengths. These spots of intensity 
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• 
d sine 

d~ 

Fi~ure 1.1: Diffraction from la.ye rs of p(-~riodic a.toms 

are seen experimentally and are referred to as Bragg peaks. This diffraction condition 

is known as Bragg's law and is written as, 

n:\ = 2dsin() (1.1) 

1.3 Neutron Scattering 

Neutrons can be produced by nuclear fission and by spallation. Neutrons produced 

from fission are moderated within the reactor to form a Maxwellian distribution of 

speeds which correspond to the temperature of the moderating material. Moderating 

materials are typically light or heavy water at temperatures near room temperature 

(300K). By heating or cooling the moderators the peak of the flux distribution of 

neutrons can be shifted to higher and lower energies. Thermal neutrons have ener­

gies on the order of kBT where the T is the temperature of the moderator. Room 

temperature moderators, T=300K, typically have wavelengths on the order of 1 - 2A 

and energies in the 10-25meV range. 

Thermal neutrons interact with matter in two ways. The first of these is with 

the nucleus of an atom via the strong force. This interaction only extends over a very 
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short length scale on the order a few femtometers. This interaction will either cause 

the neutron to be scattered by the nucleus or absorbed by the nucleus. The neutron 

also has a magnetic dipole moment and thus can interact with matter via magnetic 

forces. The dipole moment of a neutron is µn = -'-yµNa, where r = 1.913, µN is 

the nuclear magneton and a is the Pauli spin operator for a particle with spin ~ [3]. 

In condensed matter systems there are many magnetic solids with unpaired electrons 

associated with the magnetic ion. These unpaired electrons and associated magnetic 

moments will also scatter neutrons. This interaction is on a much longer length scale 

than that of the nuclear interactions. 

The neutron scattering formalism is covered in many text books devoted to 

the topic most notably, Squires [4] and Lovesey[5J. The discussion to follow is a 

summary that is pertinent to the present work. 

1.3.1 Cross Section 

The only events that can occur to a neutron are that the neutron is scattered or it is 

absorbed. We can write the total cross section as: 

(1.2) 

where a 8 is the scattering cross section, the total number of neutrons scattered by 

the target per second, and a a is the number of neutrons absorbed by the target per 

second. The cross section has dimensions of area and is usually quoted in barns, 

where 1 barn=10-28m2
. In our case the scattering probability is small and we can 

thus use the first Born approximation. 

Neutron scattering experiments measure a quantity known as the partial dif­

ferential cross section. This is the probability of a neutron scattering into a solid 

angle dO in an energy range of dE'. The initial state for the neutron is lka) and the 

final state is lk'a'), where the k's are the initial and final neutron wavevector and the 
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cr's are the initial and final spin states for the neutron. The target is initially in state 

IA) and then found in a final state IA'). Then the partial differential cross section is 

given by [ 6]: 

(1.3) 

where E>. is the energy of the target in state IA), m is the mass of the neu­

tron, and V is the interaction potential between the neutron and the target. This 

interaction potential V can come about from the interaction with the nucleus or by 

the dipole interaction of the neutron with magnetism in the target. 

1.3.2 Nuclear Scattering 

For a system of N identical nuclei with a scattering length b, the partial differential 

cross section for coherent scattering is: 

d2cr8 k' 2 
dDdE' = kNb S(Q,w) (1.4) 

where 1ik and 1ik' are the initial and final neutron momenta, Q is the scattering 

wavevector ( Q = k - k'), and w is the energy transfer (1iw = E - E'). The scattering 

function, S(Q, w) is the space and time Fourier transform of the nuclear correlation 

function. 

S(Q, w) = _1_ L loo e(iwT)dT < e(-iQ·Ri(O))e(iQ·Rj(r)) > 
hN Jl -oo 

where Rj(T) is the position of the /h atom at time T. 

(1.5) 

The scattering length, b, of an atom depends on the nature of the nucleus. 

Different isotopes of the same chemical species will have different scattering lengths. 

As well as the isotope effect there will be a dependence on the particular spin orien-

tation of the neutron and the spin of the nucleus. The end result of this is that the 
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scattering cross section will be broken up into two terms; a coherent term, O'c and an 

incoherent term, ai. Where: 

(1.6) 

(J' c = 47r(b) 2 (1.7) 

(1.8) 

1.3.3 Magnetic Scattering 

The magnetic partial differential cross section for N identical magnetic atoms on a 

lattice has a similar form to Eq. 1.4[4][5]: 

(1.9) 

The magnetic form factor is labeled as F( Q) and arises from the fact that the 

magnetic moment has a finite spatial extent. The form of this function is dependent 

upon which magnetic atom is scattering the neutron because of the spatial distribu­

tion of the unpaired electron. There is also a polarization factor, (80 ,8 - Q0 Q,8 ). This 

term has the effect that only components of the moment perpendicular to the scat­

tering wavevector contribution to the scattering. Again S( Q, w) is a space and time 

correlation function; this time it is the spin-spin correlation function. The scattering 

length here is 1r 0 and is a magnetic analog to the nuclear scattering length, b. 

(1.10) 

1.3.4 Thiple-Axis Spectrometer 

All of the relevant information we would like to obtain in a neutron scattering exper-

iment is contained in the scattering function, S(Q, w). The triple axis spectrometer 
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Reactor 

• Monocbm_mato_e 

• Sample 

Analyzer . 

Detector 

Figure 1.2: Schematic diagram of a triple-axis spectrometer. 

developed by Brockhouse, was designed to measure S( Q, w) on a grid in Q, w space. 

The components of a triple-axis spectrometer are depicted in Figure 1.2. With the 

triple-axis spectrometer there are three scattering events; one to produce a monochro­

matic beam from the "white" beam of neutrons coming from the reactor core, the 

second at the sample, and the third to analyze the energy distribution of the scattered 

neutrons from the sample. 

Using Bragg's law, we can determine the scattering angle needed to select a 

beam of neutrons with a single wavelength , thus producing a monochromatic beam. 

At the sample position there are several rotational stages. The purpose of these 

rotation stages is to align the sample such that it is in the correct orientation to scatter 

neutrons off of planes in the crystal (or equally to orient the sample in reciprocal 

space). This same process is used to analyze the final energy of the scattered neutrons. 
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Using this technique, the incident wavevector, k; final wavevector, f1; and the energy 

transfer, nw can be selected. This gives us the unique ability to measure systematically 

S(Q,w) over large regions of Q and w space. 

The beam collimation has a small angular divergence. The mosaic spread 

of the monochromator and analyzer crystals also introduce a spread in the incident 

and final wavevectors. Therefore the resolution of the instrument is not perfect. This 

is often good as finite resolution will be required in order to have measurable count 

rates. Because of this, the measurement is actually a convolution of the scattering 

function with the instrument's resolution function. 

I(Q,w) ~ j(S(Q- Q',w -w')R(Q',w')dw'd3Q' 

where R( Q, w) is the resolution function for the instrument. 

1.4 X-Ray Scattering 

(1.11) 

The way in which x-rays have been produced in small laboratories has changed rel­

atively little since Roentgen's discovery of x-rays in 1895. The basic components of 

an x-ray generator are a source of high energy electrons from a tung:-iten filament 

and a large potential difference with which to accelerate the electrons and a target; 

typically copper or molybdenum. 

Electromagnetic theory tells us that an accelerated charged particle will emit 

radiation [7]. Electrons incident on a metal will undergo a rapid deceleration and thus 

will produce radiation. Furthermore, each electron will be decelerated in a different 

manner some losing all their energy at once and others after many collisions with 

the atoms in the metal. The result of this process produces a continuous spectrum 

of radiation with an upper cutoff corresponding to the full energy of the incident 
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(1) 
Ka (2) 

(3) 

KP 
Kfl, 

• 
0 

Wavelength( A) 

Kp, 
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~ 
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3
3
,
0
1,1

1
1
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2,0,1/2 L1 

1,0,1/2 K. 

Figure 1.3: (1) Spectrum of radiation from an x-ray generator with a copper target. 

(2) Atomic shell model describing K0 and K 0 lines. (3) Diagram showing the quantum 

numbers and K 8 and K 0 sub lines. 
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electron as seen in Figure 1.3. This continuum of radiation is know as Bremsstrahlung 

or braking radiation. 

In addition to this Bremsstrahlung radiation, some electrons may cause one 

of the inner shell electrons to be ejected. When one of the higher energy electrons falls 

into this vacant state, left by the ejected electron in the shell, a photon is emitted. 

The energy of the photons produced from this secondary effect will be discrete in 

nature and the wavelength of the radiation will be dependent upon which shell the 

electron decays from and the characteristic atoms in the metal target. The two sharp 

features in figure 1.3 are due to transitions from the L shell to the K shell and the 

M shell to the K shell respectively. These peaks can be further split into a doublet 

commonly denoted as K 0 i and Kn2 . This differentiates between the two electrons 

that share the K shell with opposite spin thus giving an energy difference between 

the two. The spectra shown in Figure 1.3 are for a copper target and the wavelengths 

for the peaks are as follows: 

Kai : l.54051A 

Ka2 : 1.54433A 

K.m : 1.39217 A 

Since X-rays scatter from the electron cloud, the scattering power of an atom 

will scale with Z, the atomic number. As a result light atoms such as Hydrogen are 

weak scatters and heavy atoms such as Lead are strong scatters. Another difference 

between neutron and x-ray scattering is the size of the scattering centers; for neutrons 

they are point scatterer, while x-rays the scattering dimensions are of the size of the 

atom. The x-ray atomic form factor is of the following form [8]: 

f 47r 100 
2 ( ) sin(kr) d 

=- rpr k r 
e o r 

(1.12) 

where in this case k = ( 47r sin( 8)) //\. 
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One of the most important things that one can measure with x-ray scattering 

is the positions of all the atoms in the unit cell of a material. This information is 

contained within the X-ray scattering structure factor, F( Q); 

(1.13) 
n 

where Q is a reciprocal lattice vector and r n is the position of the nth atom in the 

unit cell. 
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Chapter 2 

Critical Phenomena 

2.1 General Introduction 

Critical phenomena occur in the region of a phase diagram near the boundary where 

a system changes from one state to another. A typical example of a phase diagram 

is that of simple gas-liquid-solid system shown in Figure 2.1. Figure 2.1 shows a plot 

of pressure as a function of temperature. The three phases, gas, liquid, and solid are 

separated by lines called phase boundaries. The point where all the phase boundaries 

intersect is known as the triple point. At this point in the phase diagram all three 

phases can coexist. 

When crossing a phase boundary if we observe a discontinuous change in 

properties accompanied with latent heat, then the transition is called a first order 

phase transition. However 1 if there is a continuous change in state across the boundary 

this type of transition is known as a second order or continuous phase transition. 

These two types of phase transitions can also be described by the Gibbs free energy, 

G(P,T). If the first derivative of G. dG/dp or dG/dT is discontinuous this indicates 

a first order phase transition. Likewise if the first derivative is continuous then we 

refer to this type of transition as second order. For the subject of this thesis we will 
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Temperature 

Figure 2.1: Illustration of a simple gas-liquid-sold phase diagram. 

focus on second order phase transitions. 

2.1.1 Critical Phase Transitions 

Phase transitions near a critical point in the phase diagram have short lived fiuctuat-

ing micro regions of one phase in the other. These fluctuations give rise to scattering 

known as critical scattering. As we approach the critical region in the phase diagram 

these fluctuations grow in size and become infinite at the critical point[9]. 

For the rest of the discussion we will switch from the gas-liquid-solid exam­

ple to that of a simple magnetic phase transition. The magnetic example is that of 

a simple continuous phase transition from a paramagnetic structure to that of an 

ordered ferromagnet. We will need to define a variable to describe the ordered fer-
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romagnetic state. In the paramagnetic state the magnetization, M, is zero in zero 

applied magnetic field , whereas at low temperature, below the ferromagnetic ordering 

temperature, the magnetization, M is finite. Therefore, a measure of M is a mea-

sure of the magnetic order of the system. Such quantities as M are known as order 

parameters. 

Figure 2.2 is an diagram depicting a typical measurement of the magnetization 

as a function of temperature for ferromagnetic systems. We see that M is a continuous 

function but the derivatives of M diverge at Tc. The transition here in zero field has 

no latent heat and is described as a critical phase transition. If we look at the applied 

~ 
c 
0 
+-' 
ro 
N ·-

Paramagnet 

Ferromagnet 

Temperature 

Figure 2.2: Illustration of a simple magnetic phase transition of a ferromagnetic. Tc 

denotes the critical point in the phase diagram, below which the system enters the 

ferromagnetic phase 
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magnetic field case (blue curve) we can pass from the paramagnetic phase to the 

ferromagnetic phase without passing through the critical point. 

There are several properties that are common amongst all critical phase tran­

sitions [6]. There is a broken symmetry at the phase transition. The order parameter 

is a continuous function of temperature; Mis zero above Tc and nonzero below Tc. M 

may be a scalar or a vector with some dimensionality, D. The dimensionality describes 

the number of degrees of freedom the order parameter displays. Near the critical point 

there are fluctuations of both phases present. The extent of these fluctuating regions 

is described by the correlation length, ~. ~ will tend to infinity as we approach the 

critical point from any direction. The response time, critical slowing down for the 

system, will tend to infinity as we approach the critical point. 

2.2 Ginzberg-Landau Theory 

Mean field or Landau theory is one of the simplest treatments of phase transitions. 

First we must identify the order parameter for the system in question; for magnetism 

this is usually the magnetization or a sublattice magnetization for an antiferromagnet. 

Then using this order parameter we write a Taylor series expansion of the free energy 

in powers of M. This theory is only valid for regions in the phase diagram near the 

critical point. 

The free energy function is a function of T and M and near the critical point 

the Free energy would behave as[6]: 

F(T, M) = A(T) + B(T)M2 + C(T)M4 + ... (2.1) 

In this example the odd terms are missing and the value of the free energy is the same 

for M as -M; thus odd terms do not appear. Also, M 2 is really M 2 = M · M. At 

any given temperature the system is in equilibrium, as characterized by a minimum 
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in F(T,M). We have to satisfy the following relations: 

dF

1 

0 = 
dM T 

and 

tPF I > 0 
dM2 

T 

Then 

M · B(T) + 2M3 
· C(T) = 0 

and 

B(T) + 6M2 
• C(T) > 0 

If we are above the critical temperature then M=O, then we know that B(T) > 0 for 

T > Tc. Below Tc M is nonzero then we get: 

B(T) = -2M2 
• C(T) for (T <Tc) 

M 2 
· C (T) > 0 for (T < Tc) 

Then C(T) > 0 and B(T) < 0 for T <Tc. We can see that there is a change in sign 

of B(T) at the critical temperature. If we now expand B(T) about T =Tc and only 

look at the lowest order nonzero terms we end up with: 

B(T) = (T - Tc)A(T) 

With A(T) positive we find that M 2 is: 

M2 = A(T) (T - T) 
2C(T) c 

(2.2) 

(2.3) 

for T < Tc· Now we can solve for the Free energy for the two cases of T > Tc and 
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T>T 
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0 
T=T 

( 
T<T 

( 

Figure 2.3: Free energy plotted as a function of the order parameter, M 

F(T, M) = A(T) for (T > Tc) 

B(T)2 2 
F(T, M) = A(T) -

4C(T) (T - Tc) for (T <Tc) 

We can illustrate these results graphically, Figure 2.3. When we are above the 

critical temperature the free energy has a minimum at M=O. Then as we cool below 

the critical temperature we find that the minimum has moved out to the values of 

M = ±[A(T)(T-Tc)/2C(T)J112
. Here we see that the order parameter is proportional 

to f"'-.J (T - Tc)!. Several physical quantities near a phase transition follow related 

power law relations. These exponents are know as critical exponents and vary as 

[(T - Tc)/TcY near phase transitions.[9]. 

2.2.1 Critical Exponents 

In magnetic systems there are many physical quantities that can be measured near 

the phase transition, such as the susceptibility, specific heat, correlation length, and 

magnetization. The first three diverge at the critical point, while the fourth tends to 

zero. Experimentally we cannot measure right at the divergence. Many experiments 

have been preformed and show how the properties diverge near the critical point, and 
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Property Critical Power Conditions Theoretical Experiment 

Exponent Law Predictions 

Susceptibility, XT 'Y r-r T >Tc, H=O 1 1.3-1.4 

Susceptibility, XT 1' (-t)--Y T <Tc. H=O 1 -

Magnetization,M 3 (-t)f3 T >Tc, H=O 0.5 0.2-0.4 

Magnetization,M 8 Ht T=Tc 3 3-6 

Specific Heat, CH ()I t-°' T >Tc, H=O Discontinuous -0.3-0.3 

Specific Heat, CH c/ (-t)-n' T <Tc, H=O Discontinuous -0.3-0.3 

Correlation Length, ( v t-v T >Tc, H=O 0.5 0.6-0.7 

Correlation Length, ( 1/ (-t)-v' T <Tc, H=O 0.5 0.6-0.7 

Table 2.1: Some Magnetic Critical Exponents, with a comparison between predictions 

from Mean Field Theory and values found experimentally. Taken from Collins [6J. 

that many physical properties seem to obey some form of power law. For example the 

susceptibility near the critical temperature was found to follow the following power 

law: 

XT = ar' (2.4) 

where t = (T - Tc)/Tc and a and'"'( are constants. The power law holds from system 

to system but r can itself vary depending the characteristics of the system. Table 2.1 

is taken from Collins (6] and lists some of the critical exponents with a comparison 

of theory to experiments preformed. 

2.2.2 Universality and Scaling 

For a continuous phase transition the critical exponents depend on the dimensionality 

of the system, d, the dimensionality of the order parameter D, and the range of the 

interactions involved. This generalizes things greatly as it does not matter what the 

microscopic details of the system are, as long as the range of the interactions is small. 
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As well, the critical exponents will not depend on the what the specific crystal lattice 

is for the material being studied. This is the general idea behind universality. 

This concept allows us to simplify the theory by choosing the simplest theo­

retical model for a particular universality class (particular choice of d and D). If the 

solution for the critical exponents for the simplest model with a class can be found 

then all other systems within the same class will have the same critical exponents. 

The different values for the dimensionality of the order parameter, or the 

symmetry of the order parameter, D are: 

1. D=l, The Ising Model: In the magnetic case the spin would be restricted in 

one-dimension, say the z-direction. Hamiltonians for Ising systems resemble the 

following[6]: 

(2.5) 
n 

The exchange constant J couples the spins, on sight n with site n+l. The sum 

over i adds this interaction up over the nearest-neighbour sites. 

2. D=2, The X-Y model: Again in the magnetic case the spins here have 2 de­

grees of freedom, now within the xy-plane and an example Hamiltonian for this 

system would be[6]: 

H = - L z=' Ji(S~S~+i + S~S~+i) (2.6) 
n 

3. D=3: The Heisenberg model: Now the spin is a full three-dimensional vector 

and we need all three components of the spin in the Hamiltonian[6]: 

H = - L L
1 

Ji(S~S~+i + S~S~+i + S~S~+i) (2.7) 
n 

4. D=oo 1 The spherical model: In this model the spin would have an infinite 

number of dimensions. There are no experimental realizations of this model 

but this model has the attraction that it can be exactly solved. 

18 



Model Mean Field Ising Ising X-Y X-Y Heisenberg Spherical 

D any 1 1 2 2 3 00 

d any 2 3 2 3 3 3 

1 1.0 1.75 1.2378(6) - 1.316(9) 1.388(3) 1 

1/ 0.5 1 0.6312(3) - 0.669(7) 0.707 1 

x - 1.875 2.481 (1) - 2.484(9) 2.482(5) 2.5 

Q - 0 0.106 - -0.01 -0.121 -1 

/3 0.5 0.125 0.326 - 0.345 0.367 0.5 

6 3 15 4.78 15 4.81 4.78 5 

7] 0 0.25 0.039 0.25 0.03 0.37 0 

Table 2.2: Values of the Critical Exponents for the different universality classes. 

Taken from Collins [6]. 

Even though we have simplified the problem by introducing universality there remain 

systems which are too difficult to be solved. To tackle these more difficult problems 

the idea of scaling is introduced. In the region near the critical point in the phase 

diagram there will be large volumes that are on the size of that of the correlation 

length, ~. In these regions the magnetization will be fairly constant. There will be 

many of these regions in the sample with approximately the same magnetization but 

with perhaps a different direction. These large regions will fluctuate fairly slowly with 

time and since the correlation length diverges as we approach the critical point these 

volumes will be very large[6] [9]. 

Scaling theory is derived with the assumptions that the Gibbs free energy and 

correlation length do not depend on the length scale, L. This is true provided that 

L is less than the correlation length, ~. Then the Gibbs free energy and correlation 
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length can be written in terms of the reduced temperature, t, and the reduced effective 

magnetic field 1 h. 
T-T 

t = c 
Tc 

(2.8) 

If we change our cell size from L to 11 we obtain the following relations for the Gibbs 

free energy and correlation length[6]: 

i- 1 ~(t, h) 

fG(t, h) 

~(JYt, Fh) 

G(JYt, Fh) 

(2.9) 

(2.10) 

again d is the dimensionality of the system and x and y are indices related to the 

critical exponents. These equations will be valid for any arbitrarily large value of 1. 

This will include the case where JYt = 1. Near the critical temperature the reduced 

temperature, t, is very small and just above Tc will be positive. Using these two 

conditions and having zero field, h=0 1 the equations above become: 

~(t) 

G(t) 

c 1IY~(l) 

tdlYG(l) 

(2.11) 

(2.12) 

From Table 2.1 we saw that ~(t) rv t-v, we find that y = v-1 . Using the Gibbs free 

energy we can calculate the• specific heat, cH. 

(2.13) 

(2.14) 

before we saw that CH rv t- 0 and near Tc, T can be treated as a constant. We then 

obtain [6}: 
d 
- - 2 = -o, 
y 

d 
2 - o = - = dv 

y 
(2.15) 

Equations like the one above that relate one critical exponent to another are know as 

scaling laws. Another key scaling law is: 

'+ O' + 2(3 = 2 (2.16) 
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2.3 Magnetic Critical Scattering 

Neutron scattering has proven to be very useful in studying magnetic phase transi­

tions. One can measure many of the important quantities such as the order parameter 

and fluctuations in the order parameter. or correlation length using this technique. 

Going back to the magnetic cross section determined earlier in Eq. 1.9 we can use 

this to get an idea of what the neutrons can measure[6]. 

The first case we consider is where we integrate over all energies to obtain 

the static correlation function, C(Q). If we integrate Eq. 1.9 over energy we get[6]. 

:~ = ~ ('YroJ2IF(Q)l2 L (<\,~ - K"k~)C"~(Q, t) 
aJJ 

where tis the reduced temperature (t = (T - Tc)/Tc), and C(Q) is[6]: 

c013 (Q) = L eiQ·R < SoaSR(3 > 
R 

(2.17) 

(2.18) 

This is the real space static correlation function, which for T > Tc can be approxi-

mated as[lOJ[ll]: 

(2.19) 

In three dimensions TJ is very small rv 0.03. Taking r1 = 0 then the Fourier transform 

of Eq. 2.19 has the following Lorentzian form[ll]: 

1 
C(Q,t)rv 

2 2 q +ti: 
(2.20) 

where K is the inverse correlation length, ~- 1 , and if is the displacement from the 

ordering wavevector (if= Q - Q0 ). By determining the temperature dependence of 

the width of a magnetic scattering at the Bragg position one can measure the inverse 

correlation length and obtain the critical exponent v. Likewise, the amplitude of C( Q) 

can be extracted obtain the critical exponent!· C(Q) rv x(Q) rv [(T- Tc)/Tc}-'Y. 
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The second case of interest is T < Tc we can look at the spin correlation 

function for infinite time. This will pick out features in S(Q,w) that are static, w=O. 

The elastic part of the cross section is: 

s~~stic(Q,w) = 8w Le(iQ·R) < Soo(O)SR,13(00) > 
R 

(2.21) 

This is proportional the the square of the order parameter. A measure of the elastic 

scattering as a function of temperature will give us 2(3. 

[
T - Tl2!3 I rv ( orderparameter) 2 

rv c Tc rv t2
f3 (2.22) 
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Chapter 3 

Magnetic Systems 

3.1 Dilute Magnetic Systems 

So far we have been only considering systems that are homogeneous. The topic 

discussed in Chapter 4 is that of a dilute antiferromagnet, therefore at this time we 

will present a short discussion of the effects of dilution on magnetic systems. In any 

real material there is almost always impurities that lead to disorder. The effect of 

disorder on phase transitions is an intriguing and pervasive problem. Disorder can 

be generally classified into two groups; annealed disorder and quenched disorder. 

Annealed disorder is one in which the disorder is in thermal equilibrium with 

the pure system and is free to move. Quenched disorder means that the impurities 

are frozen in place and unable to move, therefore the impurities are not in thermal 

equilibrium with the system. Examples of quenched disorder would include atoms 

adsorbed on the surface of the material and lattice defects within the sample. 

To study the effect disorder has on phase transitions and magnetic properties 

of materials we are going to purposely add quenched disorder to a magnetic system. 

Transition metals like Mn, Co, Fe, and Mg are chemically very similar but magneti­

cally very different, th<' quenched disorder is introduced by chemical substitution of 
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Figure 3.1: Illustration of the phase diagram for a dilute magnetic system plotted 

against the magnetic ion concentration. 

a magnetic ion in the lattice for a non-magnetic one. 

3.1.1 Percolation 

If this dilution of the magnetism is sufficiently high one can eliminate the magnetic 

exchange path through the entire sample and destroy the long range ordered mag­

netic state. The dilution limit where long range order is destroyed is known as the 

percolation limit, Pc· Figure 3.1 shows a phase diagram for a simple diluted mag­

netic system. When the system is pure, 100%, we find that the critical temperature 

is Tc. As we remove magnetic ions we find that the phase transition temperature 

is reduced from Tc until we reach the critical concentration, Pc, where the system 
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never achieves long range order [6] [12] [9]. Typical values for the percolation limit for 

magnetic three-dimensional systems are as high as ,......, 70% dilution. 

In the region of the phase diagram shown in Fig. 3.1 far to the right of the 

percolation point, Pc there still remains a sharp critical phase transition. We can 

justify this by realizing that in regions close to the phase transition we will have large 

regions on the scale of ~ that will be ordered or disordered. If ~ is large enough it 

will average out the disorder present[9]. It is this region of the phase diagram that 

we are interested in. 

3.1.2 Random Fields 

One example system where quenched magnetic disorder in a material has a profound 

effect on the critical phase transition is that of the Random Field Ising Model (RFIM). 

This was first considered by Irnry and Ma [13) and was argued that such random 

fields would destroy long range order in the system for dimensions less than 4 of 

continuous symmetry and destroy long range order in dimensions less than 2 for Ising 

like symmetry. If we consider an Ising ferromagnet and apply small random fields hi 

along the z-axis at each site i with the condition that: 

<hi>= 0, < h7 ># 0 (3.1) 

The Hamiltonian for such a system is: 

H = 1 L sisj - L hisi + BL si (3.2) 
<ij> 

where J is the nearest neighbor interaction and B is the applied external magnetic 

field. 

With zero applied magnetic field (D=O) there is a symmetry breaking at 

critical temperature, Tn. One of two states must be chosen, with spins aligned along 

the +z or -z axis. The presence of these quenched random fields will affect how the 
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system chooses which of the two degenerate states locally. In some regions there will 

be an excess of fields, hi along +z and in other regions along -z. This is depicted in 

Fig. 3.2 which illustrates how the system will break up into domains of up and down 

domains. 

In reality it is not possible .to apply such random fields. Fishman and 

Aharony[14] showed that a dilute antiferromagnet with an applied magnetic field 

along the z-axis is a realization of the model presented in Eq. 3.2. With a dilute 

antiferromagnet some local regions on the lattice will have more spins on the spin-up 

sub-lattice than on spin-down sub-lattice. These local regions will form domains of 

one type while others will form the other way around. An illustration of the origin 

of these random fields is found in Figure 3.3. The sublattice of the antiferromagnet 

with the most spins aligned with thP map;nPtir field is favored. This domain structure 

destroys long-ranged order in the system but there is still short-ranged order present 

within the domains. There is an overall energy gain from forming the random do­

mains, however this is balanced by the fact that there is an energy cost at the domain 

wall. The domain wall will have broken bonds on surface, and an associated energy 

cost. This energy cost will be proportional to the surface area of the domain. 

Studies of site-random Ising antiferromagnets have been carried out for both 

three-dimensional materials (CoxZn1-xF2 [15], MnxZn1-xF2 [16], and MnxZn1_xF2 

[17]) and for the quasi-two-dimensional systems (Rb2Co0.7M g0 .3F4 [1]). It is clear 

from these experiments that the field-cooled state at low temperatures is that of a 

system broken up into domains. We will briefly discuss general results from these 

experiments. 

The example we will use to describe general features of a RFIM is that of 

the two-dimensional Ising Antiferromagnet Rb2Co0.7M g0.3F4 in an applied magnetic 

field. Rb2Co0.7M g0.3F4 is a 2D-square lattice nearest-neighbor Ising model with a 
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Figure 3.2: Illustration of the random field domain state of the classic Random Field 

Ising Model. 

(a) 

B aligned with 
spin up 

(b) 

Figure 3.3: The effect of an impurity on an antiferromagnet in an applied field. The 

red arrows depict spin-up( +z direction) , while the blue depicts spin-down moments. 

The applied field is aligned in tht> +z direction. ThP state (a) is lower in energy than 

state (b) by 2B. 

27 



zero field Neel temperature, Tn=42.5K. 

In an elastic neutron scattering experiment the scattering cross section will be 

proportional to the two spin correlation function. At high temperatures the system 

will exhibit Lorentzian fluctuations centered on the antiferromagnetic reciprocal lat-

tice positions as discussed in Chapter 2 (see Eq. 2.20). Below Tn the cross section is 

the sum of the Lorentzian fluctuations along with the Bragg scattering and becomes: 

- - - B' S(Q) = N < sz >2 8(Q - G) + 
2 2

, T < Tn 
K + q 

(3.3) 

The Bragg term (5 function term in Eq. 3.3) now will have to evolve into the domain 

structure of the random field state. For random-field effects the suggested spacial 

correlation function is[l]: 
e-1ff 

S(r) r'-.J r(d-3)/2 (3.4) 

The Fourier transform of this is that of a Lorentzian-squared. Then S(Q) from Eq. 

3.3 becomes: 

S(Q) = A + B 
(;i:2 + q2)2 (K2 + q2) 

(3.5) 

This lineshape is indeed observed in Random Field Ising systems with typical 

data shown in Figure 3.4. Fig. 3.4 shows longitudinal scans along Q = [H, 0, OJ 

direction in reciprocal space centered at H=l. This two component line shape is a 

common feature in RFIM systems. From fitting a series of these transverse scans 

in reciprocal space as a function of temperature like that found in Fig. 3.4, we can 

extract the FWHM or inverse correlation length as a function of temperature. 

Figure 3.5 displays the inverse correlation length extracted from fits to Eq. 

3.5 from scans like that found in Fig. 3.4 for Rb2Co0.7M g0 .3F4 • Fig. 3.5 shows that for 

low temperatures K is independent of temperature for T:::; 20K and is not resolution 

limited with the application of a magnetic field. This shows the destruction of long 

range order by the random field. 
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Figure 3.4: Quasielastic scattering observed along the longitudinal direction Q = 

(1 + ~' 0, 0) at 5.3K with H=GOkG. The best fits to the Lorentzian (a long-dashed 

line), to the Lorentzian-squared (a short-dashed line), to Eq. 3.5 (a solid line) are 

shown. R indicates the instrumental resolution. Taken from Birgeneau [l]. 
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Figure 3.5: Resolution-corrected inverse correlation length K in Rb2Co0.7 M g0.3 F4 at 

various fields as a function of temperature. The solid lines are guides to the eye. The 

units are ~= = l.083A.-1
. Taken from Birgeneau [l]. 
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3.2 Frustrated Magnetic Systems 

The topics discussed in Chapters 4 and 6 are related to systems that exhibit geomet­

rically frustrated behaviour. In chapter 4 the magnetic system is in fact that of a 

frustrated magnetic system. While in chapter 6 the corner sharing tetrahedral struc­

ture of the pyrochlore is known to show frustration, however the material studied 

in Chapter 6 is not known to show exhibit magnetic properties. The following is a 

simple introduction to the idea of geometric frustration, for a complete review see 

Diep[18] and Greedan [19]. 

Geometrically frustrated magnetic materials have been of the subject of in­

tense interest due to the rich diversity in exotic ground states that they display. Some 

of the exotic magnetic ground states known to exist are partially paramagnetic Neel 

states, complex noncollincar ~eel states 1 disordered cooperative paramagnetic, spin 

liquids and spin glasses. To begin we will use a simple magnetic nearest neighour 

model to illustrate the idea of frustration. 

The interactions between spins, J, is responsible for the transition to long 

range magnetic order. If J is positive then ferromagnetic magnetism is favoured, 

conversely if J is negative antiferromagnetic order is favoured. If one looks at a two 

dimensional square lattice with nearest neighbour interactions then there are two 

types of ordered structures shown in Figure 3.6A. In structures like those in Fig 3.6A 

all the interactions between neighbouring spins can be satisfied. We can find many 

structures in which this is not always possible. 

The simplest structure where not all the nearest neighbour interactions can 

be simultaneously satisfied is on a two-dimensional triangular lattice with antiferro­

magnetic interactions, as shown in Fig. 3.6B. Two of the three spins can be aligned 

antiparallel, but it is not possible to simultaneously align the third spin to the other 

two with an antiferromagnetic interaction. It is this effect that is known as lattice 
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frustration. There are bonds remaining for which the interaction energy is not min-

imized. This is not exclusive to two-dimensional triangular lattices, frustration can 

occur in many different lattice configurations. Frustration can also occur in systems 

where long range interactions are favoured instead of the nearest neighbour interac-

tions or in systems with random interactions. 

Many frustrated systems that do undergo phase transitions to a long range 

ordered state adopt a non-collinear spin configuration. An example of this is the 

two-dimensional triangular lattice with XY spins. The spins will adopt a 120° spin 

alignment which satisfies the antiferromagnetic interactions within a triangle. The 

vector sum of the spins on an individual triangle will be zero. This ground state is 

highly degenerate. 

These non-collinear spin configurations do not work for Ising spins on a tri-

angular lattice. Some Ising systems on a triangular lattice undergo phase transitions 

into what is known as a partially paramagnetic Neel state. These ground states are 

characterized as a multi-sub-lattice antiferromagnet. For the case of a triangular lat­

tice two of the sites on a triangle would order, either up or down, while the third 

sublattice remains disordered. 

J>O J<O J<O 

Figure 3.6: Magnetic structure for nearest neighbour interactions for a square lattice 

A, and a triangular lattice B. 
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There are also many frustrated systems where the ground states do not have 

any long range order. These include the cooperative paramagnets, spin glasses, spin 

liquids and spin ices. Many of the systems studied that exhibit this type of behaviour 

have a lattice structures made up of tetrahedra. The tetrahedra is to three dimensions 

what the triangle is to two dimensions and related degenerate ground states can occur. 
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Chapter 4 

Randoill Field Domains and the 

Partially-paramagnetic State of 

CsCoo.s3Mgo.17Br3 
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Abstract 
Critical neutron scattering measurements have been carried out on CsCo0.83 Mgo.11Br3 , 

a dilute stacked triangular lattice (STL) Ising antiferromagnet. Measurements were 

carried out in both zero magnetic field and a magnetic field of 2.6 Tesla applied 

along the c-axis. Two components to the scattering, a Lorentzian-squared term and 

a Lorentzian term were found to be associated with the magnetic scattering. The 

Lorentzian-squared term appears at a temperature coinciding with Tn1 of the pure 

material CsCoBr3 . Such scattering is common in Random Field Ising Model systems. 

The random field domain stat<' in this mR.tf'rial is believed to arise as a consequence of 

the geometric frustration within the STL. The magnetic vacancies nucleate antiferro­

magnetic domains in which the vacancies reside on the disordered sub-lattice within 

the partially paramagnetic state of O:;CoBr3 . This creates a random field domain 

state without the application of a field. When a sufficiently strong magnetic field is 

applied, the random field will couple to the system in a different way. The magnetic 

field will minimize the number of sites on the down sublattice, those which oppose 

the magnetic field. With the application of a magnetic field, we see that it is the 

Lorentzian-squared term which is a signature of the random field domains, and not 

the broad Lorentzian component, as previously thought[2]. 
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Cs e Co Br 

Figure 4.1: The unit cell of CsCoBr3 . It is a simple hexagonal structure, with space 

group P63 /mmc and lattice constants a=7.47 A and c=6.27 A 

4.1 Introduction 

CsCoBr3 belongs to the ABX3 family of stacked triangular lattice (STL) antiferro-

magnets. These materials make up an interesting group of magnetic systems in which 

quasi-one-dimensional exchange interactions along the c-axis are very much stronger 

than those within the triangular ab-plane. The interactions along c are not frus-

trated, while the near neighbor antiferromagnetic interactions in the basal plane are 

frustrated. This geometrical frustration introduces novel ordering states of matter 

and novel critical phenomena at the relevant phase transitions. Inelastic neutron 

scattering studies [20] have determined the spin Hamiltonian for CsCoBr3 to be: 

H = L (21 [s:s:+l + E(Sf sf+i + srsr+1l] + h0Si(-1r + 21' t_ s:s;) (4.1) 
i(C) j(ab) 

where J=l.62Thz, J'=0.0096Thz and E=0.137. For CsCoBr3 the interactions along 

the c-direction are rv 170 times stronger than in the ab plane. At temperatures 

rv30K the weaker basal plane antiferromagnetic interactions become important. Two 

phase transitions are established with decreasing temperature, while a third has been 

suggested[21] [22] [23]. 
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The highest temperature transition is that from a paramagnetic phase to a 

partially paramagnetic, three sublattice state. This unusual state is a consequence of 

frustration, and it is made up of triangular plaquettes where two of every three spins 

are ordered antiferromagnetically, with the third spin remaining paramagnetic. This 

sets in below an ordering temperature of T nl =28.3K and is characterized by magnetic 

ordering wavevectors of the form (fr , fr , l) where 1 is odd. An intermediate transition 

at Tn2 "'16K is suggested to be where the remaining disordered site gradually orders. 

While the lowest temperature state sets in below Tn3 =13K [21) and this is where 

the paramagnetic site fully orders within the ab-plane, either up or down. This 

order creates ferrimagnetic sheets, which stack antiferromagnetically to create an 

antiferromagentic structure with no net moment. The three-sublattice state and 

lowest temperature state are graphically illustrated in Fig. 4.2. 

The Ising-like antiferromagnetic systems, CsCoBr3 and CsCoCb, have been 

(a) 

Figure 4.2: (a) An Illustration of the three sublattice ordered state of CsCoBr3 

("' 20K < T < 28K). (b) An Illustration of the low temperature ( < 13K) ordered 

state of CsCoBr3 • + depicts up spins, - down spins, and P paramagnetic sites. 
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Figure 4.3: Peak magnetic Bragg intensity at the magnetic zone centers ( ~, ~, 1) in 

CsC0Br3 and (1, 1, 1) in CsCo0.s3Mg0_17Br3.[2] 

shown to be very sensitive to nonmagnetic impurities on the Co site. Several studies 

of doped CsCoo.s3Mgo.11Br3 [24] and CsCo1_xMgxCh[25] where the Co is replaced 

with a nonmagnetic Mg show that 17% dilution of the cobalt site appears to com­

pletely disrupt the magnetic order in the materials. Figure 4.3 shows the temperature 

dependence of the elastic Bragg scattering at a magnetic ordering wavevector in both 

CsC0Br3 and CsCoo.s3Mg0_17Br3. Here we see the magnetic neutron scattering peak 

intensity at Q = (4/3, 4/3, 1) for CsCo0 _83Mg0 _17Br3 shows only upward curvature 

down to ,....., 5K. As well, the two clear transitions seen in CsCoBr3 at rv28K and 

rvl3K are not evident in CsCoo.s3Mgo.11Br3. 

In the sister compound, CsCo0.83Mg0_17Cla Nagler et al.[25] also observe up­

ward curvature to the temperature dependence of the magnetic Bragg peak intensity 

at the magnetic zone center. No evidence of the transition at Tn rv21K that is present 

in CsCoC13 is found either. Earlier low resolution critical neutron scattering studies 

performed by van Duijn et al. [2] on CsCo0.83Mg0_17Br3 have shown that the critical 

scattering near the phase transitions in pure CsCoBr3 are characterized by a two 

component line shape. The two components to the magnetic Bragg peak intensity 
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were analyzed as a sharp Lorentzian and broad Lorentzian. This two component 

lineshape has been interpreted in terms of a system entering a Random Field (RF) 

domain state below T ni rv 28K. Here the RF state is realized in the absence of 

an applied field as the non-magnetic vacancies (Mg ions) preferentially reside on the 

disordered sublattice. This earlier neutron scattering was taken with relatively low 

resolution and concentrated on the broad Lorentzian component of the scattering. 

The new neutron work reported here will concentrate on both components of the 

scattering and was enabled by significant improvements to the resolution of the mea­

surements. This will provide information on both the broad and sharp components 

to the neutron scattering. The application of a 2.6 T magnetic field applied along the 

moment direction will be used to further study the RF state in the low temperature 

regime. 

4.2 Experimental Details 

Neutron scattering measurements were carried out on the C5 triple axis spectrometer, 

operated in a two axis mode, at the NRlJ reactor of Chalk River Laboratories. The 

sample was the same as the one studied previously by J. van Duijn et al.[2], Rogge 

et al. [24], and Yang et al. [26]. We employed 2.37 A incident neutrons which were 

reflected off the (0,0,2) planes of a focusing pyrolytic graphite (PG) monochromator. 

Several PG filters were placed between the sample and the detector to remove higher 

order contamination from the diffracted beam. Measurements in zero applied mag­

netic field were carried out in a 4K. closed cycle refrigerator. Measurements in applied 

magnetic field were taken using the M2 horizontal magnet cryostat at Chalk River 

Laboratories. In both experiments the sample was aligned in the (h,h,l) reciprocal 

lattice plane. The 2.6 Tesla magnetic field was aligned along the c-axis (the moment 

direction) of the sample. A relatively high degree of collimation was used for both 
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experiments to achieve the high resolution required for the measurements. The colli­

mation was set to 0.273° for the incident neutron beam and 0.152° for the diffracted 

neutron beam. This setup allowed excellent Q resolution, such that we could measure 

both the broad and sharp components of the scattering simultaneously. 

Order parameter measurements of CsCo0.83 Mg0.17Br3 were preformed in zero 

magnetic field as well as in a magnetic field of 2.6 Tesla applied along the c-axis (the 

moment direction). They were performed at the magnetic zone center ( ~, ~, 1) as 

neutron scattering at this ordering wavevector possessed the greatest intensity at low 

temperatures. In addition, detailed Q scans were performed along the (h, h, 1) and 

( ~, ~, l) direction to examine the broad and sharp components of the scattering as a 

function of temperature. These were performed both in zero applied magnetic field 

and with an appli0d map;rH'tic fic•ld of 2.G TPsla directc>d along the c-axis. 

4.3 Experimental Results 

Figure 4.3 shows the neutron scattering intensity of the rn, 1, 1] magnetic Bragg peak 

for CsCoBr3 and rn, ~' 1] for CsCo0.83 Mg0.17Br3 on a linear scale as a function of 

temperature. When plotted on a linear scale, no phase transitions are observed 

in CsCoo.83Mgo.11Br3, in contrast to what is observed in CsCoBr3. However, the 

same data plotted on a logarithmic scale, as shown as the blue data in Fig. 4.4, 

shows a clear indication of a phase transition at rv28K. In addition we observe that 

the neutron scattering Bragg peak intensity at the ordering wavevector, rn, ~, 1], is 

suppressed at low temperatures with the application of a magnetic field along the c­

axis when compared to that of the zero applied magnetic field data. Further analysis 

of the the full critical scattering will show the nature of these lower transitions in 

CsCoo.s3Mgo.11 Br3. 

Critical scattering scans were carried out on CsCo0.83 Mg0.17Br3 through the 
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Figure 4.4: Peak neutron intensity plotted on a logarithmic scale at the magnetic 

zone center, (~ , ~' 1) in CsCo0 .83 Mg0.17Br3 as a function of temperature in both zero 

applied magnetic field (blue) and a magnetic field of B=2.6 T applied along the c-axis. 

The red curve shows the field cooled measurements. while the black curve shows the 

zero field cooled measurements. 

magnetic zone centers ( ~, ~, 1), ( ~ , ~, 1) and along the ( ~, ~, L) direction. The full 

temperature dependence of the critical scattering at the ( ~ , ~, 1) magnetic zone center 

for both zero applied field and for 2.6 Tesla applied along the c-direction is shown in 

Fig. 4.5. For both B=O T and B=2.6 T we see the onset of sharp magnetic Bragg 

peak at rv 28K. We also see broad diffuse scattering appear near rv 28K that is 

also centered on magnetic zone center. Concentrating on the zero magnetic field data 

(top panel) we see that as the sample is cooled further the sharper feature at (~, ~' 1) 

builds up and begins to rapidly increase in intensity below rv 20K. If we qualitatively 

look at the broad feature for the B=OT case we see it build up gradually through the 

whole temperature range and slightly narrows below 15K. In contrast to the in-field 
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Figure 4.5: Critical neutron scattering scans along the (H,H,1) direction in reciprocal 

space. The scattering from the magnetic zone center, ( ~, ~, 1) is shown in a colour 

contour map for CsCoo.83Mg0.17Br3 as a function of temperature for zero applied field 

(top) and for B=2.6T field (bottom). The magnetic field is applied along the c-axis 

for the data shown in the lower part of the plot. 
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data (B=2.6T) we observe the sharper feature to remain fairly weak through the 

entire temperature range, with no abrupt upturn at a function of temperature, as 

observed in the zero magnetic field case. The diffuse scattering qualitatively appears 

to be unaffected the application of a magnetic field. One difference we can note is the 

overall scale of the measured intensity, a maximum of rv5000cts/mon for B=OT, and 

rv200cts/mon for B=2.6T for base temperature. Finally we can note that the overall 

width of the sharp feature in the scattering at base temperature for B=2.6T is much 

broader than that corresponding to B=OT. 

Let us take a closer look at a single representative scan along the (H,H,l) 

direction. Figure 4.6 shows such a scan along the [H,H,l] direction which passes 

through two magnetic zone centers, (ft, ft, 1) and ( ~, ~, 1) . From this we can see that 

there is no doubt that the scattering contains two components. These two components 

to the scattering imply both long and short range magnetic correlations are present. 

The data was analyzed by a convolution of the scattering cross section with the 

measured two-dimensional resolution function. The cross section, centered at each of 

the ordering wavevectors is described by the sum of an anisotropic Lorentzian and 

an anisotropic Lorentzian-squared component with a high temperature background 

subtraction. The calculated intensities included both the Co2+ magnetic form factor, 

and the neutron polarization factor. The inverse correlation lengths within the ab-

plane and along the c-axis were allowed to differ, accounting for the strong anisotropic 

nature of the AF interactions within the material. The form of the scattering function 

fitted to the data was then: 

s(Q) = A2 
2 
+--A_1 __ 

[l + q~ tqg + 4] [1 + q~ ~q~ + -!!h] 
"'ab Kc K ab K c 

(4.2) 

where if= Q- Qord, and K. = ~- 1 . Where the K.'s are the half widths at half maximum 

and ~ is the correlation length. 
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Figure 4.6: Representative scan in the (H,H,1) direction at T=20K in zero applied 

field . Fits to the two components (Lorenztian squared and Lorentzian) of the scat­

tering. Peaking at each of the two magnetic zone centers ( k, k, 1) and ( ~, ~, 1) are 

displayed clearly. 

The solid lines shown in Fig. 4.G are fits to the data, a Lorentzian-squared 

term (first term in Eq.4.2) was used to describe the sharp feature and a Lorentzian 

term (second term in Eq. 4.2) to describe the broad feature. The Lorentzian-squared 

terms are shown in Fig 4.6 as the light blue and gray curves, while the Lorentzian 

terms are the green and red curves. The sum of all these terms describing the full 

scattering is the blue curve in Fig 4.6 and represents the data very well. 

Typical fits of the data to Eq. 4.2 for several temperatures are shown m 

Figure 4. 7. We present a side by side comparison of the zero field data with the 

B=2.6 T applied field data for 3 temperatures. The fits of the data to Eq. 4.2 are 

shown as the solid blue lines and are of good quality. This functional form for the 

scattering (Eq.4.2) has been used experimentally before for other Random Field Ising 
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systems, such as CoxZn1-xF2 [15) and Feo.6Zno.4F2 [27]. 

If we examine the 25K data set in Figure 4. 7 (top panel) we see that, for both 

zero and the applied magnetic field data, the overall amplitude of the scattering is 

about the same for the 2 components to the scattering. In addition the half width 

at half maximum (inverse correlation length) for both the zero and applied magnetic 

field data are approximately the same. Reducing the temperature slightly, rv5K to 

20K (middle panels in Fig. 4. 7) already has a profound effect. At 20K we see that 

the overall amplitudes of the scattering are no longer the same, the zero magnetic 

field amplitude is rv2.5 times that of the applied magnetic field data. We can also 

observe that the ratio of the broad to sharp components is different in zero applied 

field compared with the applied magnetic field data. For B=OT the amplitude of the 

sharp component is rv3 times that of the broad component, whereas for the B=2.6T 

case the ratio of the amplitudes is about 1 to 1. Again if we compare the full width 

at half maximum of the two data sets, qualitatively we do not see much difference at 

20K. 

Reducing the temperature further to 12K (bottom panels in Fig. 4.7) we 

now see little resemblance between the two cases of B=OT and B=2.6T. The peak 

intensity of the scattering is vastly different now; the zero magnetic field data is rvl5 

times greatPr than that of thC' appli<'d map;nC'tir fiPld data. Th(' Z<'ro magnetic field 

data appears to be largely made up of a single sharp component, while the magnetic 

field data is composed primarily of the broad component. To examine this further 

and more quantitatively we will look at the parameters extracted from fitting the 

data to Eq. 4.2 for the broad and sharp components separately. 

First we will investigate the temperature dependence of the sharp Lorentzian­

squared term's width (Kab and Kc) from Eq. 4.2. The top panel in Fig. 4.8 shows the 

fit parameter Kab [half width at half maximum (HWHM)] for the sharp, Lorentzian-
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Figure 4. 7: Representative critical neutron scattering scans along (H,H, 1) from which 

the colour contour map of Fig. 4.5 was constructed. These are shown for both zero 

applied magnetic field (left hand panels) and for I3=2.GT (right hand panels). Also, 

shown as the solid blue lines are fits to the crit ical scattering as described in the text. 
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Figure 4.8: Fit parameters Kab (top panel) and Kc (bottom panel) as a function 

of temperature extracted from fits to the data using Eq. 4.2. Black circles are 

appropriate to zero applied magnetic field , while red boxes are appropriate to B=2.6T 

applied along the c-axis. 
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squared component from Eq. 4.2. K-ab is related to the inverse correlation length in 

the ab-plane. Likewise the bottom panel of Fig. 4.8 shows the Lorentzian-squared 

component's Kc, which is related to the inverse correlation length along the c-axis. 

The top panel in Fig. 4.8 shows the temperature dependence of Kab in zero applied 

magnetic field (black circles). Above rv 18K, Kab is finite and constant with a value of 

rv 0.0075.A..-1 . This corresponds to a correlation length of rvl30A in the ab-plane. As 

the temperature is reduced below 18K, the HWHM begins to decrease and approaches 

our resolution limit at rvl3K. The same is also true for the parameter Kc, where above 

a temperature of rv 18K the correlation length is rv250A along the c-axis. When a 

magnetic field is applied along the c-axis as shown by the red boxes in Fig. 4.8, we see 

that across the whole temperature range the correlation length, Kab and Kc, remain 

finite. The magnitude of the correlation length is similar to the B=OT case above 

18K. 

The second term in Eq. 4.2 has been used to describe the broad scattering 

observed in the data. Figure 4.9 shows the temperature dependence of K~b (top panel) 

and K~ (bottom panel) fit parameters of the Lorentzian term in Eq. 4.2 to the data. 

In Fig. 4.9 we see much broader correlation lengths when compared to the correlation 

lengths obtained for the Lorentzian-squared term from Eq. 4.2. These short ranged 

correlations, K-~b and <· do not show a qualitative difference between zero applied 

magnetic field and that of the applied magnetic field data. These correlations grow 

linearly below Tn1 and reach their maximum below a temperature of ,...., 15K. 

In the ab-plane we see a correlation length (K~/;1) of rv 5A just below Tn1, 

which grows to a maximum of lOA below 15K for the Lorentzian term in equation 

4.2. Below 15K these broad correlations remain constant with a value of rv lOA down 

to the lowest temperatures measured. The behaviour is similar along the c-axis. This 

short ranged correlation (K~-l) linearly increasing from rv 28K down to rvl5K then 
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Figure 4.9: Inverse correlation lengths extracted from the fit parameters for the 

Lorentzian term in Eq. 4.2. Black circles are appropriate to zero applied magnetic 
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CsCoo.s3Mgo.11Br3 extracted from fits of the data to Eq. 4.2. Top panel (log scale) 

is the amplitude from the Lorentzian-squared term, A2 • Bottom panel (linear scale) 

is the amplitude of the Lorentzian term A1. Zero field is represented by the black 

circles and in field data with B=2.6T applied along the c-axis is represented by red 

boxes. 
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constant below l 7K. With a maximum at low temperatures reaching,...., lOOA. 

Figure 4.10 shows the temperature dependence of the extracted parameters 

for the amplitudes A2 and A1 for the Lorentzian-squared and Lorentzian components 

in Eq. 4.2 respectively. The top panel of Fig. 4.10 shows the temperature dependence 

of A2 on a log scale. The sharp Lorentzian-squared component, A2 (top panel) shows 

downward curvature near 28K, indicating the onset of a phase transition. Below 

rvl8K A2 displays an abrupt upturn in scattering amplitude as a function of temper­

ature. This upturn of the scattering amplitude in zero field is not evident when a 

magnetic field is applied; in Fig. 4.10 the scattering amplitude,A2 , is relatively flat 

as a function of temperature. The broad Lorentzian component, A1 (bottom panel 

of Fig. 4.10) displays a gradual upturn for the whole temperature range for both 

the zero and B=2.GT applied magnetic field. The strong magnetic field dependence is 

only observed in the long range correlations and not for the short ranged correlations. 

We are consistently seeing an indication of a phase transition ,...., l8K. In Fig. 

4.8 we see that inverse correlation length from the Lorentzian-squared term, Kab and 

"'c' both begin to approach our resolution limit below 18K and by 13K has reached our 

resolution limit in zero applied magnetic field. We were able to measure the in plane 

lattice constant, a, as a function of temperature along the [1,1,0] direction using the 

peak positions from the scans along the [H,H,l] direction. At low temperatures it was 

noticed that the lattice distortions were only along the RH-direction, no appreciable 

distortion was seen along the L-direction. Thus the assumption was made that there 

is only an expansion of the lattice within the basal plane and not along the c-axis. 

Figure 4.11, shows the temperature dependence of the a-lattice constant. Above 20K 

the lattice parameter is constant within error. As we reduce the temperature below 

20K the lattice starts to expand slightly in the basal plane. This expansion continues 

down to"-' l3K then becomes constant again to the low temperature. This seems to 
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Figure 4.11: The temperature dependence of the a-lattice parameter as measured 

from the ( ~, ~, 1) magnetic Bragg peak position. 

coincide qualitatively with the low temperature phase transition into the fully ordered 

state at Tn3 13K. While the onset of the lattice distortion seems to coincide with the 

temperature that the Lorentzian-squared component inverse correlation length, K,ab 

and Kc, tends to zero. This expansion of the a-lattice parameter is extremely small, 

rv 0.02.A which explains why it was not observed before in work done by van Duijn 

(2]. When we apply a magnetic field of 2.6 Tesla along the c-direction (black boxes 

in Fig. 4.11) the lattice parameter is almost constant as a function of temperature, 

with a rv 0.01.A expansion ( rv the error bars). 
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4.4 Discussion 

At first glance the small amount of disorder seems to suppress the two known phase 

transitions in CsCoBr3, as seen in Fig. 4.3. If we examine the top panel of Fig. 

4.10, the fit parameter A2 in Eq. 4.2 on a linear scale we see that the two phase 

transitions in CsCoBr3 are preserved in CsCo0.83 Mg0.17Br3. Panel (a) in Fig. 4.12 

shows an abrupt increase in the magnetic Bragg peak intensity near Tn3 . If we look 

on an expanded scale near 28K (panel (b) of Fig. 4.12) we see the indication of a 

phase transition near Tn1 in CsCo0 .83 Mgo.11Br3. 

There is a possibility that the sample might be made up of a mixture of doped 

CsCo0.83Mg0.17Br3 and pure CsCoBr3. This would mean that the sharp feature we see 

develop at Tn 1 originates from the part of the sample that is CsCoBr3 and the diffuse 

magnetic scattering would originate from the CsCo0.83Mg0.17Br3 part of the sample. 

We argue that this cannot be the case, as we see in Fig. 4.8 the fit parameters that 
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Figure 4.12: Amplitude of the Lorentzian-squared term, A2 from fits of the data to Eq. 

4.2 are plotted on a linear scale. (a) shows the full temperature range demonstrating 

the upturn near Tn3 in pure CsCoBr3 . (b) shows an expanded scale near the phase 

transition, Tn1. 
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Figure 4.13: A comparision of two [H,H,1] critical scattering scans near rn, ~' 1], both 

well below Tn 1 . Each has been normalized such that the peak intensity is 1. 

describe the width of the Lorentzian-squared term in Eq. 4.2 (Kab and Kc) are not 

resolution limited below Tn1 . This effect can be observed by a simple comparison of 

the raw data below Tn1 . Figure 4.13 shows scans through the rn, ~ , 1] magnetic Bragg 

peak well below Tn1 in zero applied magnetic field. These scans have been normalized 

such that the peak intensity for the scan is 1 so that a qualitative comparison of the 

widths can be made. If the sharp Lorentzian-squared component was the result of an 

impurity phase of pure CsCoBr3 present within the sample we would expect that for 

both these scans taken at 20K and 16K they would be resolution limited. It is obvious 

from the raw data presented in Fig. 4.13 that at T=20K the sharp component is not 

resolution limited. 

We will interpreted our results within the framework of the Random Field 

Ising Model (RFIM). A typical RFIM experimental system is that of an antiferro­

magnetic material on a square lattice that has been doped with magnetic holes (as 

discussed in Chapter 3). To realize the random field one must apply a magnetic field 
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along the moment direction. The system then nucleates domains pinned to the mag-

netic vacancies. CsCoBr3 is a more complex realization of a random field state as it 

is on a triangular lattice instead of a square lattice. In addition there are two different 

ordered magnetic phases as a function of temperature that must be considered. In 

CsCoo.s3Mg0_17Br3 we will need to consider both the effect of the magnetic vacancies 

within a particular ordered phase and the effect the magnetic field will have on that 

particular ordered phase of CsCoBr3. 

4.4.1 CASE 1: Partially Paramagnetic Phase 

We will first consider how magnetic vacancies will effect the three sublattice state 

of CsCoBr3. Figure 4.2(a) displays an illustration of the three sublattice state of 

CsCoBr3, and we will introduce Mg ions into this lattice. These Mg ions will have 

the net effect of removing a spin from thC' lattice. In zero applied magnetic field there 

is one site on the lattice in which the Mg ion can sit without having an effect on 

the magnetic exchange energy present, the paramagnetic sublattice. The quenched 

vacancies will nucleate domains where the Mg ion is coincident with the paramagnetic 

sub lattice. Three such domains are depicted in Figure 4.14(a), with domain walls 

running between them. 

With the application of a magnetic field along the c-axis, the system would 

also like to nucleate RF domains to minimize the energy. This tim<' if the field 

is strong enough, the system will nucleate these domains on the down sub-lattice 

(opposite the magnetic field). We would be in the field dominated regime if the mag­

netic field energy, gµ 8 !:::..SH, is greater than that of the in-plane interaction energy, 

2J' En.n. sisj. 
gµb~SH rv 4µn(l)(2.6T) rv 0.6meV (4.3) 

2J' ~)SiS1 ) rv 2 * 0.0096Thz * 6 * ~ * ~ rv 0.13meV 
n.n. 2 2 

( 4.4) 
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(a) (b) 

Zero Magnetic Field Applied Magnetic Field 

Figure 4.14: Role of nonmagnetic atoms in generating a random field domain state in 

the Partially Paramagnetic state of CsCoBr3. a) Zero magnetic field, the nonmagnetic 

Mg ion couples to the paramagnetic site. b) Applied magnetic field along the c-axis, 

the nonmagnetic Mg ion couples to the lattice sites which would have ;~ligned opposite 

to the applied magnetic field in the absence of the vacancy. 

Here we can see by the rough calculation that we should be within the fieltl dominated 

regime with a H=2.6 Tesla field applied. The fact that we observe such a strong 

field induced effect in CsCo0.83Mgo.17Br3 also strongly suggests we are in a field 

dominated regime at H=2.6T. An illustration of domains that would be formed in 

the field dominated regime can be found in Figure 4.14(b). The domains would 

nucleate instead such that the vacancies reside on the spin down sites in the lattice 

and not on the paramagnetic site. as in the zero magnetic field case. 

It is then expected that in the partially paramagnetic phase of 

CsCoo.s3Mgo.11Br3 the RF state would be present for both an applied magnetic field 

and for zero applied magnetic field. Our data supports this argument, as we see in the 

inverse correlation length measurements for both the K, and K,
1 shown in Figure's 4.8 

and 4.9 respectively. Both of these correlation lengths are finite within the partially 

paramagnetic phase of CsCoBr3 indicating that domain structures are present. 
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4.4.2 CASE 2: Low Temperature Ordered Phase 

The low temperature ordered phase of CsCoBr3 as illustrated in Figure 4.2(b) is that 

of three-sub lattice ordered antiferromagnet. The effect of quenched magnetic vacan­

cies in this ordered phase will be different than that of the partially paramagnetic 

phase. With the paramagnetic site now absent there is nothing to break the sym­

metry between the two possible states around an impurity without the application 

of a magnetic field. We still Pxpect that with an applied magnetic field will form a 

RF state, as it would in a 2-D square lattice random field problem. Figure 4.15 is 

an illustration of how the magnetic vacancy couples to the low temperature phase of 

CsCoBr3 for both zero magnetjc field and a magnetic field applied along the c-axis. 

In zero applied magnetic field, we sec that two of the magnetic vacancies (Mg ions) 

now have the same local environment while the third is in a different environment. 

While in the presence of a sufficiently strong magnetic field the vacancies will reside 

on a unique down sublattice, thereby encouraging the domain state shown in Fig. 

4.15b. 

Fig. 4.8 shows that in zero magnetic field the inverse correlation length 

(Kab1 Kc) approaches zero below Tn3, the fully ordered phase of CsCoBr3 . When 

we apply the magnetic field to the system we see in Fig. 4.8 that within the low 

temperature phase there is a persistent measurable correlation length (~ab,~c)· In fact 

the correlation length is fairly constant for all measured temperatures below T nl while 

the magnetic field is applied. WP thPreforc a."lsociatc the sharp Lorentzian-squared 

term from Equation 4.2 with the RF state, and not the broad Lorentzian t1~rm, as 

was previously thought [2]. 
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(a) (b) 

\ I 

Zero Magnetic Field Applied Magnetic Field 

Figure 4.15: Role of nonmagnetic atoms in generating a random field domain state 

in the low temperature ordered phase of CsCoBr3 . a) Zero magnetic field , the system 

will not be in the RF state and the system should fully order. b) Applied Magnetic 

Field along the c-axis, the nonmagnetic Mg ion couples to the lattice sites which would 

have aligned opposite to the applied magnetic field in the absence of the vacancy. 

4.5 Conclusion 

Our critical scattering study of CsCo0.83 Mg0_17Br3 has shown that weak dilution does 

not wipe out the phase transitions in CsCo0.83 Mg0_17Br3 • We see clear evidence that 

magnetic Bragg peaks appear at Tn 1 r-v 28K as seen in Figure 4.5. The system instead 

enters a Random Field Domain state in the temperature range from 28K-18K for zero 

applied field. Then as the system 's paramagnetic sites begins to order we lose this 

Random Field Domain state in zero field. As we approach the long range ordered state 

at r-v 13K there is a slight lattice distortion which begins at 18K. With the application 

a magnetic field along tlu· c-axis of 2.6 Tesla the system remains in the domain state 

to the lowest temperatures measured. We see that the Lorentzian-squared term (the 

sharp component to the scattering) is in fact the component associated with the 

Random Field Domain state. 
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Chapter 5 

T\Vo and Three Dimensional 

Incommensurate Modulation in 

Optimally-Doped Bi2Sr2CaCu20s+8 

This chapter incorporates the article "Two and Three Dimensional Incommensurate 

Modulation in Optimally-Doped Bi2Sr2CaCu20 8+0", Phys. Rev. B, 73,174505(2006). 

The x-ray experiments were performed on the rotating anode x-ray generator at Mc­

Master University and in part on the 4-ID-D beamline at the Advanced Photon Source 

in Argonne 11. The samples were prepared by H.A. Dabkowska, A. Nabialek and G. 

Gu using the floating zone image furnace at :McMaster University. The experiments 

and subsequent data analysis was performed by myself under the guidance of B.D. 

Gaulin. The article was authored by myself and B.D. Gaulin. 
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Abstract 
X-ray scattering measurements on optimally-doped single crystal samples of the high 

temperature superconductor Bi2Sr2CaCu208+6 reveal the presence of three distinct 

incommensurate charge modulations, each involving a roughly fivefold increase in 

the unit cell dimension along the b-direction. The strongest scattering comes from 

the well known (h, k± 0.21, 1) modulation and its harmonics. However, we also ob­

serve broad diffraction which peak up at the L values complementary to those which 

characterize the known modulated structure. These diffraction features correspond 

to correlation lengths of roughly a unit cell dimension, ~c""'20 A in the c direction, 

and of ~b""' 185 A parallel to the incommensurate wavevector. We interpret these 

features as arising from three dimensional incommensurate domains and the inter­

faces between them, respectively. In addition we investigate the recently discovered 

incommensurate modulations which peak up at (1/2, k± 0.21, I) and related wavevec­

tors. Here we explicitly study the L-dependence of this scattering and see that these 

charge modulations are two dimensional in nature with weak correlations on the scale 

of a bilayer thickness, and that they correspond to short range, isotropic correlation 

lengths within the basal plane. We relate these new incommensurate modulations to 

the electronic nanostructure observed in Bi2Sr2CaCu20s+8 using STM topography. 

63 



5.1 Introduction 

High temperature superconductivity is observed and has been extensively studied 

across several families of layered copper oxides[l]. While the structure of families of 

these materials differ in detail, they are all comprised of stackings of Cu02 rectangular 

layers, with so-called charge resevoir layers in between. The Cu02 layers can occur 

in isolation, or appear in bi- or trilayer assemblies. One of the most extensively 

studied of these materials is Bi2Sr2CaCu20 8+J, which is known to display an optimal 

superconducting Tc of,...., 93 K [1]. As shown in Fig. 5.1, it is a bilayer superconductor 

with orthorhombic symmetry and lattice parameters of arvbrv 5.4 A, and c=30.8 A 

[2]. As such two Cu02 bilayers appear within the unit cell separated by rv 15.4 A 

along c. 

BbSr2 CaCu2 0 8+ 8 has been the high temperature superconducting sample 

of choice for studies using surface-sensitive techniques such as photoemission[3] and 

scanning tunneling microscopy (STM) [4]. This is due to the relative ease of produc­

ing clean, cleaved surfaces of Bi2Sr2CaCu20 8+8 at low temperature, a consequence 

of its extreme quasi-two dimensionality, even compared with other families of lay­

ered high temperature superconductors, such as YBa2Cu30 7_5 and La2_xSr:i:Cu04 • 

These techniques and the information they provide on electronic structure have 

been very important to the general fi<·kl of high temperature superconductivity, and 

BbSr2CaCu20 8H has been crucial to these studies. Unfortunately, the two dimen­

sional nature of the material has also resulted in relatively thin single crystals being 

grown (with thicknesses in the c direction of as much as, but typically smaller than, 

a few millimeters). This has precluded, or made very difficult, the study of the 

Bi2Sr2CaCu20 8 H family by experimental techniques which require a large volume of 

material, such as single crystal neutron scattering[5]. 

The structural detail for which BbSr2CaCu20s+s is perhaps best appre-
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Figure 5.1 : A schematic diagram depicting one unit cell of Bi2Sr2CaCu20 8 H is 

shown. The light (orange) pyramids represent Cu02 plus apical oxygen complexes, 

while the dark (blue) octahedra represent Bi02 plus apical oxygen atom complexes. 

The Cu ions reside at the center of the base of the light pyramids, while the Bi ions 

reside at the center of the octahedra. The Cu02 and Bi02 bilayer thicknesses are 3.3 

A and 3.2 A, respectively, while the bilayer-bilayer separation, c/2, is rv 15.4 A. 

65 



ciated is the incommensurate modulation it possesses within its basal plane. This 

incommensurate modulation has been observed by different techniques including, x­

ray[6], neutron[7] and electron diffraction[8]; scanning tunneling microscopy[9], and 

electron microscopy[lO]. This complex crystal structure has been described in terms 

of two interpenetrating periodic crystals, each of which modulate the other[l 1], with 

supporting experimental evidence from neutron scattering[12]. 

The modulation is one-dimensional, running along the b-direction in the basal 

plane, and it is the modulation (as opposed to a difference between a and b lattice 

parameters) that is responsible for the lower-than-tetragonal symmetry of the struc­

ture. The incommensurate modulation is characterized by multiple harmonics, and 

the first order harmonic corresponds to a periodicity of roughly 5 unit cells along b. 

Interestingly, it appears that Bi2Sr2CaCu20 8+8 crystals typically grow untwinned, 

likely a consequence of strains which would develop between orthogonal modulations. 

This is in contrast to other families of high temperature superconductors which can 

be produced in an untwinned state, but only with considerable effort in preparation. 

5.2 Materials and Experimental Methods 

The BbSr2CaCu20s+8 single crystal samples were grown by the traveling solvent 

floating zone techniques using a Crystal Systems Inc. image furnace. The growth 

was performed from premelted polycrystalline rods in 2 atmospheres of flowing 0 2 . 

The rods were counter-rotated at 30 rpm and the growth speed was 0.2 mm/hour. 

The resulting single crystals were carefully extracted from a large boule, and had 

approximate dimensions of 10 mm x 5 mm x 0.1 mm, where the thin dimension was 

parallel to the c axis. Although thin, the single crystals were of excellent quality with 

mosaic spreads less than 0.07 degrees, and a superconducting transition temperature, 

determined by SQUID magnetomery, of Tc,....., 92 K with a width of,....., 2 K. 
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Two sets of x-ray scattering measurements were performed on these sam­

ples. Measurements were made using a Cu-rotating anode source and a triple axis 

spectrometer at McMaster University. These measurements employed Cu-Ka radia­

tion and utilized a pyrolitic graphite monochromator. The sample was mounted in 

a closed cycle refrigerator and placed in a four-circle goiniometer. Four sets of slits 

were employed to define the incident and scattered beams. 

A high resolution diffraction setup at the Advanced Photon Source syn­

chrotron radiation facility was used to study a subset of the modulations with greater 

precision. These measurements were performed on the 4-ID-D beamline at an x-ray 

energy of 16 keV. This beamline is equipped with a double-crystal Si(lll) monochro­

mator. A Pd-coated bent mirror was used to focus the beam to a spot size of 180 x 

220 µm at thP sample. A fiat Pd mirror was used to further suppress higher order 

harmonics. The thin single crystal sample was placed in a closed cycle refrigerator. 

A Ge(lll) analyser was used to reduce background and to improve resolution. 

5.3 Experimental Results 

5.3.1 Three Dimensional Modulated Structure 

Synchrotron x-ray scattering scans of the form (O,K,O) and (O,K,1) are shown in Fig. 

5.2. This data is plotted on a logarithmic intensity scale, and was taken at T:=lO K, 

although no significant temperature dependence was observed to this scattering to 

temperatures as high as 300 K. A clear pattern of diffraction peaks is observable at 

incommensurate wavevectors of the form (0, 4-nxT, L) for T=0.21, corresponding to 

a roughly 5 unit cell modulation, and at all harmonics (n=l,2,3,4) which we studied. 

Two distinct lineshapes are clearly present. One is very sharp, resolution limited, 

and these peaks alternate in harmonic for a particular L. This is to say that the even 
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Figure 5.2: Synchrotron X-ray scattering scans on a logarithmic intensity scale along 

[O,K,O] (top panel) and [O,K,l] (lower panel) in Bi2Sr2CaCu20sH· A total of four 

harmonics of the modulated structure with the form (0, 4-nxr, L) are observed at 

both L=O and L=l, and they clearly alternate between resolution-limited and broad 

along both K and L (see Fig. 5.3). The broad component to the scattering is well 

described by a Lorentzian-squared lineshape (see Fig. 5.4). 
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harmonic, n=2 (K=3.58), is clearly sharp in K for L=O, while it is the odd harmonics, 

n=l (K=3.79) and n=3 (3.37), which are sharp for L=l. 

Figure 5.3 shows x-ray scattering data, plotted on a logarithmic intensity 

axis, taken with the rotating anode source. This data examines the systematic L 

dependence of the scattering shown in Fig. 5.2. Once again this data is taken at 10 

K and scans of the form (0, 4, L), (0, 3.79, L), and (0, 3.58, L) are shown in the top, 

middle and bottom panels of Fig. 5.3, respectively. Consistent with the data shown 

in Fig. 5.2, two sets of incommensurate diffraction peaks are seen in the bottom two 

panels, which alternate with L, between a sharp, resolution-limited lineshape, and a 

broad diffraction feature. 

Clearly, at alternate harmonics one observes a much broader lineshape. This 

is considered quantitativC'ly in Fig;. S.4, whPn' broad diffraction features at (0, 3.58, 

1) and (0, 3.58, 5) are plotted as a function of K and L on a linear intensity scale. 

This data was fit to a Lorentzian-squared form along both b* and c*: 

S(Q) = [l+ (:~'?0 l2] 2 
yielding correlation lengths of ~b = .l. rv 185 A and ~c=20 A. 

Kb 

(5.1) 

Together these data illustrate two co-existing incommensurate structures one 

of which displays resolution-limited long range order in three dimensions, while the 

other displays three dimensional, albeit highly anisotropic, short range order. We 

interpret the anisotropic, short-range order diffraction peaks as arising from stacking 

faults in the incommensurate modulation. 

For simplicity, we discuss this three dimensional scattering as if a single har­

monic characterized the incommensurate structure. Domains of well ordered modu-

lated regions give rise to the resolution limited peaks at say (0, 3.79, L) with L=odd. 

The L=odd requirement implies a phase shift of of 'Tr, 3X7f, 5x?r, between either Cu02 
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Figure 5.3: Rotating anode x-ray scattering measurements on a logarithmic intensity 

scale show the L-dependence of the principal Bragg peaks, such as [0,4,L] (top panel); 

the first order harmonic of the modulated structure (0, 3.79, L] (middle panel); and 

the second order harmonic of the primary modulated structure [O, 3.58, L] (bottom 

panel). The harmonics alternate with L between resolution-limited Bragg scattering 

and broad scattering which is well described by a Lorentzian-squared lineshape (see 

Fig. 5.4). 
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Figure 5.4: X-ray scattering scans along K (top) and L (bottom) taken from Figs. 

5.2 and 5.3 and plotted on a linear intensity scale. Both plots show the second order 

harmonics of the primary modulation [O, 3.58, 1] and [O, 3.58, 5). These positions 

correspond to wavevectors with broad (as opposed to resolution-limited) lineshapes. 

Also shown is the fit to each lineshape using a Lorentzian-squared form, Eq. 5.1, 

which is clearly excellent. As described in the text, this lineshape is typically used to 

describe the three dimensional random field domain state in disordered magnets. 
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bilayers (or equivalently Bi02 bilayers) which are separated from each other by half a 

unit cell along c (see Fig. 5.1). That is, the modulated structure within a particular 

bilayer is 7r out of phase with that immediately above and below it. 

In contrast the L-dependence of the broad diffraction peaks, such as (0, 3.79, 

L) with L=even, implies that this incommensurate modulation is in phase with that 

in the bilayer immediately above and below it. Also, as the correlation length along 

c is roughly a unit cell dimension, we have a very natural interpretation that these 

diffraction features arise from the interface between two bulk domains, but which are 

out of phase with respect to each other. While the domain interfaces, attributed to 

the broad diffraction peaks, are anisotropic with ~c rv 20 A. and ~a ,....., 185 A, we classify 

all of the (0, 4 ± nxT, L) superlattice diffraction peakR as being three dimensional 

in nature, as all of the superlattice peaks are localized around a particular point in 

reciprocal space, as opposed to being organized into rods or sheets of scattering, as 

is known to be relevant to two and one dimensional structures, respectively. 

5.3.2 Two Dimensional Modulated Structure 

X-ray scattering measurements using the rotating anode source were also extended 

to look for additional charge modulation. Additional modulation, distinct from that 

at (0, 4-nxr, L) and discussed above, involving a doubling of the periodicity along 

a have recently been reported in Bi2Sr2CaCu2 0s+& by Megtert and co-workers[l3], 

and also by ourselves[l4]. Scans performed along H, going through the second order 

harmonic of the three dimensional modulation, (0, 4-2x0.21, 5), are shown in the 

bottom two panels of Fig. 5.5. The (0, 3.58, 5) second order harmonic of the three 

dimensional modulation is easily observable at the rv 10 counts/second level. However, 

we also observe peaks at (±1/2, 3.58, 5) at the 0.4 counts/second level on a ,...._, 0.2 

counts/second background. While weak, this H=l/2 modulation is clearly resolved 
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Figure 5.5: X-ray scattering scans of the form [H, 3.58, 5] which show the new mod­

ulated structure corresponding to a doubling of the unit cell along a is shown. The 

dashed line in the upper panel shows where the scans reside in reciprocal space, pass­

ing through the second order harmonic of the primary modulation. The middle and 

lower panels show these scans on logarithmic (middle) and linear (bottom) inten­

sity scales, with Lorentzian lineshapes (Eq. 0.2) fit to the data. The bottom panel 

also demonstrates the lack of temperature dependence to this scattering below room 

temperature. 
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in the middle panel of Fig. 5.5. The bottom panel of Fig. 5.5 shows three data sets 

at T=lO K, 100 K, and 250 K, at the (-1/2, 3.58, 5) wavevector and demonstrates 

that, like the H=O modulations discussed above, the new H=l/2 modulations have 

little or no temperature dependence to temperatures as high as room temperature. 

The peaks shown in Fig. 5.5 Wf'ff' fit to n. resolution-convoluted Lorentzian form: 

A 
S(Q) = [1 + (Q-K~o)2] (5.2) 

and the (±1/2 1 3.58, 5) peak" were found to be characterized by a correlation 

length of ~a rv 27 A along a. 

Figure 5.6 shows x-ray scattering scans of the form (1/2, K, 5) passing be­

tween K=3 and 4, and showing (1/2, 4-nxT, G) for T=0.21 and n=l,2,3, and 4. The 

top panel of Fig. 5.6 locates these scans in reciprocal space as the dashed lines. Also 

shown in the bottom panel of Fig. 5.6, are scans of the form (0, K, 0) and (0, K, 1) 

taken under precisely the same experimental conditions as the (1/2, K, 5) scan. This 

data shows K scans through (0 1 3.58, 0) and (0, 3.79, 1) which are both resolution­

limited Bragg peaks (see Fig. 5.2). We therefore conclude that the peaks shown in 

the (1/2, K, 5) scans of Fig. 5.6 are not resolution limited. We can provide an excel­

lent fit to this data, shown as the solid line in Fig. 5.6 1 with a resolution-convoluted 

Lorentzian lineshape, Eq. 5.2. We then extract a relatively short correlation length 

along b for this H=l/2 modulation of (b rv 27 A, very similar to the correlation length 

~a, extracted from the (H, 3.58, 5) scans of Fig. 5.5. 

Figure 5.7 shows L-scans of the form (1/2, 4-nxT, L) for n=2 in the top 

panel, that is (1/2, 3.58, L), and for n=l, 2, 3, and 4 in the bottom panel. Also 

shown in the top panel is a background scan taken at (0.3, 3.45, L). Remarkably 

these scans, from L=-10 to 10, show almost no L-dependence at all; that is rods 

of scattering characteristic of two dimensional structures. The scattering is weakly 
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Figure 5.6: X-ray scattering scans of the form [1/2, K, 5} which display the new 

modulated structure corresponding to a doubling of the unit cell along a is shown. 

The upper panel shows where the scans reside in reciprocal space, passing through the 

first four harmonics of this new modulated structure. The data in the bottom panel is 

fit to Lorentzian lineshapes (Eq. 5.2) centered at each of the four harmonic positions 

along K. Also shown for comparison in the same panel are K scans of the first and 

second harmonics of the primary modulated structure, whose linewidth defines the 

instrumental resolution. 
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Figure 5.7: X-ray scattering scans of the form [1/2, K, L] which observe the new 

modulated structure corresponding to a doubling of the unit cell along a are shown. 

The top panel shows L-scans of the second order (K=3.58) harmonic of this scattering, 

at different temperatures below 250 K, as well as a background scan of the form [.3, 

3.45, L]. The lower panel shows the L dependence of each of the first four harmonics of 

this structure at 10 K. Remarkably over the 10 Brillouin zones from L=lO to L=-10, 

a near complete rod of scattering is observed for the first order harmonic (K=3.79), 

while higher order harmonics peak up weakly at L=±5. 
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peaked at L rv ± 5, but extends over all L values measured. These scans were also 

carried out as a function of temperature, and again, as seen in the top panel of Fig. 

5.7, one sees little or no temperature dependence to temperatures as high as room 

temperature. These results on the new (1/2, 4-nxr, L) modulations extend those 

reported earlier[l3, 14) by explicitly determining L dependencies. We also see that 

our results give approximately isotropic correlation lengths within the a-b plane a 

factor of two smaller than those reported by Megtert and collaborators[13]. However, 

the Megtert et al. work does not discuss the form to which the scattering was fit to 

extract their correlation length, and hence a quantitative comparison is not possible 

at present. 

The extreme extended nature of this scattering in L helps us understand why 

the scattering is so weak at any one position, and therefore why it is difficult to 

observe, and has escaped observation until recently. As the scattering is broad in 

both H and K (with correlation lengths ~ab rv 27 A and rod-like in L, the integrated 

intensity of these H=l/2 incommensurate modulations is in fact quite appreciable. 

However the scattering is sufficiently diffuse so as to make its peak intensity very weak, 

down by a factor of 106 compared with principal Bragg peaks of the three dimensional 

structure, such as (0, 4, 0). The characteristics of the three sets of scattering from 

incommensurate modulations are summarized in Table 1. 

5.4 Discussion and Relation to STM Imaging 

Our results show three distinct sets of incommensurate modulation in optimally­

doped Bi2Sr2CaCu20s+&, which co-exist at all temperatures below room temperature. 

Two of these are three dimensional in nature, with scattering centered on definite 

Bragg points in reciprocal space. This scattering is peaked up at (H, 4-nxr, L) and 

alternates as a function of harmonic at a particular L, and as a function of L at 
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(0, 4 - 8, even) (0, 4 - 8, odd) (1/2, 4 - 8, L) 

In-plane 6,..., 185A res. lim. ~a IV ~b,..., 27 A 

correlations (Lorentzian) 2 Lorentzian 

Out of plane ~c rv 20A res. lim. Rod like 

correlations (Lorentzian) 2 

Table 5.1: The characteristics of the scattering at the incommensurate wavevectors 

with three distinct lineshapes is summarized. As discussed in the text, (0, 3."19, 0), 

(0, 3.37, 0) and (0, 3.58, 1) are typical of (0, 4-8, even) wavevectors; while (O~t 3.58, 

0), (0, 3.79, 1), and (0, 3.37, 1) are typical of (0, 4-8, odd) wavevectors (see Figs. 2 

and 3). 

a particular harmonic, between resolution-limited peaks and those characterized by 

finite and anisotropic correlation lengths in all three directions. 

The broad, (H, 4-nxT, L), incommensurate peaks are extremely well de­

scribed by a Lorentzian-squared lineshape (Fig. 5.4). This is an interesting result in 

itself, as a sum of Lorentzian plus Lorentzian-squared terms is typically used to model 

diffuse magnetic scattering in random field Ising model (RFIM) magnets, which dis­

play random local symmetry breaking[15]. Three dimensional RFIM systems, such as 

CoxZn1_xF2[l6] and FexZn1_xF2[17] in the presence of an applied magnetic field, show 

magnetic diffraction features with negligible Lorentzian weight, and thus their diffuse 

scattering is also very well described by a Lorentzian-squared form. Such a scatter­

ing form implies a pair-correlation function in three dimensions which falls off with 

distance as exp(-Kr), and is characteristic of a domain wall state[l5]. Our results for 

;;,ab imply these domains are hundreds of angstroms across, with domain walls which 

are a single unit cell in extent in the c direction. This small spatial extent, ~c IV 20 A 

in the c direction is consistent with local stacking defects. As Bi2Sr2CaCu20 8+8 is 
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more generally the m=2 member of the Bi2Sr2C3m-i Cum04+2m+& family, the nature 

of the stacking fault is likely a missing Ca-layer. As such the domain wall itself is 

expected to locally be the m=l member of the family: Bi2Sr2Cu06+&· This is a rela­

tively low Tc superconductor (Tc rv 10 K) with a smaller c-axis, c=24.6 A.[18] than 

Bi2Sr2CaCu20s+&· Such a scenario has recently been proposed from high resolution 

electron microscopy measurements performed on the same crystals as those studied 

here[l9]. 

The most remarkable result we report is the confirmation and characterization 

of the incommensurate modulation corresponding to a doubling of the periodicity 

along H and giving rise to rods of scattering of the form (1/2, 4-nxr, L) at all L. 

The scattering tends to be weakly peaked near L=± 5. This indicates out-of-phase, 

or 7r, correlations within a bilayer. As shown schematically in Fig. 1, the Cu02 

and Bi02 bilayer thicknesses are almost identical, at ,....., 3.3 A. Such correlations give 

rise to weak peaks at wavevectors of7r/(bi-layer thickness) rv rr/3.3 A =0.95 )t-1 rv 

L=5X27r/c. As can be seen in Fig. 5.7, this tendency for the two dimensional rods 

of scattering to peak up near Lrv ± 5 seems to be strongest for the second and third 

order harmonics of this incommensurate structure (1/2, 3.58, L) and (1/2, 3.3'?5, L), 

and is not seen at all for the 1st order harmonic (1/2, 3.79, L) which appears to be 

truly rod-like in nature. 

Several interesting questions arise from the observation of this two dimen­

sional incommensurate structure. First, from what does it arise? For example, is it a 

surface effect, or can it arise from an intrinsically two dimensional charge inho:moge­

niety which exists throughout the full volume of the crystal? 

The scattering geometry employed in all of the measurements presented in 

this paper is transmission geometry, and hence it is very unlikely that the rod-like 

incommensurate scattering we observe in Figs. 5.5, 5.6, and 5. 7 is due to surface 
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structure of any kind, even though it is two dimensional in nature. We are then 

left with the intriguing conclusion that the scattering originates from the bulk of the 

crystal, but is nonetheless two dimensional in nature. 

A second question which arises is, given that the Bi2Sr2CaCu20 8+6 family of 

superconductors have been studied for more than 15 years, has this type of structure 

been observed in previous experiments? We believe the answer to this question is yes, 

and consider earlier STM measurements of the surface structure of Bi2Sr2CaCu20sH. 

Room temperature measurements by Sugita et al.[20] identified a superstructure with 

periodicity of two unit cells along the a direction. In addition, we reconsider higher 

resolution, low temperature STM images of the surface structure of Bi2Sr2CaCu20s+o 

discussed several years ago by Pan and co-workers[9]. Figure 5.8 shows an STM 

image of the [001] cleaved surface of near-optimally doped Bi2Sr2CaCu20 8+8 from 

Pan et al[9]. The well known (0, 0.21, L) modulation is seen as the periodic lighter 

stripes which run along the vertical direction in the STM image and which have an 

approximate periodicity of 5 unitcell dimensions along b. However, superposed on 

the light stripes is an "S-like" dark modulation, which has a periodicity of 2 unit 

cells along the stripe; that is along the a-direction. This additional modulation in 

the structure appears superposed on every light stripe within the field of view. As 

such one expects its manifestation in reciprocal space to appear at wavevectors of the 

form (1/2, 0.21, L), exactly where we observe the two dimensional rods of scattering. 

Further, careful examination of the STM image shows that the S-modulation 

along a is not a perfect pattern, but is characterized by phase slips both along a 

and between S-modulations imposed on adjacent light stripes. Consequently, such 

substructure would not give rise to resolution-limited Bragg peaks, but rather to 

diffuse peaks characterized by relatively short correlation lengths. Again, this is fully 

consistent with the two dimensional rods of scattering which we have observed at 
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Figure 5.8: The correlation areas of the new modulated structure corresponding to 

a doubling of the unit cell along a extracted from our x-ray scattering analysis are 

superposed on STM topographs[9] of the surface of Bi2Sr2CaCu20s+8· Our mea-

surements indicate isotropic short range correlations with a correlation length of rv 

27 A, and these correspond very well to the extent of the "S" microstructure which 

appears to be imprinted on the primary modulated structure of Bi2Sr2CaCu20 8H, 

as observed in real space with the STM measurements. 
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(1/2, 4-nxr, L), wherein the correlation length measured in the ab-plane was found 

to be approximately isotropic, ~ab ,...., 27 A. We have superposed correlation-areas 

within the ab plane using the correlation lengths extracted from our x-ray scattering 

measurements, onto the STM images[9] of the structure of the cleaved [001] plane of 

optimally-doped Bi2Sr2CaCu20 8+8, and the agreement between the two is remarkably 

good. The S-modulation within the STM image was not commented on by Pan et 

al[9]. However, as STM is a very surface sensitive probe, it provides little information 

as to the behaviour of this substructure into the bulk of the material. It would 

therefore be possible to associate such structure in an STM experiment with a surface 

effect. However, we reiterate that our x-ray scattering measurements, performed in 

transmission geometry, are very insensitive to the surface. We conclude that the 

two dimensional modulated structure we observe in x-ray scattering is the same as 

the electronic inhomogneiety observed with STM, and that it originates from charge 

inhomogeniety within the bulk of the Bi2Sr2CaCu20 8+o superconductor. 

Finally, one can ask how general is the phenomenon of charge inhomogeniety 

in different families of high temperature superconductors? Of course, electronic phase 

separation is implied within a variety of models for high temperature superconductiv­

ity, most prominently those involving "stripes'' [21]. However, is there related diffuse 

scattering evidence in other high temperature superconductors? 

The answer again appears to be yes, with the recent reports of a four unit 

cell superstructure with correlation lengths of ,...., 20 A within the ab plane and 

very short range correlations along c in optimally doped YBa2Cu30 7_8 [22], and 

related superstructure in underdoped YBa2Cu30 7_8[23]. In these cases, the short 

range ordered superstructure is periodic along the shorter Cu-Cu bond, whereas 

the two unit cell superstructure we report here for Bi2Sr2CaCu20 8H is periodic 

along a diagonal of the Cu02 basal plane cell, and thus at 45 degrees to either 
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Cu-Cu bond. This difference, however, may simply be a consequence of the elec­

tronic inhomogeniety following the appropriate template for Bi2Sr2CaCu20sH or 

YBa2Cu30 7_ 8 • That template would be set by the three dimensional modulation in 

Bi2Sr2CaCu20 8 H and by the short range oxygen-vacancy ordered superstructures 

in the case of YBa2Cu30 7_ 8 [23]i which are present throughout the superconducting 

region of its phase diagram[24]. We also note that recent STM measurements on 

BbSr2CaCu20 8 H [25] and Ca2_xNaxCu02Cl2[26] have also observed a checkerboard 

pattern to the local density of electronic states with a 4 to 5 lattice constant peri­

odicity within the basal plane. These results have been interpreted as being related 

to static, crossed stripes[27]. It may therefore be the case that such quasi-two di­

mensional, short range charge inhomogeneity is a general property of cuprate high 

temperature superconductors and related materials. 

5.5 Conclusions 

We report the observations of three sets of incommensurate modulation to the struc­

ture of the high temperature superconductor Bi2Sr2CaCu20 8+J. Two of these are the 

well known modulation characterized by wavevectors (0, 4-nXT, L). These Bragg fea­

tures alternate in both harmonic, n, for the same L, and in L for the same harmonic, 

between resolution-limited Bragg peaks and diffuse scattering lineshapes which are 

very well described by a Lon•nt:.-;ian-squan-•d profile. We also confirm and extend 

the characterization of the recently discovered (1/2, 4-nXT, L) modulations. These 

charge correlations are quasi-two dimensional. The rod-like character of this scatter­

ing along c* is weakly peaked at L=5, and this scattering is characterized by finite 

and relatively short correlation lengths of ,......, 27 A within the ab plane. We contend 

that the charge inhornogeniety underlying this diffuse scattering is that previously 

observed in STM measurements[9]. These new x-ray scattering measurements, m 
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transmission geometry, establish that this charge inhomogeniety is a bulk property 

of the system, and is not due to any reconstruction or related surface effect. We 

have also thoroughly investigated any possible temperature dependence to all three 

of these structural modulations below room temperature and find no such effect. 
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Chapter 6 

Structural Ordering and Symmetry 

Breaking in Cd2Re207 

This chapter incorporates the article "Structural Ordering and Symmetry Breaking in 

Cd2Re207", Phys. Rev. B, 66 134528(2002). The x-ray experiments were performed 

on the rotating anode x-ray generator at McMaster University. The samples were 

prepared by J. He from the Department of Physics and Astronomy of the lJniversity 

of Tennessee. The experiments and subsequent data analysis was performed by myself 

under the guidance of B.D. Gaulin. The article was authored by myself and B.D. 

Gaulin. 
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Abstract 

Single crystal X-ray diffraction measurements have been carried out on Cd2Re20 7 

near and below the phase transition it exhibits at Tc' ,.,.,195 K. Cd2Re20 7 was recently 

discovered as the first, and to date only, superconductor which displays the cubic py­

rochlore structure at room temperature. Superlattice Bragg peaks show an apparently 

continuous structural transition at TC', however their behavior is unconventional. 

The evolution with temperature of these Bragg intensities show anomalously strong 

temperature dependence at low temperatures, where it falls off as I0 (1-BT2 ), and 

resolution limited critical-like scattering is seen above Tc'. High resolution measure­

ments show the high temperature cubic Bragg peaks to split on entering the low 

temperature phase, indicating a (likely tetragonal) lowering of symmetry below TC'. 
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6.1 Introduction 

Materials which crystallize into the cubic pyrochlore structure have been of intense 

recent interest, due to the presence of networks of corner-sharing tetrahedra within 

such structures [l]. Cubic pyrochlores display chemical composition A2B20 7, and 

space group F&m. Independently, both the A and B sublattices reside on networks of 

corner-sharing tetrahedra1 an architecture also common to Laves phase cubic :spinels, 

for example. Such materials have the potential to display phenomena related to 

geometrical frustration in the presence of antiferromagnetism. While much activity 

has focused on local magnetic moments in insulating pyrochlores, interesting metallic 

properties have also been observed recently. The RE2Mo20 7 system (where RE is 

a rare earth ion), for example, is well studied and is known to undergo a transition 

from metallic ferromagnetism to semiconducting spin glass behavior as one moves 

from the light to the heavy rare earths occupying the A sublattice of the pyrochlore 

structure [2]. One such metallic pyrochlore N d2Mo20 7 [3] has recently been seriously 

studied and a large anomalous Hall effect has been measured. In Cd20s20 7 , a metal 

insulator transition has recently been shown to occur near 226 K [4], while the spine! 

LiV20 4 is the only known transition metal based heavy fermion conductor [5]. 

While many metallic, cubic pyrochlore oxides exist, no superconductors were 

known to exist within this family of materials until very recently. Hanawa et al.[6], 

Sakai et al. [7], and Jin et al.[8] have all recently reported superconductivity in 

Cd2Re20 7 , the first such pyrochlore. The superconducting Tc's are somewhat sam­

ple dependent and have been reported between I and 2 K. Moreover, the relatively 

high temperature metallic properties are anomalous 1 and may be driven by an as-yet 

poorly-understood phase transition near Tc, ,...., 195 K [9]. In this paper, we report on 

the nature of the phases above and below TC' as well as the phase transition itself. 

We show compelling evidence for a splitting of the cubic Bragg peaks, indicating a 
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lowering of symmetry below T c1, likely to a tetragonal structure, as well as an unusual 

order parameter which grows very slowly with decreasing temperature. 

Cd2Re20 7 is a rather poor metal near room temperature, exhibiting an almost 

flat resistivity between 200 Kand 400 K [6, 7, 9]. Just below 200 K, the resistivity falls 

off sharply1 continuing down to a low temperature Fermi liquid regime characterized 

by a T 2 dependence to the resistivity between 2 Kand roughly 60 K, and a residual 

resistivity on the order of 10 µ ohm-cm [8, 6]. On further lowering the temperature, 

the resistivity falls to zero, at Tc rv 1.4 K in crystals from the same batch as that 

under study here, indicating the onset of the superconducting state. Heat capacity 

measurements show a large anomaly at Tc, while above Tc these measurements give 

a Sommerfeld r value of roughly 30 mJ /mol-K2
. This result can be combined with A, 

the cocfficil'nt of the quadrntic tc'rm in th<' tempPraturP dC'pcndence of the resistivity, 

to give a Kadowaki-Woods ratio, Ah, similar to that seen in highly correlated metals 

such as the heavy fermion superconductor T.;Be13 [8]. Recent transverse field µSR 

measurements [10] reveal the presence of a vortex lattice below Tc, with a large 

and temperature independent value of the penetration depth below 0.4Tc. These 

measurements show Cd2Re20 7 to be a type II superconductor and are consistent 

with a nodeless superconducting energy gap. 

Heat capacity measurements show a pronounced anomaly near Tei r"'.J 200K, 

consistent with a continuous phase transition[9]. Electron diffraction from single 

crystals[9] and preliminary x-ray diffraction studies from powder samples[ll] show 

the appearance of superlattice Bragg peaks at reflections such as (0,0,6) and (0,0,10), 

which are inconsistent with the (0,0,h): h=4n condition appropriate to the high 

temperature cubic space group. In addition, DC susceptibility measurements[6, 9] 

show an abrupt reduction in the susceptibility below Tei. Very recent Re NQR 

measurements, however, have revealed no indication of either a magnetically ordered 
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or a charge ordered state below 100 K[12]. 

6.2 Experimental Details 

The high quality single crystal1 which is the subject of the present study, was g;rown 

as reported by He et al.,[13] and had approximate dimensions 4 x 4 x 2mm3 and a 

mosaic spread of less than 0.04° full width at half maximum. It was mounted in a 

Be can in the presence of a He exchange gas and connected to the cold finger of a 

closed cycle refrigerator with approximate temperature stability of 0.005 K near Tc', 

and 0.01 K elsewhere. X-ray diffraction measurements were performed in two modes, 

both employing an 18 kW rotating anode generator, Cu Ka radiation, and triple axis 

diffractometer. Relatively low resolution measurements of the superlattice Bragg 

peak intensities were obtained using a pyrolitic graphite (002) monochromator and 

a scintillation counter. Much higher resolution measurements were performed with 

a perfect Ge ( 111) monochromator, and a Bruker Hi Star area detector, mounted 

0.75 m from the sample position on the scattered beam arm of the diffractometer. 

The high resolution experiment eac;ily separated CuK 01 from CuK o:2 diffraction, and 

was used for precision measurements of the line shapes of both the principal and 

superlattice Bragg peaks. 

6.3 Order Parameter 

Figure 6.1 shows the temperature dependence of the integrated intensity of low res­

olution scans of the (0,0,10) superlattice Bragg peak. Data was taken in separate 

warming and cooling runs, and is shown over an extended temperature range in the 

top panel, as well as over a narrow range near TC' in the bottom panel. The form 

of this scattering, proportional to the square of the order parameter, is anomalous 
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as it grows very slowly below Tei, especially between ,...., 170 K and ,...., 40 K. A mean 

field phase transition displays the slowest such growth among conventional models 

for cooperative behavior which exhibit continuous phase transitions. In Fig. 61.1, we 

compare the integrated intensity of the superlattice Bragg scattering to the square 

of the mean field order parameter[l4), a,..., well as to the square of the order parame­

ter appropriate to the three dimensional Ising model[15]. Clearly the growth of the 

measured order parameter is much slower with decreasing temperature, than would 

be predicted by even mean field theory. Closer to the phase transition, the measured 

order parameter does look more conventional as shown in the bottom panel of Fig. 

6.1. This panel shows integrated intensity with both downward curvature below ,...., 

195 K, and upward curvature above ,...., 195 K, consistent with the measurement of 

the order parameter squared below Tei. and thP measurement of fluctuations in the 

order parameter, or so-called critical scattering, above Tc,. Data in the temperature 

range 175 K to 190 K was analyzed assuming this to be the case, and fits were carried 

out in the approximate range of reduced temperature from 0.02 to 0.10, placing the 

data within a typical asymptotic critical regime. The fit of this data by the critical 

form: 
Tc, - T 213 Intensity = Io( ) 

Tc' 
(6.1) 

is shown in the bottom panel of Fig. 1. The fit is of high quality, and it produces 

Tc,=194.3 ±0.l K and a critical exponent /3=0.33 ± 0.03, which is typical of three 

dimensional continuous phase transitions [16]. 

Although the (0,0,10) intensity above Tc1=194.3K appears to be critical scat-

tering, we show below that it is anomolous and remains resolution limited at all tern-

peratures measured. Q-broadened critical fluctuations can be measured by moving 

slightly off the (0,0,10) Bragg position, however it is extremely weak. Scattering at 

(0.04,0.064,10) is shown in the bottom panel of Fig. 6.1 and it displays a weak peak 
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Figure 6.1: The top panel shows the integrated intensity of the (0,0,10) superlattice 

Bragg peak as a function of temperature, compared with the square of the order 

parameter expected from mean field theory, and that expected from the 3 dimensional 

Ising model. The lower shows the same data in the immediate vicinity of Tc' rv 194 K, 

along with a fit to critical behavior modeled as a power law in reduced temperature 

(left-hand y-axis), and the broad critical scattering as measured at (0.04,0.064,10) 

(right-hand y-axis). 
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Figure 6.2: High resolution scans of the scattering at and near the (0,0,10) superlattice 

Bragg peak positions are shown for the temperatures marked by arrows in the inset 

to Fig. 6.1. Data is shown in maps as a function of sample rotation angle 0 and 

scattering angle 2fJ. The two diffraction features at 2fJ values of "' 97. 7° and 98.07° 

are from Cu K01 and Cu K02 radiation, respectively. The top of the linear color scale 

is different for each data set. 

near TC' , as expected for a continuous phase transition. This broad scattering is 

measured in counts per hour, and it makes a negligible contribution to the overall 

scattering around (0,0,10) above Tc,=194.3K. It does however provide a consistency 

check on the phase transition occuring at 194.3K. 

High resolution measurements of the lineshape of the (0 ,0,10) superlattice 

Bragg peak, shown in Fig. 6.2 reveal that almost all of the this scattering above 

Tc1=194.3K remains resolution limited; it is indistinguishable from the superlattice 

scattering below 194.3K, albeit weaker in intensity. Figure 6.2 shows maps of the 

scattering at and around the (0,0,10) superlattice position at temperatures of 185.7K 

and 197.4K. As indicated by the arrows superposed on the order parameter shown in 
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the bottom panel of Fig. 6.1, these temperatures correspond to well below and well 

above Tei. 

The 197.4 K data set definitely falls within the upward curvature regime of the 

temperature dependence of the superlattice integrated intensity, and would normally 

be expected to be due to fluctuations in the order parameter rather than due to 

the order parameter itself. As discussed above, such critical scattering is expected 

to broaden in Q, and therefore in angular coordinates, as the temperature increases 

beyond T e1. indicating a finite and decreasing correlation length. Such broadening is 

clearly not observed in this scattering above Tei. 

The anomalous nature of the line shape of the superlattice scattering above 

Tei may be due to "second length scale" scattering[l 7], which has often been observed 

in high resolution synchrotron x-ray experiments near phase transitions in crystalline 

materials. It is not fully understood, but has been associated with the effect of 

near-surface quenched disorder on the phase transition. The x-rays in the present 

measurements have a penetration depth of the order of ten microns (tens of thousands 

of unit cells) and are thus not particularly surface sensitive. 

It may also be that this superlattice Bragg scattering is not the primary order 

parameter for the phase transition near Tei, but is a secondary feature, pulled along 

by the true underlying phase transition. The anomalously slow growth of the (0,0,10) 

superlattice Bragg peak at low temperatures also supports such an interpretation. 

6.4 Lattice Parameters 

We also carried out measurements of the principal Bragg peaks (which satisfy the 

(OOh): h=4n relation) at high scattering angle and in high resolution mode. Scans 

along the longitudinal direction, cutting through both Cu Ko1 and Cu Ko2 peaks of 

the (0,0,12) principal Bragg peaks, are shown in the right hand panels of Fig. 6.3 
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Figure 6.3: The right hand panels shows longitudinal cuts taken through the (0,0,12) 

principal Bragg peak position well above Tei (bottom) and well below (top). This 

data, on a linear scale, shows a clear shoulder on the high W side of both the Cu 

K01 and K(l2 peaks. The left hand panels show the superlattice (0 ,0,10) (top) and 

principal (0,0,12) (bottom) Bragg peaks on a semi-log scale, at temperatures just 

below and well below TC'. Clearly, while the principal Bragg peaks split on lowering 

the temperature, the superlattice peaks do not. 
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on a linear scale, and in the bottom, left panel of Fig. 6.3 on a semi-log scale. For 

comparison, similar longitudinal scans through the superlattice (0,0,10) Bragg peaks 

are shown on a semi-log scale in the top left panel of Fig. 6.3. The data sets at the 

two temperatures which make up both semi-log plots on the left side of Fig. 6.3 have 

been shifted slightly in 28 and, in the case of (0,0,10), scaled in intensity to allow for 

comparison. 

A shoulder is clearly seen to develop on the high angle side of the (0,0,12) 

peaks as the temperature is lowered below Tei. This indicates a splitting of the cubic 

Bragg peak into a lineshape characterized by at least two different lattice parame­

ters, and consequently a symmetry lower than cubic, likely tetragonal, in the low 

temperature state below Tei ,....., 194.3 K. 

A similar splitting of the (0,0,10) superlattice Bragg peak is not observed. 

The superlattice Bragg peaks do not exist above Tei and thus we must compare 

superlattice data taken below, but near Tei with that taken well below T e1. That is 

what is shown for both the principal (0,0,12) Bragg peak and the superlattice (0,0,10) 

Bragg peak at temperatures of 186 Kand 15 K, respectively in the left hand panels of 

Fig. 36.3. At 186 K, the splitting is not yet evident in either the principal, (0,0,12), 

or superlattice, (0,0,10), Bragg peaks, but by 15 K it is clear in the principal Bragg 

peak, but not in the superlattice Bragg peaks. 

We fit the high temperature data at (0,0,12) to a phenomenological form at 

255 K, assuming this to be the resolution-limited lineshape. We then fit (0.0.12) 

data at all temperatures to a form assuming the superposition of two such lineshapes, 

displaced from each other in scattering angle (28). This protocol allowed us to extract 

peak positions for each of two peaks, giving the lattice parameters as a function of 

temperature. This analysis assumes that only two lattice parameters are present at 

low temperatures, that is that the low temperature structure is tetragonal. The data 
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Figure 6.4: The temperature dependence of the lattice parameters extracted from fits 

to the (0,0,12) principal Bragg peaks are shown, along the temperature dependence 

of the super lattice (0,0,10) Bragg peak periodicity below Tc,. The error bars indicate 

uncertainties associated with the absolute values of the lattice parameters. 
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at 15 K in the top right panel of Fig. 6.3 shows the quality of this fit, and clearly the 

description of the data is very good. The resulting tetragonal lattice parameters as a 

function of temperature are shown in Fig. 6.4. 

6.5 Discussion 

The behavior of the lattice parameters as a function of temperature is striking .. The 

cubic lattice parameter displays the usual thermal contraction with decreasing tem­

perature until near Tei. The splitting in the lattice parameters first develops near 

200 K, with a 30 K interval from,...., 190 K to 160 Kin which both lattice parameters 

increase with decreasing temperature. This trend continues to lower temperatures 

for the larger of the two lattice parameters, while the smaller turns over below ,...., 

150 K and displays relatively weak contraction to lower temperatures. At the lowest 

temperature measured, 15 K 1 the maximum splitting in lattice parameter measured 

is about 0.005 A or 0.05 %. 

The (0,0,10) superlattice peak does not show any splitting, and the temper­

ature dependence associated with its periodicity is also shown in Fig. 6.4. It clearly 

follows the upper branch of the two lattice parameters associated with (0,0,12). These 

results imply that the low temperature state below TC' is likely twinned tetragonal, 

such that two of (0,0,12), (0,12,0) and (12,0,0) have one lattice parameter, while the 

other has a slightly different one. ThP fR.ct that the superlattice peak displays no 

splitting implies that only the subset of (0,0,10), (0,10,0) and (10,0,0) which follow 

the upper branch of the lattice parameter vs temperature curve shown in Fig. 6.4, 

exists. The other(s) is (are) systematically absent. These observations allow us to 

discuss possible tetragonal space groups appropriate to the low temperature state 

below Tc'· As the transition appears to be close to continuous, we assume the low 

temperature state to be a gradual distortion of the high temperature cubic state, and 
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Figure 6.5: The temperature dependence of the lattice parameters extracted from fits 

to the (0,0,12) principal Bragg peaks are shown, along the temperature dependence 

of the superlattice (0,0,10) Bragg peak periodicity below Tc'· 
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thus the low temperature space group should be a subgroup of F&m. There are two 

body-centered subgroups of Frt3m which, in the presence of twinning, would split 

(0,0,12) and allow a single periodicity for (0,0,10). These are 141 and 14122. In both 

cases the primitive unit vectors of the basal ( a'-a') plane are rotated by 45° relative 

to the unit vectors, a, of the high temperature cubic unit cell, and a'=a/ \1'2. 
We return now to the question of the anomalously strong temperature depen­

dence of the superlattice Bragg peak intensity at low temperatures. In Fig. 6 .. 5 we 

compare the temperature dependence of the (0,0,10) superlattice intensity with the 

difference between the lattice parameters ../2a'-a, taken from the analysis leading to 

Fig. 6.4. Figure 6.5 shows clearly that the same anomalous temperature dependence 

is seen in both the superlattice Bragg peak intensity and in v'2a'-a. This is certainly 

surprising as the superlattice Bragg peak intensity is associated with the square of the 

order parameter in most structural phase transitions, while the difference in lattice 

parameter, ../2a'-a, is most naturally taken as the order parameter itself. 

This result suggests that the temperature dependence of both the superlat­

tice Bragg intensity and the difference in lattice parameter are driven by the same 

physical origin, at least at low temperatures. Over the temperature range from low 

temperatures until almost 100 K, both quantities are well described by I0 (1-BT2 ). 

This quadratic temperature dPpcndmce was fittPd to the data and is shown in Fig. 

6.5 as a solid line. The inset of Fig. 6.5 shows both the (0,0,10) intensity and v'2a'-a 

plotted as a function of the temperature squared. There is no doubt that the decay 

of both the difference in lattice parameter and the superlattice intensity goes as T2 at 

low temperatures. As the low temperature resistivity of this material displays Fermi 

liquid behavior and goes like T2 to temperatures as high as 60 K, an electronic origin 

for the low temperature behavior of the evolving structure is very strongly suggested. 

Given that the electronic properties are strongly correlated to the structural phase 
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transition at TC', it is perhaps not so surprising that such a strong correlation is 

evident at low temperatures as well. 

6.6 Summary 

While we cannot be more precise as to the low temperature space group at this time, 

we have unambiguously shown the symmetry of the low temperature state to be 

lower than cubic, and that this cubic symmetry breaking is an essential feature of 

the phase transition. The most likely scenario is that Cd2Re20 7 undergoes a cubic 

to tetragonal phase transition, with the primary order parameter being the difference 

in lattice parameters, given by V2a'-a. We note that we do not expect this splitting 

of the lattice parameters to be evident in bulk measurements unless a single domain 

sample can be produced at low temperatures. 

We have also shown that the superlattice Bragg peak intensities display 

anomalously strong temperature dependence at low temperature, going like I0 (1-

BT2) at temperatures below rv 100 K. These results indicate a strong coupling be­

tween the electronic properties and the evolving structure at all temperatures below 

Tc1=194.3K. 

Finally it is interesting to note that recent theoretical work may have antici­

pated such a structural phase transition related to the underlying network of corner­

sharing tetrahedra. This work[18] discusses the role of magnetoelastic couplings in 

generating "order by distortion'' in pyrochlore antiferromagnets. 
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