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Abstract

Being the second most important cause of death in women, breast cancer attracted great interest from many research groups in different fields developing techniques to prevent, detect or cure it. Due to the fact that this disease can be treated if it is detected in early stages, many projects in this field have focused on early breast cancer detection. Modern imaging technologies have helped in the detection of this cancer but they still have high false positive or negative rates indicating a great need for more research in early breast cancer detection.

In 2002 the Federal Communication Commission allowed usage of 3.1 – 10.6 GHz frequency range for short-range medical and personal applications, and this has stimulated much research on one of the most interesting technologies for medical imaging. With the aid of advances in complementary metal-oxide-semiconductor technology as well as wireless communications, this imaging technology has steadily grow, and now, it has many attractive characteristics that makes it a perfect substitute for conventional imaging systems.

This thesis reports on the design of some key circuits for an ultra-wideband transceiver architecture that can be used for medical imaging and especially for breast cancer detection. In this work, we concentrated on the receiver and two of its major blocks, namely, a low noise amplifier and a mixer are designed, simulated, fabricated and tested. Both of these circuits are designed in 0.13 µm technology and Cadence tools are used for simulation and layout.

First, a low noise amplifier is designed based on a common-source configuration with inductive degeneration and a third order Chebyshev input matching network. Using precise zero-pole analysis, two inductors have been added to the main architecture of amplifier to improve its gain bandwidth product. The designed circuit shows a very good performance in terms of all of design parameters. Voltage gain with a peak value of 18.6 dB and very acceptable flatness is achieved. Also the noise figure of this circuit had an average of 4.7dB and a minimum value of 3.3dB. Input and output impedance matching shows very satisfying performance for the whole range of 3.1 to 10.6 GHz. Moreover,
linearity of the circuit shows a very good performance compared with other works with IIP3 of -0.996 dBm. Finally, all of these specifications are achieved while consuming only 4.01 mW and occupying 1.3 mm² of chip area.

Second, an ultra-wideband mixer is designed to work as a multiplier in this configuration, and to perform a critical function in correlation block. The mixer is designed for both super- and sub-threshold modes of MOSFET operation, and in both modes, it shows very acceptable performance. While super-threshold mixer shows much better characteristics in terms of gain, noise and linearity, the very low power consumption of sub-threshold circuit along with its reasonable performance in terms of gain, noise and linearity makes both circuits excellent designs for niche applications. Excellent conversion gain of 22.54 dB is achieved for super-threshold circuit together with minimum noise figure of 7.4 dB and IIP3 of 2.67 dBm, while consuming 6.67 mW and having excellent input impedance matching all over the bandwidth. On the other hand, the sub-threshold circuit dissipates only 623 µW, with 13.44 dB of conversion gain and minimum noise figure of 7.67 and IIP3 of -7.47 dBm. This circuit has excellent input matching all over the UWB frequency range.
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Chapter 1

Introduction

1.1. Motivation

Worldwide breast cancer is one of the leading causes of death among women. Only in US, tens of thousands deaths are reported yearly because of this type of cancer. 26% percent of all types of cancers among women are breast cancer [1]. It is now well-known that a high percentage of patients with this type of cancer can be cured if it is detected in the early stages. Therefore there are many works to develop and improve imaging systems to help early detection of this cancer. This includes works which are concentrated on improvement of image processing or optimizing imaging systems' architecture using new technologies.

Ultra Wide Band (UWB) is one of the newest technologies which is employed for imaging humans' body. It is based on using ultra narrow pulses in time domain. Many researches are being done, each one of them concentrated on a particular organ of body including heart, lung, breast and organs involved in breath and speech mechanisms [14]. The main motivation for using ultra-narrow pulses for breast imaging arises from the high contrast between the electrical properties of malignant and normal breast tissues. As an example, this contrast is 5:1 for relative dielectric constant and 10:1 for conductivity at microwave frequencies [2, 3] (see Figure1.1.). Also UWB microwave imaging systems are able to provide both adequate penetration depth and necessary imaging resolution [4, 5].
In general some key technical features for any electrical medical instrumentation are non-invasiveness, low power, non-contact (remote operation), biocompatible, and biological and environmental friendly. Interestingly, UWB systems possess these properties. Considering all of above advantages, and compared to conventional imaging systems like X-ray and MRI, UWB imaging systems are showing good potential to be a strong substitute for those systems for niche applications; e.g. breast cancer detection.

### 1.2. Background

Ultra Wide Band (UWB) is a communication technology that can achieve high data rates of up to 1 Gbps, uses very low power pulses and is appropriate for short-distance applications [7-9]. Unlike narrowband communication systems, UWB systems does not have problems with fading due to use of short pulses which results in high multi-path resolution. Furthermore, because of wideband nature of these systems, power is distributed over a wide range of frequency which will result in very low power level required for these systems. Consequently, less interference with other radio frequency systems are expected.
In 2002, the Federal Communication Commission (FCC) in the US authorized commercial use of the band from 3.1GHz to 10.6GHz for research and technology development of new electronic systems. Although, different narrow-band radio systems exist in this range of frequency, as long as UWB systems are satisfying FCC’s spectral mask, they can co-exist with them. This mask is shown in Figure 1.3.

As it is shown in this picture, maximum equivalent isotropic radiated power (EIRP) spectral density which is allowed by FCC is -41.3 dBm/MHz. This mask suggests interesting short-distance applications for UWB range. Other than medical imaging, which is our application of interest, high resolution ground penetrating radar, localization at centimeter-level accuracy and personal area networks are other possibilities for this...
technology. On the other hand, high spatial resolution of this technology makes it a promising candidate for medical imaging.

1.3. Objective

Figure 1.4 shows a symbolic block diagram of UWB medical imaging system for breast cancer detection.

Figure 1.4. Block diagram of a UWB medical imaging system for breast cancer detection.

As shown in this picture, a UWB medical imaging system has some basic differences with narrowband systems. First, since there is no carrier in this type of communication, there is no need for complicated modulation and demodulation blocks. From this point of view, a UWB system’s block diagram is much simpler than its narrowband counterparts. As seen from Figure 1.4, and as will also be explained in this thesis, for a UWB system, we use time-domain modulation for transmitting and receiving instead of frequency-domain. This makes the correlation and sample-waveform-generator blocks of this system very important, since they play a very important role in result generation.

The basic idea of breast cancer detection is to send ultra-narrow low-power pulses to the patient’s body and then make a decision based on the received signal. The decision is made by comparing received signal with a sample signal, average of backscattered signals, or a signal backscattered from normal tissues. Figure 1.5 shows an example in which nine antennas are positioned on a human’s breast in a hemi-spherical configuration.
Figure 1.5. The hemi-spherical configuration used for breast cancer detection [6]

First, as shown in Figure 1.6, different pulses will be emitted from each of the antennas and detected by another antenna and location of simulated tumor is being randomly changed. Then, an average waveform of the received signals is calculated, an example of which is shown in Figure 1.6.

Figure 1.6. Detected signal for different positions of tumor. Thick solid line is the average of calibration waveform [6].

The next step would be using this waveform as a reference for future tests. Comparing the received signals with this waveform indicates the probability of a tumor existing in a specific location. Figure 1.7 shows two cases in which one of them is a normal tissue and the other one is for a malignant tissue. As it is shown, for the malignant tissue, differences between received signal and the average (calibration) waveform is much higher than for the normal tissue.
This comparison is done in correlator block. As it will be explained later in this thesis, in the correlation block a sample waveform is generated using different methods (which will be discussed), and this plays the role of the average waveform in the above example. This waveform then will be compared with received signal using a UWB mixer which multiplies received signal with sample waveform and then an integration block sends a proper signal to decision making unit which is usually a micro controller. The decision unit’s answer determines whether the targeted tissue is malignant or normal.

1.4. Methodology

In this work, two main blocks of a UWB receiver are completely designed, simulated fabricated and tested. These blocks are the Low Noise Amplifier (LNA) and the Mixer. together with pulse generator, these three are the most important blocks of a UWB imaging system. The LNA is placed right after antenna to amplify the noisy signal and then its output sent to UWB mixer which operates as a multiplier. After the mixer, we have baseband signal processing. Thus, the only RF (Radio Frequency) circuits in this receiver architecture are the LNA and the mixer.

In this thesis work, the LNA is designed based on a Common Source (CS) configuration and a 3rd order Chebyshev filter for input impedance matching. With the addition of two inductors and adjustment of the poles and zeros of this circuit, the voltage gain of LNA is boosted significantly, while all of other circuit specifications keep their original values.

In the second part of this work, a UWB mixer based on a folded-cascode configuration is designed. Due to the unique features of selected configuration, low power, high gain and high linearity are achieved.
1.5. Thesis Layout

In this thesis, the design and simulation and measurement results of two main blocks of a UWB receiver namely LNA and Mixer is described.

In Chapter 2, we begin by defining the UWB concept and UWB technology and systems. Next we describe the advantages and challenges of this technology and practical systems. After that, UWB applications are studied. This study includes both medical and non-medical applications. Finally, in this Chapter, some basics of medical imaging are discussed.

Chapter 3 contains a description of the architecture of a UWB medical imaging system. First, different architectures are introduced, and second, different UWB technologies are described in detail. Following that, the circuit implementation of different blocks of this system, including pulse generator and integrator are described. The final section of this Chapter introduces UWB antennas and their required characteristics, after which, different types of antennas are presented.

Chapter 4 contains a thorough literature review of UWB LNAs and different techniques that can be used in design of this circuit. Different circuit configurations, including common-source and common-gate, and different variations of these structures, are introduced. Techniques for noise cancellation and feedback techniques, are also explained. After a detailed discussion of the advantages and disadvantages of the introduced topologies, the final LNA configuration which is selected for this work, is introduced.

In Chapter 5, the design of the LNA based on the configuration introduced at the end of Chapter 4 is described. In this Chapter different design parameters are introduced and ways to optimize each one of them are explained in detail. Linearity, noise figure, impedance matching and gain analysis are introduced, discussed and optimized. Next, new ideas based on precise pole zero analysis are explained. Results of these analysis and the way additional elements are placed to adjust these poles and zeros are also described. Finally, simulation results are presented followed by the layout and measurement results.

In Chapter 6 the UWB mixer is described. First, a literature review of different mixer topologies is introduced. Next the Gilbert mixer, which is the core of our selected design, is introduced. Its advantages over other topologies, together with its design challenges,
are explained. Then, different variations of Gilbert mixer are introduced, and their advantages and disadvantages described. And finally the selected configuration for our design is introduced. The next sections introduce different design parameters of the mixer and ways to optimize each of them. An extensive section is dedicated to noise and different mechanism of mixer noise, including transconductor, load, direct and indirect noises both for low- and high-frequency cases. Next, gain and linearity are discussed and techniques to improve these parameters are studied. Finally impedance matching of this mixer and two solutions to achieve excellent matching at higher frequencies are studied including their advantages and drawbacks. Finally design procedure and simulation results are presented together with layout of designed mixer. Finally in Chapter 7, the main results of the research work is presented. This Chapter also includes some recommendations for future work in UWB systems for medical applications.

1.6. Contributions

In this work, UWB transceiver front-end is introduced and different technologies and topologies for its implementation are described. For the first block, the low noise amplifier, an extensive pole-zero analysis was performed and two new circuit elements have been added to improve both voltage gain amplitude and gain flatness. Noise figure optimization with regards to gain, bandwidth and power consumption has been done. Finally the circuit was laid out and its fabrication was arranged by CMC Microsystems. The fabricated LNA circuit was tested, the measured results were compared with simulation results and good agreement between them was obtained.

For the second block, the wideband mixer, two main approaches- Super-threshold and sub-threshold – were studied. For these two classes of mixers, two solutions have been proposed to solve input impedance matching problem. With the proposed input matching networks, excellent matching and improved conversion gain were achieved. To simplify the test configuration, an ultra-wideband balun was design and fabricated. This balun serves as the interface circuit between input signals (RF and LO) and mixer core. This chip was also fabricated and tested. Measurement results are compared with simulation results and good agreement was obtained.
Chapter 2

UWB Systems for Medical Imaging Systems

2.1. UWB definition

Regarding the Federal Communication Commission (FCC) ruling which was issued in February 2002, Ultra Wide Band (UWB) is allowed to be used for medical and commercial and any other unlicensed communication usage. According to FCC's definition any system with a $B_f$ of lower than 0.2 is recognized as a UWB system, here $B_f$ is defined as,

$$B_f = \frac{f_H - f_L}{f_H + f_L}$$

where $f_H$ and $f_L$ are higher and lower -10dB bandwidth. Also, any system with a bandwidth wider than 500MHz is also called UWB. The FCC put some radiation limits on this type of system, and these are listed in Table 2.1 below.

Table 2.1.
FCC power regulations for UWB indoor and outdoor applications [10]

<table>
<thead>
<tr>
<th>Frequency in MHz</th>
<th>Indoor</th>
<th>Outdoor</th>
</tr>
</thead>
<tbody>
<tr>
<td>960–1610</td>
<td>-75.3</td>
<td>-75.3</td>
</tr>
<tr>
<td>1610–1990</td>
<td>-53.3</td>
<td>-63.3</td>
</tr>
<tr>
<td>1990–3100</td>
<td>-51.3</td>
<td>-61.3</td>
</tr>
<tr>
<td>3100–10600</td>
<td>-41.3</td>
<td>-41.3</td>
</tr>
<tr>
<td>Above 10600</td>
<td>-51.3</td>
<td>-61.3</td>
</tr>
</tbody>
</table>

where EIRP is Equivalent Isotropically Radiated Power.
2.2. UWB Basics

In general, when we say that a signal is ultra-wideband, it means that the signal is very short in time domain and has a very wide bandwidth in frequency domain. In fact, this is the reason why UWB systems are sometimes called "impulse radio", "short-pulse", "super wideband" or "carrier less".

A common characteristic of all UWB communication systems is using ultra-short time pulses in transmission which results in ultra-wideband in frequency domain. Since the power is distributed over a wide range of frequencies, then UWB signals are usually noise-like and are well below interference level of existing narrowband systems. Although, this means that no price should be paid for the bandwidth it also cause serious challenges for detection and interception which should be solved.

Another effect of being wideband is avoiding conventional carrier-based communication systems that are used for narrowband systems. For UWB, communications is carrier-less, and modulations should be performed in time domain, e.g. Pulse Position Modulation (PPM). Another difference is that if we consider a narrowband signal which is shown in Figure 2.1, we see that it is confined only to a single frequency which makes it vulnerable to detection and interception.

![Figure 2.1. Sine function waveforms in time and frequency domains.](image)

Ultra Wide Band signals are extremely-short pulses in time domain, which results in having wideband signal in frequency domain. The UWB pulse, which is shown in Figure 2.2, usually has a very short duty cycle. In fact $T_{on}$ for UWB signal is around 1% of $T_{off}$. This makes communication power consumption considerably lower (~ thousand time lower) than a device like a cell phone.
Various types of wideband signals including Gaussian, chirp, wavelet, or Hermite-based short-duration pulses can be used as UWB signal. As an example, Figure 2.3 shows a Gaussian monocycle which is first derivative of a Gaussian pulse. Following equation is the time-domain representation of this signal.

\[ P(t) = \frac{\tau}{\pi} e^{-\left(\frac{t}{\tau}\right)^2} \]  

(1.2)

As shown in Figure 2.3, a signal with 500ps duration in time causes a -10dB band \((f_H - f_L)\) of 1.4 GHz in frequency domain. The last basic fact about UWB signals and systems is being single- or multi-band. In fact, since 2002 that commercial use of UWB spectrum was allowed, two main approaches have been followed by major companies, each of them has its own advantages and disadvantages.

The first approach, which is basically the conventional definition of UWB, is Direct Sequence UWB (DS-UWB). In DS-UWB the whole band is dedicated to one ultra-short time signal. An example of this signal is shown in Figure 2.4.
Figure 2.4. An example of direct sequence UWB in which the whole band is dedicated to one ultra-short signal [11]

The main advantages of this approach are now described. First, unlike the narrowband case, they do not experience any Rayleigh fading. This is basically because of wideband nature of this approach in comparison with the other one. Second, in this approach we use time-domain signal processing together with well-understood Direct Sequence Spread Spectrum (DSSS) techniques to transmit and receive information.

On the other hand, we have the multi-channel technique (second approach) which again has its advantages. In this technique, supporters of which include Intel and Texas-Instruments, it is believed that the 7.5 GHz band should be divided into multiple sub-bands in such a way that each band still has the requirements for being a UWB signal. These smaller bands in which each one is slightly wider than 500 MHz, are shown in Figure 2.5.

Figure 2.5 An example of frequency spectrum of multi-channel technique [11]

One advantage of this technique is that we can avoid transmission in some specific frequencies or band of frequencies to prevent potential interference with other
communication systems in the same band. Also, since each band is about 500 MHz, UWB pulses are not as short as in the traditional approach. Consequently, we can expect easier synchronization requirements. Finally, for modulation of this type of signals, different techniques are proposed, among them, the most popular is Orthogonal Frequency Division Multiplexing (OFDM).

To sum up, the first approach of one ultra short time signal can employ much simpler techniques to do transmission and reception, but it has possible difficulties with interference. On the other hand, the interference problem is solved in second multichannel technique. However the cost is more complex and more expensive modulation methods and communication techniques.

2.3. Advantages and Challenges

2.3.1. Advantages

Some of advantages and challenges of UWB systems are mentioned in above in section 2.2. In this section, we will discuss each one in more detail. The first advantage of these systems is their ability to co-exist with other communication systems due to its very low power nature. In fact, since UWB signals are below noise floor of a typical narrowband receiver, it would not make any interference with other narrowband communication systems. Figure 2.6 shows more clearly how coexistence of a UWB communication with a narrowband systems is possible.

![Figure 2.6. Comparison between narrow- wide- and ultra wide-band technologies in terms of bandwidth and signal power [11].](image-url)
Another result of low average transmission power is immunity to interception and detection, which becomes very important especially in military applications. Also for example, considering the signal in time-domain, since the UWB pulse is an ultra-narrow pulse, it is very difficult to detect it without knowing the exact time of next pulse arrival. For example Low Probability of Interception or Detection (LPI/D) communications, which are mostly for military purposes, needs systems like UWB.

Another advantage for UWB systems, which comes from their wideband nature, is their channel capacity. As can be guessed from its name, channel capacity or data rate is the maximum data that can be transmitted per second over a communication channel. As a result, we can say that more bandwidth means more data rate. In fact, according to Hartley-Shannon capacity formula, we have

\[ C = B \cdot \log_2(1 + SNR). \]  

(1.3)

In this equation \( B \) is channel bandwidth and \( SNR \) is Signal to Noise Ratio. Knowing that channel bandwidth is 7.5 GHz and with a simple estimation, we can expect Gbps data rate for UWB systems. On the other hand, UWB regulation only lets us to use these systems for short-range applications. As a conclusion, we can say that UWB systems are perfect candidates for high data-rate, short range applications. We will see various examples of these applications in later sections. Also, another conclusion that we can get from the Hartley-Shannon formula is that if \( SNR \) is not high-enough, we still have a good data rate. This means that UWB systems are suitable to work with low SNRs.

Ultra Wide Band systems are also resistant to jamming. Jamming is an undesirable occurrence that frequently happens to wireless communications. To define it briefly, jamming is a deliberate or unintentional radio transmission that results in interference with the main communication stream at the same frequencies. For narrowband and wideband wireless communication systems, jamming is a serious problem; but this is not the case for ultra-wideband systems. For UWB systems, since the band is ultra-wide if a radio transmission make some interference for a frequency or for a band of frequency the signal can still be transmitted through rest of the band. Although resistance to jamming is dependent on type of modulation that is used for UWB communication, in some cases, strong traditional narrowband transmitters can result in jamming for UWB systems. It is
worth mentioning that to measure effect of jamming, we can use a term called processing gain, which is defined as

\[
PG = \frac{RF\ Bandwidth}{Information\ Bandwidth}.
\]  

(1.4)

Using this equation we can see why UWB systems have a high processing gain and consequently good resistance to jamming.

Another unavoidable problem in wireless communications is multipath effects. Usually, for wireless communications over short distances, there are more than one path between the transmitter and receiver. Among the different paths there is always one path which is a direct line between the transmitter and receiver. This path is called the Line of Sight (LOS). There are also other paths which are caused by presence of various types of obstacles or objects, including buildings, trees and people. We call second group of paths as Non-Line of Sight (NLOS).

Figure 2.7 shows that how in narrowband communications serious problems can be caused by these reflected signals from objects in the environment. It can be seen that if the reflected signal becomes out-of-phase with the main signal, it can significantly degrade the received signal. On the other hand, for UWB systems, since the UWB pulse is ultra-short in time (less than a nanosecond), it is highly improbable that main signal and the reflected signal reaches receiver at the same time to cause a degradation in the received signal. Again, immunity to multipath effect is related to the modulation scheme that we choose.

Beside the advantages mentioned above, wide range of frequencies in the UWB communications helps these systems to have a very good penetration capability. As a matter of fact, being wideband let the system use frequencies from very low to very high values. This means that for applications requiring superior penetration, UWB systems are able to use lower band of frequencies for better communication. (Although, we should have permission to use those frequencies).

The last advantage, which is one of the most important advantages of UWB systems, is their simple transmitting and receiving architecture. As mentioned before, UWB systems are carrier-less. This means that the circuitry needed for carrier based communications is avoided for these systems. For narrowband systems we need carrier translation as well as
carrier recovery stages. This means that, special mixers and oscillators should be designed for these systems. Plus, power amplifier (PA) stage is avoidable in UWB systems too because of the same reason.

Figure 2.7. A demonstration of multipath problems that happens in narrow-band communication systems [11].

Figure 2.8 shows a transceiver architecture for both narrowband and ultra-wideband systems. From these two pictures it can be seen how much more complicated the transceiver architecture is designed for narrowband communication systems.

Figure 2.8. Transceiver architecture of both narrowband and UWB communication systems. This comparison shows how much simpler is the UWB transceiver is [11].
2.3.2. Challenges:

In the circuit design, besides the advantages of a specific circuit, challenges or trade-off always exist. The UWB systems are not exception. Most of the challenges that we face while using UWB systems are due to very short-time UWB pulses that are used for communication.

Basically, for narrowband systems, when the transmitted signal is a sinusoidal, the received signal has the same format, therefore minor distortion would not result in major changes in the type of signal. Unlike a narrowband system, the UWB pulses can be significantly distorted through the transmission link. To understand this fact quantitatively, Friis equation can be helpful. Regarding Friis equation, we have:

\[ P_r = P_t G_t G_r \left( \frac{c}{4\pi df} \right)^2 \]  

(1.5)

In which \( P_r \) and \( P_t \) are receiver and transmitted signal power and \( G_r \) and \( G_t \) are receiver and transmitter gain respectively. Also \( C \) is light speed \( d \) is the distance and \( f \) is frequency. This equation shows that for narrowband systems with lower frequencies, changes in frequency will not make a big difference in the received signal power. On the other hand, for UWB signals, since the bandwidth is ultra-wide, then the received signal can be significantly degraded and as a result, the distortion effect becomes large enough to make the received signal totally different from the transmitted signal.

A second challenge, that is again a result of short pulse duration of UWB system, is channel estimation. In fact, to do this job, we need to have a template of expected received signal and compare this template to the transmitted signal to estimate different channel parameters like attenuation or delays of propagation in transmission path. On the other hand, due to very wide bandwidth of UWB systems, the received pulse becomes distorted in many ways and loses its original shape. This makes estimation of the channel parameters very difficult for these systems.

Synchronization is another issue for UWB systems which makes it very challenging to design. This problem arises from ultra-narrow pulses used in this type of communication. Like any wireless communication system, the transmitter and receiver must be synchronized for UWB systems. However, when we have sub-nanosecond pulses, synchronization becomes very challenging. The first challenge is the design of very fast
Analog-to-digital converters (ADCs) (in the order of Gbps) to sample these narrow pulses. The second challenge is power consumption, which should be considered very carefully. Beside short pulse duration, power limitation, makes the performance of UWB systems highly sensitive to timing errors like jitter and drift. As a result, if we fail to meet power and speed requirements, we might face serious performance problems, most of them related to timing. An example is Pulse Position Modulation (PPM) which is highly dependent on timing and that can be completely useless if the timing and power limitations are not met.

Finally, the last important challenge we mention is Multiple Access Interference (MAI). This kind of interference happens when different users or devices tries to send information wirelessly through a shared medium. In these cases, each receiver should be able to detect which signal is its favorite signal and that should be detected. To make this issue clear, Figure 2.9 demonstrates a multiple access case of communication.

![Multiple Access Interference (MAI)](image)

In MAI the receiver's channel capacity and performance are degraded. Channel noise and narrowband interference might cause a serious damage on UWB communication, especially when we have a low-power system. The above reason makes MAI an important challenge for UWB systems.

### 2.4. UWB Applications

Having described the advantages and challenges of UWB systems, we now can describe some suitable applications. First, as can be concluded from previous discussions, UWB
communications may be used only for short-range applications. Usually the range of most of the applications considered for ultra-wideband systems is below 10m. The narrow-pulses in UWB communications, results in very high speeds that are very difficult to achieve in other types of communication systems. These high speeds in UWB systems is achieved while consuming very low power, thus making this technology especially suitable for high-speed low-power, short-range applications.

Following the discussions above, one group of applications are wireless personal area networks (WPAN) in which a person can have a very high speed link between his own different electronic devices with very low power consumption. Examples of this group of applications are high resolution printers, scanners and storage devices, multimedia, MP3 and camera and DVD players.

Another group of applications for UWB is geo-location and localization. UWB becomes more special for these types of applications when we have multipath or obscured environment, as explained above.

The final group of applications for UWB (ignoring UWB radar applications) can be named generally as communication applications. Low probability of interception, high data rate over short ranges and the ability to work in multi-path environment are major characteristics of UWB systems that make them suitable to many kinds of communications.

Besides the above groups, UWB application for medical imaging and medicine is one of the most important ones. We can note that we can include this group of application under communication group. However, because of its importance, we dedicate a section to it. Prior to discussing about different types of UWB medical applications, it is good to understand the motivations and background of UWB research for these applications.

2.5. UWB Medical Applications

2.5.1. Background and History
Several specific features of the UWB system have made it a good candidate for medical applications. These features include high contrast between different tissues, good spatial resolution, adequate penetration, low power and simple system architecture. The first time that was in 1993 the UWB system were used in an application related to medicine, which was
human body monitoring. Three years later, in 1996, better description of UWB systems for biomedical application was presented, and at the same time, the US patent was awarded to McEwan [12]. Since then, UWB has been used for medical sensing and imaging. Several advantages of this technology over conventional imaging technologies like X-ray made it a perfect substitute for them. Since 1999, many medical imaging applications in cardiology, obstetrics, breathing pathways and arteries have been using UWB systems.

2.5.2. UWB Benefits for Medical Applications
An important feature of UWB systems is their ability to penetrate obstacles because of using lower frequencies besides having high gain. On the other hand, Ultrasound as the conventional way to do imaging has problems with both obstacles and distance. The ultra-sound device must be placed at most of a few inches from the target because of its low gain and it should be in direct connection to the human body.

UWB systems which use sub-nanosecond pulses provide high precision at centimeter level. These narrow time-domain pulses also result in immunity to multipath transmission problem. Conventional techniques which employed continues wave (instead of narrow pulses) for transmission and detection, had both of precision and multipath issues.

Regarding to FCC regulations, UWB pulses should not have power level more than -41.3 dB for indoor usage. As a result of this rule, UWB systems cause a very low electromagnetic radiation, which makes them suitable for a hospital environment. Also, since it has low electromagnetic (EM) radiation, it can be used over patient body several times without any danger.

Another important feature of UWB systems is their ability to work with a very low-power consumption due to the very narrow time-domain transmitted pulses. This will result in long life of battery-operated devices. Noise-like transmitted UWB signal makes it possible to deploy medical sensors with UWB since the signal is hard to detect and has excellent jamming resistance.

To summarize, every electrical or electronic device which is to be used for medical purposes should have some specific attractive features. Among them, UWB systems have several important features like non-invasiveness, low power, non-contact remote operation, biocompatibility, environmental friendliness. On the other hand, there are some other features needed for biomedical applications that require more research for
UWB systems require more research to achieve those. Some examples of these features are: user friendliness, “imaging” properties, technical understandability by the users, need to get physiological measurements, and improved sensitivity specificity.

2.5.3. Applications

Having briefly discussed UWB technology for medical applications, we can concentrate on some specific relevant details. Generally, there are two main approaches to use UWB in medicine: monitoring and imaging. The following sub-sections will contain explanations of each.

2.5.3. a. Medical Monitoring

As discussed in above, UWB is an excellent choice for medical monitoring, examples of which include patient motion monitoring, vital signs of human's body monitoring and monitoring of medicine storage.

In patient motion monitoring, an alert for sudden infant death syndromes and SIDS are a few of examples that are very important, especially in intensive care units. In addition, UWB systems are wireless, which result in avoiding many wires in unit around the patient. For rescue operations, UWB systems can detect any tiny motion under soil or any other obstacles due to their high gain and high penetration capabilities. An example of this kind of monitoring is the work in [13] and an example of their result which is shown in Figure 2.10.

![Figure 2.10. Detection of any movement in the room. [13]](image)

Besides patient movement monitoring, UWB sensors are also able to detect internal movements within the human body. Again, this makes internal medical monitoring much
cheaper than the usual technologies especially for large-scale hospitals. UWB systems can also have some applications for home healthcare units to monitor the vital signs of elderly persons.

2.5.3.b. Medical Imaging

A second group of medical applications of UWB systems is in medical imaging. Cardiology imaging, pneumology imaging, obstetrics imaging, and ear-nose-throat imaging are various examples of this group of applications. Depending on which part of human's body is to be imaged, the system will have different characteristics. Because of its high medical importance, applications related to heart were the first imaging applications of UWB systems. In 1996 Thomas McEwan in was awarded a US patent [12] for his radar stethoscope which is shown in Figure 2.11.

Figure 2.11. Body monitoring and imaging apparatus and method proposed by McEwan [12]
In addition to being of high-speed and low-cost, this radar system could monitor heart movements non-invasively, as shown in Figure 2.12. As demonstrated in Figure 2.11, UWB pulses are transmitted to the heart and the reflected pulses which come from heart are detected by receiver and can be recorded in memory. Then, signal processing is performed on received data, and from a comparison of the received pulses, heart movement can be detected. This can be done because the reflected pulses that come from heart muscles are considerably different from those reflected from blood.

The same technique can be used for pneumology applications. This is because the reflected pulses from different tissues are different enough to clarify boundaries between different human's body's organs. For example chest/lung, air/Chest interfaces and vessel boundaries are where we should focus to do better detection. Using an ultra wideband medical imaging system, it is possible to monitor the respiratory patterns. For example Apnea monitoring in infants, obstructive sleep apnea monitoring, polysomnography (sleep related studies), dynamic chest diameters measurement, allergy and asthma crisis monitoring, and chest imaging are all possible using UWB imaging.

Other important advantages of UWB medical imaging for fatal monitoring no contact with patient, unimpaired mother and child care, remote operation, no cleaning required, and easier use. Figure 2.13 shows the setup which is proposed in [14] for fatal monitoring. Due to above-mentioned benefits, it seems that it should have replaced conventional ultrasound imaging methods by now. However, since there is a public fear from electromagnetic radiation and its perceived danger to newborn infants, it takes more time for the present imaging systems to be replaced by its UWB counterparts.
Figure 2.13 Obstetrics imaging using a UWB radar [14]

The final group of imaging applications is related to ear-throat-nose applications. Monitoring vocal chords movement using a UWB system is a typical application in this group. But more important applications in this group are detecting vocal diseases like inflammations, allergies and cancers in the vocal chords. In addition to both monitoring and imaging types of applications, there are new groups of application which are currently under active research [15].

- Underwater medicine measurements.
- Space medicine measurements.
- Sport medicine measurements.

Finally future studies for medical applications may be focused on,
- Ultrasound heart M-Mode tracings.
- External phonocardiogram and apexcardiogram tracings.
- External ballistocardiogram tracings.
- Invasive pressure pulse recordings.
- Electrocardiogram recordings.
- Better understanding and modeling of RF pulse propagation in the living tissues

2.5.4. Medical Imaging for Breast Cancer
As it was explained in the previous section, one of the major groups of medical applications of ultra-wideband systems is medical imaging. Among various types of medical imaging applications, breast cancer detection is one of the most popular fields that attracted much research interest. In recent years, an increasing number of deaths due to breast cancer are reported. Only in United States, there is an average of 40000 deaths a
year because of this type of cancer [16]. Since curing this type of cancer or long-term survival of patients are highly dependent on early detection and timely medical intervention, a very precise and dependable imaging system is demanded in the treatment procedure. Conventional mammography has been done using X-ray imaging of a compressed breast for non-palpable early stage breast cancer. [17]. Through time, some technical advancement such as digital mammography plus radiological expertise have provided significant improvement of image quality and diagnosis using this method of medical imaging. Although generally, due to sensitivity issues of X-ray imaging, there are still many problems with relatively high false-negative rate of detection. [18]. In addition, low positive predictive rates resulted in many additional unnecessary biopsies [19]. Finally, in X-ray imaging, patients have to deal with uncomfortable or painful breast compression and exposure to low level ionization.

Usually Magnetic Resonance Imaging (MRI) and Ultrasound are needed to be used for verification of mammography detected lesions by X-ray. In these systems, the modalities are not yet sensitive/specific enough or are too operator dependent or are too costly to be useful for screening purposes. All of above limitations have led to efforts to find an alternative to X-ray mammography. One of the most promising alternatives is using microwave imaging using UWB systems.

Several different spectroscopy studies show that for the Radio Frequency (RF) and Microwave range of frequencies, differences in electrical characteristics of malignant and normal tissues is greater than 2:1. This is only one of motivating reasons that led to research on electromagnetic imaging at these frequencies.

Another interesting fact is that dielectric constant, $\varepsilon_r$ and conductivity, $\sigma$, change with increasing water content in neoplastic tissues due to increased protein hydration [20]. This fact will result in exploiting strong indicators of malignancy associated with physical or physiological factors of clinical interests such as water content, vascularization, blood flow rate and temperature. Compared to X-ray imaging, RF and microwave imaging has this advantage, which can somehow compensate for its spatial resolution which is not as good as X-ray imaging because of short wavelength of X-rays. In fact, high contrast exists for both high and low frequencies. At lower frequencies, contrast is due to breakdown of necrotic cell membranes which are being used for
electrical impedance topography [21, 22]. On the other hand, at higher frequencies we have high contrast due to increase in DNA, protein and hemoglobin absorption in malignant tissues [23]. Considering the above properties of different frequencies and after studying parameters which are important in an imaging procedure, it has been concluded that the frequency range between 1 to 10 GHz is the optimum band for this application. The reason is that this band is a range that includes both advantages of having high spatial resolution which is better at higher frequencies and also better penetration depth which is better for lower frequencies.

At present, it is known that why microwave imaging is a promising substitute for conventional mammography. It is also known what frequency range should be used for imaging.

From this perspective, there have been two main techniques for active microwave imaging_radar and tomography. Both techniques are based on the dielectric contrast in this range of frequency. In both techniques, low-power microwave signals are transmitted from an array of antennas into the breast. The tomographic image reconstruction technique is the most commonly attempted technique in this frequency range that can be done using narrow band signals. In this technique we need to solve an image reconstruction problem which needs regularization and some other techniques so that it can converge and have a meaningful solution. However, many of these concerns are minimized in smaller cases like that in breast cancer detection.

On the other hand, we have UWB radar in which we are not trying to reconstruct the complete profile of dielectric properties of the breast. In fact, in this technique, we try to find the presence and location of where we have significant backscattered energy due to difference in dielectric properties of normal and malignant tissues. In general, the microwave frequency domain for breast imaging is associated with some features that we expect from UWB system as an imaging systems working in this range of frequency.

1. Significant contrast between dielectric properties of normal and malignant tissues in this frequency range. In normal tissues of the breast, microwave attenuation is low enough that we can image the entire breast.

2. Avoiding breast compression as well as using low-power signals results in little health risk.
3. Conventional microwave tomography has computational challenges. Using space-time UWB imaging, we can overcome these problems and obtain a very good three-dimensional picture of the breast.

4. Using space-time UWB imaging systems, we can expect a precision of less than 0.5 cm which is good enough for early detection and location of breast cancer.

5. Finally, UWB microwave imaging is able to detect if the lesion is malignant or benign. For benign lesions, the dielectric properties are not different from normal tissues as much as they are for malignant lesions. As a result, the scattered waves are not as strong as it is for malignant tissues.
Chapter 3

UWB Systems for Medical Imaging Applications

Due to the very wide bandwidth that is used for ultra-wideband (UWB) systems, there is some confusion between ultra-wideband systems and conventional spread spectrum technologies. In fact, there is a significant difference between basics of data transmission between these two types of communication. Briefly, the difference is that for UWB, we use ultra-short time domain pulses for data transmission whereas for spread spectrum systems, information is transmitted on a modulated continuous carrier signal. In fact, for UWB systems, we use a time-domain modulation scheme like that used in impulse radio ultra-wideband (IR-UWB) systems which is time hopping pulse position modulation (TH-PPM). In addition, UWB systems usually occupy a greater bandwidth than spread spectrum systems.

When we compare UWB systems with conventional spread spectrum systems we can make the following observations.

1. The UWB transceiver architecture is generally much simpler than in conventional radio systems. This is because we do not need some functional components such as modulation and demodulation circuitries which result in more complexity.
2. As mentioned earlier, transmission power is lower than in conventional systems making power consumption in UWB systems lower.
3. Since a UWB system has a very large bandwidth, the possibility of unintended detection by strangers is low.
4. Unlike conventional radio systems, a bit rate of more than a few hundred Mbps is achievable in UWB systems.
3.1. UWB Transceiver Basic Architecture

Generally UWB systems are being used for short-range low-power systems. Typically, they use TH-PPM as their modulation scheme. As mentioned previously, one of the key advantages of these systems is their simple architecture. Figure 3.1 shows a block diagram representation of a typical transmitter of UWB system.

As it is shown here, there are only three blocks used for this transmitter. The first block is clock oscillator that is used to determine the pulse repetition frequency (PRF). There are two options: crystal oscillator and custom design oscillator, for this block. The former one is more feasible for high-frequency systems such as impulse radio. The second block is a digital timing circuit which is basically designed to provide a trigger signal for the pulse generator. In some special cases, this block can be replaced by a digital delay controller. Finally, we have the pulse generator which can form the pulse to be transmitted.

The properties of ultra-wideband width and using narrow pulses for communication, results in no need for complicated circuits like power amplifiers and frequency synthesizers which includes blocks like phase locked loops (PLLs), mixers and voltage controlled oscillators (VCOs). These are among the most complicated blocks used for conventional continuous wave transmission systems. Not having these complex components makes the transmitter architecture of UWB systems inexpensive, simpler to design and simpler to implement, when compared to conventional radio systems.
Regarding the work by Proakis et al in 1995 [26], the optimal receiver for a signal transmitted in an additive white Gaussian noise (AWGN) channel is a correlation or a matched filter receiver which makes SNR (Signal to Noise Ratio) maximum.

![Receiver Architecture Diagram](image)

**Figure 3.2.** Typical basic structure of a UWB receiver [24]

Figure 3.2 shows a receiver architecture that is made of three major blocks: low noise amplifier (LNA), correlation circuitry and a block for providing template waveform for correlation circuit. In addition, of course after the major blocks of receiver, we have the baseband signal processing unit in which the decision-making and other processing tasks are performed.

The first step in signal detection is to amplify the received signal. Since the received signal from the antenna is fairly noisy and weak, then the first stage of receiver, which is responsible for amplification, must be very low-noise. Also, since this block is connected to the antenna, it should be perfectly matched to the output impedance of antenna, which is normally 50 Ω. After amplification, there is the correlation block in which received and amplified signal are compared to the template waveform and its result determines the data carried by received signal using baseband signal processing unit.

One of the most important issues in the receiver design is to generate the template waveform for the correlator block. In fact, we need to make this waveform as similar to received signal as much as possible, so as to maximize signal-to-noise ratio. Making this waveform the same as the received signal is a very complicated task, and it makes the receiver circuit very complex.

To avoid this complexity, we have following options. One way is to approximate the received waveform by the transmitted signal. Second way is a coarse approximation like
a rectangular wave, which is very simple to generate but is not very efficient. Another way, which is proposed by [27] is to ignore the template waveform and to rely on the finite bandwidth of transmitting and receiving antennas, which result in a specific pulse shaping. Another fact than can help us in generating the template waveform is that both transmitting and receiving antennas work as differentiators. As a result, in ideal condition, the received signal in the receiver must be the second derivative of transmitted signal. In our case, this would be the third derivative of a Gaussian pulse.

In [24], the auto-correlation of the first and second derivatives of a Gaussian pulse are compared. Also, the cross-correlation of the first and third derivatives of this pulse is compared to the auto-correlation results. The result in Figure 3.3 shows that the cross-correlation result is almost 80% of third derivative autocorrelation. This means that if we use the transmitted pulse as the template waveform, we will only have a loss of less than 1 dB, which is quite reasonable.

After generating this template waveform it will be sent to the correlation circuit. As shown in Figure 3.2, correlation circuit consists of a multiplier and an integrator. The multiplier’s task is to multiply received and template waveforms, and its result will then be integrated over the bit duration to maximize the received signal power and minimize the noise component.

![Figure 3.3. Correlation results of transmitted and received signals [24].](image-url)
Consequently, if we have a pulse train, the integrator's result should be higher than the noise level and the desired signal can be detected and separated from noise or other unwanted signals. Another issue in the design of the correlator is the speed of multiplying and integration, which must be designed carefully so that it will be synchronized with other parts of the system.

In the paragraph above, the basic architecture of a UWB system was introduced. Of course for different types of applications, different sections of this architecture might change in different sections. For example, most UWB systems use time-hopping pulse position modulation (TH-PPM) or some other time-domain modulation schemes which should be considered in the transmitter architecture. Also the correlator structure is not always as simple as explained here, and it might change due to the needs of the specific system.

### 3.2. UWB Technologies

In this section, we will review different architectures which are used for UWB communication applications. We will focus on the following major topics: waveform generation and implementation, data modulation and correlation receiver. Four different technologies including Pulse On technology, sub-carrier technology, multispectral solution and Xtreme Spectrum inc. will be described in this section. It is worth mentioning that first two technologies belong to Time Domain Corporation.

#### 3.2.1. Pulse on technology

This technology, from Time Domain Corporation, believed to be the most popular technology used in UWB communication systems. The main block diagram of this system is shown in Figure 3.4.
As shown in Figure 3.4, we see that transmitter architecture has some variations from the basic transmitter configuration which was described in the previous section. From top to bottom, first, we have a transmitting antenna whose task is clear. This antenna is fed by pulse generator block which forms the required pulse shape (i.e. Gaussian monocycle) to be transmitted. Then, we have a programmable time delay block which is responsible for timing of the pulse transmission. This block gets its timing signal from a clock oscillator, which is normally a crystal oscillator. Also, there is another input for the PTD (Programmable Time Delay) block, which is its control signal. This signal comes from output of two other blocks namely, code generator and a modulator. The modulator block receives input data and applies the requisite modulation scheme. Its output, together with the individual pseudo random code which is generated by code generator, are fed into a programmable time delay. Since the system is designed to have low transmitted power, power amplification is not needed, so a simpler topology is used.

In the receiver block, we have the correlation technique to receive signal. As explained in previous section, this is the optimal technique to have the maximum signal-to-noise ratio. In the correlator, we have a multiplier which multiplies the signal with a template waveform. This waveform is generated based on the transmitted signal. As we see in Figure 3.4, the same blocks with the same functionality in transmitter are used to make the same waveform generated in transmitter.
Following the multiplier, we have the integrator which integrates the result of the multiplication over the bit duration, which is the addition of several periods of the received pulse train. After this stage, the output signal is in baseband and it can be sent to the signal processing unit to make decisions and other necessary process. After the signal processing stage, there is a feedback to the template waveform generation blocks. This is responsible for monitoring the final data and apply any required corrections to make the data more meaningful.

### 3.2.2. Sub-Carrier Technology

This technology was also invented by Time Domain Corporation. Its main application is to utilize more channels or transmit different information simultaneously with one system. The main idea is to provide more possibilities for channel coding and signal modulation.

In this technology, we have approximately the same block diagram that was used for the Pulse On technology. The only change is the way we provide the control signal for the programmable time delay block. Figure 3.5 shows how the signal is generated and provided for this block.

![Diagram](image)

Figure 3.5. Control signal generation for PTD block in sub-carrier technology [24].

As shown in Figure 3.5, the “time base” block and the “code source” provide inputs for code time modulator. Here “time base” is in fact a clock oscillator which determines Pulse Repetition Frequency (PRF). Also the code source is responsible for providing code to be an input for the code time modulator. The output of the code time modulator is a coded timing signal from the PRF source. On the other hand, we have an information...
source which is fed to the sub-carrier generator and modulator. This block’s task is to generate a sub-carrier signal and then modulate it with information signal to make the modulated subcarrier signal. Finally, the result of this block will be sent into the subcarrier time modulator to be modulated by the coded timing signal which was generated from the other path. The output of this block will then be sent to the programmable time delay as the control signal. The rest of this technology for both transmitter and receiver is same as Pulse On technology.

3.2.3. Multi-Spectral Solutions

In this technology, which was created by Parkway in 2001 and belongs to Multi-Spectral Solutions, we have three methods to generate the desired pulse. These methods can be classified into two groups. The first group includes two schemes and the third scheme will be under the second group.

In the first scheme which is shown in Figure 3.6.1, we see that an oscillator generates the input signal based on a preferred phase and frequency which is given.

![Figure 3.6.1. First scheme of pulse generation in Multi-Spectral Solutions Method. [24]](image)

Also, as we see from the above diagram, an impulse generator makes an impulse which will be shaped through the band-pass or impulse shaping filter and its result will be sent to mixer which is designed to “chop” the signal coming from oscillator to provide a pulse train for the next blocks. This train of pulses will be sent to a band-pass filter so that we can choose desired frequency and bandwidth for the transmitting signal. Since there is no need to generate the derivative of the signal, this transmitter architecture is relatively simple, but on the other hand, it is relatively expensive because the very short impulses means that very fast switches and digital signal processors are needed.
The second scheme of first group is in fact a special case of first scheme where we have zero oscillator frequency (e.g. dc source). In this case we can eliminate this block and also get rid of mixer. This scheme is shown in Figure 3.6.2.

![Figure 3.6.2. Second scheme of pulse generation in Multi-Spectral Solutions Method [24].](image)

The second group of pulse generation scheme in this technology is shown in Figure 3.6.3.

![Figure 3.6.3. Second class of Multi-Spectral Solutions' pulse generation schemes. [24](image)

As we can see in this figure, the impulse generator and impulse shaping and band-pass filter, as well as the mixer which were used in first group, are now replaced with a timing circuit. In this scheme, the oscillator makes the input signal with the desired frequency and phase, and propagates this signal through the timing circuit. The timing circuit provides time frames so that the generated signal by the oscillator can pass through these frames. As a result, the output of this block would be an amplitude modulated signal made of the oscillator output which will be sent to the subsequent circuits.

### 3.2.4. Xtreme-Spectrum: Trinity

In this technology, which was created by McCorkle in 2001 and belongs to Xtreme-Spectrum, the transceiver’s architecture consists of an interface and three other parts including a transmitter, a receiver and a radio controller. Basically, the architecture that we have in this technology is very similar to what we explained in previous sections, so it will not be explained again. On the other hand, a novel idea is proposed for pulse generation. In this idea, first, we need to generate two short pulses in which each one has
a pulse-width equal to half of desired monocycle length. Then, these pulse will be sent to a mixer such as a Gilbert cell, to be mixed to make a monocycle signal, as shown in Figure 3.7 below.

As shown in this figure, this method is able to produce both types of monocycle. This is done by a decision bit which will be applied to mixer as an input so that it will determine that the first half-cycle must be negative or positive based on its value.

Figure 3.7. Primary and final pulses in Trinity pulse generation method [24].

3.3. UWB Circuit Implementation

Having discussed the basic architecture of a UWB imaging system, we can now go through the design of each block individually. In the next two Chapters, the design of two most important blocks of receiver-the ultra-wideband Low Noise Amplifier (LNA) and the UWB Mixer (or multiplier in this case) will be presented and discussed. As a result, we will not describe their design here. Other than these blocks, there are a few important blocks which are necessary for all of different transceiver architecture. In this section, we will describe the design basics of these blocks so that we will have better understanding about the circuit blocks that the LNA and Mixer will work with.

3.3.1. Pulse Generator

This block may be the next important block of a transceiver after the LNA and the Multiplier. The pulse which should be generated for this system should satisfy FCC power requirements for UWB signal. As long as it can satisfy these requirements, it can be any kind of pulses including Gaussian, Laplacian, Rayleigh or Hermitian.

The FCC mask for UWB indoor devices is shown in Figure 1.3. In almost all of UWB systems for medical imaging, a Gaussian pulse is used for the UWB pulse. Such a pulse
can be generated in several different ways, and each way has its own advantages and disadvantages. One way proposed by McCorkle et al. [24] was described in section 3.2.4.

In this section, we discuss a few methods to generate such a pulse and we focus on methods that can be used for the TH-PPM scheme.

Unlike McCorkle's technique which needed a multiplier, there are other methods with simpler architectures that are usable by PPM. One method, proposed by Tiuraniemi in 2002, generates two short pulses with a specific delay which is equal to desired pulse width in a first step. Then these two pulses are subtracted from each other using an analogue subtractor, result in a monocycle in the second step.

The top level architecture of the pulse generation in this method is shown in Figure 3.8. As we see in this figure, two identical and parallel pulse generation blocks are generating short pulses. These pulses are generated with a pre-determined delay which is shown by a block named as \( \tau \). This block can be made using two inverters and a PMOS varactor which gives us the ability to tune delay time accordingly.

![Figure 3.8. Top level design of pulse generation architecture [24].](image)

The output of short pulse generators will be sent to two single-to-differential converter and then the result of these blocks will be sent to analog subtractor which plays the role of analog monocycle waveform generator. Figure 3.9 shows the waveforms of different nodes of this system with the same numbering used in Figure 3.8.
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Now that we know the top level design of the pulse generator we can study each block individually. To design pulse generators, different circuit techniques can be used. As an example, Figure 3.10 shows how an XOR gate can be used for pulse generation.

As we know from XOR logic, the output of this gate is a logical “1” if the two inputs are at different logical levels. It is zero if both of them are either logical zero or one. Here, two inverters and a varactor play the role of a delay block. This is the same configuration that we use for the delay block between two pulse generators. Using two series inverters means that the output has the same logical level as input. The only difference is that each of the inverter gates has a delay because of the finite time it takes for the gate to change state from “0” to “1” and vice versa. This delay is also related to the capacitance at the output node of the inverter. This is why we put a varactor at the output node of first inverter. Using this varactor, we can easily determine length of delay we want. Using this
delay block, we can have different inputs to the XOR gate for specific period of time which is desired for output pulse width.

Figure 3.11 shows the method in which we can use an AND gate as the pulse generator for our system.

Figure 3.11. Using AND gate for pulse generation. [24]

Again, we know that the logic state of the AND gate is a logical one if both inputs are one. Here, since the second input of the gate is an inverted version of first input, it seems that the inputs have always different logical levels, so the output is always zero. But if we look at the circuit carefully we can see that there is a delay for the inverter which can be controlled using the varactor. As a result, on the positive edge of the timing signal, since it takes some delay for the other input to change its logical level, we have both of inputs in level “one”, and as a result output is “one”. This situation is called a glitch or hazard, and the length of the glitch can be conveniently determined by varactor. Also, we should be aware that when we use an AND gate, the pulse repetition frequency (PRF) will be half that for XOR case since we only have a pulse on one of edges (positive edge). However for XOR we have a pulse on both rising and falling edges.

The other gate that can be used in pulse generation is a NAND gate. Its functionality is very similar to the AND gate. The only difference is that the pulse occurs in falling edge, and because of its architecture, it operates faster than an AND gate. This is why in many cases, we use NAND instead of AND for pulse generation.

The next step is to send the output of the digital pulse generators to single-to-differential converters. These blocks then generate two identical out-of-phase pulses from each input pulse so that we will have two pair of differential pulses with a specific delay. One example of single-to-differential converter is shown in Figure 3.12. Two circuits was made by Gilbert in 1997 as a mini-mixer.
In Figure 3.12, the AC-coupled signal will be applied to the gate of the differential pair and since \( M_{01} \) is diode connected, it functions as a resistor in ac small-signal analysis.

![Figure 3.12. A single ended to differential converter [24].](image)

Also, we have a transconductance stage for \( M_{02} \). This results in a 180° phase shift between its gate voltage and its small-signal drain-source current. Drain currents of these transistors, which are now out of phase, will be mirrored to the drain current of M1 and M2 with the same phase. Then they will be converted to voltages across the resistors. The voltages dropped across the resistors are in fact two pulses which have 180° of phase shift. Finally, the results of these single-to-differential converters will be sent to the analog waveform generator.

Prior to explaining about the analog waveform generator, we introduce the analog subtractor. Figure 3.13 shows a sample analog subtractor. In this circuit, the drain nodes of differential pairs are connected to each other in a cross-coupled way, therefore, we can write the following equations for their currents.

\[
I_{out} = I_{D5} - I_{D6} = (I_{D1} + I_{D4}) - (I_{D2} + I_{D3})
= (I_{D1} - I_{D2}) - (I_{D3} - I_{D4}).
\]

\[
I_{out} = KV_1 \sqrt{\frac{2I_{SS}}{k} - V_1^2} - KV_2 \sqrt{\frac{2I_{SS}}{k} - V_2^2}
\]
Figure 3.13. Analog subtractor [24].

\[ I_{out} = KV_1 \sqrt{\frac{2I_{SS}}{k}} - KV_2 \sqrt{\frac{2I_{SS}}{k}} \]

\[ \Rightarrow I_{out} = (V_1 - V_2)\sqrt{\frac{2kI_{SS}}{k}}. \] (3.2)

two equations above, are valid for the case we have following condition and also transistors work in linear region:

\[ V_1^2, V_2^2 \ll \frac{2I_{SS}}{k} \] (3.3)

As seen from the above equations, finally, we have the output current as a function of the difference between input voltages. This means that the circuit works as a subtractor.

Having introduced the subtractor block, it is now easier to understand the monocycle waveform generator.

Figure 3.14 shows the final block of the monocycle pulse generator which is based on the subtractor. The differential pairs can be made using either bipolar or FET transistors. In the bipolar case, we will have a supposedly faster circuit, but with higher power consumption and occupying a large area. Also, for loads, we can use either active or passive loads. Active loads are harder to make, but they occupy less space. This makes active loads suitable for very large resistors since they only occupy a small piece of the semiconductor. On the other hand, active loads usually have very poor performance at higher frequencies and cannot be used at those frequencies if we want a good precision.
3.3.2. Correlator

The next important block in the transceiver design for UWB systems is its receiver’s correlator. This block, which was described previously, is usually a complex of different blocks. In addition to different optional blocks like amplifiers, attenuators and filters, almost all correlator circuits have two main important blocks_ a multiplier and an integrator. As mentioned before, for the multiplier we will devote an entire Chapter to describe its design and related challenges. The other block is the integrator which is described here. The main task of the integrator is to integrate the output of the multiplier for a train of pulses. Then it sends the integration result to a comparator so that it can make a decision about the bit’s logical level. As shown in Figure3.15, which demonstrates an integrator that can be used for a UWB imaging system’s correlator, there are two major parts_ integrator and integrator/holder. The first integration stage is made of a differential pair in which the drain terminals are connected to two ends of a capacitor. The function of the capacitor is to integrate output current of this differential pair.
Based on the circuit schematic in Figure 3.15 we can write,

\[ V_{\text{int}} = \frac{I_{\text{out}}}{sC_{\text{int}}} = \frac{G_m V_i}{sC_{\text{int}}} \]

and \( \omega_{ti} = \frac{G_m}{C_{\text{int}}} \) .

Here \( V_{\text{int}} \) is the output voltage of this integrator, and \( I_{\text{out}} \) is output current of differential pair and \( C_{\text{int}} \) is capacitor which is used for integration. In this stage, there is also a pair of switches to reset the integration process. In fact, before starting the integration process, these switches will be closed so that both ends of the integration capacitor will have same voltage, and as a result the capacitor will be discharged. After a long enough period of time for the capacitor to be completely discharged, the switches will be open and the input voltages will be applied to the gate of the differential pair. These transistors will play the role of transconductance, and if input voltages are different, it will result in a difference in drain currents and consequently, a voltage will be dropped across the capacitor which can partially charge it. Since the capacitor’s value in this stage is limited, it will be charged fully after several pulses, and after that, we will not have any information about the next pulses. As a result we need to store information in a place with a large capacitance. This is why we need second integration stage. The reason that we can not use only the second stage is that it is not fast enough to integrate very short
pulses of a UWB system, but it is fast enough to integrate the signal which is coming from the previous integration stage. As a result, we have a trade-off here between speed and capacity. The first stage has the speed with low capacity, and the second stage is opposite. The voltage difference between the differential inputs of I/H stage (which are the output of the first integration stage) will be fed by the operation amplifier which acts as switched-capacitor inverting integrator. It should be mentioned that the opamp should have very wide bandwidth so that it will be able to process the output of the first integrator. Finally we have Figure3.16 which shows the schematic of a correlator that can be used for a UWB receiver system. As shown, this correlator has a Gilbert-cell multiplier as the first stage and an integrator as the second stage.

![Correlator Schematic](image)

**Figure 3.16.** Correlator which is used in UWB received design [24].

### 3.4. UWB antennas

The antenna is an important component both for the transmitter and the receiver of a UWB system. Therefore it is useful to briefly discuss antennas which are used in these systems. In fact, as an integrated circuit (IC) designer, we do not need to know many details about design of antennas. However, since these components are in direct connection with circuits that we will design, it is beneficial to know some detail about them. Usually, UWB antennas act as filters for the transmitted signal [25]. Also, as
mentioned previously, in the sample waveform generation for the receiver we can consider the antenna as a differentiator in our design. In this section we briefly describe different requirements that an antenna should have if it is to be used in a UWB system for indoor applications. After that, some types of antenna types that can be used for this application will be described.

### 3.4.1. Antenna Characteristics

In this section we describe different characteristics of an antenna that is suitable for UWB applications. First, as mentioned before, UWB antenna take derivative of a signal passing through it. Besides that, a UWB antenna will result in a spreading signal in time domain, which will result in reducing time resolution for the entire system [28]. Generally, we should remember that antennas have more effect on the signal in UWB systems than in narrowband systems. This is because the UWB signal has a relatively wider bandwidth compared to narrow-band signals.

In antenna terminology when we call an antenna a UWB antenna, it means that we have ratio of 6:1, which means that highest frequency of antenna bandwidth is six times large than the lowest frequency. For this wide range of frequency, we should expect difficulties with impedance matching, radiation efficiency and linearity.

Another major difference between a UWB antenna and a narrowband antenna is an effect called “ringing”. Basically, for narrowband signals, since the pulse is not short in time, it will have almost the same shape after passing through the antenna. On the other hand, for UWB systems, since the pulse is very short in time-domain, after passing through the antenna, it will to some extent, lose its original shape. A typical example of this occurrence of ringing is shown in Figure3.17. As we can see in this picture, we have an unwanted signal following original signal for a period of time which is long compared to the pulse width.
To avoid such an effect, one solution is to use low-Q, resistive antennas. Being resistive, will cause a strong attenuation and as a result, ringing will disappear faster. Also, since Q has an inverse relationship with bandwidth, lowering this parameter will result in wider bandwidth and consequently lower ringing effect. Although the drawback is that lowering Q will result in lowering antenna efficiency which results in other problems. It should be mentioned that the Q-factor of an antenna is defined as

$$Q = \frac{f_0}{f_H - f_L}.$$  \hspace{1cm} (3.5)

Here $f_0$ is center frequency and $f_H$ and $f_L$ are higher and lower -3-dB frequencies of antenna bandwidth.

Finally a major difference between narrow-band and UWB antennas is that for the narrow-band case, we usually have a resonating antenna which is designed to resonate at a desired frequency. Therefore, these antennas have a narrow bandwidth. On the other hand, since UWB antennas need to be able to transmit and receive signals for a very wide band of frequency, they should not resonate at any frequency within the band, so basically, we need them to be non-resonating antennas.

There are other characteristics of antennas such as fidelity and symmetry which are important during design procedure. Fidelity means the maximum cross-correlation of the normalized incident voltage and the normalized electric field in the far-field region [29]. Also, the symmetry is a measure of the symmetry of the waveform in the far-field region.
[29]. In the literature, we see different antennas which have been used for UWB applications. Here, in this Chapter, we will go through these types of antennas individually.

3.4.2. Antenna types

Generally a UWB antenna either base-station or indoor-portable application should behave like a high-pass filter in frequency domain so that short sub-nanosecond pulse can pass through them without a serious change in shape. As a result of acting like a high-pass filter, we can conclude that they will act as a differentiator and the transmitted signal would be the derivative of input the signal.

Also, UWB antennas should be linear in phase as well as having a fixed phase center. Since most of the available impedance matching circuits are not linear in phase, then the antenna should be designed so that it is inherently matched. Also, the radiation characteristic of the antenna is a very important parameter in its performance. The antenna’s gain should be smooth over its bandwidth so that there is no dispersion of the input signal. Also we should consider that antenna gain differs when we change the angle of receiver.

In addition to the general requirements described above, there are a few other requirements for each group of base-station or indoor-portable antennas. For example, base station antennas can be used both for indoor and outdoor applications, and generally, those which are designed for outdoor applications can be designed relatively large. Another important requirement for base-station antennas is that the radiation efficiency is very important and as a result, resistive load cannot be used. Finally, these antennas can be designed either directional or omnidirectional.

On the other hand, we have indoor-portable antennas in which the size is relatively smaller than base-station antennas, and usually, we like such antennas to be low cost. Also, if the antenna is constructed on a printed circuit board (PCB), it is more desirable. Since the antenna is small, we can conclude that it is omni-directional. Moreover, here we do not have strict sensitivity on radiation efficiency requirement and as a result, using a resistive load is allowed. A summary of a UWB antenna’s requirements for both groups is presented in table 3.1.
Table 3.1.
UWB Antenna Requirements [24]

<table>
<thead>
<tr>
<th>Frequency Matching</th>
<th>Base Station Antenna</th>
<th>Portable Antenna</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2-10 GHz</td>
<td>3-10 GHz</td>
</tr>
<tr>
<td></td>
<td>typical VSWR &lt; 1.5</td>
<td>typical VSWR &lt; 2</td>
</tr>
<tr>
<td></td>
<td>VSWR &lt; 2</td>
<td>VSWR &lt; 2</td>
</tr>
<tr>
<td>Minimum Radiation Efficiency</td>
<td>50%</td>
<td>10%</td>
</tr>
<tr>
<td>Typical Directivity</td>
<td>0-30 dB</td>
<td>0 dB</td>
</tr>
<tr>
<td>Typical Fidelity</td>
<td>&gt; 0.7</td>
<td>&gt; 0.7</td>
</tr>
<tr>
<td>Size</td>
<td>not specified</td>
<td>area &lt; 100 cm² on PCB</td>
</tr>
</tbody>
</table>

VSWR is voltage standing wave ratio

3.4.2. a. TEM Horn Antenna

This type of antennas which are made of two tapered metal plates, and fed by two wire TEM (Transverse Electro-Magnetic) mode transmission lines, are one of the most popular types of antennas used for UWB applications. Also we can consider TEM horns as a bent bow-tie dipole. Based on the work in [30], TEM horn antennas preserves the UWB pulse very well and also have a constant phase center. Also it was shown in [31] that the radiation efficiency, impedance matching and transient behavior of antenna are completely adjustable by changing the flaring and length of the antenna. The only problem of TEM horn antennas is spatial dispersion which is raised from non-planarity of the waveform from this type of antenna.

Two solutions have been proposed by [32] and [33] which are based on using lenses and reflectors, respectively. It is worth mentioning that the typical gain of this type of antenna is between 5 to 15 dB which makes them suitable for directional base-station operation.

3.4.2. b. Impulse Radiating Antenna

Impulse Radiation Antenna (IRA) is usually consists of a TEM horn feeding a parabolic reflector [33]. The main advantage of this antenna is its relatively high frequency-independent gain compared to other antennas which reaches to numbers like 25 dBi. Also, this antenna is adjustable with a moving TEM horn from the focal point of the reflector. The high gain of this antenna makes it suitable for long-range base-station applications.
For this type of antenna, its high gain, together with its narrow beam makes the probability of interference very low.

3.4.2.c. Folded Horn Antenna

This antenna is basically a result of putting a sub-horn antenna inside the original horn antenna so that it divides antennas aperture in to two equal parts [34]. Using this technique, we can make the antenna even smaller in size. A typical folded horn antenna is shown in Figure 3.18.

![Folded horn antenna](image)

Figure 3.18. Folded horn antenna [24].

3.4.2.d. Dipoles and Monopoles

In [29] it was shown that using dipoles and monopoles without a resistive antenna is almost impossible for UWB systems since they will be unable to preserve the UWB pulse shape [29]. A popular antenna in this group is a bow-tie antenna in which beam-width and input-impedance are very dependent on the antenna geometry and they are almost independent of frequency. Also, the bandwidth of this antenna depends on length of plate, which is shown in Figure 3.19. In fact, the flare angle and length of plate determine the lower frequency and the flare angle also determines the beam-width of the bow-tie antenna. Some of wideband bow-tie antennas are shown in Figure 3.19. In this picture, we can see different terms related to the antennas’ geometry.
Figure 3.19. Some examples of bow-tie antenna [24]
Chapter 4

Ultra Wide Band Low Noise Amplifier (LNA)

In the receiver design of a UWB system, we need a low noise amplifier (LNA) as the first stage circuit. In fact, this is not only for UWB systems, but for almost any communication system, the first stage of the receiver should be an amplifier with low-noise characteristics. This is because received signal in either wired or wireless applications may be noisy and very weak, so that its signal-to-noise ratio (SNR) is very low. If the first stage of receiver is a noisy block, then there is a possibility that we lose the signal. In this case, we can say that signal is drowned in the noise. Figure 4.1 shows a typical UWB architecture and it shows where the LNA should be located in this configuration.

In UWB systems, we also need an LNA as the very first stage of the UWB receiver. The main difference between a UWB LNA with a regular receiver LNA is in the UWB characteristics. In fact, since it is ultra-wideband, unlike narrowband LNAs, it should work for a very wide range of frequencies. In other words, different characteristics of this LNA including gain, S-parameters and noise figure (NF) should be able to meet...
requirements for the ultra-wideband range of frequencies. For narrow-band designs, these parameters should have a reasonable value only for one frequency, or for a narrow band of frequencies.

To design a UWB LNA, there are several options for its circuit topology. Generally two major topologies—common-gate (CG) or common-source (CS) are used. Each of them can be divided to some sub-topologies like common source with inductive degeneration or common-source with an input matching network. Also, capacitive and resistive feedbacks are applicable to both CG and CS architectures.

In this Chapter we will discuss different LNA configurations in the literature and will point out the advantages and disadvantages of each configuration. We will introduce a chosen architecture and reasons our choice. Following that, a short discussion about benefits and drawbacks of this architecture and our methods to solve these problems will be presented.

By the end of this Chapter different topologies for the LNA design, together with various design techniques are introduced and explained, after which, the selected topology is introduced and discussed in detail. As a matter of fact, this Chapter is an important step for the next Chapter in which we will focus on our design and the way we improved LNA’s performance using a new idea.

4.1. LNA Literature Review

There are several different circuit architectures for low-noise amplifiers (LNAs). Each circuit configuration has its own advantages and disadvantages. In this section, we discuss some of the common configuration of LNAs.

4.2. Common Gate

In [36], a common-gate (CG) configuration which is shown in Figure 4.2 was presented. This circuit offers good output-to-input isolation, as well as wideband input matching.
In fact, good input matching is one of the important properties of CG designs since their input impedance is heavily dependent on the transconductance of first transistor. For example, in this design, we have input impedance equal to,

\[
Z_{in} = \frac{1}{g_{m1} + \frac{1}{Z_s(\omega)} + \frac{1}{R_0 + Z_0(\omega)}}.
\]  

(4.1)

Here,

\[
Z_s(\omega) = j\omega L_s \left| \frac{1}{j\omega C_{gs}} \right| = \frac{j\omega L_s}{1 - \omega^2 C_{gs} L_s},
\]  

(4.2)

and \( Z_0(\omega) = \frac{1}{j\omega C_{gd}} \left| Z_L \right| \left| Z_{in2} \right| \).

(4.3)

Putting these values into the input impedance equation, the final equation will show that the real part of input impedance is controlled by \( g_{m1} \) and the imaginary part is controlled by \( L_s \), the inductor located at the source of the first transistor M1. In [36], designers used a parametric sweep to find optimum values for the width over length ratio of M1 as well as \( L_s \) to have input matching over the entire bandwidth. Also, their simulation results
showed a very good output-to-input isolation due to the selected circuit topology. This isolation was less than -70 dB over the entire bandwidth.

On the other hand, an important disadvantage of this design and other CG-based LNAs is their relatively higher noise figure (NF) compared to common-source (CS) LNAs. After writing the noise figure equations for this circuit [36], the noise figure due to only first CG stage was isolated and different methods were tried to suppress the noise figure. Regarding the noise equation, this parameter has an inverse relationship with input impedance. As a result they have tried to design the circuit and most specifically \( L_S \) and \( C_{gs1} \), in such a way that they resonate at the center frequency of the UWB band, but they have the highest possible values for the rest of the band. Since this method is in line with improving input impedance, they did not need to find a trade-off between noise and input matching.

The second method to reduce the noise figure of the CG stage is to increase the transconductance of the first transistor. In fact, in the noise equation of the first stage, we can see that in each component, \( g_{m1} \) is in the denominator. As a result, increasing \( g_{m1} \) will help in suppressing the noise figure. On the other hand, as it was discussed before, since this transconductance has an optimum value for input matching, increasing its value might result in an adverse effect on \( S_{11} \). Consequently, a trade off is needed when using this method. Finally we see noise figure results of this design in Figure 4.3. Here, the NF is higher than the common source designs.

![Graph](image)

Figure 4.3. Noise figure of UWB CG-LNA proposed in [36].
Another CG-based LNA was proposed in [37]. Here, it is mentioned that typically, the higher noise figures of common-gate LNAs are one of their major drawbacks compared to the CS architecture. There [37], it was explained that the gate noise does not have a significant effect on the overall noise figure and it can be ignored. Ignoring this noise contribution, the NF of the CG stage in this design was:

$$F_{CGLNA} = 1 + \frac{4kT\gamma g_d \Delta f}{4kT \frac{1}{R_s \Delta f}} \left(\frac{1}{g_m R_s}\right)^2$$

(4.4)

$$= 1 + \frac{\gamma g_m}{\alpha \frac{1}{R_s}} \left(\frac{1}{g_m R_s}\right)^2$$

$$= 1 + \frac{\gamma g_m}{\alpha \frac{1}{R_s}} \left(\frac{1}{G_{m,eff} R_s}\right)^2.$$

Here, $g_m$ is the MOSFET's transconductance and $G_{m,eff}$ is the effective transconductance of the active stage at the source terminal. In a conventional CG stage, these two parameters are equal to each other, so we have:

$$G_{m,eff} = g_m = \frac{1}{R_s}.$$  

(4.5)

This means that the lowest value of noise would be equal to: $1 + \gamma / \alpha$

Now if we can increase $G_{m,eff}$ by some technique, then we can actually reduce the noise figure significantly. The authors of [37] proposed to add a $g_m$-boosting stage, as shown in Figure 4.4, to amplify the transconductance.

![Figure 4.4](image)

Figure 4.4 Transconductance ($g_m$)-boosting technique proposed in [37] to improve noise figure of CG stage.
Using this technique we can write that \( G_{m,\text{eff}} = (1 + A) g_{m} \). Consequently, the new noise figure is given by,

\[
F_{\text{CGLNA},g_{m}} = 1 + \frac{\gamma}{\alpha} \frac{g_{m}}{R_{S}} \left( \frac{1}{(1 + A)g_{m}R_{S}} \right)^{2},
\]

or

\[
= 1 + \frac{\gamma}{\alpha} \left( \frac{1}{1 + A} \right).
\]

This result shows that using this \( g_{m} \)-boosting stage, the NF is significantly reduced. It was also shown that this technique will reduce power consumption by the same order, making this idea more interesting. The NF result of this design is shown in Figure 4.5. We can see in this Figure how efficient it is to add this stage for the noise figure improvement.

Although the proposed technique considerably improved the noise figure, considerably, it has its own drawbacks in the gain. As a matter of fact, as can be seen from their results, \( S_{21} \) generally has a lower value than a normal LNA with the same structure, but without using this technique.

![Figure 4.5 Noise figure of circuit proposed in [37] and effect of proposed idea in this work.](image)

**4.3. Design Techniques**

**4.3.1. Shunt feedback**

In addition to circuit topology, there are several works in LNA design which are focused on design techniques, including the addition of feedback networks. As an example, we have the addition of shunt feedback in [38] to get wideband characteristics for input
impedance plus having a flat gain all over the bandwidth. Figure 4.6.a shows the original circuit used to test the idea.

![Circuit Diagram](image)

Figure 4.6. (a) Narrowband LNA topology. (b) Simple small-signal model. [38]

As we can see from Figure 4.6, we have a common source topology with source inductive degeneration. A simple small-signal equivalent circuit of the input stage is shown in Figure 4.6.b. As shown in many textbooks, this circuit’s input impedance is determined by shown elements in the figure. Capacitors and inductors are designed in such a way that we have resonance at the frequency of interest. Therefore, that we will only have a real part of the input impedance which is \( L_s \), and it is designed to be \( \sim R_s \). To have an idea that how this circuit operates for wideband applications we have its quality factor as [39]:

\[
Q_{NB} = \frac{1}{(R_s + \omega_T L_s) \cdot \omega_0 \cdot C_{gs}}
\]  

(4.7)

in which \( \omega_0 \) is the resonance frequency and \( \omega_T \) is the cutoff frequency of transistor. Usually, for high-gain and low-noise applications, we prefer the Q-factor to be as high as possible. On the other hand, the -3dB bandwidth of this circuit is inversely related to its Q-factor (\( BW_{3dB} = \omega_0 / Q_{NB} \)). Therefore, if we want to have wideband characteristics for this circuit, then Q must be decreased.

To overcome this problem, a proposed idea in [39] is to use a shunt feedback shown in Figure 4.7.a. Its simple small-signal equivalent circuit is shown in Figure 4.7.b.
As we can see, in this circuit, a resistor is added as the shunt-feedback element. $C_f$ is the DC blocking capacitor and $C_1$ and $C_2$ are coupling capacitors. From Figure 4.7.b, using Miller’s theorem, we can measure effect of $R_f$ on input impedance. According to Miller’s Theorem we have,

$$R_{fM} = \frac{R_f}{1 - A_v},$$ \hspace{1cm} (4.8)

as the feedback resistor’s effect on input circuit. Here, $A_v$ is the open-loop voltage gain of the LNA. The key point of the proposed feedback topology is that unlike the conventional topology in which $R_f$ is one of elements which determine input impedance, here, $R_f$ does not have a considerable effect, and as a result, it can be freely changed to any value. Using same calculations we can write the quality factor of input circuit as,

$$Q_{WB} \approx \frac{1}{R_s + \omega L_s + \left(\frac{\omega_0 L_g}{R_{fM}}\right)^2}, \omega_0. C_{gs},$$ \hspace{1cm} (4.9)

As we can see from this equation, with the proper choose of feedback resistor, we can adjust quality factor accordingly. In [38], they have used this idea for 3 to 5 GHz and have achieved good results for gain, input and output matching, as well as output-to-input isolation. On the other hand, addition of a feedback resistor resulted in a higher level of noise figure which is a limitation of this idea.
4.3.2. Noise Cancellation

Other than feedback there are several other techniques that are being used in the design of low noise amplifiers. In [40], Liao et al used a noise cancellation technique to reduce noise figure of the LNA, while keeping gain, linearity and matching at very acceptable values. As it is shown in Figure 4.8, they have used a common-gate stage as their first amplifying stage to easily achieve good input matching. For simplicity note that M3’s biasing circuit as well as the DC current source of M1 is not shown in this picture.

The main idea of this design [40] is to cancel the noise which is generated by M1 by M2 and M3 so that its effect in output would be negligible. Also L1, L2 and L3 are used to cause more resonances over the bandwidth, so they cause a boosting of the bandwidth. Finally, we have the output stage which includes M4 and a current source connected to its source. This stage is only for testing and measurement, and as a matter of fact, M4 and the current source below it, together with $C_{hp}$, form a high pass gm-stage which is responsible for removing lower frequencies.

![Figure 4.8. Proposed broadband noise cancelling LNA [40]](image)

To cancel noise which is generated due to M1, we need to know its equivalent at the output node, and then we will try to make this expression equal to zero. M1’s noise at the output node is equal to,
\[ I_{n,\text{out}} = \frac{I_{n,M1}}{1 + g_{M1}R_S} \left( g_{M2}R_L - g_{M3}R_S \right). \]  

(4.10)

As a result, to make this expression equal to zero and considering that \( I_{n,M1} \) has always a non-zero value, we need to satisfy following condition,

\[ g_{M2}R_L = g_{M3}R_S. \]  

(4.11)

After satisfying this condition, the major noise contributors in this circuit are \( R_L, M2 \) and \( M3 \). It has been shown in [40] that the noise of \( M2 \) and \( R_L \) are related to \( R_L \)’s value. The following expression shows the final noise figure for this circuit, after cancelling \( M1 \)’s noise figure.

\[ NF = 1 + \frac{R_S}{R_L} \left( 1 + \frac{\gamma}{\alpha g_{M2}R_L} \right) + \frac{\gamma}{\alpha g_{M3}R_S} \]  

(4.12)

Finally, we have Figure 4.9 in which it is shown that how much \( M1 \) contribution to the noise figures changes before and after applying the noise cancellation technique.

![Figure 4.9](image)

Figure 4.9. Simulated noise contribution of \( M1 \) with and without noise cancelling. [40].

Also, other characteristics of this circuit shows that it can satisfy almost all of requirements including gain, linearity, and input and output matching. The only problem of this design is its high power consumption due to added circuitry which makes it unsuitable for low-power applications. Also, using a few inductors results in a big increment in chip area, which makes the circuit inappropriate for applications that are area constrained.
4.3.3. Distributed Amplifiers

Besides the different techniques and topologies that are introduced up to now, there are distributed amplifiers for wideband applications [41]. Basically, in this category of LNAs, we cascade a number of amplifying stages together, and each stage provides a portion of gain for amplification. In this design methodology, since input and output parasitic capacitances of active devices are absorbed in the distributed structure, then the LNA’s bandwidth will be much more than \( f_T \) of each transistor. (\( f_T \) is transistor unity-gain frequency)

Here, we have shown in Figure 4.10 from [40], the main DA structure using two input and output transmission lines coupled by the transconductance of the MOSFETs.

![Figure 4.10 Schematic circuit diagram of cascade CMOS distributed amplifier [41].](image)

As the RF input signal travels in gate line, each transistor is fed in its gate and as a result, they amplify the signal into their drains. If the amplified signals are designed to be in-phase with each other, they will be added together in the output line. Both input and output transmission lines are made by lumped inductors. Using this design, these authors succeeded to design an LNA which works from 0.6 to 22 GHz which is a very impressive by wide bandwidth. Also, their gain and noise figure, as well as input matching, are satisfactory. On the other hand, because of using multiple stages, their power consumption is very high and it is only appropriate for special applications in which
bandwidth is critical and power consumption is not a concern. Again, because of multiple stages, the chip area is much bigger than normal LNAs which lead to another limitation.

4.4. Common Source
Finally, we discuss the common-source configuration of an LNA design. In fact, this configuration should have been introduced earlier, but since the designed LNA in this work is based on this configuration, it is preferred to be studied last. Basically, the main characteristics of an LNA, as understood from its name, are high amplifying ability (high gain) and low noise figure. A major problem with common-gate (CG) configuration is its minimum possible noise figure. In fact, the noise factor (F) of a CG LNA is $F \geq 1 + \gamma / \alpha$. This minimum value for noise factor is so high that can result in ignoring other good specifications of CG stages. On the other hand, CS stages have a way lower the minimum noise figure which makes them good candidates for LNA design.

Here, in this part of the Chapter, we will go through different topologies of CS stages, and finally, we will select the best one to be used for our LNA. Since the CS stage is not wideband by nature we need to add some circuitry to make it wideband. Moreover, unlike the CG stage in which input marching could be achieved by using the $1/g_m$ adjustment, here, we need to come up with a new idea so that it will result in better matching. As an initial step, first we try was to add a shunt resistor at the gate of the CS stage so that it will result in a very wideband matching, as shown in Figure 4.11.

![Figure 4.11. LNA with a shunt input resistor](image)

Adding a resistor right after signal source will result in worsening noise figure, and since this resistor is placed in parallel, it also degrades the gain. Simulation results show that
this type of LNA cannot have a noise Figureless than 6 dB which makes it unsuitable for many applications, including the one in [42]. However, in some of very wide-band commercial applications in which gain and noise figure are lower levels of priority than bandwidth, this type of LNA can be used.

Another wideband configuration of CS LNAs is when a shunt feedback resistor is added between gate and drain of the amplifying transistor. This design is shown in Figure 4.12.

![LNA Circuit Diagram](image)

**Figure 4.12.** LNA with a resistive shunt feedback.

In this design, $R_f$’s value is normally larger than $R_S$ in the previous design, resulting in a lower noise figure. The following equation shows the voltage gain expression of the circuit shown in Figure 4.12.

$$Gain = \left( \frac{1}{2} \right) \left( \frac{1 - \frac{g_m R_f}{R_L}}{1 - \frac{R_f}{R_L}} \right)$$  \hspace{1cm} (4.13)$$

As we can see from the equation above, this gain is related to the value of the feedback as well as the transconductance of the transistor. Of course, we should be careful that these two parameters are limited from the input matching constraint. Both of these values should be chosen so that they satisfy following equation related to the signal source resistance,

$$R_S = \frac{R_f - R_L}{1 + g_m R_L}$$  \hspace{1cm} (4.14)$$
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Although, in this design, the noise figure and gain have reasonable values; when we go to very high frequencies, both of these parameters degrade and are not anymore good. In later works, the authors in [42,43] replaced the resistor $R_f$ with a common drain (CD) stage which can compensate mentioned problems to some extent, but it still suffers from additional noise figure caused by the feedback resistor or the CD stage, which is its substitute.

![LNA with shunt feedback provided by M2.](image)

Figure 4.13. LNA with shunt feedback provided by M2.

Up to now, we have seen a few of configurations that are used for the common-source topology. In all of these circuits, a resistor is used for matching. Although they have resulted in acceptable characteristics, all of them suffer from relatively high noise figure compared to LNAs without those matching circuits. The above explanation resulted in an effort to find a lossless (or at least nearby lossless) matching network which acts as a substitute for the present methods.

Since the network is needed to be lossless, it should be made by inductors and capacitors. Also, since it is going to be used for input matching, it should generate a real component equal to the source resistance. One idea is the use of inductive degeneration that is shown in Figure4.14. We can see from this picture, and it can also be easily derived that the input impedance of this circuit is:

$$Z_{in} = \frac{1}{sC_{gs}} + sL_g + sL_s + \frac{g_mL_s}{C_{gs}}.$$  \hspace{1cm} (4.15)
As shown in the above expression, the real part of the input impedance is equal to \( \frac{g_m L_S}{C_{gs}} \), which should be matched to the source resistance. In this configuration, \( L_g \) is put in the gate of M1 so that we have an additional degree of freedom. Basically, in the design of this type of amplifier, the series combination of \( L_g \) and \( L_S \) is designed to resonate with \( C_{gs} \) (gate-source parasitic capacitance of the transistor) at the desired frequency. Putting \( L_S \) as the inductive degeneration component also affects the noise figure. In general, if we assume that the LNA circuit is a two port network in which \( L_S \) is added to it as another two-port network, we can show that noise correlation matrix will be \([44-46],\)

\[
C_{m,0} = \frac{1}{2\Delta f} \left[ \begin{array}{cc} \frac{v_n^2}{v_n^*t_n} & \frac{v_n^2}{t_n^2} \\ \frac{v_n^*}{v_n^*t_n} & \frac{v_n^*}{t_n^2} \end{array} \right] = 2kT \begin{bmatrix} C_{11,0} & C_{12,0} \\ C_{21,0} & C_{22,0} \end{bmatrix}
\]
\begin{align*}
\mathbf{R}_{n,0} &= 2kT \begin{bmatrix}
R_{n,0} & \frac{F_{\text{min},0} - 1}{2} - R_{n,0}Y_{\text{opt},0} \\
\frac{F_{\text{min},0} - 1}{2} - R_{n,0}Y_{\text{opt},0} & R_{n,0}|Y_{\text{opt},0}|^2
\end{bmatrix} \\
\mathbf{G}_{n,0} &= 2kT \begin{bmatrix}
G_{n,0}|Z_{\text{opt},0}|^2 & \frac{F_{\text{min},0} - 1}{2} - G_{n,0}Z_{\text{opt},0}^* \\
\frac{F_{\text{min},0} - 1}{2} - G_{n,0}Z_{\text{opt},0} & G_{n,0}
\end{bmatrix}
\end{align*}
\tag{4.16}

in which,
\[ R_{n,0} = \frac{\nu_n^2}{4kT\Delta f} \quad \text{and} \quad G_{n,0} = \frac{\overline{l_n^2}}{4kT\Delta f}. \tag{4.17} \]

Now, when we add \( L_s \) for inductive degeneration, as shown in Figure 4.15.b, these matrices will change as follows,

\begin{align*}
\mathbf{C}_m &\approx 2kT \begin{bmatrix}
C_{11,0} + 2\omega L_s \xi \{C_{12,0}\} + \omega^2 L_s^2 C_{22,0} & C_{12,0} + sL_s C_{22,0} \\
C_{21,0} - sL_s C_{22,0} & C_{22,0}
\end{bmatrix} \\
&= 2kT \begin{bmatrix}
R_n & \frac{F_{\text{min}} - 1}{2} - R_nY_{\text{opt}}^* \\
\frac{F_{\text{min}} - 1}{2} - R_nY_{\text{opt}} & R_n|Y_{\text{opt}}|^2
\end{bmatrix} \\
&= 2kT \begin{bmatrix}
G_n|Z_{\text{opt}}|^2 & \frac{F_{\text{min}} - 1}{2} - G_nZ_{\text{opt}}^* \\
\frac{F_{\text{min}} - 1}{2} - G_nZ_{\text{opt}} & G_n
\end{bmatrix}
\end{align*}
\tag{4.18}

The above matrices show that \( R_n, Y_{\text{opt}} \) and \( Z_{\text{opt}} \) will change due to addition of \( L_s \) while \( G_n \) keeps its value. What was shown above is that adding \( L_s \) will give us another degree of freedom to control noise figure of LNA and to find an optimum point for this parameter, together with others.

Beside the above-mentioned advantages of adding inductive degeneration to the LNA architecture, the circuit shown in 4.14 still has some serious problems for wideband applications. First, in the input impedance calculation, we have ignored \( C_{gd} \)'s effect due to Miller’s theorem. However, this capacitance might have a significant effect if the gain of the first stage (M1) is high enough. To overcome this problem, a new approach is to
add a cascode stage right after first stage. Since the impedance seen from M1’s drain is now approximately equal to $1/g_{m2}$ as it is shown in Figure 4.16, Miller’s effect will be considerably degraded for the input node and as a result, ignoring $C_{gs}$’s effect in input impedance calculations would not cause a significant error.

![Figure 4.16. Inductively-degenerated cascode LNA.](image)

Adding a cascode stage has other advantages including improvement of output-to-input isolation which will result in lower dependence of the input impedance on the load impedance and also improved LNA’s stability.

As discussed before, in this design, the input matching network is supposed to be lossless. On the other hand, since we make $L_g$ as an on-chip component, its quality factor is limited and as a result, it will cause losses in the input network, resulting in a higher noise figure. It should be mentioned that during the on-chip design of inductors, higher Q-factors are achievable for smaller inductors. On the other hand, we know that $L_g$ is designed to resonate with the gate-source capacitance of M1. This means that if we can find a way to increase the $C_{gs}$ value, we can decrease $L_g$’s inductance and consequently have a better quality factor.

It is also known that increasing the width of a transistor, but keeping its length constant will result in a higher gate-source capacitance. The main problem of this method is that increasing width of M1 will result in more power consumption, which is undesirable for
our low-power design. Another method is the addition of an auxiliary capacitor in parallel with $C_{gs}$ so that they will be added together, as shown in Figure 4.17.

![Figure 4.17](image)

Figure 4.17. an inductively-degenerated cascode LNA with auxiliary capacitor in parallel with $C_{GS}$.

In the design of $C_{aux}$, we should be careful that this capacitor should not be very big or then the voltage gain will be degraded. Also, another disadvantage of adding $C_{aux}$ is its effect on the unity gain frequency of the circuit, since we know that this frequency for M1 is equal to,

$$\omega_T = \frac{g_m}{C_{gs} + C_{aux}}. \quad (4.19)$$

As a result, adding this capacitor will result in limitation of this frequency. Based on the above explanations, we need to choose this capacitor’s value carefully so that it won’t have a bad effect on the LNA’s performance.

### 4.5. Chebyshev Broadband Matching

The final step of improvement for the inductively-degenerated LNA architecture is making the input matching broadband, while keeping it lossless. Proposed ideas that can satisfy broadband matching requirements together with keeping other parameters with good values are based on the design of multiple-order filters using reactive elements. Generally, Butterworth and Chebyshev $2^{nd}$ and $3^{rd}$ order filters have shown reasonable results [52]. It depends on the designer's decision to choose the filter type and its order,
with respect to the design requirements. Usually, in filter design, we have to find an optimum case for the values of the elements and the filter complexity. Basically filters must generate multiple resonance frequency over bandwidth to provide broadband matching. In this work, we chose a 3rd order Chebyshev filter which was first proposed in [47] and is shown in Figure 4.18.

Figure 4.18. Chebyshev broadband matching network [47].
Chapter 5

Design of an Ultra Wide Band LNA

5.1. Introduction

Now that we know the general architecture to be used for the LNA’s design, we can go through different design aspects in detail and see what requirements we have for this design. In this Chapter, we will review the important design parameters of LNA, including gain, bandwidth, noise Figure, linearity, input and output matching and power consumption. Each parameter will be introduced briefly at first, and then the UWB requirements of this parameter will be studied. Finally, it will be described that how we have optimized our design regarding the specific parameter.

Being familiar with different parameters and their role in the LNA’s performance, a new idea that made this design special will be explained in detail. Then, we will describe how adding two inductors can help us boosting both bandwidth and gain of this LNA, while keeping other parameters with acceptable values. The effect of adding each new element will be shown and reasons for changes in the gain and bandwidth curve will be explained in detail. Finally in this Chapter we will see the design procedure of this circuit. This will be followed by its layout, and simulation and measurement results together with discussions on comparison of these results.

5.2. LNA Design Parameters

In this section, we will go through the important parameters in the design of our LNA and the UWB application requirements of these parameters.
5.2.1. Linearity
Although CMOS scaling helped designers to achieve better gain and noise figure together with lower power consumption, there are also disadvantages when we are dealing with newer technologies. One of these problems directly affects the linearity of our circuit. Since the LNA is the first block of the receiver front-end right after the antenna, any distortions which are generated in the LNA will be propagated through the entire receiver. As a result, during the design of an LNA, beside considering gain and noise figure as the most important parameters, we should also consider linearity in the design to meet application requirements.

With technology scaling, there is usually a reduction of the voltage supply resulting in a reduction in voltage headroom. This means that the received signal is limited by a smaller voltage headroom and the LNA might go to saturation if signal goes higher than this voltage.

Note that scaling does not only limit the voltage headroom. The Input referred Third-order Intercept Point (IIP3) and the 1-dB Input Compression Point (ICP) are two useful parameters that be used to can determine the linearity performance of circuit. Also IIP3 is based on third-order intercept point with the first order values. The problem with scaling is that for transistors with shorter minimum channel length, the optimum point for the third-order intercept point for devices occurs at higher current density.

![Figure 5.1. Simulated 3rd order voltage intercept point for different CMOS technologies. [48]](image-url)
In Figure 5.1 from [48], plots of $V_{IP3}$ vs. current density of transistor with different channel length are shown. Here, $V_{IP3}$ is the input voltage amplitude at which the first- and third-order output voltage amplitudes are equal, and it can be written as:

\[
V_{IP3} = \sqrt{\frac{24g_m}{g_{m3}}},
\]

in which $g_{m3}$ is second derivative of $g_m$.

Problems related to reduction in voltage headroom and increasing optimum current density have resulted in several efforts to find ways to enhance linearity for different RF circuits. For LNAs, among the various proposed circuit techniques, the most efficient one proposed in [49] uses a derivative superposition. In this work, the authors added a parallel transistor operating near the weak-inversion region. This transistor has a third-order coefficient which is almost equal, but with opposite sign of original transistor. This results in cancellation of the third-order term that makes a significant improvement in the circuit’s linearity. To make this clearer, Figure 5.2 shows proposed circuit.

As we can see here both $M_A$ and $M_B$’s sources are connected to a tapped inductor. Note that the tapped inductor can be replaced by two series inductors if area usage is not very important. Considering following expression for the drain current of the original transistor:

\[
i_d(v_{gs}) = g_1v_{gs} + g_2v_{gs}^2 + g_3v_{gs}^3 + \cdots,
\]
in which \( g_1 \) is transistor transconductance and \( g_2 \) and \( g_3 \) are higher-order coefficients for the strengths of corresponding nonlinearities. In this circuit, \( M_A \) and \( M_B \) are designed in a way that a large portion of \( g_3 \) of the original transistor can be cancelled out by \( g_2 \) and \( g_3 \) of the auxiliary device. Also, the tapping point gives us another degree of freedom for adjusting the design more precisely. In [49] it was shown that using this technique, the 20dB improvement in IIP3 is achievable with cost of only a fraction of dB increase in noise figure. 

Other than this technique in [49], there are other successful works for linearity enhancement of LNAs which are mostly circuit techniques including active post-distortion or using a folded IMD sinker in the body of main circuit. For our application of interest, since the signal level is not going to be as high as 0dBm which is limit of most of wireless systems, linearity is not a big issue and in some cases it can be even sacrificed when optimizing other important parameters such as noise figure and gain.

### 5.2.2. Noise Figure

Since we are to design a low-noise amplifier, one of the most important parameters to be optimized during design procedure is noise-figure. Basically, there are two major noise sources that determine LNA’s noise figure: noise of the common-source stage transistor and noise of the input-matching network [49]. In fact, regarding Friis’s formula we have,

\[
F = F_1 + \frac{F_2 - 1}{G_1} + \frac{F_3 - 1}{G_1 G_2} + \frac{F_4 - 1}{G_1 G_2 G_3} + \cdots + \frac{F_n - 1}{G_1 G_2 G_3 \cdots G_{n-1}} \tag{5.3}
\]

This shows that for any system that is made of multiple stages, as long as gain of each stage is larger than unity, then the noise of each of the following stage has less importance than the previous stage. As a result, during noise optimization, we assume that the noise generated due to the cascode stage and the load impedance are not significant. Further as shown in [50], this noise can be considered as an offset in the noise figure curve.

The noise figure of the input network is basically because of the limited quality factor of its inductors. These limitations will results in losses which can be modeled as resistors in series with the lossless inductor. Generally, for smaller inductors, high quality factors are
achievable for inductors designed and fabricated on-chip. As a result, during noise modeling of LNA, we can simply consider smaller inductors similar to bond-wire or slab inductors in which their loss is not significant. As discussed in last Chapter, the final topology that is decided for UWB LNA is shown in Figure 5.3.

![Figure 5.3. Main configuration of UWB LNA](image)

Without considering the noise generated due to the input network inductor, the first stage noise of this LNA can be modeled using the circuit shown in Figure 5.4. Using this model we can write noise factor of LNA knowing that noise factor is total output noise power divided by the output noise power due to the source alone.

![Figure 5.4. Small signal model of inductively degenerated LNA shown in Figure 5.3 without considering input matching network.](image)

As it is demonstrated in this figure, the major noise sources of M1 are the drain current noise or channel noise, and the gate noise. Also, noises due to $R_S$ and $R_g$ can be expressed as:

\[
\overline{v_s^2} = 4kTB R_S \quad \text{And} \quad \overline{v_g^2} = 4kTB R_g . \tag{5.4}
\]
Now considering the definition of noise factor, we have,

\[ F = 1 + \frac{v_{Rg}^2 |G_m(j\omega)|^2 + \frac{1}{\omega^2} |T(j\omega)|^2 + \frac{1}{\omega^2} |D(j\omega)|^2}{v_s^2 |G_m(j\omega)|^2} \]

\[ + \frac{\frac{1}{\omega^2} |T(j\omega)D^*(j\omega)|^2 + \frac{1}{\omega^2} |D(j\omega)T^*(j\omega)|^2}{v_s^2 |G_m(j\omega)|^2} \]

in which \( G_m \) is general transconductance transfer function of this stage, \( T \) is the relationship between gate noise current and its output contribution and \( D \) is the same thing for drain noise. Now, using small-signal model presented in Figure 5.4 we can write each one of these parameters to simplify noise figure expression. At the resonant frequency, which is when following equation is true,

\[ \omega_0^2 (C_{gs} + C_{aux})(L_g + L_s) = 1, \]

\( G_m, T \) and \( D \) can be written as,

\[ |G_m(j\omega_0)|^2 = \frac{g_m^2}{\omega_0^2 C_t^2 (R_s + R_g + \frac{g_m L_s}{C_t})^2} \]

\[ D(j\omega_0) = \frac{R_s + R_g}{R_s + R_g + \frac{g_m L_s}{C_t}} \]

\[ T(j\omega_0) = \frac{R_s + R_g + j \omega_0 (L_g + L_s)}{R_s + R_g + \frac{g_m L_s}{C_t}} \times \frac{g_m}{j \omega_0 C_t} \]

and Defining:

\[ O = R_s + R_g + \frac{g_m L_s}{C_t}, \quad L_t = L_s + L_g, \quad R = R_s + R_g \text{ and } Q_s = \frac{\omega_0 L_s}{R} \]

We get

\[ \frac{D \times T^*}{|G_m|^2} = \frac{R}{O} \left( \frac{R + j \omega_0 L_t}{j \omega_0 C_t} \right) \frac{g_m}{O} \frac{\omega_0^2 C_t^2 O^2}{g_m^2} = R^2 (j + Q_s) \frac{\omega_0 C_t}{g_m} \]

\[ \frac{T \times D^*}{|G_m|^2} = \frac{R}{O} \left( \frac{R + j \omega_0 L_t}{j \omega_0 C_t} \right) \frac{g_m}{O} \frac{\omega_0^2 C_t^2 O^2}{g_m^2} = R^2 (-j + Q_s) \frac{\omega_0 C_t}{g_m} \]

\[ \frac{|T|^2}{|G_m|^2} = \left( \frac{R + j \omega_0 L_t}{O} \frac{g_m}{j \omega_0 C_t} \right) \left( \frac{R + j \omega_0 L_t}{O} \frac{g_m}{j \omega_0 C_t} \right) \frac{\omega_0^2 C_t^2 O^2}{g_m^2} = R^2 (1 + Q_s^2) \]
and

\[ \frac{|D|^2}{|G_m|^2} = \frac{R}{O} \left( \frac{R}{O} \right)^* \frac{\omega_0^2 C_t^2 O^2}{g_m^2} = R^2 \frac{\omega_0^2 C_t^2}{g_m^2} \]  

(5.14)

We can rewrite noise factor expression as:

\[
F = 1 + \frac{\nu_{tg}^2}{\nu_s^2} + R^2 \left[ (1 + Q_s^2) \frac{i_{tg}^2}{\nu_s^2} + \frac{i_{tn}^2 \omega_0^2 C_t^2}{g_m} \left( -j + Q_s \right) \frac{\omega_0 C_t}{g_m} + \frac{i_{tg}^2}{\nu_s^2} \left( j + Q_s \right) \frac{\omega_0 C_t}{g_m} \right] 
\]

(5.15)

And then, using \( t_{tg} t_{tn}^* = -t_{tn} t_{tg} \) because of being purely imaginary, and also using

\[
i_{tn} t_{tn}^* = j |c| \sqrt{t_{tn} t_{tn}^*}
\]

(5.16)

in the expression for \( F \), we get,

\[
F = 1 + \frac{\nu_{tg}^2}{\nu_s^2} + R^2 \left[ (1 + Q_s^2) \frac{i_{tg}^2}{\nu_s^2} + \frac{i_{tn}^2 \omega_0^2 C_t^2}{g_m} \right] 
- 2 |c| \sqrt{t_{tn} t_{tn}^*} \frac{R^2 \omega_0 C_t}{g_m}
\]

(5.17)

Replacing each noise power source with its equivalent based on circuit elements, the final result will be:

\[
F = \frac{R}{R_s} \left( 1 + R \frac{\omega_0^2 C_t^2}{\alpha^2 g_{do} \chi} \right),
\]

(5.18)

where

\[
\chi = \frac{\alpha^2 \delta}{5 \gamma} (1 + Q_s^2) \frac{C_s^2}{C_t^2} + 1 - 2 |c| \sqrt{\frac{C_s}{C_t} \sqrt{\frac{\alpha^2 \delta}{5 \gamma}}},
\]

(5.19)

\[
Q_s = Q_{s0} \frac{C_s R_s}{C_t R}, \quad \omega_T = \frac{g_m}{C_s}, \quad \alpha = \frac{g_m}{g_{do}},
\]

\[
C_t = C_s + C_{aux}, R = R_s + R_g, \quad \alpha = \frac{g_m}{g_{do}}, \quad \omega_T = \frac{g_m}{C_s}, \quad \omega_T = \frac{C_s}{C_t} = \frac{g_m}{C_t},
\]

\[
Q_s = Q_{s0} \frac{C_s R_s}{C_t R} = \frac{1}{\omega_0 C_t R},
\]
It can be shown that all of factors which are engaged in LNA’s noise can be expressed as a function of over-drive voltage or auxiliary capacitor. As an example, we have gate resistance of the MOSFET which can be written as a function of $V_{od}$:

$$R_{g,fet}(V_{od}) = \frac{R_\square W(V_{od})}{12n^2L} = \frac{R_\square W_f^2}{12W(V_{od})L},$$

in which $R_\square$ is the sheet resistance of poly-silicon, $n$ is number of fingers and $W_f$ is width of a single finger. It is shown in [50] how all the other parameters of the small-signal model, which are important in the noise factor equation can be expressed as a function of one of these two parameters mentioned above. Regarding this fact, it is possible to write the noise factor based on these parameters and then optimize the general expression. In this procedure, drawing the noise figure based on $V_{od}$ and $C_{aux}$ is very useful as it is used in [50] to find perfect combination which results in optimum noise figure.

Up to now, the optimization is only done for noise figure alone, but in a LNA design, we have to consider different performance parameters like power, gain and bandwidth. Based on what parameter we are considering when optimizing the noise figure, the optimization method will change.

To consider an additional constraint to optimization, we need a measure for that constraint and then we have to relate this measure to one of two basic parameters, $V_{od}$ or $C_{aux}$, to be able to optimize noise figure considering that parameter. For example, to be able to apply power into our constraint, $R_g$ is a good candidate to be a measure for power as well as having relationship with over-drive voltage, as described before. In following expression, we note that increasing the width of each transistor will result in more current drawn by this device, and will result in increasing gate resistance.

$$R_{g,fet}(V_{od}) = \frac{R_\square W(V_{od})}{12n^2L} = \frac{R_\square W_f^2}{12W(V_{od})L}$$

The same concept can be used for gain and bandwidth. For gain, we have to find an expression for the general transconductance of the LNA which is a function of over-drive voltage, auxiliary capacitance or both of them. This equation is,
\[ G_m = \frac{g_m(V_{oa})}{2\omega_0 C_t (C_{aux}, V_{oa}) R_s}. \] (5.22)

And finally to be able to relate noise figure and bandwidth, the quality factor of a series resonance network is an appropriate choice which is related to the auxiliary capacitor and is also inversely related to bandwidth. As it will be explained later in input matching network, one of the multiple resonances which will result in wideband behavior of UWB LNA happens between \( L_g, L_s, \) gate-source capacitance and auxiliary capacitance, as shown in Figure 5.5.

![Figure 5.5. RLC representation of LNA input impedance network.](image)

The quality factor of this RLC resonance network is given by,

\[ Q_B = \frac{1}{2\omega_0 C_t R_s}, \] (5.23)

in which \( C_t = C_{gs} + C_{aux} \).

The next step in the noise figure optimization is to optimize the noise figure of the input network. As stated before, smaller inductors and capacitors can be assumed as lossless elements which does not significantly affect the noise figure. The main reason for considering the input network in the noise figure analysis is that large inductors which their low quality factor will result in losses that contribute in noise factor of whole LNA. Each one of these inductors can be divided to two parts including spiral inductor and bond wire inductor, with both of them having their own losses. Their quality factor can be written as,

\[ Q_{ind} = \omega \frac{L_{g,ind}}{R_{g,ind}} \quad \text{and} \quad Q_{bw} = \omega \frac{L_{g,bw}}{R_{g,bw}}. \] (5.24)
The parasitic resistances \( R_{g,\text{ind}} \) and \( R_{g,\text{bw}} \) can be expressed in terms of the quality factor of the input network by requiring a power match at the LNA’s input. This is out of the scope of this work, but an example is presented in [50].

### 5.2.3. Input Matching

In designing a narrowband LNA, the reactive part of the input impedance is resonated at the carrier frequency and as a result, the optimum noise figure can be achieved at that frequency [51-53]. On the other hand, for wideband and ultra-wideband circuits, resonance should happen for the whole bandwidth. This fact results in the necessity of an input matching network in UWB LNA structures.

For our circuit shown in Figure 5.3, the input impedance can be written as,

\[
Z_{\text{in}}(s) = \frac{1}{s(C_{gs} + C_p)} + s(L_s + L_g) + \omega_r L_s
\]

\[
= \frac{s^2(L_s + L_g)(C_{gs} + C_p) + s \omega_r L_s(C_{gs} + C_p) + 1}{s(C_{gs} + C_p)}. \quad (5.25)
\]

Here, we see that the real part is \((\omega_r L_s)\) in which \(\omega_r\) is equal to \(\frac{g_m}{(C_{gs} + C_{aux})}\). The LNA should be designed in a way that this part will be exactly (or as close as possible) equal to the source resistance. This will ensure that we have a good impedance matching. The reactive part is responsible for generating resonances all over the bandwidth to satisfy the input reflection coefficient required. In LNA designs a normal value for \(S_{11}\) is less than -10dB. Using this value, we can calculate in-band ripple of this filter as,

\[
|\Gamma|^2 = 1 - \frac{1}{\rho_p}, \quad (5.26)
\]

in which \(\Gamma\) is the reflection coefficient and \(\rho_p\) is in-band ripple. For -10dB reflection coefficient, \(\rho_p\) should have value less than 0.46dB.

To choose filter type and its components’ values, in addition to the ripple value, we also need to know about required resonance frequencies. Figure 5.6 shows small-signal equivalent circuit for the input matching network of the designed LNA.
Based on what is shown in the above Figure we note that there is a series resonance between $L_g$ and parallel combination of $C_{gd}$ and an impedance that is the series combination of $L_S$ and $C_p+C_{gs}$. Also $C_{gd}$ is participating in two other resonances. The first one is a parallel resonance between $L_S$ and $C_{gd}$ and the second one is a series resonance between $L_g$ and equivalent impedance between $L_S$ and $C_{gd}$.

Now that we have discussed the resonance factors and the required in-band ripple of the filter, we can choose the filter type and the elements’ values. Based on various books such as [53], which are extensively describing classic filter design, an appropriate filter should be chosen to meet the filter complexity and the requirements of the elements’ values requirements. For example, if we try to make filter very simple and do not consider the elements’ values, we might see that the required capacitor for $C_{gs}+C_{aux}$ is so big that it will drastically degrade the LNA’s gain. On the other hand, if we try to focus only on the elements’ values, the filter might become a very complicated high-order one.

### 5.2.4. Gain Analysis

In this section, the voltage gain of the proposed UWB LNA will be calculated. Different factors which are important in gain analysis will be introduced and some weaknesses of proposed configuration regarding gain and bandwidth will be explained. Following that, the idea which is proposed in this work will be introduced, and its effect on noise and bandwidth will be explained during a zero-pole analysis. Finally, results of applying the new idea will be compared to old results to show how efficient it is.
To calculate the gain of this LNA, the circuit is split into three stages. The first stage - the CS stage - is the important one from the gain point of view. The second stage - the CG stage (cascode transistor), can be considered as a current buffer as well as an output-to-input isolator. Finally, there are the load stage and the voltage buffer, which are only for measurement and loading purposes.

We start with small-signal model for first stage which is shown in Figure 5.6. For the π small-signal model, the current gain of the common-source stage is \( \beta = \frac{1}{Z_\pi} \) and here,

\[
Z_\pi = \frac{1}{s(C_p + C_{gs})}.
\] (5.27)

Now if we consider that the gate current is equal to the gate voltage \( (V_G) \) divided by the gate-source resistance which is equal to \( \omega_L L_s \), then the drain current \( i_d \) can be written as,

\[
i_d = \frac{V_G g_m}{s(C_p + C_{gs}) \omega_L L_s}.
\] (5.28)

Assuming that the transfer function of Chebyshev filter is \( F(s) \), then the drain current will be

\[
i_d = \frac{F(s)V_{in} g_m}{s(C_p + C_{gs}) \omega_L L_s}.
\] (5.29)

It should be mentioned here that \( C_{gd} \) has not been considered in the gain analysis. Although M1 has a significant \( g_m \) which results in a large capacitor in the gate noise of this transistor due to Miller’s theorem, the cascode stage above M1 and its low input impedance, which is the load impedance for first stage, makes the Miller effect of \( C_{gd} \) very small so that it can be neglected. Miller capacitance \( C_M \) is equal to,

\[
C_M = C_{gd}(1 + g_m(r_0 || R_L)).
\] (5.30)

Here, for the common-source stage, \( R_L = 1/gm_2 \) is small enough to make the Miller capacitance negligible. Using the above equations, the LNA’s gain would be given by

\[
\frac{v_{out}}{v_{in}} = \frac{-F(s) g_m}{s(C_p + C_{gs}) \omega_L L_s} \ast \frac{(s L_L + R_L)}{1 + s R_L(C_{db2} + C_{gd3}) + s^2 L_L(C_{db2} + C_{gd3})}.
\] (5.31)
Considering this gain equation, it can be seen that for higher UWB frequencies, the gain of the LNA will degrade significantly due to last term of the denominator, which is, \( s^2 L_L (C_{db2} + C_{gd3}) \). This degradation becomes more serious when trying to increase the gain from values around 10 dB reported in [47], to higher values such as 18.6 dB that we have achieved in our design.

In fact, even if the poles and zeros remain in their original place, increasing the mid-band gain will reduce the 3-dB bandwidth. However, we can increase the mid-band gain by increasing the transconductances of the transistors in the gain stage. A limitation of this method of gain boosting would be the larger parasitic capacitances which will result in smaller (more undesirable) poles. As a result, we need to find a way to move the undesired poles out of the bandwidth of interest.

To solve this problem, we added two inductors. Each of the inductors will affect the gain curve by means of adding or displacing some poles and zeros so that the unwanted poles which are generated from the parasitic capacitors will be cancelled or moved outside of the bandwidth.

Figure 5.7 shows the completed LNA circuit after adding the auxiliary inductors. As it will be explained later, adding these elements will help bandwidth extension for higher gain values.

In first step, \( L_D \) is put between cascode and buffer stages to split the capacitance seen from \( M_2 \)'s drain. Therefore, the buffer stage will be isolated from the cascode stage, so the capacitance seen from \( M_2 \)'s drain node will be only \( C_{db2} \) instead of \( (C_{db2} + C_{gd3}) \). Consequently, in the gain equation, \( s^2 L_L (C_{db2} + C_{gd3}) \), will be reduced to \( s^2 L_L C_{db2} \). Also, since \( C_{db2} \) is much smaller than \( C_{gd3} \), then, even considering the Miller effect, the gain reduction will be much smaller.

The new gain equation of the LNA, which is calculated with \( L_D \) taken into account, will be,

\[
\frac{v_{out}}{v_{in}} = \frac{-F(s)g_m}{s(C_p+C_g)s_{ns}} \frac{(R_L+sL_L)(1+s^2 L_D C_{gd3})}{1+sR_L C_{gd3}+s^2 (L_L+L_D)C_{gd3}+C_{db2}(R_L+sL_L)(s^2 L_D C_{gd3}+1)}
\]

(5.32)
Figure 5.7. Completed LNA circuit after addition of both auxiliary inductors.

This expression shows that with an appropriate choice of $L_D$, degradation of the LNA’s gain at higher frequencies can be prevented. Consequently, a wider flat gain curve can be achieved. From another point of view, if we consider the step response of this circuit, then isolating the buffer stage from the cascode stage and splitting $C_{dh2}$ and $C_{gd3}$ from each other results in much smaller capacitance to be charged and discharged every cycle [53.5]. This means shorter transient times in time domain and wider bandwidths in frequency domain.

To explain more precisely, a pole-zero analysis for both cases, with- and without-$L_D$, has been carried out to show actual effect of this inductor on the gain of circuit. The results are shown in Figure 5.8. As shown, there are some poles and zeros generated due to placement of $L_D$. In fact adding $L_D$ adds two poles and two zeros (one of zeros is a twin one) to this circuit. It actually adds more than two pairs, but the other zero-pole pairs
happen at the same frequency and so cancel each other’s effect. Consequently, they are not important for our analysis. An appropriate design for $L_D$ will cause poles and zeros in specific frequencies that will help to increase and widen the gain curve.

![Pole zero analysis results before and after putting $L_D$.](image)

Figure 5.8. Pole zero analysis results before and after putting $L_D$. Two poles, one zero and one twin zero are generated as a result of putting $L_D$.

In our circuit, we have designed $L_D$ in such a way that the added poles and zeros are as follows.

<table>
<thead>
<tr>
<th>New Pole (GHz)</th>
<th>New Zero (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.419</td>
<td>6.937(twin)</td>
</tr>
<tr>
<td>8.306</td>
<td>7.592</td>
</tr>
</tbody>
</table>

The pole at 7.419GHz and the zero at 7.592GHz are close enough to approximately cancel each others’ effect and consequently would not have any significant effect on the gain amplitude or phase curves. In contrast, the other pole and zero have very different effect. The zero at 6.937GHz, which is a twin zero, not only prevents the gain to decrease for higher frequencies, but it also results in an increase of the gain amplitude for frequencies beyond 6.94GHz at a rate of 20dB/decade. This increase will continue until
the next pole at 8.306GHz, which stops the gain increment, and after that, a twin pole at 8.7GHz will cause a sharp decrease in gain until the end of bandwidth.

To summarize, the gain curves for LNA before and after putting $L_D$ is shown in following Figure 5.9. We can see the impressive effect of this component, as explained above.

![Figure 5.9. A comparison of gain curves before and after putting $L_D$. As it is shown, due to adding this new inductor, gain has much higher values for higher frequencies compared to the case without $L_D$.](image)

In addition to the maximum gain value, gain flatness is another important concern in the design of amplifiers. Adding $L_C$ as the second new component to this LNA is an effort to achieve the required gain flatness.

Before discussing the effect of $L_C$, we briefly describe the cascode stage. Because it is usually a current buffer, we expect that a cascode transistor does not have any effect on the high-frequency gain. The main reasons for us to choose a cascode stage for this LNA are - first to isolate input and output, second, to reduce the effect of $C_{gdl}$, and finally to increase the low-frequency gain to some extent. Despite all the above advantages, there are some drawbacks for the cascode stage. Most importantly, some parasitic capacitances which degrade the gain, NF and linearity will be created due to the placement of this element. In fact putting $L_C$ will help to compensate to some extent, this degradation. This inductor $L_C$, together with $C_{gdl}$ and $C_{gs2}$, can form a broadband π-section LC network. As
a result, it can resonate with the capacitors to produce broadband operation for the LNA [54].

Again for design of this inductor, $L_c$, a pole-zero analysis has been performed to choose the value in a way such that LNA gain becomes flatter and also less steep for frequencies at the UWB high frequency end.

As shown in Figure 5.10, adding $L_c$ has caused three poles to be displaced and also one pole to be generated. In addition, two pole-zero pairs have been generated, but these are not important for our analysis since they cancel each other.

![Figure 5.10. Pole zero analysis results before and after putting $L_c$. As it is shown, one new pole is generated and 3 poles are displaced. These changes caused gain curve to be more flat as well as a little improvement in very high frequencies of the band.](image)

Among the three poles that have been displaced, two of them do not make any significant change. The first one is a pole at 8.3GHz which is moved to 8.1GHz. Also, there is another pole which is moved from 7.52GHz to 7.91GHz. Again for this pole, the change is not large enough to make a significant difference in the gain curve. On the other hand, the displacement of the third pole is a very effective one. This pole is moved from 7.94GHz to 10.4GHz. This means that the gain drop will be less sharp for frequencies between 7.94 to 10.4GHz by 20dB/decade. And lastly, the most important effect of $L_c$ is the pole which is generated at 7.13GHz. Since this pole is designed to be very close to the
twin-zero that was generated due to the addition of $L_D$, it can cancel out one of the zeros and as a result, there will be no gain increment from this frequency, 7.13GHz, until 8.1GHz, which is start of the gain decrease. This will make gain curve flatter than the previous case. To illustrate these explanations, the gains of the LNAs are shown in Figure 5.11 both with and without $L_C$. Here, we can see that with both $L_C$ and $L_D$, the gain curve is quite flat. From this gain curve, the final gain of the designed LNA has an impressive peak value of 18.6dB.

To demonstrate amount of improvement in gain of this LNA with the added components, a comparison between our design and that in [47], is shown in Figure 5.12. In [47], the structure of LNA is the same as ours, except for the two added inductors $L_D$ and $L_C$ in our design. Also, it is worth noting that the DC current of the design in [47] is 5mA, resulting in 9mW power consumption (supply is 1.8V). In our design, the current is only 3.3mA, resulting in only 4mW power consumption.

![Gain Curve Comparison](image)

Figure 5.11. A comparison of gain curves before and after putting $L_C$. As it is shown, due to adding this new inductor, gain is more flat compared to the case without $L_D$ and also it has higher values for frequencies in high-end of the band.
5.3. Design Procedure

Now that we have analyzed all of aspects of our LNA, we can design LNA components. For the input matching circuit, the theory and equations on how to choose the elements’ values were already described. During simulations, we decided to slightly sacrifice $S_{11}$ to get a better noise figure and gain. This was done by making $C_p$ a bit smaller than its optimum value for $S_{11}$. The final values for the input matching network were $L_1=1.45\,\text{nH}$, $L_2=1.47\,\text{nH}$, $L_g=128\,\text{pH}$, $L_s=130\,\text{pH}$, $C_1=310\,\text{fF}$, $C_2=21\,\text{fF}$ and $C_p=11\,\text{fF}$.

Next, the bias current should be set to meet the power consumption specifications. Power consumption is fixed at 4mW and as a result, the bias current would be $\sim 3.3$ mA. Using this bias current, we could determine which transistor width gives optimum point for best combination of NF and gain which final value was $W_1=240\,\mu\text{m}$.

The next component to be characterized is $M_2$. We should make $M_2$ as small as possible to make its parasitic capacitance low. A lower limit for the size of $M_2$ can be set by its noise contribution. Also, since $M_2$ has a non-zero $V_{ds}$, it has an effect on linearity. In this
design, we chose \( W_2 = 160 \mu m \). It should be mentioned that for both \( M_1 \) and \( M_2 \), the minimum length, which is 130nm, has been chosen.

The next part to be characterized is the load stage. In the previous section, details on how we determine the \( L_D \) and \( L_C \) values were presented. Also, \( R_L \) is chosen with regards to the voltage headroom. Here, we have \( L_D = 6.93 \text{nH} \), and \( R_L = 90 \Omega \). Now that we have all of elements values, from simulations, we can find the frequency in which \( L_c \) should resonate, and as a result, we can choose a value for \( L_c \) to compensate for degradations in gain at that frequency. Here, we set \( L_c = 480 \text{ pH} \).

Finally, we have the buffer stage, which neglecting its small effect on attenuating the voltage-gain, is useful for output matching, in addition to having a flat gain, as mentioned before. For the buffer stage, the only important point is that we need to make sure that our chosen values guarantees \( S_{22} \) lower than -10dB. Since from the output node, the impedance is equal to \( 1/g_{m3} \), we need to set the \( W_3 \) in a way such that \( g_{m3} = 1/50 \). In our design, we chose \( W_3 = 48 \mu m \).

The bias voltages for \( M_1 \) and \( M_2 \) are set externally. In this way, by manually varying the bias voltages, we can see effect of changing the transistors’ bias conditions on the LNA’s performance. Also, the current source is designed using a current mirror.

Using above design, following simulation results are achieved for UWB LNA. Figure 5.13 shows the input reflection coefficient for the designed LNA. As shown, the results are quite good for 3.2GHz- 10.6GHz, with \( S_{11} < -10 \text{dB} \).

![Figure 5.13. Input reflection coefficient versus frequency.](image)
Figure 5.14 shows the effect of new added inductors on power gain. As we see, not only is the maximum gain increased, but the gain is flat over a wider range of frequencies. As shown in Figure 5.14, the 3dB band is 3.5 to 9.1 GHz, with a peak gain of 18.6 dB.

Figure 5.14. Power gain of LNA for cases with and without LD and LC. 

Figure 5.15 shows inverse isolation of this LNA, which as we observe, is completely acceptable and always below -34 dB, indicating excellent isolation. The Cascode stage has a significant effect on output-to-input isolation of this circuit.

Figure 5.15. Inverse isolation of LNA versus frequency.

Figure 5.16 shows the output reflection coefficient, and for the whole band, a very good output matching is achieved and $S_{22}$ is always below -10 dB.
Figure 5.16. Output reflection coefficient versus frequency.

The noise performance of this LNA is shown in Figure 5.17. Usually, for UWB LNAs, the average NF is more important than the minimum noise figure, $\text{NF}_{\text{min}}$. Here, the $\text{NF}_{\text{min}}$ is equal to 3.3 dB and average NF is 4.7 dB, which are both very good values for this circuit.

Figure 5.17. Noise figure of LNA versus frequency

Finally, we have Figure 5.18 which shows the IIP3 results. This parameter, which indicates the linearity of our design, is quite impressive. Here, the IIP3 is -0.97 dBm, determined at 6GHz.
5.4. Layout

The layout design was done using the Virtuoso Layout Editor tool available in the Cadence package. Figure 5.19 shows a screen capture of the layout. Generally, it has three main sections including two LNAs and one calibration structure. To make a clear comparison between conventional LNA and LNA after the addition of both inductors, both of them are laid out to be compared. Also, for calibration purposes, some structures have been added to the layout. The core two-stage amplifier occupies an area of 1.3 mm². The inductors were laid using the top metal layer since it has the least sheet resistance. Also, since it is furthest away from the substrate, then it has the least parasitic capacitance. The tool provides a parasitic extraction function, which can be used for post layout simulations. However, this function did not work at the time the layout was being done.
5.5. Measurement Results

Figure 5.20 shows a photograph of the complete layout of two LNAs. Part "a" shows the original circuit and what is shown in part "b" is our LNA after addition of both $L_D$ and $L_C$. All of inductors and top level metals can be clearly seen, which includes those are used for input matching network as well as load inductance and additional inductors, $L_D$ and $L_C$. Moreover, input and output pads and DC biasing pads are clearly shown in this photograph.
After Layout completion, post-layout simulation must be performed to see how parasitic elements due to interconnections affect the performance. At the time of submission, since the Cadence kit was not able to extract parasitic elements including capacitance, inductance and resistance, this stage was done manually. First, length and width of all metal layers that are used should be measured and then, using according coefficients for each metal layer, it is possible to estimate parasitic elements for each path. Normally, as we go to higher metal layers, both parasitic resistance and capacitance decreases. Also, metal pieces that form RF signal path have higher importance. In this layout, it is tried to use MA and E1 for the most of longer connections, and lower level metals like M1 and M2 are only used for very short paths.

Both LNAs are probed on-wafer using Cascade Microtech Ground-Signal-Ground RF probes (model 40A-GSG-150-LPW). The scattering parameters were measured using an Agilent PNA N5230a, calibrated using Open-Short-Thru-Load method with a Picoprobe CS-5 calibration substrate. The DC voltages were provided by an HP4156B Semiconductor Parameter Analyzer. The complete measurement setup is shown in Fig. 5.21.

As shown in this figure, DC voltages are provided by means of five DC probe holders which are connected to Semiconductor Parameter Analyzer. DC bias voltages could have been designed internally, however, external biasing is chosen. This is because it enables us to sweep DC voltages to compensate changes that happened to circuit due to process variations. A vacuum setup is considered to stick DC probe holders to probe station.
Measurement setup which is shown in Figure 5.21 is used first for calibration. For this purpose, the calibration substrate is put as Device Under Test (DUT) and after performing SOLT calibration, data is saved in a network analyzer. Then, the calibration substrate is replaced by the chip and main measurement can be done. Network analyzer automatically performs de-embedding with regards to results from calibration stage, and as a result, shown scattering parameters in the network analyzer would be the final results after de-embedding.
Also Figure 5.22 shows the probe station together with DC probe holders, which makes the test setup clearer.

Figure 5.22. The probe station together with DC probe holders

Figure 5.23 shows simulation and measurement results of $S_{21}$ for the designed LNA. As it is shown in this figure, measured $S_{21}$ has almost the same flatness that simulation results predicted before. The only differences between these two curves are first, zero and pole locations and second, $S_{21}$ magnitude in a specific range of frequency. The reason for pole and zero displacement is mainly because of reactive elements which are generated due to layout interconnections. These elements, as it was described before, are modeled manually in simulation. Consequently, it is possible that their model is not very precise, resulting in a change in poles and zeros’ location. On the other hand, we have five and seven inductors for the initial and final LNAs which are designed. These inductors have been modeled in Cadence with a quality factor which is not necessarily equal to their real quality factor. Again, due to lack of modeling precision, usually quality factor of fabricated inductors are lower than simulation, and consequently, poles and zeros will be affected by this difference.

The same thing is true about $S_{21}$ magnitude. In fact the peak value as well as $S_{21}$ magnitude for 4.4 GHz to 8.3 GHz is about 1 dB less than simulation results and this can have several reasons.
One of the reasons can be because of modeling of parasitic resistance due to the interconnection. As it was mentioned before, this modeling is not very precise and it is possible that it has caused part of the loss. Also, normally, fabricated inductors have lower quality factor than those in simulation, resulting in more resistive part and consequently more losses due to this reason. None of above effects can be removed during calibration or de-embedding. Of course there are several loss factors such as cables and connection losses between RF and DC probes, but all of these, can be removed by de-embedding and calibration.

Figure 5.24 shows measured $S_{21}$ for both with and without additional inductors ($L_D$ and $L_C$) and it confirms effectiveness of adding these elements which was predicted by simulation results.

Figure 5.24. $S_{21}$ for both LNAs. As shown, the LNA with added inductors shows flatter gain curve.

Also, Figure 5.25, 5.26 and 5.27 show input and output reflection coefficient and output-to-input isolation respectively.
For $S_{11}$ and $S_{12}$ the simulation and measurement results are not highly correlated, however, since the most important point about these parameters is being lower than a specific value, this difference is acceptable while $S_{11}$ is lower than $-10$ dB and $S_{12}$ is
lower than -30 dB. These figures show that the fabricated chip has a very good input and output matching as well as excellent out-to-in isolation.

Figure 5.28 shows the test setup for measuring noise figure of the LNA. First we need to de-embed noise which is generated due to the cables and then considering these noises, we can calculate LNA's noise. Here, first we connect noise source to one port of Agilent N8975a noise figure analyzer. Then, the cable which is connected to the output will be connected to noise source in one end, and to the second port of NF meter in the other end. Using this configuration, we can de-embed the noise cause by output cable. Next step would be addition of input cable. In this stage this cable acts as the DUT. NF meter can calculate gain of this cable which is a negative number as we expected. Also in this stage we calculate noise figure of input cable independently.

![Measurement setup](image1)

Figure 5.28.a. Measurement setup for output cable de-embedding and NF-meter calibration.

![Test setup](image2)

Figure 5.28.b. Test setup for measurement of NF and gain for input cable.
Finally, when we add LNA to this setup as DUT, we can calculate noise of the whole system. This noise figure includes noise from both input cable and LNA. To calculate noise of LNA separately, we can use data from last stage and following formula for noise of a multi-stage system:

\[ F_{\text{total}} = F_1 + \frac{F_2 - 1}{G_1} + \frac{F_3 - 1}{G_1 G_2} + \frac{F_4 - 1}{G_1 G_2 G_3} + \ldots \]  

Of course, this formula is for noise factor and we have to use noise factor in our calculations, and then, replace it with noise figure. Here, \( F_1 \) is noise factor of input cable, \( G_1 \) is input's cable gain and \( F_{\text{total}} \) is total noise factor that NF meter gives us. Our goal is to calculate \( F_2 \) which is noise factor of LNA and after that, we can convert this value to
noise figure. Results are shown in Figure 5.29, in which simulation results are also shown for sake of comparison. The main reason for difference between simulation and measurement results is due to added noise of DC voltage supply as well as lack of precision in our calculations during de-embedding process.

![Figure 5.29. LNA's Noise figure measurement and simulation results.](image-url)
Chapter 6

Ultra Wide Band Mixer Design

As previously mentioned, to design a UWB receiver front-end, we need a multiplier as the major block for correlation purposes. Unlike narrowband systems in which receiver has a mixer to down-convert RF signal to IF (Intermediate Frequency), for UWB systems, there is no carrier and the UWB mixer is in fact operating as a multiplier to find the correlation between two UWB pulses.

Figure 6.1 shows a typical configuration of a UWB system including the multiplier. As shown in this picture, the output signal of LNA, which is an amplified version of received signal, will be correlated with a sample signal which is generated using other correlation blocks. The output of this block will be sent to an integrator so that using its output, decision making can be performed.

![Figure 6.1. UWB Mixer in medical imaging UWB system architecture.](image)

In our application, based on what we need from mixer, different topologies can be used. But in general, there are some specific parameters which are important in every mixer design. The main parameters _conversion gain_, noise figure and linearity should be carefully considered in every mixer design. In some cases, depending on how we connect
the mixer, we may need to have perfect input and output matching. For wireless applications, we need our transceiver to dissipate as low as power as possible so that batteries can work longer [56, 57]. Since mixers are usually one of the most power hungry blocks in the receiver architecture, it is critical to take power into consideration during mixer design.

In this Chapter, first, we will review different types of mixers and the reasons why a mixer based on the Gilbert-cell topology is used. Next part will be a literature review of different low-power designs of the Gilbert cell. At the end of this section, the final topology used in this work will be introduced. Knowing the topology, different advantages and disadvantages will be investigated and different aspects of this design will be reviewed.

Having reviewed the topology, we will then have three sections on different parameters of the mixer, including noise, linearity, gain and matching and possible ways to optimize mixer design for these parameters. Finally, the design procedure will be explained and simulation results will be provided, followed by layout and measurement results.

**6.1. Mixer Topologies**

Based on what is commonly presented in text books on RF integrated circuit design, the mixer’s main purpose is to take the RF signal from a frequency to either a higher or a lower frequency based on whether it is an up- or a down-conversion mixer. This is usually done using an additional signal which is provided by a local oscillator. The basic idea is shown in Figure6.2 below.

![Figure 6.2. basic Idea of a Mixer](image)
Mixing can be done using various methods from a simple transistor to a complicated double double-balanced mixer. Basically, other than the simple transistor configuration, or configurations which are based on diodes, there are a few structures which are mostly used for design of mixers.

First, we have an unbalanced mixer, which is shown in Figure 6.3. Here, we use non-linear relationship between drain current and gate-source voltage of a transistor to mix signal which is coming from M1 with signal at M2’s gate voltage. Of course, since the LO signal is off for half of the cycle, M3 is designed and its gate voltage is same as M2 but with a 180 phase shift.

![Figure 6.3. An unbalanced Mixer](image)

The output voltage of this circuit will be [60],

$$
V_o(t) = V_o^+(t) = R_L(I_{DC} + g_m A_{rf} \cos \omega_{rf} t) \left( \frac{1}{2} + \sum_{n=1}^{\infty} \frac{\sin \left( \frac{n\pi}{2} \right)}{n\pi} \cos (n\omega_{lo} t) \right)
$$

$$
= R_L \left( \frac{I_{DC}}{2} + \frac{g_m A_{rf} \cos \omega_{rf} t}{2} + \frac{2I_{DC}}{\pi} \cos \omega_{lo} t + \left( \frac{2g_m A_{rf}}{\pi} \cos \omega_{rf} t \cos \omega_{lo} t + \ldots \right) \right)
$$

(5.34)
A drawback of this topology is that RF and LO feed-through, which are basically effects of these signals, will appear in the output. Also, the conversion gain for this topology will be,

\[ G_c = \frac{1}{2} \frac{R_L \left( \frac{2 g_m A_{rf}}{\pi} \right)}{A_{rf}} = \frac{g_m R_L}{\pi} \] (5.35)

Next is a single-balanced mixer which has a differential configuration for the output voltage. This output will be the difference between drain of M2 and M3 as shown in Figure 6.4.

![Single Balanced Mixer](image)

Figure 6.4. Single Balanced Mixer

Here since we have a differential output, the RF component in output signal is eliminated, resulting in no RF-feed through.

\[ V_o(t) = V_o^+(t) - V_o^-(t) \]

\[ = 2R_L (I_{DC} + g_m A_{rf} \cos \omega_{rf} t) \left( \sum_{n=1}^{\infty} \frac{\sin \left( \frac{n\pi}{2} \right)}{n\pi} \cos (n\omega_{lo} t) \right) \] (5.36)

In addition, compared to unbalanced mixer, conversion gain \( G_c \) is doubled, is again a result of being differential.
Finally, we have double balanced mixer or Gilbert Cell, which is the most popular mixer configuration. Figure 6.5 shows a typical Gilbert cell in which everything including RF and LO stages are differential. Writing the output voltage equations for this circuit, we see that because of this circuit differential structures in the LO and RF stages, both RF and LO feed-throughs are eliminated, resulting in a greatly improved mixer. Here, for Figure 6.5 we have,

\[
I_{if+}(t) = \left( \frac{I_{dc}}{2} + \frac{g_mA_{rf}\cos\omega_{rf}t}{2} \right) + I_{dc} + g_mA_{rf}\cos\omega_{rf}t \left( \sum_{n=1}^{\infty} \frac{\sin \left( \frac{n\pi}{2} \right)}{\frac{n\pi}{2}} \cos \left( n\omega_{lo}t \right) \right)
\]  

(5.38)

\[
I_{if-}(t) = \left( \frac{I_{dc}}{2} + \frac{g_mA_{rf}\cos\omega_{rf}t}{2} \right) - I_{dc} + g_mA_{rf}\cos\omega_{rf}t \left( \sum_{n=1}^{\infty} \frac{\sin \left( \frac{n\pi}{2} \right)}{\frac{n\pi}{2}} \cos \left( n\omega_{lo}t \right) \right)
\]  

(5.39)
As a result we will have:

\[
I_{i_f+}^+(t) = I_{i_f+}^+(t) + I_{i_f-}^-(t)
\]

\[
= I_D + 2g_mA_{rf} \cos \omega_{rf} \sum_{n=1}^{\infty} \frac{\sin \left(\frac{n\pi}{2}\right)}{n} \cos (n\omega_o t) \quad (5.42)
\]

\[
I_{i_f-}^-(t) = I_{i_f+}^+(t) + I_{i_f-}^-(t)
\]

\[
= I_D - 2g_mA_{rf} \cos \omega_{rf} \sum_{n=1}^{\infty} \frac{\sin \left(\frac{n\pi}{2}\right)}{n} \cos (n\omega_o t) \quad (5.43)
\]

and finally, the output voltage will be [60]

\[
V_o(t) = R_L \left[ I_{i_f+}^+(t) - I_{i_f-}^-(t) \right]
\]

\[
= 4g_mA_{rf} \cos \omega_{rf} \sum_{n=1}^{\infty} \frac{\sin \left(\frac{n\pi}{2}\right)}{n} \cos (n\omega_o t) \quad (5.44)
\]

It can be seen from the above equation that RF and LO feed-throughs are not present in the output signal. Finally, we have conversion gain of this circuit given by,

\[
G_c = \frac{1}{2} 4R_L \left(\frac{2g_mA_{rf}}{\pi}\right) = \frac{4g_mR_L}{\pi} \quad (5.45)
\]

This conversion gain is two times that of a single balanced mixer and four times that of the unbalanced mixer. Considering all of the above advantages, most of mixers designed and implemented by RF IC designers are based on this specific topology.
6.2. Literature review
Beside the advantages which were described for the Gilbert cell mixer, in general, circuits based on this topology dissipate more power than other topologies. In other words, power consumption is always an important issue in design of mixers based on Gilbert cell. There have been several efforts to overcome this problem, and each new idea solved the problem to some extent, but it also has its own drawbacks. Here, in this section, we will go through different circuit topologies or design techniques proposed in these works, and finally, we will introduce the chosen one to explain about its features in the next Chapter.

The first work [57] which is shown in Figure 6.6, is basically stacking a LNA below the mixer to reuse the current and share power. In this way, the power consumption of both circuits is considerably reduced. The main problem of this design is the need to increase the supply voltage to have enough voltage headroom for signal swing. With technology scaling, which results in very low voltage supplies, this idea cannot be easily implemented.

The next work [58] is similar, in which mixer is combined with an oscillator. Again for this work, mixer cell has been put on top of a VCO to reduce power consumption, but with the cost of higher voltage supply. This design is shown in Figure 6.7.

Figure 6.6. Stacked Mixer on top of an LNA proposed in [57]
Beside the voltage headroom problem these two circuits need large capacitors to provide perfect AC ground, causing another disadvantage for this group of ideas. Another idea proposed in [58, 59] is to use high-Q passive components in LC tanks, to make their loss as low as possible. Since increasing the quality factor of inductors will result in narrower -3dB bandwidth, this idea is not suitable for wideband applications. Moreover, the addition of inductors or transformers will significantly increase the cost and area consumption.

Another novel idea to reduce power consumption of the mixer is using the body contact of MOSFET as the RF input terminal to achieve lower voltage supply and consequently lower power consumption. One example of this technique is reported in [60].
Figure 6.8. Bulk driven Mixer proposed in [60].

As we can see in above figure, since both RF and LO signals are applied to one transistor, the voltage supply can be much lower than in a conventional Gilbert cell which was shown in Figure 6.5. Although the idea looks very attractive, there are some issues which should be considered, including the need of a twin well technology as well as accurate modeling of the back gate, the parasitic p-well resistance and the deep n-well diodes.

Next group of works on improving Gilbert cell architecture, mostly focused on power reduction, are concentrated on folded structures for the Gilbert mixer. An example of this structure is shown in Figure 6.9. As we can see in this figure, since LO and RF stages are not stacked on top of each other, the voltage headroom is not an issue anymore and the power supply can be reduced to some extent, resulting in better performance in terms of power.

Figure 6.9. comparison of conventional and folded configurations for Gilbert cell [61].
In [61], we see an example of use of this configuration in which current reuse techniques and current bleeding are also used in their design to improve other parameters like gain and linearity. Figure 6.10 shows the design which is proposed in [61]; and since they have used mentioned techniques, power dissipation is not reduced significantly despite use of folded configuration.

![Figure 6.10. folded cascode mixer proposed by Hsieh et al in [61].](image)

Another approach in the design of mixers is to bias the transistors in the sub-threshold region. This was done before for LNAs, and in examples like [62] the designers have significantly reduced power while keeping other parameters unchanged. This idea is also applied to Gilbert mixers in some works like [63], which resulted in much better power performance, but a drastic increase in the noise figure.

Basically, when a transistor is operating in the super-threshold saturation region, the drift mechanism is the dominant for current transport and that is the reason for quadratic relationship between drain current and gate-source voltage. On the other hand for the sub-threshold region, since diffusion mechanism dominates in current transport, the
relationship between drain current and gate-source voltage becomes exponential, which results in higher $g_m$ to $I_{DS}$ ratio compared to super-threshold mode. Figure 6.11 which is from [64] shows the increase of this ratio clearly.

![Characteristic graph of drain current vs gate-source voltage around threshold voltage for two different sizes of transistor](image)

Figure 6.11. characteristic graph of drain current vs gate-source voltage around threshold voltage for two different sizes of transistor [64].

As shown in this figure, for two different transistors with two different widths, a similar transconductance can be achieved for either super- or sub-threshold regions. This means that with increasing transistor width, we can compensate $g_m$ reduction caused by reducing gate-source voltage and as a result achieve much lower power dissipation.

In [64], a modified version of the Gilbert cell mixer is proposed and this is shown in Figure 6.12.
In this circuit, the authors have biased the LO stage in the sub-threshold region to benefit from the above-mentioned advantages. In addition, since the $g_m$ of the LO transistor becomes higher, steeper LO signal in zero crossing can be provided and as a result, conversion gain will be improved. Furthermore, as will be explained later, since the zero crossing slope of LO signal is increased, one type of switching noise which is generated in LO stage will be considerably reduced, resulting in an improvement in the noise performance.

In [65], an interesting new mixer configuration recently proposed. First, they have used a folded structure for power reduction. Also they used stacked NMOS-PMOS technology to maximize transconductance for a constant DC current. Additionally, DC decoupling is used between the LO and RF stages so that their biasing are completely independent of each other, unlike conventional Gilbert cell configuration in which, LO stage is on top of RF stage, and as a result, its biasing is related to the RF stage, so the LO current must be kept high so that enough transconductance can be provided for the RF stage. In the RF stage, we have a resistive feedback, $R_f$. The main purpose of this resistive feedback is to boost the bandwidth and ease the biasing since it applies self biasing to this stage. In addition, this resistor helps to achieve a good matching for the input without the need for a matching network.
As mentioned before, $C_{ac}$’s task in this circuit is to completely decouple the RF and LO stages. There is also an interesting point in the design of the load resistance of this mixer. As shown, instead of one resistor for each half-circuit, two parallel resistors have been used so that process variations will be cancelled out. Finally we have $R_b$ at the source of the LO switches as a path to ground for the minimum current flowing through the LO transistor because of non-ideal switching, and also for adjusting the source potential of these switches.

Considering all these advantages, the above configuration was selected for the design of the UWB mixer in this work. It should be mentioned that despite all of the advantages described, there are some serious drawbacks which should be solved for this configuration, including input matching for higher frequencies in the UWB band as well.
as power consumption, which is always an issue in the Gilbert cell. In this work, we try to overcome these problems with the aid of circuit techniques or additional elements.

6.3. Mixer Design Parameters
Now that we know about different mixer topologies and also selected configuration that we are going to design our block, the mixer design can start. We will first introduce the major parameters which are important in the design of mixer and then the design procedure will be explained.

6.3.1. Noise Figure
The mixer noise can be divided to three major groups: output load, input transconductance and switches noise. From another point of view, we can divide the mixer noise to low frequency and high frequency noise. Here, we discuss about low-frequency noise at first, and second, high-frequency noise will be investigated. Although in our design, intermediate frequency is set at high frequencies like 100 or 200 MHz, and flicker noise is not effective in this range of frequency, but it is still instructive to know more about noise mechanisms in low-frequency since they can help in understanding high-frequency noise.

6.3.1. a. Load Noise
First, we have load noise which only happens for zero-IF receivers in which flicker noise in the loads competes with the signal [66]. This noise can be lowered by using PMOS transistors instead of NMOS since the PMOS’s flicker noise is less than NMOS due to the sub-surface current transport. Also, if voltage headroom is not a serious issue in the design, poly silicon resistors can be used since they do not have much flicker noise.

6.3.1. b. RF Transconductance Noise
The next low-frequency noise generator is transconductance noise. The noise of this transistor accompanies signal and as a result will be translated in frequency. As a result, white noise and its odd harmonics will be down converted to IF or DC (in case we have a
zero IF) and flicker noise will be up-converted to $\omega_{\text{LO}}$. Also due to mismatches in the switches in LO stage, a portion of this noise might appear in the output load.

Finally we have switches noise which are in fact the most important noise sources in the mixer topology. Generally, quad switches will result in two groups of noises, named as direct and indirect noises.

6.3.1. c. Direct Noise

There are many works in which noise of mixers, and more specifically, direct and indirect noises have been investigated. Some of them are more on numerical and mathematical modeling like [67] and some others like [68] are mostly based on physical interpretation of different noise mechanisms.

It is known that flicker noise in a transistor arises from charge fluctuations, and we can model this noise as an input voltage source which is applied to the gate of transistor. This source provides a slowly varying offset voltage associated with the differential pair at the gate of switches, like that shown in Figure 6.14.

Figure 6.14. Single balanced mixer with switches noise.
It should be noted that this noise is independent of gate-source voltage of MOSFET based on experimental proof in [69, 70].

To make the explanation simpler and without loss of generality, we can assume that the transistors switch very fast so that with a very small change in voltage, the current changes completely from negative to positive (or from zero to highest value), like that shown in Figure 6.15.

![Graph showing I-V characteristics of the switch.](image)

Figure 6.15. Assumed I-V characteristics of the switch.

Based on this model, when we don’t have any noise, in the positive half cycle, M1 in the circuit of Figure 6.14 will be on and M2 will be off. For the other half-cycle, this would be reversed. In this mode of operation, the switches act very fast. Considering noise will be like applying a modulation in the time that M1 and M2 are switching, and this will result in an advanced or a retarded zero crossings of square wave signal by,

\[
\Delta t = \frac{V_n(t)}{S},
\]

where S is the slope of the LO voltage at the switching time. This will result in a new component in the waveform of the output in addition to LO feed-through. Spikes with random time \(\Delta t\) and amplitude of \(2I\) (which is twice the amplitude of LO square-wave) and at the frequency of \(2\omega_{LO}\) will appear in the output waveform because of switch's direct-noise. Figure 6.16.b. illustrates the above explanations.

Over one period, the average value of the output current is:
\[ i_{o,n} = \frac{2}{T} \times 2I \times \Delta t = \frac{2}{T} \times 2I \times \frac{V_n}{S} = 4I \frac{V_n}{S \times T}, \] (5.47)

in which T=\(2\pi/\omega_{LO}\). In [68], it is shown that considering direct noise, the frequency spectrum of the baseband noise current at the output is,

\[ i_{o,n}(f) = \frac{4I}{ST} V_n(f) = \frac{1}{\pi} \frac{I}{A} V_n(f). \] (5.48)

To indicate noise figure of the circuit, the output SNR (signal-to-noise ratio) is a good candidate. In [68], it is shown that the SNR for the output is:

Figure 6.16. a switch input voltage, b. mixer output current decomposed into noiseless response and pulse of noise. [68]
\[ SNR_1 = \frac{S \times T}{2\pi(V_{GS} - V_t)} \cdot \frac{V_{in}}{V_n} = \frac{2A}{(V_{GS} - V_t)} \cdot \frac{V_{in}}{V_n} \]  

(5.49)

in which \( A \) is the LO's amplitude. Using this equation, it is noted that increasing the waveform slope at the zero crossing, \( S \), as well as its period, improves the SNR, or, in other words, the noise performance. Although, all the above calculations were performed for a single-balanced mixer, they are also true for a double-balanced (Gilbert Cell) except for the LO feed-through which does not appear in the output in a Gilbert mixer. Figure 6.15 shows the mixer's output spectrum in the presence of direct noise for a single balanced mixer. For the Gilbert cell, there is no component in the LO frequency since the LO feed-through does not exist.

![Mixer output spectrum in presence of direct noise.](image)

Figure 6.17. Mixer output spectrum in presence of direct noise. [68]

### 6.3.1.d. Indirect Noise

The previous explanations show that flicker noise or low-frequency noise in the output can be eliminated if we have an ideal square-wave LO waveform which has an infinite slope at zero-crossing. On the other hand, an increasing slope will result in some consequences which will cause another mechanism for noise that depends on the frequency and the circuit's capacitance and this is called “indirect noise”.

To explain the indirect noise mechanism, using again the single balanced mixer shown in Figure 6.14 is instructive. As shown in this figure, the noise of the switches is modeled in the gate of one of the transistors. In this way, when M1 is on, both \( V_n \) and the biasing voltage \( V_H \) are in its gate, but in the second half-cycle, when M2 is turned on, only \( V_H \)
appears in its gate. Considering this, we can calculate voltage in the source of the switches, with the assumption of a source follower stage. This voltage charges exponentially to $V_n$ in one half-cycle, and it discharges to zero in the other, as shown in Figure 6.18.a.

\[ \tau = \frac{C_p}{g_m} \ll T \]

\[ V_s \]

\[ V_n \]

\[ i_{CP} \]

\[ i_o \]

\[ t \]

\[ T \]

\[ t \]

Figure 6.18. Waveforms resulting from a square-wave LO: (a) voltage at tail, (b) capacitive current, and (c) output current [68].

As shown in Figure 6.18.b, this voltage will result in current generation in the equivalent parasitic capacitance of the tail which has the same frequency as the LO signal, but with zero DC value. Finally, this current will result in a noise current in the output with double the LO's frequency. The amount of flicker noise is the average of the output current and is given by,

\[
i_{o,n} = \frac{2}{T} \int_0^{T/2} i_{CP}(t)dt = \frac{2}{T} \int_0^{T/2} C_p \left[ \frac{d}{dt} V_s(t) \right] dt.
\]

Therefore, the output noise current will be,

\[
i_{o,n} = \frac{2}{T} C_p \left( V_s \left( \frac{T}{2} \right) - V_s(0) \right) = \frac{2}{T} C_p V_n.
\]

Using these results and as it is calculated in [68], the signal-to-noise ratio will be:

\[
SNR_3 = \frac{g_m}{2 f_{LO} C_p} \times \frac{V_{in}}{V_n} = 2 \frac{f_T}{f_{LO}} \frac{V_{in}}{V_n}.
\]
It should be mentioned that all of these expressions are calculated with the assumption of square wave signal for the LO input. In the case of a sinusoidal LO input, these expressions will be changed.

For the high-frequency case, white noise can be calculated using same explanation of low-frequency noise. Basically, switches contribute to the noise when both of them are ON. If one of switches is OFF, then it acts as a cascode transistor in which its tail current is of constant value \( I \) and a fixed by RF transconductance stage. This means that the sampling window, to consider a pulse train, is when both switches are on, or

\[
T_S = \frac{\Delta V}{S}.
\]  

(5.53)

This means that the switch's noise is transferred to the output only at each zero crossing. Assuming a sampling function given by

\[
p(\omega_{LO} t) = \sum_n G_m \left( t - \frac{nT}{2} \right),
\]

in which \( G_m \) is periodic at twice the LO frequency, then the mixer output noise will be [68],

\[
i_{o,n} = p(\omega_{LO} t) \cdot V_n(t).
\]

(5.55)

Also, in [68], it is shown that power spectral density of output current noise due to one switch is

\[
i_{o,n}^2 = 4kT \frac{4I}{ST}.
\]

(5.56)

This equation is very interesting since it states that noise density of switches only depends on the LO amplitude, and the bias current and transistor size does not have any effect on it. Finally, as calculated in [68] using extensive mathematics, the total white noise at the mixer output will be

\[
V_{o,n}^2 = 8kTR_L \left( 1 + \gamma R_L \frac{I}{\pi A} + \gamma \frac{g_m R_L}{2} \right).
\]

(5.57)

In this equation, the first term is the output load noise, the second term is due to switches and the last term is the noise generated because of the transconductance stage. This equation changes as written below for the Gilbert cell since in that configuration, the number of elements are twice that of the single balanced mixer:
Using this equation, it is possible to optimize the noise figure of the mixer since we know that which parameters affect the noise figure.

Now that we know enough about the noise mechanism of a mixer, it is easier to investigate the noise performance of our selected design. As explained above, the switch noise due to direct mechanism can be expressed as

\[ i_{o,n(\text{dir})} = 4I_{dsRF} \frac{V_n}{S.T}, \]

in which \( V_n \) is

\[ V_n = \sqrt{\frac{2K_f}{WLC_{ox}f}}, \]

and \( K_f \) is a process parameter. This equation shows that by increasing the switches size as well as reducing DC current the noise will be less. On the other hand, if the switches become larger in size, then their parasitic capacitances will be larger; consequently, as was described for the indirect noise mechanism, this noise, which is given in following equation for a sine-wave, will be higher

\[ i_{o,n(\text{ind})} = \frac{2C_p}{T} \frac{V_n}{g_{\text{in,sw}}} \left( \frac{C_p\omega_{lo}}{g_{\text{in,sw}}} + \frac{(C_p\omega_{lo})^2}{g_{\text{in,sw}} + (C_p\omega_{lo})^2} \right). \]

What is discussed above shows clearly that decoupling the RF and LO stages can help in optimizing the noise performance of mixer, especially noise due to the switches.

### 6.3.2. Gain and Linearity

As mentioned before during the introduction of the Gilbert cell, the gain of a mixer based on Gilbert cell and considering LO signal as a square wave is

\[ G_c = \frac{1}{2} \frac{4R_L}{A_{rf}} \left( \frac{2g_mA_{rf}}{\pi} \right) = \frac{4g_mR_L}{\pi}, \]

in which \( A_{rf} \) is the amplitude of the RF signal. This equation suggests that to increase mixer's conversion gain, the transconductance of the RF transistors should be increased.
Usually, a constraint for increasing $g_m$ is power, but here in this circuit, even if power is allowed to be increased up to an specific value, it is not guaranteed that we will be able to increase the conversion gain. Assuming that $g_m$ is increased by making the RF transistor bigger (higher values for the width of the transistor), the parasitic capacitances of the MOSFET will be higher. On the other hand, we have the decoupling capacitor, $C_{ac}$, which is connected to the connecting node of the NMOS and PMOS RF transistors. Later in this Chapter, using mathematical expressions for the input impedance, at higher frequencies, the high values of capacitance from this node to ground will result in serious problems for input impedance matching. For smaller sizes of the transistors, this problem is not very serious, but as transistors’ sizes increases to boost conversion gain, impedance matching for higher frequencies becomes worse. To solve this problem, two solutions for impedance matching have been proposed in this work. These solutions are described in next parts of this Chapter. Solving the matching problem, it will be possible to increase the conversion gain up to values which are allowed by power constraints.

On the other hand, using Voltera series, it is shown in [60] that the third harmonic distortion of a Gilbert cell can be expressed as,

$$ HD_3 = \frac{l_{rf|3rd-order\ term}}{l_{rf|fundamental}} \approx \frac{1}{4} \frac{|\alpha_3|}{\alpha_1} A_{rf}^2 = \frac{1}{4} \frac{1}{\frac{8}{K}} \frac{l_{ss}}{l_{ss}} A_{rf}^2 $$

$$ = \frac{1}{32} \frac{K}{l_{ss}} A_{rf}^2 = \frac{1}{32} \frac{W_{eff}}{l_{eff}} A_{rf}^2. $$

(5.63)

And the third-order inter-modulation component is

$$ IM_3 = 3HD_3 = \frac{3}{32} \frac{K}{l_{ss}} A_{interface}^2 $$

$$ = \frac{3}{32} \frac{W_{eff}}{l_{eff}} A_{interface}^2. $$

(5.64)

Note that IM$_3$ should be as low as possible. The amplitude of input third order intercept point is:
\[ A_{IIP3} = \sqrt{\frac{4}{3} \frac{1}{\alpha_1}} = \sqrt{\frac{4}{3} \left( \frac{1}{3} - \frac{1}{8} \frac{I_{SS}}{K} \right)} = \sqrt{3 \frac{32}{8} \left( \frac{I_{SS}}{\mu_{ef} C_{ox} W_{eff} L_{eff}} \right)} \, . \] 

and for this circuit IIP3 will be,

\[ iIP3 = 4 \sqrt{\frac{2I_{dsRF}}{3 K_{RF}}} \, , \tag{5.66} \]

in which \( I_{dsRF} \) is drain current of the RF transistors and \( K_{RF} \) is the process parameter given by

\[ K_{RF} = 2\mu C_{ox} \frac{W}{L} \, , \tag{5.67} \]

where \( \mu \) is the carrier mobility. As a result, increasing the DC current improves also the linearity too. Furthermore, it is well-known that increasing the drain-source current of an RF MOSFET considerably improves its noise performance. Putting all of these facts together shows that increasing the DC current helps improving every important parameter in a mixer design. But when the DC current increases, the voltage across the load resistance also increases. Consequently, less voltage headroom remains for the output signal to swing. In other words, although the equations might suggest that increasing bias current helps linearity, we can see that eventually it will result in degradation in linearity.

In the literature, there are many works on improving a mixer’s linearity. Among them, the charge-injection method proposed in [71] is one of the more popular ones. In [71], the basic idea is to provide the required current for the RF stage to improve gain and linearity, bypassing switches which are basically commutating MOSFETs. Figure 6.19 shows main idea proposed in [71].
As it is demonstrated in the above figure, the injected current does not result in an increase in the switches' DC currents. Consequently, will not affect the voltage headroom.

To implement such a configuration, a few points should be controlled carefully. First, the designed current sources should have high output impedances so that they do not load the mixer. Second, in designing these sources and connecting them to the mixer core, biasing of the final circuit should be controlled carefully in a way such that the RF transistors do not come out of saturation. Finally, mismatch between the current sources should be reduced as much as possible, since the impedance seen by these sources is very high and any small mismatch might result in bad effects. To ensure a very good match between two sources, using the common-mode feedback can be very helpful, as shown in Figure 6.20.
Another concern in this circuit is the added noise because of additional current sources. As a matter of fact since these sources produce noise, an improved topology was also proposed in [71], and it is shown in Figure 6.21. Now a single current source is providing current injection in a way that noise will be removed because of its differential structure. In this circuit, $Z$ should be an impedance which prevents a short-circuit between two branches of mixer, like an LC tank which is shown in Figure 6.22. This Figure is the final circuit which is proposed for the current injection method considering the various design requirements.
Many successful designs based on this technique are in the literature. For example, in [72], they have succeeded to improve the mixer using this technique. In our design, many of conventional problems of Gilbert mixers do not occur because of the cascode structure. In fact, the cascode structure will result in much higher voltage headroom since the RF and LO stages are not stacked on top of each other. As a result, the voltage across drain and source of RF transistor in a Gilbert mixer is saved. Moreover, another special feature of our design is the decoupled bias of the RF and LO stages, which will result in independent bias currents for these stages.

![Diagram](image)

Figure 6.22. Charge injection with reduced noise consequences [71].

This gives freedom to the designer to reduce the LO's DC current significantly, which will result in better power performance. In addition to power, since current flowing through load resistance is now reduced, the sensitivity of the voltage across the load resistor is relaxed, and as a result, this resistance can be increased with much less concern.

### 6.3.3. Input Impedance Matching

According to architecture which was introduced in the previous Chapters, the output of the designed LNA is connected to the input of the correlator. Since the first block of the correlator is a multiplier (or in our case a mixer), for optimum power transfer, impedance matching is required.
Since the LNA’s output is designed to be matched with a $50\Omega$ load, the input impedance of the mixer should have the same value. In our mixer architecture, which is demonstrated in Figure 6.13, $R_f$ is the element responsible for input impedance matching. By adjusting $R_f$, we can easily achieve impedance matching for a wide band of frequency. On the other hand, simulation results show that for higher frequencies, we might face problems regarding impedance matching. This is shown in Figure 6.23.

![Figure 6.23. $S_{11}$ of Mixer in Figure 6.13 for different $C_{ac}$ values.](image)

As we can see in this figure, input impedance matching is related to frequency in a way that it gets worse as the frequency increases. Figure 6.23 also shows another fact, that decreasing $C_{ac}$ results in improving $S_{11}$ for lower frequencies, but for higher frequencies, it does not have any significant effect. Also, it will be shown later that decreasing this capacitor under one pF might result in degradation in the conversion gain. Since this problem is directly related to frequency, changing $R_f$ does not solve it, as also confirmed with simulation results. To find a proper solution, the best way is to write the input impedance equation. In the circuit shown in Figure 6.13, we have,

$$Z_1 = Z_{ac} + (R_b \frac{1}{g_{m5}} || \frac{1}{g_{m6}}) = \frac{R_b}{(1+R_b)(g_{m5}+g_{m6})} + Z_{ac} = \frac{R_b}{sR_bC_{ac} + (1+R_b)(g_{m5}+g_{m6})} \quad (5.68)$$

$$Z_2 = R_f \left| \frac{C_{gs2}}{C_{gd1}} \right| \quad C_{gd1} = \frac{R_f}{1 + SR_f(C_{gs2} + C_{gd1})} \approx \frac{R_f}{1 + SR_fC_{gs2}} \quad (5.69)$$

and
\[ Z_3 = Z_1 \parallel Z_{sb1} \parallel Z_{db2} \]
\[ = \frac{R_b}{(1 + R_b)(g_{m5} + g_{m6}) + SR_b(C_{ac} + C_{db1} + C_{sb2})} \]

Assuming that,
\[ g_{m5} = g_{m6} \quad \text{and} \quad R_b \gg 1 \quad \text{and} \quad C_{ac} \gg C_{db1}, C_{db2}, \]

we can rewrite \( Z_3 \) as,
\[ Z_3 \approx \frac{1}{2R_bg_{m5}C_{ac}} \]

As a result \( Z_{in} \) will be:
\[ Z_{in} = \frac{1 + SR_fC_{gs2} + 2R_fR_bg_{m5}C_{ac}}{(1 + SR_fC_{gs2})(2SR_bg_{m5}C_{ac}) + S(C_{gd2} + C_{gs1})(1 + SR_fC_{gs2} + 2SR_fR_bg_{m5}C_{ac})} \]

The above equation can be simplified assuming that,
\[ C_{gs1} \gg C_{gd2}, \]
\[ R_fC_{gs2} \ll 2R_fR_bg_{m5}C_{ac}, \]
\[ \text{and} \quad 2R_bg_{m5}C_{ac} \gg C_{gs1}. \]

To following equation:
\[ Z_{in} = \frac{1 + 2SR_fR_bg_{m}C_{ac}}{2S^2R_fR_bg_{m5}C_{ac}(C_{gs1} + C_{gs2}) + 2Sg_{m5}R_bC_{ac}} \]

As we can see from the above equation, the magnitude of the input impedance will decrease as the frequency increases. In addition, the real part of this impedance can be written as:
\[ Re\{Z_{in}\} = \frac{2S^2R_fR_bg_m(C_{gs1} + C_{gs2}) + 4SR_fR_b^2g_{m5}^2C_{ac}}{\left[4(R_fR_bg_{m5}(C_{gs1} + C_{gs2}))^2S^2 - 4(g_{m5}R_b)^2\right]C_{ac}}. \]

This expression shows the dependence of the real part of the input impedance on the frequency. Based on the above explanations, it can be seen which parameters affect the input impedance and the magnitude of this effect.

On the other hand, as mentioned before, sweeping the coupling capacitor shows that if this capacitor becomes smaller than a specific value, it cannot be considered as a short
circuit during small-signal analysis. This makes impedance matching even harder since increasing the capacitor will result in worse matching as it is shown in Figure 6.23.

In this work two solutions have been proposed. The first one is to add an inductor to compensate the capacitive effect of $C_{ac}$ in a way that the input impedance will not be linearly dependent on frequency. Adding an inductor in series with $R_f$ affects the frequency dependent part of the input impedance in a way that perfect impedance matching is achievable for the whole bandwidth, as shown in Figure 6.24.

![Figure 6.24](image)

Figure 6.24. Input matching after addition of auxiliary inductor.

As shown in this figure, very good matching is achieved for a large enough capacitance which won’t result in any degradation in conversion gain. On the other hand, simulations shows that the added inductors in both ends have inductance of less than one nH which means very good quality factor and low-loss. These advantages will result in the ability to design inductors precisely to cancel capacitive effects, while being very low-loss, which will result in a very small degradation in the noise figure. Noise simulations confirm this expectation. A major disadvantage of adding the inductor is increasing the chip area. The other solution which is implemented in this work is based on adding an active balun which converts single-ended to differential inputs. Different configurations are proposed for balun, among them, some are very complicated and also include inductor which makes them not suitable for our application. An example is described in [73]. On the other hand, some designs are relatively simple as well as being inductor-less. The balun which is used in this work is shown in Figure 6.25.
In designing of this balun, it should be recalled that the balun must have a good performance for the entire band. In fact, a reason that active elements are used is the wideband nature of our design because passive components like inductors limits the bandwidth of a circuit.

Since the input signal is applied to both common-source and common-gate stages, input matching can be easily achieved by adjusting the transconductance of the CG transistor since input impedance of this circuit is inversely related to $g_m$ of this transistor. Also, regarding to the freedom that we have in selecting the components' sizes, the output impedance of this circuit is very flexible and it can be designed to be in a perfect match with the input impedance of mixer.

In addition to these advantages, because active components' are used, this balun can also increase the conversion gain of our mixer. Also, since no inductor has been used, the added area is very small. In addition to these advantages, since number of inputs will be reduced by one, it is very helpful in saving area when we are drawing the layout. To make it clearer, since each signal input needs a pad for signal and two pads for grounds,
having two RF and two LO inputs will result in 12 pads which should be one side of the chip. Eliminating two of these signals will result in area savings of 50%, which is very significant.

Despite all of the above advantages, adding active balun has its drawbacks. Since we are using active elements the noise figure will be significantly affected. In this case, Figure 6.26 shows difference between noise figure curves before and after applying the balun. This difference means that this solution is not appropriate for impedance matching.

![Noise Figure Curves](image)

Figure 6.26. Noise figure before and after addition of balun. As it is shown, adding balun will result in a significant increase in noise figure.

Furthermore, conversion gain is affected by the balun too. Since balun’s gain decreases with increasing frequency, and considering that the mixer’s conversion gain has the same behavior, adding a balun will result in losing gain flatness. As a result, although the gain will be increased for lower frequencies, it will be decreased much faster than original gain when the frequency increases. This is shown in Figure 6.27.

Considering noise and gain problems that are caused because of balun, it seems that first approach which was based on adding an inductor was a better solution. In fact each solution has its advantages and disadvantages, but the first solution seems to have fewer drawbacks.
Figure 6.27. Mixer’s Conversion gain before and after addition of balun. It is demonstrated that for lower frequencies, conversion gain increases with balun but it decreases much faster than original mixer for higher frequencies.

In this design since we needed to decrease number of pads for input signal, our only choice was using baluns. On the other hand, since the balun was not a part of the designed mixer, it was fabricated as a test structure to be de-embedded. This means that after measurement, the noise figure, gain and other performance parameters of mixer core will be calculated by de-embedding the balun. Considering that the balun has to be added for our circuit, there is no need to add inductor anymore, since the impedance matching problem is solved using the balun.

6.4. Design Procedure

Now that all the important parameters have been described, the design steps can be performed. In this work, two approaches for the design are pursued. In the first approach, the RF transistors are designed in super-threshold mode and in the second one, sub-threshold region is selected for operation of these devices. The advantages and disadvantages of sub-threshold biasing of transistors are discussed previously in this Chapter. For each design parameter, results of these approaches are compared. Generally speaking, significant improvement is achieved in power consumption during transition from super threshold to sub-threshold. On the other hand, conversion gain, noise figure and linearity are degraded. Of course all of them have very acceptable performance in comparison with other publications. Impedance matching also remains almost the same.
Since the RF and LO stages are decoupled, their design can be performed independently. For the RF stage and in super-threshold mode, the most important criterion is achieving a high conversion gain. Both NMOS and PMOS, transistors are designed in a way that they have high transconductances. Of course, our constraint in this step is power consumption, which should be kept as low as possible. For the sub-threshold approach, the voltage supply of this stage is not \( V_{dd} \) anymore and it can be reduced considerably or as much as needed. Since the devices are biased in sub-threshold region and low-power performance is the most important target, the NMOS and PMOS transistors in this stage cannot have a transconductance as large as it could be achieved for the super-threshold approach. As a result the conversion gain is lower for the super-threshold case.

Power consumption is again a constraint in design of the LO stages. An optimum point should be found in a way that power consumption requirements are achieved while switches operate fast. It was explained earlier in this Chapter how we can design switches and provide the LO signal in a way that the noise figure will have its optimum value.

Next is the load stage and output buffer which are required for measurement purposes and output matching. As described before, the loads are designed in a way to be immune to process variations. The load value directly affects conversion gain, and higher loads will result in higher gain. On the other hand, a higher load will result in a large voltage drop and consequently poor linearity. Figure 6.28 shows the comparison of designed mixer between noise performance of super and sub-threshold modes.

![Figure 6.28. Mixer’s noise figure for super- and sub-threshold modes.](image)
Also it is shown in Figure 6.29 that switching from super-threshold mode to sub-threshold results in significant degradation in conversion gain. In spite of the large change in conversion gain, its curve still has the same behavior. Also, comparing to other works, the conversion gain of sub-threshold mixer is acceptable.

Figure 6.30 shows impedance matching and more specifically, reflection coefficient of the mixer before and after going to sub-threshold region. As shown, for both cases, this parameter shows completely acceptable results.

Finally, we have the input-referred third-order intercept point curves for both super- and sub-threshold approaches. As expected, linearity is also degraded due to decrease in bias current. Generally, when we go to the sub-threshold mode, since the bias current is
reduced, the voltage across the load resistors will be lower, and as a result, more voltage headroom will be present. But in this case, since we have used the folded-cascode architecture and voltage headroom is not an issue from the beginning, going to sub-threshold mode will only have negative effect on the linearity of the mixer.

Figure 6.31.a and b shows IIP3 (input referred third-order intercept point) for both super- and sub-threshold modes of operation. Again, we can see through comparison with other works that sub-threshold circuit’s IIP3 is acceptable and can be compared with good mixer designs. Since both numbers are acceptable for our application, no linearity technique like what was explained previously in this Chapter is applied to this circuit.

Finally to compare results of both approaches, their specifications are presented in table 6.1. As shown, the sub-threshold approach resulted in very low power consumption with acceptable gain and linearity as well as input and output matching. On the other hand, the noise performance is not as good as what we had in super-threshold approach. Both designs show a good figure-of-merit and each one can be used for its own appropriate applications. For example, for high gain and low-noise applications in which power is not a major issue, super-threshold should be used. For low-power application in which lower gain values as well as higher noise figures are tolerable, sub-threshold circuit can be used.

![Graph showing IIP3](image)

**Input Referred IP3 = 2.67 dBm**
Here in this work both of circuits are designed and simulated, but unfortunately due to lack of area, only sub-threshold circuit is fabricated.

Table 6.1

| Mixer Specifications Comparison |
|-------------------------------|---------------------|---------------------|
| super-threshold               | sub-threshold       |
| Technology                    | .13um               |
| bandwidth (GHz)               | 3.1 - 10.6          |
| CG Max (dB)                   | 22.54               |
| IIP3 (dBm)                    | 2.67                |
| NFmin (dB)                    | 7.407               |
| NFavg (dB)                    | 9.58                |
| Power Consumption (mW)        | 6.67                |
| Input Reflection Coefficient (dB) | < -10.2           |
| Power Supply (V)              | 1.2                 |
| biasing circuits power (mW)   | 0.12                |

6.5. Layout

As it was mentioned previously, only the sub-threshold IC was fabricated. Figure 6.31 shows a screen capture of the 2mm × 2mm chip which was submitted for fabrication. Due to the small chip size, there was a limitation on number of input pins which was possible,
and as a result, an active balun was used to convert the single-ended input to differential signals for both RF and LO signals. Also, to perform de-embedding, bias circuits and balun are placed separately as test structures in the right half of the chip. Other test structures for calibration purposes are also added in this layout.

The layout design was done using the Virtuoso Layout Editor tool available in the Cadence package. The core folded cascode Gilbert mixer occupies an area of 0.084 mm². All of longer connections are tried to be drawn using MA which has the least sheet resistance and is the highest level of metal and furthest away from substrate which results in lowest parasitic capacitances. The tool provides a parasitic extraction function, which can be used for post layout simulations. However, this function does not work at the time the layout was being done.

Figure 6.32. Layout picture of designed mixer
6.6. Measurement

Figure 6.33 shows a photograph of the complete layout of the fabricated chip. As shown, the chip is divided into two main parts. The circuit on the left is the designed mixer and in the right part of the chip we have designed Balun and output buffers separately for de-embedding purposes.

![Figure 6.33. Photograph of designed mixer (in the left half), and balun and output buffer (on the right half of the picture).](image)

All the top level metals can be clearly seen, which includes those used for long paths and input and output pads for RF and DC signals.

![Figure 6.34. Designed mixer with specified inputs and outputs.](image)

Also Figure 6.34 shows the mixer core which is designed with its inputs and outputs. Same as LNA, after Layout completion, post-layout simulation must be performed to see how parasitic elements due to interconnections affect the performance. Again, at the time of submission, since the Cadence kit was not able to extract parasitic elements including capacitance, inductance and resistance, this stage was done manually as it was explained for the LNA measurement.
The mixer is probed on-wafer using Picoprobe Multi-contact wedge probes. The DC voltages were provided by an HP4156B Semiconductor Parameter Analyzer. Here, since all DC bias voltages are designed internally, only $V_{DD}$ and ground must have been provided.

Three sets of measurements were set up for this circuit. First, using a network analyzer, input and output impedance matching were measured. Here, unlike the LNA we don’t need transmission and isolation parameters anymore and the only measured ones are reflection parameters. Usually for mixers, the only important reflection coefficient is $S_{11}$ and $S_{22}$ is not very important. Next test setup is for conversion gain measurement, in which, two signal generators and a spectrum analyzer are used. Finally we had noise figure measurement in which, a noise figure meter is used and will be described later.

Figure 6.35 shows test setup for reflection coefficient measurements. As shown, a synthesized sweeper provides LO signal while RF input is connected to “PORT A” of the PNA. Also each one of IF output ports are connected directly to "PORT B" of the PNA to be tested for impedance matching.

Figure 6.35. Measurement setup for measurement of reflection coefficient.
As shown in this figure, since we have used multi-wedge probes, DC voltages can be provided directly to these probes using BNC cables. As a result DC probe holders can be avoided in this setup. Figure 6.36 shows measurement results of mentioned test setup, in which, $S_{11}$ is in good conditions.

![Figure 6.36. Measurement vs. simulation results for $S_{11}$ of the mixer.](image)

The next test setup is for conversion gain measurement, which is shown in Figure 6.37.

![Figure 6.37. Test setup for measurement of conversion gain.](image)
Here again, DC voltages, $V_{DD}$ and GND, are connected through BNC connectors and there is no need to use DC probe holders. Also, as shown, two synthesized sweepers provide RF and LO signal as inputs of mixer-under-test. At the output, positive and negative intermediate-frequency outputs are connected to a signal combiner block. Task of this circuit is to subtract or add input signals. Here, we connect both IF outputs to input ports of this block and then output of this block is connected to RF input port of spectrum analyzer.

A complete set of calibrations was done for this measurement. First, since at the time of measurement, spectrum analyzer was not working properly for frequencies from 3 to 9 GHz, we just did the measurement for 9 to 10.6 GHz. Even considering that, we needed to de-embed effect of cables and signal combiner as well as internal circuits like output buffers and input baluns. All of these circuits are not part of mixer core and their effect must be de-eliminated. Because of this reason, in the right-half of the chip, balun and output buffer were laid out separately. To de-embed effect of all of additional elements, in the initial test, input and output cables were connected to the balUn and buffer instead of mixer circuit. Figure6.38 shows part of right-half of the chip where the input balun is laid out.

Figure 6.38. photograph of input balun on right-half of the chip.

Results of initial setup give us enough information to calculate mixer's conversion gain. In fact, when main circuit is put under probe as device under test, the measured conversion gain is a number which is affected by gain and loss of mixer plus other
elements such as balun, cables and signal combiner. Figure 6.39 shows measured conversion gain for the mixer after de-embedding and for 9 to 10.6 GHz. Results are in a good agreement with simulation results. The small difference between simulation and measurement results is due to the effect of parasitic elements which their model was not precise enough. Moreover, since the conversion gain is only measured for higher frequencies, we expect smaller difference in lower frequencies. This is mainly because of higher precision of modeling in lower frequencies. Finally, we should always consider error in measurement instruments.

Figure 6.39. (Top) measurement results for conversion gain of the mixer. (Bottom) measurement vs. simulation results of mixer's conversion gain.

Finally we have noise figure measurement for the mixer. Same as LNA, we have to do this measurement in multiple steps so that measurement results would be only noise of the mixer. Here, first test setup is built as shown in Figure 6.40 for NF meter calibration. Using this configuration, noise which is added by output cables and signal combiner will be eliminated and will not affect final results. In other words, noise of all of structures which are connected to the output of the mixer are calculated in this stage and then NF
meter is calibrated in a way that mentioned structures will be part of NF meter and will not have any effect on final results.

Figure 6.40 shows the test setup in which mentioned noises are measured. In this case probes are connected to the test structures on the right half of the chip. Using this setup, and considering that the effect of output cables and signal combiner are eliminated from measurement results, noise figure of input cables and input balun and probes can be measured. All of these noise sources which are located before mixer core, can be assumed as a first stage of a two stage system. Second stage of this system is the mixer core. Test setup for NF measurement of main circuit similar to the previous configuration except for DUT. In fact, this time, probes are connected to the mixer circuit on the left half of the chip. Measurement result of this configuration is the noise figure of the whole system. Now that we have noise figure for the two stages together and for the first stage, using Friis equation, noise figure of second stage which is the mixer core is measurable.

\[
F_{\text{total}} = F_1 + \frac{F_2 - 1}{G_1} + \frac{F_3 - 1}{G_1 G_2} + \frac{F_4 - 1}{G_1 G_2 G_3} + \ldots
\]  

(5.76)
Figure 6.41. Test setup to measure noise figure of input noise source structures (in case probes are connected to the input balun) and to measure noise figure of whole circuit (in case probes are connected to the main circuit).

Figure 6.42 shows measurement results for the noise figure of the mixer. Also noise figure of first stage and two stages together are shown. As we can see from this picture, measured and simulated noise figures are in a good agreement. Also from this picture, effect of de-embedding and calibration is shown clearly. While total noise figure for the whole circuit and connecting cables is much higher than simulation results, after de-embedding, we can see that mixer core's noise figure is very similar to our expectations from simulation. During our measurements, we saw that input structure's loss was much higher than what we expected before, with an average value of 6.5 dB. As shown in
Figure 6.42, for the majority part of the band, noise which is generated by the additional structures is much higher than the mixer itself.

Figure 6.42. Measurement and simulation results for the mixer's noise figure. In this Figure NF of first stage means noise Figure of input structures which can be noise sources such as input cables and balun, etc.
Chapter 7
Conclusion and Future Works

7.1. Conclusion

Ultra Wide-Band communication is gaining a growing importance in medical imaging applications. In this thesis, we have focused on UWB application in one of the most serious diseases, namely breast cancer. High false-negative rate of detections in current imaging systems is one of the most important causes that made this type of cancer, second death cause in the world [1]. Considering this fact, detections systems demand for newer technologies with higher precision and reliability. UWB is one of technologies which have shown an excellent potential to be a very good substitute for existing systems.

UWB imaging system for breast cancer detection is made of several major blocks. Although, many variations for system’s architecture are proposed, transmitter and receiver front-ends are two un-avoidable blocks which should be designed in all of them. In this thesis, two major blocks of UWB receiver which are used in this system are designed and fabricated. Our main concentration was performance improvement in terms of different design parameter so that better detection can be achieved. In contrast with other works which are mostly concentrated on block-level design, in this work circuit-level performance was our highest priority. In fact, not only each circuit’s performance is tried to be improved, their connection to each other and they way they operate as system blocks are also considered.

First, for the LNA, a new design technique is applied to conventional CS configuration with inductive degeneration, resulting in better amplitude and flatness for voltage gain and input impedance matching as well as keeping other performance parameters constant. New design technique, is mainly based on a root-locus analysis and adding new circuit elements in a way that circuit’s transfer function’s poles and zeros will be relocated to new frequencies while new poles and zeros are added to the LNA too. With precise design of added elements, which are two inductors, and placing them between specific
nodes, added and relocated poles and zeros will result in a wider bandwidth and ability for higher gain value as well as better input impedance matching. The layout for designed LNA is sketched and the chip is fabricated and tested. The idea is vivified with the aid of simulation and measurement results and results show a considerable improvement in mentioned parameters.

Second, the mixer is designed based on a $g_m$-boosting folded cascode with resistive feedback configuration, resulting in high-gain and low power consumption in the same time. In addition, this circuit is designed in sub-threshold mode which is resulted in a very low power consumption compared to the state-of-the-art UWB mixers. Moreover, a UWB input Balun is designed and added to the mixer which improves conversion gain and input impedance matching considerably. Also, the Balun helps layout and measurement constraints, since it reduces number of input pads by 50%, which results in chip-area saving and easier measurement. Furthermore, with the added Balun, an inductor which was specially placed for input impedance matching can be removed, resulting in another reduction in chip-area. The layout for the mixer is also completed and the chip is fabricated and tested. Measurement results are in a good match with simulation and calculation results.

High and flat gain together with low noise Figure provides a low-noise amplified signal at the mixer’s input and high conversion gain as well as low noise factor of the mixer will result in a well-shaped strong signal for intermediate-band signal processing unit. Due to low power consumption for both circuits, this signal can now be provided with a considerably lower cost.

7.2. Recommendation and Future Work

Although comparing figure of merit of designed circuits with the state-of-the-art works on LNA and mixer shows that both works’ performance are excellent, there are some improvements that can be applied for both of circuits.

For the LNA, area is the main issue that should be considered. As a matter of fact, inductors are most area-consuming elements in the layout of analog and RF circuits and since our design has seven inductors, chip-area is rather larger than other works. Other than two inductors that are added in our work, there are three inductors in the input 3rd-
order Chebyshev network which increases chip area. For area-constraint applications, first, $L_C$ can be removed with cost of slightly losing gain flatness and as a result we can only add $L_D$. Result of this change is shown in simulation results of Chapter 5. Second, input network can be designed using other methods like 2nd-order filters or even inductor-less networks. The former will result in less precision in resonance frequencies determination, and the latter results in higher noise figure and possibly lower gain amplitude.

Also, since our main focus in this design has been on gain amplitude and flatness, while keeping other performance parameters in a good condition, these parameters have the potential to be improved. Especially with down-scaling of MOS devices, and the operating voltages and currents of circuits going down, design of low-noise circuits becomes even more challenging, since there is usually a trade-off between noise and power consumption of analog circuits [81].

For the mixer, the most important part to focus is the conversion gain flatness. In fact, since the conversion gain for the mixer core decreases with increasing frequency, adding a Balun which has the same behavior will result in a serious problem regarding gain flatness. One possible solution is to design a balun which its gain increases with the frequency, so that it can cancel the gain reduction of the mixer core. Different topologies are studied for a balun able to work in UWB range, but existing circuits does not have mentioned characteristics and to reach to such behavior, we need to design a new circuit and a new topology. Again, same as LNA, noise figure needs more study and work. Most importantly direct and indirect noise of switches in the LO stage of the mixer must be improved since they are the most important noise sources of this circuit.

Next important issue is connecting designed circuits. In fact since these circuits are parts of an integrated system, their combined performance is very important. In addition, connecting these circuits gives us a degree of freedom that can help in improving system’s performance. To be clearer, when we designed each circuit individually, input and output impedance must have been 50 $\Omega$. This was because this is the standard impedance which should be considered for most of RF circuits so that we can connect the circuit to the other circuits with optimum power transfer. Also for measurements, we needed a 50 $\Omega$ impedance matching to have a precise measurement results. However, in
this case, since we know that output of LNA is going to be connected to the mixer’s input, these impedances (LNA’s output impedance and mixer’s input impedance) can be chosen at any value as long as they are equal. Since output impedance of LNA is easily adjustable, as it was explained in Chapter 5, we can work on mixer’s gain and noise figure and then adjust LNA’s output impedance in a way such that it will be equal to mixer’s new input impedance. In this way, mixer’s input impedance matching is not an issue anymore, resulting in performance improvement of this circuit in terms of other parameters such as conversion gain, noise and linearity.
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