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Abstract 
Impinging oxygen jets are widely used in steelmaking industries. The momentum 

transfer from the gas to liquid and resulting instability affect the overall productivity 

and operational stability. The purpose of this research is to understand the surface 

deformation, its stability and momentum transfer from the gas to the liquid. 

Video imaging and Particle Image Velocimetry were used along with water mod­

elling techniques. Surface deformations mainly followed the dimensionless relationship 

of previous researchers. The surface instability was interpreted with Blowing num­

ber and Kelvin-Helmholtz instability. Spatial and time oscillation behaviour were 

analyzed with Power Spectral Density analysis. 

A new mathematical model with the full stress boundary condition at the surface 

was developed. The technique combines the Cartesian Cut Cell and Volume of Fluid 

method and the surface boundary was modelled a a pressure boundary. The nu­

merical code was tested with the Broken Dam and wave instability problems. Both 

showed good agreement with the reported physical phenomena. I umerical tests of 

impinging jets showed imilar surface depression depth with the water model exper­

iments. The model was compared with other models. The liquid momentum level 

was higher as the gas fiowrate increased and the effects of physical property changes 

on surface instability and momentum transfer efficiency were investigated with the 

mathematical model. With observations from the numerical test, momentum trans­

fer mechanisms were proposed. Simulations of momentum transfer at industrial fl.ow 

rates were also carried out. 
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Chapter 1 

Introduction 

Impinging gas jets are widely used in steelmaking practices. The Basic Oxygen 

Furnace (BOF) process uses a supersonic oxygen jet of around Mach 2.0 (Fruehan 

1998) to impinge on the metal bath surface and this jet contributes to the reactions 

and slag formation. During jetting, oxygen removes carbon and other impurities such 

as phosphorus, silicon and manganese. The main reason for adopting the BOF is 

its extremely high refining rate; however, the high reaction rates have never been 

completely explained or understood from a mechanistic point of view because of the 

complex nature of multiphase and multicomponent reactions inside the BOF. One 

reason for the high reaction rate is a large amount of interfacial area among the metal 

droplets produced by the high jet momentum, so that the metal and gas phases are 

emulsified in the slag layer (Meyer et al. 1968). The contribution of this extra area 

to the overall reaction rate is estimated to be less than 503 by Price ( 197 4) . Another 

site for the high reaction rate is the hot spot at the jet impact point. As indicated 

by Price (1974) the temperature measured by optical pyrometry around that impact 

point is 2000rv2400°C which is 500rv800°C higher than bulk bath temperature, and 

75rv80 3 of the carbon is removed in the jet impact zone. 

Electric Arc Furnace (EAF) practice also uses oxygen jets to melt scrap, to remove 

carbon, to refine impurities and more importantly to sustain a foamy slag (Peaslee and 

Robertson 1994). Even though oxygen blowing in the EAF benefits its productivity 

and energy consumption, it can also lead to several operational problems such as 

excessive splashing onto water-cooled panels, slag/ steel build-up on the lance, and 

large waves in the furnace (Fruehan 1998; Peaslee and Robertson 1994). 

Thus, the supersonic oxygen jet and the interaction of it with the liquid surface 

cause the breaking of droplets, interface area change between the phases and the 

momentum transfer from the gas to liquid. These physical changes contribute to the 
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high reaction rate in a steelmaking vessel. So the important geometrical variations 

are the wave formation and the jet cavity shapes. 

The objective of this study is to contribute to understand the impinging gas jet 

on liquid surface phenomena comprehensively. The geometrical shape, surface insta­

bility, wave and momentum transfer were investigated with water and mathematical 

modelling techniques. 

1.1 Water Modelling 
vVater was chosen because of the similarity of kinematic viscosity between liquid 

steel and water and the difficulty of direct investigation in high temperature experi­

ments. The dynamic similarity can be achieved with the impinging gas jet (Chatterjee 

et al. 1976). 

The cavity shapes and the area are a result of the combined forces of the dynamic 

pressure and buoyancy (Banks and Chandrasekhara 1963) , the vertical force balances 

are well reproduced in theory and experiments, but the horizontal shapes, spatial and 

temporal oscillations and the momentum response of liquid due to top blown gas were 

not understood well. 

The water model investigation is to clarify the above ambiguity; the modelling is 

composed of two parts, video imaging and velocity measurement with Particle Image 

Velocimetry (PIV). For the spatial and temporal oscillation, Power Spectral Den­

sity (PSD) analysis was applied to quantify the wavelength and frequency behaviour 

and the kinetic energy transfer was quantified and compared with different blowing 

conditions to understand the liquid side response. 

1.2 Mathematical Modelling 
Mathematical modelling of these phenomena is helpful to understand the fluid 

dynamics inside of the furnaces and the free surface computation is required for this 

physical system. 

Among the many free surface computation techniques, the Volume of Fluid (VOF) 

method is widely used for the prediction of free surface shape and the fluid dynamics 

characteristics in multi-phase flow. There are several metallurgical applications, as 

discussed in the next chapter. 
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For free surface computation, generally the fl.ow of denser fluid is more important 

and the momentum comes from the denser fluid in most cases. Thus, neglecting 

shear stress on gas side is a good approximation. However, the impinging gas jet case 

has a gas-side momentum source, so it is necessary to apply the full stress boundary 

condition to represent the physical situation. 

For this purpose, a mathematical model combining Cartesian Cut Cell and Volume 

of Fluid method is proposed. The proposed method is validated with existing physical 

evidence, such as broken dam problem and wave generation by wind. Air /Water 

cases are mainly simulated varying fl.ow conditions and physical properties of water. 

Preliminary tests with steelmaking physical properties and fl.ow rates in a simplified 

geometry were simulated. 
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Chapter 2 

Literature Review 

2.1 Turbulent Gas Jets 
A free jet is a fluid stream ejected from a nozzle into an open ambient fluid environ­

ment. The ejected flow may be turbulent or become turbulent over a short distance 

and time if the jet velocity is high enough (Schlichting 1979). As a result of this 

turbulence, the stationary ambient fluid and jet fluid intermix, so that momentum, 

mass and other transport properties are exchanged between the free jet and ambient 

medium; this process is known as entrainment. 

Flow visualization with shadow graph techniques (Anderson and Johns 1955) and 

mean and turbulent velocity measurements (Wygnanski and Fiedler 1969; Sforza 

et al. 1966; Trentacoste and Sforza 1967; Rajaratnam 1976) show three geometrically 

distict regions of a free turbulent jet: Potential core, Transition region, Fully developed 

region. Different authors use different names to describe the same regions, so these 

are noted in parentheses below. These regions are illustrated in Figure 2.1. 

Potential Core (Initial flow region): The axial velocity is constant and close to the 

jet exit velocity. The turbulent core width is eroded by the entrainment and 

the core length is proportional to the initial inlet pressure or velocity (Tago and 

Higuchi 2003; Szekely and Themelis 1971). 

Transition region (Characteristic Decay): The axis velocity decay is dependent on 

the initial nozzle geometry and the flow gradually emerges to the Fully developed 

regime. 

Fully Developed R egion (Axisymmetric decay, Self-Similarity region): The flow be­

comes independent of the initial geometry and the velocity decay has an ax­

isymmetric 3D nature. The outer envelope of the jet acquires the form of a 

regular cone. The flow follows similarity relationships in this region. 
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In the Fully Developed region, the mean velocity and turbulent velocity similarity 

regions do not usually match each other. According to Wygnanski and Fiedler (1969), 

the mean jet flow becomes self-similar some 20 nozzle diameters downstream, while 

40 nozzle diameters are required for axial turbulence, and 70 diameters for radial 

turbulence intensities. 

Assuming this self-similar behaviour, along with momentum and energy conser­

vation, the turbulent jet flow can be solved with the boundary layer approxima­

tion (Schlichting 1979; Szekely and Themelis 1971; Rajaratnam 1976). The similarity 

solutions show the following simple jet centerline velocity and expansion relationships 

Um ex x- 1! 2 plane jet 
Uo 

Um -1 - ex x circular jet 
Uo 

plane and circular jet 

(2.1) 

(2.2) 

(2.3) 

These relationships have been confirmed by many experimental measurements (Wyg­

nanski and Fiedler 1969; Sforza et al. 1966; Rajaratnam 1976). 

Combining the boundary layer and Prandtl 's mixing length theory, the free turbu­

lent jet can be solved analytically; Tollmien and Gortler type solutions are introduced 

by Rajaratnam (1976). Gortler 's solution is known to be superior around the jet cen­

ter and Tollmien 's for jet boundaries; they are compared graphically in Figure 2.2 

2.2 Impinging Gas Jets on Liquid Surfaces 
When a gas jet impinges on a liquid surface, the surface is deformed to balance 

the applied pressure from the jet and the lifting force from the surrounding liquid. 

The shape is the result of the balance of the dynamic, gravity and the capillary forces. 

Figure 2.3 shows a simple impinging jet with the corresponding geometric variables. 

Molloy (1970) classified liquid surface depression patterns into three stages; the typical 

shapes are illustrated in Figure 2.4. 

Dimpling: With a low jet velocity or large nozzle height, a shallow and stable cavity 

forms. For air jet/ water system, impact velocity at a stagnation point is less 

than 15 m/s (Figure 2.4a). 
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Splashing: With increased jet velocity or reduced nozzle height a shallow depression 

forms in the liquid surface and dense phase is entrained in the gas and splashed 

from the cavity craters. For air jet/water system the impact velocities are in 

the range of 15-75 m/s (Figure 2.4b) . 

Penetrating: For higher velocities or more reduced nozzle height , much deeper pen­

etration of the liquid take place with reduced splashing (Figure 2.4c). 

2 .2. 1 Computational Approaches 

For the stable dimpling stage, Olmstead and Raynor (1964) solved the liquid 

depression profile with conformal mapping and numerical calculation, but the range 

of velocity was very limited. 

Rosler and Stewart (1968) calculated the interface shape by matching the force 

balance along the surface assuming the pressure distribution as on a fiat plate which is 

impinged by turbulent gas jet. Their equation resulted in the same form of the steady 

state Bernoulli 's equation at the surface, which is used in the analysis of the surface 

waves (Lamb 1993). Evestedt and Medvedev (2004) reproduced Rosler 's calculations 

and compared it with their experimental results. 

Numerically solving Bernoulli's equation assuming an external pressure distribu­

tion is another approach to study impinging jet, and there are several publications 

concerning the surface wave with external pressure distribution (Vanden-Broeck 2002; 

Spivak et al. 2002; Maleewong et al. 2004). However, they are describing moving 

waves rather than stationary waves. With this approach, surface shapes had been 

extensively studied, but the momentum transfer from one to another phase was not 

taken into account. 

Qian and coworkers (Qian et al. 1995; Qian et al. 1999) carried out experiments 

and computation on impinging gas jets on a liquid surface. They solved the gas phase 

first and applied the calculated static gas pressure to move the interface, and then 

they solved the liquid momentum equation with updated and fixed surface profiles. 

However, they did not give details of this interface movement algorithm. 
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2.2.2 Experimental Studies and Dimensionless Relationships 

The extensive dimensional study of Banks and Chandrasekhara (1963) agrees well 

with theories and other researchers' experimental results. 

The maximum depth of depression is determined through the balance between 

dynamic pressure and buoyancy force at the stagnation point . 

(2.4) 

This equation can be combined with turbulent jet theory, applying the centerline 
. Um do 

velocity - = K - to produce 
Uo X 

M 7r no 
(2.5) 

for shallow depression and 

M 7r no( no)2 
p1gh = 2K2 h 1 + h (2.6) 

for a deep depression. 

These relations can be found in the other sources (Davenport et al. 1967; Szekely 

and Themelis 1971). Turkdogan (1966) developed an almost identical analysis to 

Banks and Chandrasekhara (1963) and also showed good agreement with experimen­

tal observations. 

Koria and Lange (1987) applied Equation (2.5) to multiple-hole nozzles with dif­

ferent angles . The experimental results showed good agreement in dimensionless 

relationships. 

Qian et al. (1996) expressed Equation (2.6) differently and their experiments ex­

tended the depression relationship to the jet core and transition regions 1 . According 

to Qian et al. 's formulation, Equation (2.6) can be converted to 

. 2 F _ M _ _!!__ (no + h) 
q - P19nod6 - 2K2 d0 

(2.7) 

For small distances from the nozzle, Banks and Chandrasekhara expected F = 7r /2; 

this value is slightly higher than the measured value of 1.04. In the intermediate 

1 Bank and Chandrasekhara's dimensionless relationship assumes the similarity region of turbu­

lent jet 
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region, Fq values increases quadratically with h :ono and finally matches with Equa­

tion (2.7). 

Recently, Nordquist et al. (2006) compared depression depth results from many 

papers. They indicated the previous relationship does not match with nozzle diam­

eters less than 2 mm. So they considered a macroscopic energy balance with some 

assumptions and derived a new relationship· the results match better for smaller 

nozzle diameters. 

Contrary to the depth of the cavity that has a close relationship with jet mo­

mentum, jet cavity diameter is not sensitive to jet momentum above some high 

value (Turkdogan 1966; Cheslak et al. 1969). The diameter is more dependent on the 

distance from the nozzle and inclination angle. Bank and Chandrasekhara expected 

de/ h = 0.46 for shallow depression and Cheslak et al. derived a paraboloid-shaped 

cavity shape equation. Banks and Chandrasekhara (1963) derived a dimensionless 

relationship between the ratio of cavity width and depression depth and dimension­

less momentum with the assumption that the displaced liquid weight is equal to the 

vertical momentum change. The relationship has the following form 

(2.8) 

A is the proportionality coefficient and it changes value according to the assumed 

cavity shape; y'16f1i- for parabola, J1277f for elliptical and 2.9 for a deep cavity. 

2.3 Splashing Phenomena 
Ejection of liquid phases by splashing due to shear stress or pressure fluctuat ions 

of gas jet occurs throughout the oxygen steelmaking procedures. This splashing 

generates Metal/Slag/Gas emulsion, spitting of metal, skulling on the lance and can 

be used to spread slag coating layer to protect refractory linings. Thus, splashing has 

both beneficial and detrimental aspects on steelmaking practices (Fruehan 1998). 

2.3 .1 Droplet Generation Mechanisms 

The detailed observations and physical situations at the onset of splashing have 

been reported and some mechanisms of droplet generation have been proposed in the 
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literature (Urquhart and Davenport 1973; Peaslee and Robertson 1995; Standish and 

He 1989). 

Urquhart and Davenport (1973) proposed two different physical mechanisms. Pe­

riodic pressure variation at the stagnation point,which is due to uneven entrainment 

of surrounding gas during propagation, causes the jet cavity depth to oscillate verti­

cally, and this oscillation is accompanied by droplet ejection. Horizontal displacement 

also contributes to generate droplet, but this mechanism is less frequent and more 

random. 

Peaslee and coworkers (Peaslee and Robertson 1994; Peaslee 1993; Peaslee and 

Robertson 1995) described the large and long extension of the crater part as a finger 

in inclined jetting (Figure 2.5). Three sources of droplet generation are "tearing drops 

by the gas stream on both the crater side and finger, breakup of large droplets in flight 

by the jet stream and entrainment of liquid to the jet main stream." 

Standish and He (1989) classified drop generation as two regimes from dropping 

to swarming and described this finger formation as the swarming regime. They 

explained this mechanism change as the reason for the sudden increase of droplet 

generation rate. The growth of ripples is an important reason for the droplet forma­

tion and they also indicated that the ripple growth can be aided by bottom blown 

bubbles, which travel along the cavity line and burst around the crater area. 

2.3.2 Similarity Relationships 

Droplet generation by an impinging jet on a liquid surface is dominated by the 

momentum intensity of the gas jet and the liquid properties, such as, density, viscosity 

and the surface tension. There are some important dimensionless relationships in this 

physical system. 

He and Standish (1990) defined the nominal Weber number2 as 

(2.9) 

L 2 
2The Weber number is defined as f!__3!:_, so the nominal Weber number is not really a ·weber 

u 
number. 
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and they used this number as a criterion to determine the change of droplet generation 

mechanism. The sudden drop generation rate from dropping to swarming regime 3 

changes when Wen~ 10. 

Chatterjee and Bradshaw (1972) observed the critical depth of cavity depression 

and proposed a set of dimensionless relationships. Their experiments with many 

different kind of fluids show a logarithmic relationship between the Bond number, 
p1gn2 gµ4 
__ c and Morton number, 1 

O" PW3 ' 

JBo = 0.53 log Mo+ 11.33 (2.10) 

Their experiments also show linear relationships between the logarithm of two dif­

ferent dimensionless numbers4 with the logarithm of the Morton number. However, 

manipulation of these linear relationships show that there is a contradiction with 

Equation (2.10). According to them the critical depth for the onset of splashing is 

1.54 cm for water, and 2.52 cm for liquid iron melts. 

2.3.3 Kelvin-Helmholtz Instability 

Kelvin-Helmholtz instability arises when two stratified phases are in relative mo­

tion. When unstable, a small perturbation on the interface can grow into large waves. 

General theories are well summarized by Chandrasekhar (1961). 

In the case of the fluids in relative horizontal motion in the same direction, as 

illustrated in Figure 2.6, the stability condition can be simplified to 

( 
2 2(pg +Pt) J ( ) Ug - Ut) =O"g Pg - Pl 

Pg Pt 
(2.11) 

For (gas jet/liquid) system pg « Pt and u1 « ug, Equation (2 .11 ) can be further 

simplified, 

(2.12) 

From this equation, the critical velocity is 6.5 m/s for the (air/water) system. 

3This naming scheme should not be confused with Molloy's classification- in dropping regime, 

it is already generating small amount of splashes. 
2 2 

4 gµd nc for viscosity independent case and gpi n~ for surface tension independent case. 
a ~ 
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Li and Harris (1995) proposed a linear relationship between critical tangential gas 

velocity around the jet cavity and impact velocity at the stagnation point, 

(2.13) 

and Subagyo et al. (2003) proposed the Blowing number by combining Equation (2.13) 

and Equation (2.12) 

. 772 pgu; 772 
Blowmg = = 1.0 =-Wen 

2fo975i 2 
(2.14) 

At the onset of the splashing, 77 value is 0.46 (Li and Harris 1995) and 0.44721 (Sub-

agyo et al. 2003) when comparing to the nominal Weber number criterion. 

The Blowing number and He and Standish's nominal Weber number are almost 

identical except for the coefficient, but the Blowing number gives more physical mean­

ing by interpreting the number as a measure of how many times the critical Kelvin­

Helmholtz instability is exceeded. 

Funda and Joseph ( 2001) applied viscous potential flow analysis to extend Chan­

drasekhara' s inviscid analysis . From their theory and computation, the critical veloc­

ity for (air/water) case is around 5.75 m/s, which is 8.8 % reduced from the inviscid 

case. The Figure 2. 7 shows neutral curve- stable and unstable boundary of velocity 

and wavenumbers, and the growth rate vs. wavenumber plot. The wave growth is 

faster on the higher wave number side from the minimum of the neutral curve, so as 

the velocity increases, more unstable waves are expected at smaller wavelengths. 

2.4 Free Surface Modeling 
Despite the recent developments of computational fluid dynamics, the physical 

nature of free surface or multiphase fluid motions cannot be described fully. Tracking 

the molecular motions on large scales is well beyond current capabilities . So various 

models have been proposed by many researchers , and some of them are classified and 

reviewed in literature (Caboussat 2005; Smolianski 2001; Ferziger and Perie 2002a; 

Scadovelli and Zaleski 1999). 

The modelling methods can be classified by how they handle specific obstacles 

appearing in free surface computations, 

• Lagrangian or Eulerian for general formulation and mesh movement 
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• Interface Tracking or Capturing method for surface determination and advection 

method. 

• Sharp interface or diffuse interface for surface variable treatment 

• Interface fitted grid or fixed grid method for computational geometry 

Conceptually, the Lagrangian methods are best for fitting multiphase computa-

tion, since the system of coordinates follows the exact interface location and the 

well-defined interface position enables relatively easy implementation of boundary 

conditions. But the fluid deformation makes the mesh tangle and eventually the 

mesh becomes over or less populated in some locations, so they need special care for 

rezoning and reconstructing of meshes (Zwart et al. 1999; Perot and allapati 2003). 

When the surface topology changes, such as a merging or detaching situations, the 

implementations are not easy, so these methods are mainly used for small deformation 

case . 

Therefore, Eulerian fixed grid approaches are more popular. However, the La­

grangian and Eulerian distinctions are now almost obsolete, since many of new meth­

ods take advantage of the two and are hybrid methods. For example, the front 

tracking method uses a fixed grid technique to compute velocities, but tracks surface 

locations (Tryggvason et al. 2001; Unverdi and Tryggvasson 1992), and some Vol­

ume of Fluid methods advection uses polygon movement or line segment movements 

to track exact location of the surfaces (Ashgriz et al. 2004; Guignard et al. 2001 ; 

Biausser et al. 2004). 

The traditional classifications are not rigid now and they can be linked to each 

other. So one can select a method depending on the purpose, physical nature of the 

problem and the ease of implementation and computation efficiency. This section will 

review interface tracking and capturing methods and try to point out how the new 

or old concepts are merged in the framework of existing methods. 

2.4.1 Interface Tracking Methods 

2.4.1.1 Particle Methods 

The particle method is the oldest, but still useful method for free surface model­

ing. The earliest example is The Marker and Cell method (MAC) (Harlow and Welch 
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1965). In this method, velocities are computed in a fixed grid and the interface is 

tracked with massless particles which follow the liquid motion. This removes some 

complexity arising with surface topology changes, but the particle movement requires 

extra computational effort and the actual surface locations must be separately deter­

mined. The implementation of boundary conditions are approximated in staggered 

grid locations. There are some improvements of the stress boundary conditions in 

this method (Nichols and Hirt 1971; Chen and Hwang 1995; Demirdzie and Perie 

1988). 

2.4.1. 2 Height Function 

The height function method is the easiest to understand since the surface rep­

resentation is reduced by one dimension. The kinematic condition can be exactly 

coupled with mass conservation, the boundary fitted adjustable grid can be imple­

mented easily, and exact location of the surface enables the exact computation of 

stress boundary conditions and surface tension forces. But as indicated by its name, 

the height function cannot have two values at one position, so multiple interfaces are 

not possible with this method. Two height function correction methods are commonly 

used, as indicated in Apsley and Hu (2003), 

• Patching with mass balancing corrections 

• Systematic solver using kinematic condition 

oh 
w= - + u·"Vh at (2.15) 

where w is the vertical velocity, his the height, so the substantial derivative of height 

must be matched using its velocity. 

Muzaferija and Perie (1997) treated the height displacement change within a 

time step with the mass flux balance which is based on the space conservation 

law (Demirdzie and Perie 1988). The cell vertices are modified after correcting height 

function. 

The et al. (1994) used a framework of collocated variables for the momentum 

calculation, but for the surface movements , staggered volume and partial cell mass 

fluxes were applied to the mass conservation equation. 
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Egelja et al. (1998) also used a mass balance equation to track the free surface 

height, but they used Tri-Diagonal Matrix Algorithm (TDMA) solver to obtain the 

surface elevation. The correlation equations are based on the linear interpolation and 

the mass conservation equation. 

Another interesting approach is from Lu et al. (2004) and Chen (2003). They 

added the vertically averaged continuity equations to the pressure-velocity coupling 

equation or pressure Poisson equation solver to find the surface location. Lu et al. 's 

approach is similar to pressure-velocity-density coupling method described in Ferziger 

and Perie (2002b) . 

Height functions exactly track the movement of the surface and the formulations 

are relatively simple, so it is also popular for Direct umerical Simulations (Shen 

et al. 1999; Fulgosi et al. 2003) or Large Eddy Simulations (Shi et al. 2000; Shen 

and Yue 2001) to determine the details of fl.ow structures. 

2.4.1.3 Front Tracking Methods 

The Front Tracking method usually uses a Eulerian fixed grid for momentum cal­

culation and tracks the surface movement with the calculated velocities. Physical 

properties are approximated with a smoothed 6-function through the phase bound­

aries for the stability of computation. The surface is tracked with connected points or 

surface elements (Tryggvason et al. 2001 ; Unverdi and Tryggvasson 1992; Levesque 

and Shyue 1996). The Level-Set similar method or Level-Set Method itself (Gloth 

et al. 2003) are usually used for the momentum calculation. Some implementations 

of the front tracking method are hybrid methods which solve momentum in Eulerian 

cells and track the surface with the Lagrangian concept, which means it has the same 

difficulty encountered in the Lagrangian method, such as point connectivity and mesh 

rezoning. 

2.4.2 Level-Set Method 

The Level-Set Method was first proposed by Osher and Sethian (1988) and devel­

oped by many researchers (Sussman et al. 1998; Chang et al. 1996; Sussman et al. 
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1994; Fedkiw and Liu 2002). The Level-Set function is defined with a signed distance 

function across the interface, 

-d for phase 1 

<P = 0 for the boundary (2.16) 

d for phase 2 

the sign depends on the definition of distance and the points where </> = 0 is the actual 

interface position. So in contrast to the VOF method (Section 2.4.3) the Level-Set 

function is a continuous function and there is no mathematical difficulty to calculate 

local curvature and surface normals. The physical properties are usually averaged by 

a smoothed Heaviside function across the boundary 

for inner phase 
(2.17) 

for the boundary 

Momentum is solved with the conventional method and the Level-Set functions are 

advected with the following hyperbolic conservation equation 

8¢ 
-+u·'V</>= 0 
fJt 

(2 .18) 

Since the advection of the signed distance function and the movement of the ¢ = 0 

level are not completely related with mass conservation, mass losses are reported in 

the literature (Sussman et al. 1994; Sussman et al. 1998). There are two approaches 

to solve this problem, one is using particle spread and tracking each particle simialr 

to the front tracking method or particle methods (Fedkiw and Liu 2002; Enright et al. 

2002). The other method is to couple the Level-Set Method with VOF method, which 

is known to be better in mass conservation (Sussman and Puckett 2000; Son and Hur 

2002; Son 2003). 

Separate phase computations and application of exact boundary conditions are 

performed with Ghost Fluid Method (Fedkiw and Osher 2002) and Boundary Con­

dition Capturing Method (Liu et al. 2000; Kang et al. 2000). 
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2 .4.3 Volume of Fluid 

The volume of Fluid Method was first devised by Hirt and Nichols ( ichols et al. 

1980; Hirt and ichols 1981 ). It is an Eulerian fixed grid method to capture the 

surface location with a liquid or main phase volume fraction function which is defined 

as 

1 when cell is full 

F= 0 when cell is empty (2.19) 

0 ,....., 1 otherwise 

Physical properties are averaged by volume fraction and this average is directly 

applied to the momentum equation regardless of its phase. 

p = Fp2 + (1 - F)p1 (2.20) 

The conventional VOF method solves one set of momentum, mass and other scalar 

functions , so it is efficient from its computer memory storage aspect. 

After solving the mass and momentum equations the volume fraction function 

will be advected with the following equation, but there are many variations for this 

equation 
fJF 
-+ u· V'F=O 
fJt 

(2.21) 

Despite the fact that this equation has the same form as Equation (2.18), the ad­

vection term is for the volume fraction of an existing phase, so mass conservation is 

preserved in the VOF Method. 

2. 4. 3.1 Surf ace reconstruction and Volume Tracking Methods 

There are many papers are available on the VOF advection techniques and those 

have been well compared in the literature (Benson 2002; Rudman 1997; Rider and 

Kothe 1998). Figure 2.8 compares several methods graphically. 

The original SOLA-VOF(SOLution Algorithm-Volume of Fluid) (Hirt and Nichols 

1981) constructs parallel surfaces depending on whether it is horizontal or vertical, 

and used a Donor and Accepter scheme to move the volume fraction (Figure 2.8b). 

When the volume is advected, the void fraction is also checked and the advection 

equation limits the volume and void fraction change so that F does not go below 

16 



PhD Thesis - --- Ho Yong Hwang ---- McMaster University - MSE ---- 2008 

zero or above unity. Ubbink and Isa (Ubbink and Issa 1999) extended the donor and 

acceptor method for use in unstructured grid systems. 

Young's Method (Young 1982) is a piece-wise linear construction (PLIC) method; 

it represents the interface with line segment corresponding to its orientation and 

volume fraction , so it is accurate and most popular (Figure 2.8c). However , the orig­

inal Young 's Method has some numerical diffusion, so nowadays explicit geometrical 

schemes are used more often (Son 2003; Son and Hur 2002; Gueyffier et al. 1999). 

Ashgriz and Poo (Ashgriz and Poo 1991) developed the FLAIR (Flux Line segment 

model for Advection and Interface Reconstruction) Method. In this method, the 

interface line construction is placed in the cell face between two neighbor cells instead 

of the cell center, so the surface construction is staggered (Figure 2.8d). This method 

generates better reconstruction of the surface than SOLA-VOF, but superiority to 

Young's Method is not clear. 

Since better estimation of surface orientation gives better momentum computa­

tion, and volume advection quality, and since the surface representation becomes 

very important when the surface tension contribution is larger , there are many im­

provements in surface representation techniques. Benson (2002) introduced piecewise 

parabolic construction and Ginzburg and Wittum (2001) used spline interpolants to 

construct the interface. 

For the volume advection, Lagrangian concepts were introduced by Puckett et al. 

(1997). They consider velocity direction of the cell corner vertices and count the 

contribution of actual diagonal donor cells. (Harvie and Fletcher 2001) used similar 

concepts and showed better results. SL-VOF(Semi Lagrangian-Volume of Fluid) (Bi­

ausser et al. 2004; Guignard et al. 2001) tracks line segment movement instead 

of the volume conservation equation. Ashgriz et al. (2004) tracked each partial 

polygon movement in unstructured grids and called it CLEAR-VOF(Computational 

Lagrangian Eulerian Advection Remap-Volume of Fluid) . 

2.4.3.2 Surface normal and Curvature 

The surface orientation and geometric information are important to obtain an 

accurate representation of the surface, and consequently leads to the computation 

being closer to the real situation. Specifically, when surface tension is included or has 
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an important role in momentum transfer, the computation can produce a completely 

different pattern compared to neglecting surface tension. 

The surface normal vector and curvature estimation methods are usually intro­

duced together, since the curvature estimations usually depend on the surface normal. 

The surface normal vector is mathematically defined as 

VF 
n=--

IVFI 
(2.22) 

Because of the discrete nature of volume fraction function, the estimation of Equa­

tion (2.22) requires special care and several methods are reviewed in the litera­

ture (Benson 2002; Cummins et al. 2005). 

Based on the normal vector estimation, curvatures are calculated with the follow­

ing formula 

K=-\l·n (2.23) 

the sign depends on the definition of the phase and the direction of the normal. 

The local height function is the same as used in SOLA-VOF (Hirt and Nichols 

1981). It determines the direction first depending on its orientation and constructs 

local height functions by summing up 3 cells in the 9-cell stencil as illustrated in Fig­

ure 2.9a. 

The convolved volume fraction function is most popular and the construction i 

well described in (Rudman 1997) for uniformly sized cells. This method can be inter­

preted as an average of discrete gradients which are generated with nearest neighbor 

cells (see Figure 2.9b ). This construction is mathematically identical with the method 

used in the Continuum Surface Force Model (Blackbill et al. 1992). 

The reconstructed distance function is a similar to Level-Set method. It construct 

distance function from volume fraction, then the curvature estimation is straightfor­

ward because of the continuity of the distance function (Figure 2.9c). The example 

can be found in coupled Level-Set and VOF method (Son 2003). 

The performance of those methods are compared by Cummins et al. (2005), and 

they recommended not to use the height function method when Kllx value is higher 

than 1/5, which means that the radius of curvature is less than five cells. 

Some newer methods have been introduced in the literature. In the spline con­

struction method (Ginzburg and Wittum 2001) the curvature is directly obtained 
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from the arc length gradient . Meier et al. (2002) used a least-squares fit the of curva­

ture value with a known curvature reference and three geometrical parameters which 

are the relative amount of liquid volume compared to a flat interface, volume fraction 

and tilt angle. Least squares improvements are mentioned in the literature (Benson 

2002; Puckett et al. 1997); the details of implementations are described in Martorano 

et al. (2006) and in Appendix B. 

Increasing the number of cells may be another choice to improve the quality of the 

surface representation and flow behavior. The adaptive Mesh Refinement technique 

has been recently applied to VOF formulations (Greaves 2004; Theodorakakos and 

Bergeles 2004; Wang et al. 2004). They used a quad-tree data structure to find 

neighbor cells. A special geometrical treatment is required for refining or coarsening 

cells. 

2.4. 3.3 Surface Boundary Conditions 

The standard boundary condition in vector form at the two-phase boundary is 

shown in Blackbill et al. (1992) 5 

(2.24) 

and the normal and tangential direction components are separately expressed as 

Pi - P2 + (JK, = Tnnl - Tnn2 + \7 n Cl 

0 = Tntl - Tnt2 + 'V tCl 

(2.25) 

(2.26) 

This boundary condit ion is usually approximated depending on the physical situ­

ation. In most cases, the spatial gradient of surface tension (\7 CJ) is neglected except 

in the case where Marangoni flow is important. If the momentum is not from gas­

side shear in Air(l)/Water(2) system, air side tangential shear stress (Tnn) can be 

neglected and the pressure (p1 ) can have a fixed value. When the body force is 

greater than viscous forces , normal shear stresses ( Tnn) can be neglected also. So the 

5T he paper cites Landau and Lifshitz (1987). 
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boundary condition for Air/Water free surface system generally were reduced to the 

following formula, 

P1 - P2 + O""' = 0 

0 = Tnt2 

(2.27) 

(2.28) 

The normal component has a jump condition because of the surface tension term; 

treatment of surface tension was an issue in the early development stage of the VOF 

method. 

The SOLA-VOF scheme (Hirt and ichols 1981) added surface tension terms 

directly to the velocity computation as a surface force. Blackbill et al. (1992) invented 

the Continuum Surface Force ( CSF) method to treat the surface force as a body force 

around the free surface based on Equation (2.27) . The volume integral converges to 

a surface integral when the thickness becomes small. 

lim { Fsv ( x ) dV = { Fsa ( x f s) dA 
h~o J~v J~A 

(2.29) 

The volume forces are approximated with the following equation. They used a 

smoothed volume fraction function when calculating the gradient for stability 

VF(x) 
Fsv ( X) = O" K, ( X) [ F] (2.30) 

[F] is the jump in volume fraction, so it is 1.0. Using the CSF method makes the 

discretization of the fl.ow equation simpler, since it removes all the difficulty arising 

from surface geometry information and orientation, but this method is based on the 

simplified boundary condition Equation (2.27); the extension to the general case is 

not straightforward. 

For the tangential component of boundary conditions, the gas side shear stress is 

usually neglected and normal part of stress terms ( Tnn) are completely neglected in 

many VOF computations. 

There have been some efforts to apply more exact boundary conditions by includ­

ing more of the stress terms in Equation (2.25) and (2.26). Chen et al. (1995) applied 

the stress term in the normal stress boundary condition in one phase with improved 

surface orientation information, but in the actual implementation, they separated the 
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pressure part and stress part and set them to be zero; also the gas side shear stress 

was neglected. The Finite Element implementation (Jeong and Yang 1998) gives 

more flexibility in application of surface boundary condition, but the tangential shear 

stress was not fully implemented. 

In the VOF framework, the surface boundary conditions are applied in very limited 

conditions. However , with the Height Function (Fulgosi et al. 2003) or fixed boundary 

situations (Lombardi et al. 1996) , the tangential shear stress conditions are well 

implemented. 

For the solid boundary, the wall adhesion effect must be included. The application 

is straightforward to change surface normal vectors at the wall using the known 

contact angle, if one assumes only the equilibrium contact angle 

n w = nwall cos e eq + n tangent sin e eq (2.31) 

2.5 Cartesian Cut Cell Method 
The Cartesian Cut Cell method is an alternative to the body fitted grid method 

to compute complex geometrical boundary situations. Recent moving grid extensions 

to this method enable the computation of flow around a moving non-regular shaped 

solid object , solidification or melting (Udaykumar et al. 1999; Shyy et al. 1996; 

Udaykumar et al. 1996). 

In the Cartesian Cut Cell method, the phase boundary cuts the regular cartesian 

grid cell faces, and based on this cut the cell will be separated as illustrated in Fig­

ure 2.10. When the cells are cut, relatively small or thin new cells are generated and 

if one proceeds with a computation with those cells, the computation may be too 

unstable and may take a long time for convergence. To remove this situation, cell 

merging techniques are usually used; the details of procedures are explained in the 

literature (Shyy et al. 1996; Clarke et al. 1986; Yang et al. 1997) and Chapter 4. 

Coirier and Powell (1995) compared body-fitted grid and Cartesian grid methods 

with adaptive mesh and uniform mesh cases. The absolute error level was higher in 

the Cartesian grid method, but kept the same second-order accuracy as with the body­

fitted system. They indicated that the cell merging technique significantly improves 
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in computation efficiency. Lower error level in structured body fitted grid case was 

attributed to a fortunate flow stream line alignment with the grid. 

For the merged cell faces, flow properties are interpolated; a second order di­

rectional interpolation scheme was devised by Ye et al. (1999b, 1999a) . They also 

applied a preconditioned Bi-Conjugate stabilized (Bi-CGSTAB) solver and obtained 

approximately 6 times faster computation time. Udaykumar et al. (2001) extended 

the second order interpolation scheme to moving boundary problems and devised 

a unique multigrid technique which fits the Cartesian grid situation. There is an­

other implementation of multigrid solver for Cartesian grid method (Tai and Shyy 

2005). Udaykumar et al.'s multigrid defines a volume fraction parameter and ne­

glected multigrid cells with less than a critical volume fraction (0.5); Tai and Shyy's 

method subtracts unmerged cell's coefficients and applies multigrid coarsening di­

rectly across the boundary, so a smearing error across the boundary is expected. 

Some hybrid methods are also applied to the Cartesian Cut Cell method. In these 

hybrid methods, solid boundaries are treated with the Cartesian Cut Cell method and 

some conventional fluid-fluid boundary method, such as VOF or immersed boundary 

method are used for the fluid interfaces. Qian et al. (2003) computed surface wave 

behavior along a sloping beach with VOF. Udaykumar et al. (1997) computed droplet 

movement through a constricted tube. 

2.6 Metallurgical Applications 

Liovic and cowokers (2001, 2002) applied the VOF method with CSF surface 

boundary modeling to several metallurgical multiphase fl.ow cases such as rising bub­

bles, fl.ow over a weir and submerged gas injection. The bubble rising velocity agreed 

well for small bubbles ('"'"' 3 mm) and their computation was useful for the development 

of a new vessel design. 

Guo and Irons (2002) combined a two-fluid model with VOF to simulate the bubble 

plume and spout height variation. The measured height were considerably larger 

than the computed values; they indicated bubble plume momentum was modelled 

properly, but the discrepancy was likely due to neglect of the phenomena associated 

with bubbles breaking the free surface. 
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Olivares et al. (2002) used the VOF with RNG (ReNormalization Group) k­

E turbulence and investigated top, bottom and combined blowing cases in a BOF 

converter to the experiments and numerical computation. The penetration depth was 

related with modified Froude number and the mixing time in numerical modeling and 

experimental results agreed well with each other. 

Forrester and Evans (1996) used CFX-FLOW3D™ sowftware package for an im­

pinging gas jet in confined and unconfined liquid containers. Nguyen and Evans (2003) 

used VOF in FLUENT™ to simulate a similar situation. Forrester and Evans showed 

faster liquid movement than experimentally reported values, and Nguyen and Evans 

showed some discrepancy in surface geometrical shapes. Odenthal et al. (2007) used 

FLUENTTM with some modification to compute 3-Dimensional behavior of top and 

bottom blowing situations in the BOF and AOD; the computation results gave good 

insight of the flow behavior inside of the converter , but the computation cost was 

very high6 . 

Ersson et al. (2006) coupled Thermo-Cale™ and FLUENT™ to compute the 

carbon content in the droplet and hot spot position. The carbon content was assumed 

to be the same for the bulk and hot spot positions. So they expected very thin hot 

spot ranges. This is an example of more advanced extension of free surface application 

to reacting metallugical systems. 

As reviewed above, the VOF method is popular for metallurgical processing sys­

tem with free surface and many commercial software now provide VOF or other free 

surface computation. Iron and Steelmaking systems are essentially multiphase react­

ing systems. The increase of computation power enables the computation of some 

complex situation which was impossible before. Free surface computation is expected 

to contribute more to the design and the control of the metallurgical process in the 

future. 

6 A typical computation time indicated by the author was two weeks for five second simulation 

with 5 parallel processors 
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2. 7 Experimental Techniques 
A general review of the flow measurement techniques was done by Szekely (1979). 

The Particle Image Velocimetry(PIV) technique is well reviewed by Gharib and Daribi 

( 2000) and Prasad ( 2000). 

General PIV procedures are described briefly. Tracer particles, with similar den­

sity to the fluid , are spread in the fluid of interest. The moving particles in the fluid 

are illuminated with a laser light sheet in a short time period. The image is taken by 

a digital camera. The sequential image is subdivided into smaller rectangular areas­

interrogation areas. One interrogation area can move over the other and maximum 

cross-correlation of illuminated particle intensity i calculated. 

C(s ) = l I (x )I (x + s ) dx (2.32) 

This procedure is schematically illustrated in Figure 2.11, the shift of interrogation 

area determines the displacement of the group of particles in that area. The time 

step between the two images permits determination of the velocity. 

The PIV technique has some advantages and disadvantages over the other tech­

niques. If the tracer particle is carefully chosen, PIV can be classified as a nonintrusive 

method; the fluid is not disturbed around the measurement probe. Contrary to point 

based methods such as Pitot tube, Hot Wire technique, and LDA (La er Doppler 

Anemometry) , PIV technique can measure many velocities at once since it is pro­

cessing 2-dimensional cross-sectional images. Recent development of digital image 

processing also enables an extension to 3D with stereo PIV and high speed PIV. 7 

The PIV technique has some drawbacks over other techniques. As indicated in the 

previous paragraph, the tracer must be carefully selected. Unfortunately, no tracer 

can have exactly the same density as the fluid, so the particle motion does not follow 

the fluid exactly. Cross-correlation method gives spatially averaged information over 

the interrogation area. Escaping particles from the interrogation area cause some 

error on the computation of velocity gradients. Therefore, particle and interrogation 

area and time step must be chosen carefully for the accuracy of the measurement . 

7http://www .lavision.de 
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Figure 2.1: Three regions of a turbulent gas jet (Szekely and Themelis 1971 ) 
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Figure 2.2: A comparison of Gortler and Tollmien type solution of turbulent free jet, 
The figure is from Rajaratnam (1976) 
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Figure 2.3: A typical shape of liquid surface depression caused by an impinging top 
jet. The variable naming scheme is based on Banks and Chandrasekhara (1963). 
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Figure 2.4: Three depression patterns of vertical and declined jets (a) Dimpling stage: 
Shallow and stable depression (b) Splashing: droplet generation ( c) Penetrating: re­
duced splashing and deeper cavity (Molloy 1970). 
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Figure 2.5: Droplet generation mechanism proposed by Peaslee and Robertson for 
inclined jetting (Peaslee and Robertson 1994). 
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Figure 2.6: Kelvin-Helmholtz Instability occurs when two stratified fluids flow with 
different velocities 
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Figure 2. 7: (a) A eutral curve, which indicate the stable and unstable velocity and 
wavenumber regions, (b) Real part of growth rate(<Jn) vs. wavenumber plot. This 
shows the most growing wavenumeber is located right side of critical wavenumber. 
All figures are from Funda and Joseph (2001) . 
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Figure 2.8: The comparison of surface reconstruction from volume fraction func­
tion, (a) Original surface, (b) SOLA-VOF (Hirt and Nichols 1981) type Donor­
Acceptor construction make the surface fiat horizontally or vertically, ( c) Young's 
Method (Young 1982) draw a line inside of each cell and (d) FLAIR (Ashgriz and 
Poo 1991) constructs line across the each cell faces. 
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(a) Height Function Method 

(b) Convolved Volume ( c) Distance Function 

Figure 2.9: A comparison of surface geometry determination methods, (a) Local 
Height Function Method determines Height function with the sum of 3 cells and 
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ume method is an average of discrete gradients, nx = ~ 2 - F i ,j l.6.r · ~ ··~l 2 and 
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( c) The distance function method use the same formula with Level-Set formalism, 
\7 </> 

K = \7. IV</>I 
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Figure 2.10: Cell cut example of solid object(gray) . Small cells are seen in the bottom 
left and thin cell is in the right side. 
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Figure 2.11: Finding displacement between the sequential PIV images in (a). The 
displacement is shown in (b). 
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Chapter 3 

Experiments 

3.1 Apparatus 

3.1. 1 Surface Geometry 

To measure the liquid surface response when a gas jet impinges it , a top gas jetting 

system was constructed. The jetting system consisted of cylindrical straight lance, 

flowmeter and gas supply unit (gas cylinder and pressure regulator). 

The lance diameter was 2.85 mm inner diameter and 4.76 mm outer diameter. To 

ensure fully-developed turbulent flow inside of the lance, the lance length was kept 

much longer than the required length. The maximum inlet velocity was approximately 

300 m/s and the Reynolds number was Re= 2.0 x 108 . According to White (2006) , 

the minimum pipe length to diameter ratio for fully developed turbulent flow was 

determined with Equation (3.1). Therefore the required length was around 30 cm, 

but for convenience for clamping, a 50 cm length was used. 

~ = 4.4Re1
/

6 (3.1) 

DataMetrics™ 810LM-PAX hotwire type flowmeter was used to measure the gas 

flowrate; the maximum capacity of this flowmeter was 500 SLP f and minimum 

reliable flowrate was 10 SLPM . The flowmeter was calibrated with Wet Test meters; 

the procedure is described in Section 3.2. 

Gas cylinder pressure was kept at 345 kPa (50 psi) throughout the experiments. 

Preliminary tests were performed with a cylindrical tank of 45 cm diameter and 

50 cm height filled with tap water to 20 cm. However, the jet cavity geometries 

were disrupted by the wave itself because of the vigorous splashing. The jet cavity 

shapes mainly depended on the impinging jet pressure; the liquid tank dimensions did 
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not have much effect when the tank size is much greater than the cavity dimension. 

Therefore, in the main experiment, a tank of 50 x 50 x 50 cm filled with distilled water 

to 20 cm height was used with a wall jet configuration to extract better geometrical 

information. Note that the wall jet configuration uses a cylindrical lance in contact 

with the vertical wall. The tank and gas systems are illustrated in Figures 3.1and3.2. 

The jet cavity image was taken with Sony DCR-TRV 80 HandyCam ™; the frame 

rate was 30 frames /sec. To emphasize the free surface line, the camera aperture was 

maintained with low values and a 200 W lamp was used on the back and lower side of 

the tank to illuminate the surface. The moving picture frames were stored in JPEG 

image files and used for later analysis . 

3.1.2 Particle Image Velocimetry 

The liquid flow induced by the impinging jet was measured with Particle Im­

age Velocimetry (PIV) which was the Lavision TM integrated system ( Gottingen, Ger­

many). The PIV system consist of a Nd-YAG green (532 nm) pulsing laser unit , 1.4 

megapixel digital camera and PIV control and analysis software. The pulsing laser 

has 100 mJ maximum power and minimum time interval was 0.5 µs . The laser was 

classified as CLASS IV; proper eye protection was required throughout the measure­

ment. The double pulsed laser was synchronized with the digital camera shutter with 

a special time control- frame straddling, which is well described by La Vision (2004) 

and Gharib and Daribi (2000). The camera had progressive scan interline trans­

fer CCD (Charge Coupled Device) type and it was double-shuttered for the frame 

straddling mode. 

DantecTM's hollow glass beads of 9rvl3 µm were used as the seeding particles. 

The seeding particle should be small, but it should have a certain size to maximize 

the illumination signal to noise ratio (Melling 1997). The current particle size range 

is adequate to obtain enough scattering cross section diameter. 

The laser beam was converted to a sheet using a cylindrical lens and the distance 

was adjusted in a way that the light sheet covered the whole area of interest. The 

cylindrical tank with 45 cm and 50 cm height filled with distilled water in 20 cm was 

contained inside of larger square tank to minimize the distortion of the image and 

excessive expansion of laser light sheet. The laser sheet was aligned vertically and the 
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particle images were taken at right angles from this illuminated plane; a schematic of 

the equipment is illustrated in Figure 3.3. 

3.2 Calibration 

Before the main experiments, the fl.ow meter and the jet nozzle was calibrated. 

The DataMetricT 1fl.owmeter, which has 500 SLPM maximum fl.owrate, was calibrated 

using Precision Scientific™ wet test meters. The wet test meters' capacities were too 

small compared to the designed fl.owrate for this study, so three wet test meter were 

combined and their maximum reliable capacity of fl.owrate was 51 SLPM. Figure 

3.4 shows the result of calibration up to 50 SLPM and extrapolated values of this 

calibration were used for higher fl.owrates . 

Gas jet behaviour depends to some extent on the nozzle tip geometry, so for an 

accurate estimation of impact velocities at the jet cavity, the centerline jet velocity 

was measured with Pitot Tube (Szekely 1979). 

A custom made Pitot Tube was used, which consisted of the pressure measuring 

unit , the tube and mercury and ethyl alcohol column manometers. For high velocity, 

the mercury column was used and for low velocity, the alcohol column was u ed. The 

measured dynamic pressure was converted to velocity with Equation 3.2 

(3.2) 

The measured data was compared with tho e of Wygnanski and Fiedler (1969) in 

Figure 3.5. The data was fitted to linear regressions for the free jet and wall jet case, 

and these relationships were used for the jet centerline velocity calculation throughout 

this study. 

Free Jet 

Wall Jet 

Uo X - = 0.185- - 1.141 
Um do 
Uo X - = 0.180- - 1.727 
Um do 
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3.3 Experimental Procedure 

3.3.1 Surface Geometry 

The experimental setup was prepared as described in Section 3.1. The fiowrate 

was controlled from 10 SLPM to 100 SLPM and the lance distance from the liquid 

surface varied from 6 cm to 24 cm The gas fiowrate and distance conditions are 

summarized in Table 3.1. 

The video images taken by the camera were chopped to each frame and the frame 

image was stored and image filtering was applied to emphasize the free surface inter­

face line. The filters were contrast adjustment, gamma saturation and negative. An 

edge detection filter was also available, but it produced spurious edges because of the 

noise level. 

Fro~ the filtered images, the free surface line was digitally extracted using digiti­

zation software (Grafula 3) which works semi-automatically or manually. An example 

of filtering and digitizing procedure is shown in Figure 3.6. 

A series of 60 sequential images over 2 s were digitized for each experimental 

condition and each digitized surface profile was analysed to extract the geometrical 

data. The time series of depth of cavity, width of cavity at the average surface level, 

width of cavity at the top elevation position and horizontal position of deepest cavity 

position were stored and analysed with a Fast Fourier Transform for the frequency 

behavior. Fast Fourier Transform was applied to the surface profile to obtain the 

spatial frequency (wavelength) information. The details of analysis procedure are 

contained in Appendix C. 

3.3.2 PIV Measurement 

The general cross-correlation analysis is well described by Gharib and Daribi 

(2000) and Prasad (2000) . The selection of interrogation window size must con­

sider the actual fiow velocity range; a recommended criteria (Kean and Adriantems 

1990) is 

. 1 
0.lpx < displacement < 4dint (3.5) 
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where px is pixel size and dint is interrogation window size. The picture has 1360x1024 

resolution and the actual height of the picture was around 25 cm, so the measurable 

velocity ranges are calculated and listed in the Table 3.2. 

For each measurement, the gas jet was impinged to the liquid surface and the PIV 

measurement was done after waiting 3rv5 min to establish steady state velocity in an 

average sense1
. A test measurement was done for each PIV measurement with the 

approximate ~t. With the measured minimum and maximum velocity from this test 

measurement, a proper ~t was determined and the measurement was repeated with 

this time step. 

To obtain best picture the camera aperture and laser power were adjusted for 

each flowrate and lance height conditions. Table 3.3 lists the ~t , camera aperture 

and laser power conditions for the measurements. 

The measured velocity with PIV system was analysed with DaVis™ 6.2 software 

of La Vision TM. A 64 x 64 pixel interrogation window was selected and only single 

path algorithm was used. A median filter was applied to each velocity analysis and 

statistically spurious vectors are eliminated and added with interpolation. The 20 

vector measurements were averaged and the cavity side and non liquid part was 

masked out. Appendix F shows the measured vectors with a sample background 

images for each flowrate. 

3.4 Surface Geometry Results 

3.4.1 Cavity dimensions 

The jet cavity dimensions were obtained as described in Section 3.3.l. Figure 3.7 

shows the mean depth of the jet cavity, the cavity becomes deeper when the gas flow 

rate is increased. 

The mean cavity width was also plotted in Figure 3.8. The two variables, surface 

level width and top lip width follow each other closely for every flowrate. Contrary 

to Cheslak et al. (1969), the rate of width change was a function of the flowrate. The 

1The system never reaches to steady state because of the oscillation of cavity and the surface 

wave, but the internal flow develops an average velocity after some time depending on the flowrate 
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decrease of the rate in the higher fiowrate is considered to be the regime change in 

splashing mode as reviewed in Section 2.2. 

Equation (2.6) was used to determine the similarity relationship of the cavity 

depth. The equation was slightly modified to represent the linear functional behavior 

of the length group with momentum group dimensionless parameters and the square 

root of the slope represents the turbulent gas jet constant(K) 

n0 (l + no) 2 
= K 2 2M 

h h np1gh 
(3.6) 

The linear regression (Figure 3.9) shows that the slope is 60.941 and corresponding 

K value is 7.81. This value is slightly higher than other reported values (5.5rv7.5), 

but those values do not consider virtual origin information, which is obtained from 

the jet velocity measurement or calibration procedure in this study. 

The onset of splashing is hard to determine since the size of splash droplets must 

be determined prior to splashing criteria. Very small size of drops were generated 

around the waves even in very low fiowrate; this was checked by holding a tissue close 

to the waves. Therefore, the onset of splashing was determined when the surface 

starts to eject some visible drops (3rv5 mm) around the perimeter of the cavity. The 

fiowrate for the onset of splashing was summarized in Table 3.4. At higher fiowrate 

the jet penetrates into the liquid surface and bubbles form. This penetration was 

only observed in 6 cm lance height case above 60 SLPM fiowrate. 

3.4.2 Fast Fourier Transform 

The Fast Fourier Transform was applied to the time series of geometrical variables 

and the surface profiles to pick out the characteristic frequencies and wavelengths. 

In low lance height case ( 6 cm), the Fourier transform shows almost all ranges of 

frequencies2 (Figure 3.10rv3. ll). In the case of the horizontal position of cavity depth 

(Figure 3.12), 2 Hz was pronounced in 6cm height case, but this speciality was not 

extended to other lance heights (12cm, 18cm, 24cm). As the lance height was in­

creased, lower frequencies, 4rv8 Hz, became relatively dominant in depth and width 

case and this is lower than in previous work 5rvl2 Hz (Peaslee and Robertson 1994). 

The other FFT results (12cm, 18cm, 24cm height) are plotted in Appendix F. 

2The time interval was 1/ 30 sec, so the frequencies over 15 Hz were not measurable here. 
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3.5 Particle Image Velocimetry Results 
At relatively low fiowrate, 50 SLPM (Figure 3.13), the gas momentum is well 

transfered at lower lance height (Figure 3.13 for 6cm) , so the velocity vectors are 

larger. However , in the case of higher fiowrate, 100 SLPM (Figure 3.14) , the momen­

tum transfer from the gas to liquid is better at higer lance position. This part will 

be discussed in the Chapter 5 with some momentum transfer indicators. 
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Table 3.1: The Flowrate and distance conditions selected for the surface geometry 
measurements 

Flow rate(SLPM ) 6 cm 12 cm 18 cm 24 cm 
10 0 
15 0 0 
20 0 0 
25 0 
30 0 0 0 
40 0 0 0 
50 0 0 0 0 
60 0 0 0 0 
70 0 0 
80 0 0 0 0 
90 0 

100 0 0 0 0 

Table 3.2: Minimum and maximum velociites that can be measured for frame strad­
dling timesa . 

6t (µs) Min (mm/s) Max (mm/s) 
500 48.83 7812.50 

1000 24.41 3906.25 
2000 12.21 1953.13 
3000 8.14 1302.08 
4000 6.10 976.56 
5000 4.88 781.25 
6000 4.07 651.04 
7000 3.49 558.04 
8000 3.05 488.28 
9000 2.71 434.03 

10000 2.44 390.63 
15000 1.63 260.42 
20000 1.22 195.31 

asince the actual height of PIV picture was around 25 cm, and a 64x64 interrogation area was 
used , the measurable velocity range was calculated with its frame straddling time steps. This table 
was used as a reference in the measurement procedure. 
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Table 3.3: The PIV measurement conditions for each flow rate and lance height . 

Lance Flowrate Laser Power(%) Aperture 6.t (µs) 
Height (SLPM) 

6cm 10 10 4 30,000 
15 10 4 30,000 
20 30 8 10,000 
30 65 11 8,000 
40 65 11 8,000 
50 60 11 7,000 
60 30 8 5,000 
70 30 8 5,000 
80 25 8 5,000 
90 25 8 3,000 

100 25 8 3,000 
12cm 15 30 5.6 30,000 

20 30 5.6 30,000 
25 30 5.6 20,000 
30 30 5.6 10,000 
40 30 5.6 8,000 
50 30 5.6 8,000 
60 25 5.6 8,000 
80 25 5.6 7,000 

100 20 5.6 4,000 
18cm 30 25 5.6 20,000 

40 25 5.6 15,000 
50 25 5.6 15,000 
60 25 5.6 10,000 
80 20 5.6 8,000 

100 20 5.6 8,000 
24cm 50 20 5.6 20,000 

60 20 5.6 15,000 
70 20 5.6 10,000 
80 20 5.6 8,000 

100 20 5.6 8,000 

Table 3.4: The flowrate at the onset of splash for each lance height. 

Lance Height (cm) Onset Flowrate (SLPM ) 
6 15 
12 30 
18 45 
24 60 
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Figure 3.1: A cylindrical tank experimental setup which is used in preliminary tests . 
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Figure 3.2: A wall jet the cubic tank experimental setup which is used in the main 
experiment work for surface geometry 
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--- Flow Meter....._ 

-· ... 

Figure 3.3: A typical Particle Image Velocimetry setup. the laser sheet was aligned 
vertically and the illuminated particles were photographed with the digital camera 
which was at right angle to the light sheet. 
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Figure 3.5: Calibration result of the jet using the Pitot tube, compared to Wygnanski 
and Fiedler (1969). 
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(a) Original Image (b) Filtered Image 
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x 

(c) Digitizing Procedure 

Figure 3.6: Each original frame (a) of the images were filtered (b) and digitized (c) 
as described in the text. 
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Figure 3. 7: The mean jet cavity depth change vs. gas fiowrate at the nozzle, the error 
bar is ± standard deviations. The lines through the data just connect the points. 
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Figure 3.8: The mean jet cavity width change vs. gas fiowrate at the nozzle , the error 
bar is ± standard deviations. The lines through the data just connect the points. 
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Figure 3.9: The deep cavity relationship from (Banks and Chandrasekhara 1963) was 
modified and used to determine the similarity behavior, horizontal axis is Momentum 
group and vertical axis is Length Group. The slope is the square of the turbulent gas 
jet constant. 
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Figure 3.10: Fast Fourier transform of time series of cavity depth change when the 
lance height is 6cm. 
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Figure 3.11 : Fast Fourier transform of t ime series of cavity width change when the 
lance height is 6cm. 
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Figure 3.12: Fast Fourier transform of time series of the horizontal posit ion of the 
cavity depth change when the lance height is 6cm. 
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Figure 3.13: The comparison of P IV velocities in 50 SLPM flowrate . 
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Figure 3.14: The comparison of PIV velocities in 100 SLPM flowrate. 
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Chapter 4 

Mathematical Modelling 

Many free surface modelling codes neglect the gas side shear stress equation. 

However, this approximation is not proper for an impinging gas jet, so the full stress 

boundary condition is required. Other issues that are important are the discontinu­

ous shear stress for the surface boundary conditions, surface tension forces and the 

capability to represent multiple interfaces. To fulfill all these requirements , a volume 

fraction function was used to separate the computational domains for each phase. 

The computation of momentum was done with a Cartesian-Cut-Cell framework and 

the liquid volume was advected with the conventional Volume of Fluid method. 

4.1 The Governing Equation 
The flow system is limited to the incompressible, immiscible, isothermal and non­

reacting two-phase flow. The governing equations to solve this system are mass 

conservation, the Navier-Stokes equation and the volume advection equation from 

the Volume of Fluid Method. 

\7 · u i = 0 

pi ( a~i + \7. u iu i) = - \!pi+ \7. Ti + F~ 
8F 
- +u ·\!F=O at 

( 4.1 ) 

( 4.2) 

( 4.3) 

here i means i-th phase of the system and Fs is the sum of the body forces . The 

velocity of the denser phase was used for VOF advection. Since a Newtonian fluid 

was assumed, the stress tensor is represented as 

r = 2µ D =µ[\Ju+ (\lu f] ( 4.4) 

where D is the strain rate tensor. 
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4.2 Separation of Domains and Cell Merging 
For the computation of a separate shear stress tensor for each phase, the cal­

culation domain was separated with volume fraction information. The surface was 

represented with PLIC (Piecewise Linear Interface Construction) scheme and a least 

squares improvement was applied; as described in Appendix B. 

With this line construction of the interface, the calculation cells are cut and each 

cut of the cell produces fragments of computational cells; each neighbor cells and 

coefficients are assigned as illustrated in Figure 4.1. However, if one proceeds with 

this geometrical condition, some small or thin cells (W2 and E 1 in Figure 4.lb) induce 

instability to the computation, so that very low relaxation factors are required for 

stability. In the worst case, the computation may not proceed. 

Therefore, the cell merging technique was used to stabilize the computation. For 

efficiency of the computation, the cell merging criteria was set to be 0.5 volume frac­

tion. With this setting each computational cell requires only one phase representation, 

so no modification of memory storage structure for each variable is required. The cut 

cell will contain the major (F ~ 0.5) and minor (F < 0.5) cells and the minor cells are 

merged to its neighbor cell. The node is moved to the centre of mass of the merged 

cells, as illustrated in Figure 4. ld. 

The merging partner cell was determined from the surface orientation. The gen­

eral merging procedures are listed in Algorithm 1 and illustrated in Figure 4.2. 

There are some special cases; cells will not be merged with boundary node even 

its orientation is facing the boundary, as in Figure 4.2f, and the partial cells are al­

lowed to be extended up to two cells at the boundary, as in Figure 4.2g. When a cell 

is merged to a differently orientated cell, sometimes the orientation mismatches are 

too severe and the surface normal projection of the distance vector from the surface 

to centre of mass is located outside of the cell. In this case, the pressure correction 

becomes unstable, so the cell is merged to the diagonal neighbour (Figure 4.2h). 

The computer storage requirement increases quadratically in the 2D case, but 

the surface line only changes linearly, so the surface information need not be stored 

for the whole computation cell. The surface description requires merging partner 

cell information and local geometrical information also. The size of the array to 

store surface variables is determined from the number of partially filled cells and its 
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Algorithm 1 General cell merging procedure 

if cell orientation is horizontal then 
if vertical neighbor 's phase is same with this cell then 

Set vertical neighbor as partner 
else if horizontal neighbor is this phase then 

Set horizontal neighbor as partner 
else 

Set the diagonal neighbor as partner 
end if 

else 
if horizontal neighbor 's phase is same with this cell then 

Set horizontal neighbor as partner 
else if vertical neighbor is this phase then 

Set vertical neighbor as partner 
else 

Set the diagonal neighbor as partner 
end if 

end if 

neighbours. Neighbors were counted up to second nearest neighbours; in that case, all 

the information required is stored. Base cell positions are indexed and the variables 

are just referenced from the surface part , so unnecessary referencing or assignments 

was avoided which helps the computational efficiency. 

4.3 Discretization 
The procedures of discretization follow general Finite Volume Methods (Ferziger 

and Perie 2002b; Patankar 1980; Versteeg and Malalasekera 1995). A Collocated 

arrangement of variables was used for simplicity in geometry of the cut-cell. In this 

case, cell face velocities need to be interpolated based on the momentum equation 

and an example configuration of the cell variable arrangement is shown in Figure 4.3. 

The governing equations of this two phase system are the mass ( 4.1) , momen­

tum ( 4.2) and the space conservation. The space conservation relationship is required 

for the moving boundary formulation and the surface movement is considered as a 

boundary movement. To do this, the space and mass conservation equations are com­

bined into an equation for pressure correction; the details of this part are explained 

in Section 4.3.3. 
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The discretization for the Cartesian cut cell configuration is straightforward, ex­

cept for the extra shear stress terms and the extra cell faces coming from the cell cut 

and cell merging process. The extra cell faces are illustrated in Figure 4. ld with thick 

gray lines. So the mass and diffusion fluxes at these extra faces must be added in the 

discretization process. 

In the stress tensor of a Newtonian fluid in Equation ( 4.4), the (\7 u f term usually 

vanishes in the Cartesian grid. But when cell cuts breaks the rectangular shape, this 

term does not vanish and must be included in the discretization process. 

4.3.1 Momentum Equation 

The a vier-Stokes equation in vector form , Equation ( 4.2), was integrated over a 

Cartesian cut cell control volume as a typical procedure of Finite Volume discretiza­

tion, 

l p ~~ dV + 1 (pu ) n · u dA 

= -1 pn dA + 1 n · [µ'Vu+ µ('Vuf] dA + l F 8 dV (4.5) 

Discretization of one direction can be applied to the other direction without losing 

any generality, so the discretization of each integral in Equation ( 4.5) is shown only 

for the x-direction. An Implicit Eulerian approach (Ferziger and Perie 2002b) was 

generally applied throughout the discretization procedure. 

The transient integral was approximated with the first order time difference of 

mass and velocity products. 

(4.6) 

Here NI is the integrated mass of the cell, and the superscript n is the current time 

step and n + 1 is the next time step. 

In the convection integral, pn · u is approximated by the mass flux through the 

cell faces, which is computed as rh = pAu, and the merged cell face contributions 

must be considered here. The hat velocities , momentum interpolated face velocity 
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(u) , are described in Section 4.3.3. Figure 4.4 shows a schematic diagram of mass 

flux through each cell face including the merged cell. 

(4.7) 

Here the subscripts e, w, n, s are each direction and superscript x is the term for 

the merged cells. Since the interface was assumed to be impermeable, there is no mass 

flux through the surface. The mass fluxes were calculated with hat velocities (ue, uw, 

Vn, v8 ) which were determined by the momentum interpolation method described in 

Section 4.3.3. The face velocities (ue, Uw, Un, u 5 ), were approximated with a first 

order upwind scheme. 

Similar to the convection integral, the pressure volume integral was converted to 

a surface integral with the Gauss theorem. The surface pre ure must be considered 

here 

-i ~~ dV =* -1 pn dA =* - (AePe - AwPw ± nxAJsPJs) (4.8) 

In the last term in Equation ( 4.8), the ± sign is determined by the phase calculated. 

Since the surface normal is calculated pointing to phase 2 (liquid), it is negative for 

phase 2 and positive for phase 1. 

The viscous stress integral is divided into non-transposed and transposed terms. 

The non-transposed term is expressed in the following way for the x-momentum 

equation. 

1 n · µ\ludA:::;. + µeAe ~~l e + µ~A~ ~~ [ 
A OU I x AX OU Ix 

- {lw w OX w - µw w OX w 

A OU I x Ax OU Ix +µn n a +µn n a 
Y n Y n 

( 4.9) 

A oul XAX oulx - µs s a -µs s a 
y s y s 
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The transpose term is discretized in a similar way, but with special care to compute 

the velocity gradient terms. 

1 n·µ (\luf dA=}+µ eAe ~~l e +µ~A~ ~~[ 
A oul x Ax O'ulx 

- µw w OX w - µw w OX w 

A av I XAX av Ix + µn n OX n + µn n OX n 

(4.10) 

A av I x Ax av Ix 
- µs s OX s - µs s OX s 

The y-momentum discretization is listed in Appendix A. When the surface cells 

are included, the shear stress terms from the surface must be counted. The surface 

shear stress is obtained during the surface velocity calculation, which is outlined in 

Section 4.4. Surface stress is calculated in the normal and tangential directions, so 

each directional contribution is added to each directional momentum equation. 

x-direction =} ± (Tnnnx + Tnttx) 

y-direction =} ± (Tnnny + Tntty) 

(4.11) 

( 4.12) 

The sign depends on the phase calculated due to the surface normal direction convec­

tion. Tnn = n · T · n and Tnt = n · T · t. Finally, the body force terms are discretized 

directly. In this study, only gravity is included. 

l FB dV =} 9xM~ (4.13) 

Since the volume fraction in the next time step is not known yet, the momentum 

equation is modified with the mass equation. The time dependent mass equation, 

~ + V · (pu ) = 0 (4. 14) 

is integrated and discretized similarly to the momentum equation. 

Mn+ 1 - Mn . . x . . x . . x . . x Q 
flt + me + me - mw - mW + mn + mn - ms - mS = (4. 15) 

If we multiply Equation (4.15) by 'ur;,+1 

Mn+lun+l _ Mnun+l 
p p + +m un+l + mxun+l - m un+l - m,x un+l flt e P e p w p w p 

( 4.16) 

+ m un+l + m xun+l - m un+l - m xun+l = 0 np nP s p sP 
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This equation is subtracted from the discretized momentum equation and finally one 

can solve the following momentum equation. 

- ms (Us - u~+l) - m: ( u: - u~+l) = Pressure+ Viscous + Body Force 

Equation ( 4.17) can be arranged to the general linear system of equation, 

Ap<f>p = Ae</>e + Aw</>w + As</>s + AN<f>N + B (4.18) 

where </> can be any variable. This equation can be solved with the general solver (Patankar 

1980; Ferziger and Perie 2002b). 

4.3.2 Mass and Space Conservation 

The mass conservation equation defined in Equation ( 4.1) will be used for the 

internal fluid, since incompressibility is assumed. However, the surface is a moving 

boundary and the effect of moving surface is not small in this study. Some correction 

is required for this effect. 

The Space conservation law (Demirdzie and Perie 1988) must be considered in a 

moving boundary Finite Volume method and the mass conservation equation will be 

modified accordingly around the surface. 

Starting from the Reynolds transport theorem, which is well explained by ·white 

(2006), 

D
D { <f>dV = { ~ <f> dV + { n · ( v cv - u )<f>dA 

t J V(t) J V(t) ut J A(t) 
( 4.19) 

V cv is the velocity of control volume movement and u is fluid movement and </> can 

be any fluid variable. The space con ervation law can be written as 

- dV = V cv ·n dA D 1 1 Dt V (t) A(t) 
( 4.20) 

for an incompressible fluid and using density(p) as a</> in Equation (4.19) 

~ r p dV = r ~ p dV + r n . ( V cv - u ) p dA 
t J v (t) J J.> t) ut J A(t) 

(4.21) 
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and multiplying the space conservation equation by p yields 

D
D r p dV = p r V cv • ( n) dA 

t J V(t) J A (t) 
( 4.22) 

Since the cell wire-frames are not changed with t ime and the surface line is moving, 

the space conservation approximates the surface movement only. The effect of a 

t ime changes of the wetted fractions of the cell walls are smaller than the surface 

contribution, so they are neglected. With this assumption, Equation ( 4.21 ) and ( 4.22) 

generate the following equation 

p r n. V cv dA = p r n. ( v cv - u ) dA 
j Afs j A (t ) 

( 4.23) 

At the free surface, the boundary movement follows the fluid movement and the cell 

wire-frames are assumed not to move. The left hand side is the surface movement 

contribution only and the right hand side is non-surface contribution, as illustrated 

in Figure 4.5. So new mass conservation equation at the surface is derived and the 

final form can be written as 

p r n . V cv dA = p r -n . u dA 
i f s J A (t ) 

( 4.24) 

where f s means free surface. If it is rewritten in the form of a mass flux with the 

merging cell configuration, the following equation is produced and this equation is 

used as the pressure correction equation. 

(4.25) 

where the v fsn is surface normal velocity and the liquid side is defined to be positive. 

The surface term is + for gas side and - for the liquid in Equation ( 4.25). 

4.3.3 Pressure Correction 

In the collocated grid system, all the flow variables are defined at the center of 

the computation cell, so the velocity to calculate the mass flux through the cell face 

needs to be interpolated. The simple choice of the Central Difference scheme results 

in a converged pressure field that resembles a checker board. 

To remove this pressure checker board anomaly, momentum interpolation must be 

used and the general procedures are well-documented in literature (Rhie and Chow 
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1983; Ferziger and Perie 2002b; Demirdzic et al. 1993) for the structured and un­

structured grid cases. The basic idea is to separate the interpolation procedures for 

the terms with pressure and without pressure in the momentum equation. Some 

advanced methods separate more terms (Choi 1999; Date 2003). 

From Equation (4.18) for the u velocity as an example, pressure terms are written 

separately from the source term (B) and the equation is rewritten in the case of P 

cell 
u~ = Enb AnbU~b + bp - ~ Vp dp I 

Ap Ap dx P 
(4.26) 

where bp is the source term without the pressure part. 

When the e face is of interest , P cell and E cell information are used for interpola-

tion. The following two representations are logically equivalent, but a mathematical 

error exists in Equation ( 4.27). 

u* = EnbAnbU~b+bp - (~v) dpl 
e Ap Ap e dx e 

( 4.27) 

u; = (u*)e - (~V) [dpl - dpl l 
p e dx e dx e 

(4.28) 

where overbar means an interpolation. The second equation is used for the discretiza­

tion of pressure correction. 

The SI 1PLE velocity-pressure coupling scheme is used for the correction equation 

u~ = -(~v) dp' I = -(~v) _1 (P'e _ P~) 
Ap e dx e Ap e ~X 

( 4.29) 

From Equation ( 4.25) me terms are easily computed and discretized with Equa­

tion ( 4.29). The contribution from the extra face of the merged cell, m~, has no 

node for discretization of pressure correction, so an interpolation is used to obtain 

the velocity at this face; the interpolation scheme is explained in Section 4.3.4. 

The surface contribution, Vfsn , is approximated with the same method as in Equa­

tions ( 4.28) and ( 4.29). 

vjsn = (v~)- (~V) [~~I -~~I ] 
P fs fs fs 

(4.30) 

I (~v) ( I I ) 
V f sn = - A Pf s - PP 

P fs 
(4.31) 
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where Vn is the surface normal direction projection of the velocity of each cell. The 

surface is assumed to be a pressure boundary with fixed pressure which is obtained 

from the normal direction stress balance. pj s is set as 0 and this simplifies the 

discretization procedure. This scheme is inspired by Muzaferija and Perie (1997) and 

more generalized by applying full normal and tangential stress terms. The details of 

the boundary conditions are explained in the Section 4.4. 

Majumdar (1988) indicated that the momentum interpolation scheme may not 

produce a consistent result without relaxation; relaxation is applied relative to the 

previous iteration stage. 

Around the surface cells, the computation points are located at the centre of mass , 

so the surface point and the computation point are not aligned well. The second 

order correction of pressure is applied, as described in Ferziger and Perie (2002b). 

The correction equation is written as follows and illustrated in Figure 4.6. 

dp'I 
dn fs 

p'p - Pt s ('Jp')p · T Q-P --- + ------
!J.n !J.n 

( 4.32) 

This second correction affects the mass balance and the quality of the VOF advection. 

4.3.4 Interpolation 

As shown in Section 4.3.1, there are many variables to be computed in non-regular 

computation nodes such as cell faces, and extra faces from the merged cells. Therefore, 

a proper interpolation and extrapolation scheme is required. The centre of mass of the 

cells is not located in a regular position and cell cutting eliminates regularly aligned 

neighbours. An interpolation scheme that can deal with non-regularly distributed 

interpolants is required. 

In the Cartesian cut cell methods, Udaykumar et al. (2001) proposed selecting 6 

neighbours and solving directionally quadratic equations to obtain the extra cell face 

information. However, when the surface becomes close to a fiat interface, the solution 

matrix becomes singular or near singular, so the selection of neighbours needs special 

care. 

Several methods are appropricate for this case and they are reviewed and com­

pared by Renka (1999). The Quadratic Shepard method (Renka 1988a; Renka 1988b) 
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was chosen, since it is the simplest among the reviewed methods, and the error level is 

similar to other methods. This method computes a least square fit of two-dimensional 

quadratic polynomial for each computation nodes, and neighbour coefficients are 

weighted with an inverse distance type function. So the final functional form of 

interpolation is 
N 

L Wk(x, y)Qk(x , y) 
F(x ,y) = _k __ N ___ _ ( 4.33) 

L: wk(x,y) 
k 

where Qk(x, y) is the local least square estimation of the function at (xk , Yk)· The 

weight function wk ( x' y) is defined with the inverse distance function, 

(4.34) 

( 4.35) 

where Rw is the predefined limit of distance, and dk is the distance from (x, y) to 

(xk , Yk)· 

The original method requires computing the least square fit of the each com­

putational node, so the computation is quite expensive. Therefore, the method is 

modified to compute the least square fits only around the affected surface cells and 

linear interpolation is used for the other regularly arranged cells. 

4.3.5 Other geometrical irregularities 

The line construction of the surface produces non-matching cell faces , as illustrated 

in Figure 4. 7. This non-matching face is considered as a phase boundary and all the 

required variables are obtained with the interpolation method. The same surface 

treatment is applied, but the computed contribution from this part is added to the 

source term; no implicit formula is used for this part. 

Surface cells and its neighbour's computation nodes are usually not well aligned, 

so a geometrical correction is applied to these cases. The procedure is almost the 

same as the second correction of the pressure part. 
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When the major phase of a cell changes in a time step, the value of velocity and 

pressure at the previous time step do not exist. Calculation at the next time step 

and source terms require these values, so interpolation is applied based on neighbour 

values. This interpolated value does not guarantee the mass balance for the newly 

generated cell, so sometimes the pressure correction becomes unstable. For stability, 

the solver is modified to accept different relaxation factors for each computational cell. 

Low under-relaxation factors are used for the cells changing their phase or for those 

severely distorted. The underrelaxation scheme is applied to the multigrid scheme 

too. When the multigrid cell is severely separated from the bulk domain, it has less 

facing area to its neighbor multigrid cells , so the multigrid correction is underrelaxed. 

4.4 Surface Boundary Conditions 
In the two dimensional case, one must solve 6 variables at the surface; the variables 

are u 1, v1, u2, v2 , P1, P2· When applying a kinematic condition 

( 4.36) 

( 4.37) 

the number of variables becomes 4. However, the only available boundary conditions 

are the normal and tangential stress conditions. Therefore, a closure problem arises 

and proper modelling is required. 

In Equation (2.24), the spatial gradient of surface tension is not important in this 

study, but the other terms must be included. The normal and tangential parts of the 

condition are 

Pl - P2 + <JK, = Tnnl - Tnn2 

0 = Tntl - Tnt2 

( 4.38) 

( 4.39) 

Direct solution of the above equations with extrapolated pressures from each phase 

is extremely unstable. Small fluctuations of pressure yield a failure in the velocity 

computation, so an iterative approach is applied. 

A more stable option is to iterate the boundary condition. First the phase 1 

(gas) pressure was extrapolated to the surface; Tnn are obtained with previous time 

step, then a balance for p2 is obtained, and this is used for the phase 2 momentum 
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computation. Surface normal velocities are extrapolated from the phase 2 (liquid) and 

corrected with a pressure correction in that phase. Every time the surface normal 

velocities and the internal velocities are updated, the tangential shear stress condition 

is applied to obtain the surface tangential velocities. In the case of phase 1, the 

obtained surface normal velocities are just accepted and the interface is regarded as 

a moving solid wall, but the tangential velocities are updated. 

The tangential velocities are obtained with the known surface normal velocity and 

the shear stress condition. The shear stress condition can be written in detail 

µ1 ( ~~ + a~n ) i = µ2 ( ~~ + a~n) 2 ( 4.40) 

The tangential gradient of the normal velocity is obtained with the corrected and 

interpolated surface normal velocities at the centre of the surface and cell cut po­

sition. With the normal gradient of tangential velocity, a simple linear equation is 

constructed. 

(4.41) 

where P1 and P2 are corresponding phase computational nodes. The surface tangen­

tial velocity, Utfs , can be easily solved. 

4.5 Multigrid 
The momentum and pressure discretization have the same form as Equation ( 4.18), 

so the same solution method is applied for the linear system of equations. 

The general solution methods are well summarized from the direct matrix solver to 

the iterative solvers (Ferziger and Perie 2002b; Golub and Van Loan 1996). Udayku­

mar et al. (2001) indicated that the pre-conditioned Conjugate Gradient solver was 

adequate for the static boundary situation, but it is not adequate for the moving 

boundary case because of the more significant change in pressure fields. 

As reviewed in Chapter 2, in the multigrid method of Udaykumar et al. (2001) 

a coarse grid volume fraction function was defined and this volume fraction function 

was used to determine whether the grid will be included in the coarse grid part of 

the multigrid computation or not. However, omitting part of the coarse grid cells 

from the computation can slow down the overall solution procedures in some surface 

geometries. 
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Tai and Shyy's (2005) method applies the multigrid across the phase boundary. 

Without special care to select finer grid mesh to be corrected in the restriction stage, 

the multigrid correction is transferred through the cell boundaries. The coarse grid 

residual information is mixed across the phases, so this scheme is not logically con­

sistent for separate computation domains for each phase in this study. 

Therefore, a more simple zeroth order algebraic multigrid scheme is applied with 

a Point Gauss-Seidel (PGS) internal solver. To account for the separation of the 

computation domain, a coarse grid computation storage is assigned to each individual 

phase. If only the coarse grid has the corresponding phase in their finer grid cells, 

that part of coarse grid is included in that level of multigrid computation. During the 

construction of coarse grid coefficients, other phase cells are excluded, so smearing 

error across the boundary is prevented. A schematic diagram is drawn in Figure 4.8 

for the selection of coarse grid cells to include. A simple V-cycle multigrid sequence 

is used for calculation. 

4.6 VOF Advection Method 
In Young's method (Young 1982), the volume fraction was computed with Equa­

tion (4.3) and the Explicit Euler discretization scheme (see Ferziger and Perie 2002b). 

The face flux of the volume fraction is obtained by applying a first-order Taylor se­

ries approximation with higher order first derivative estimation at the upwind cell 

position. In the case of the east face, the face flux was approximated as 

( 4.42) 

where 'T/ is defined as u6.t/ 6.x and D1 is the first derivative of F. The author indicates 

that numerical diffusion can be minimized with a higher order approximation of D1 

and removing unphysical behaviour. However, the face flux error with this method 

can be easily shown graphically. Figure 4. 9a shows a geometrical representation of 

Equation ( 4.42) and Figure 4.9b shows its geometrical error. The left hatched region 

in Figure 4.9b should be advected to the right cell, but Young's method will under­

or over-estimate the volume flux depending on the surface construction. 
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To remove this anomaly, geometrical volume fluxes (Son and Hur 2002; Gueyffier 

et al. 1999) are obtained based on the line surface construction. The volume fraction 

change was obtained by adding these volume fluxes from each base cell face. 

(Fn+l - Fn)V = -(bF)e + (bF)w - (bF)n + (bF)s ( 4.43) 

where (bF) is the computed face flux for each cell face . A one-dimensional example 

is shown in Figure 4. lOa. 

The pressure corrected face velocities are used for face velocity and volume flux 

calculation, but when this velocity is not available (extra faces from merged cells and 

surface cells with changing phases), interpolated values are used. 

For the merged cells , any velocity at the merging face will satisfy a mass balance 

in the whole merged cells, but this does not guarantee the right mass balance at the 

unmerged base cells. So the mass balancing velocity at the partial cell is computed 

and used for volume flux computation. This procedure is illustrated in Figure 4. lOb. 

4. 7 Solution Procedure 
Based on the above discussion and modelling considerations, the overall procedure 

for the computation is: 

1. Set the base grid system for whole domain; this is used for the general geomet­

rical variables. 

2. Construct line representation of the surface based on the volume fraction func­

tion (F) 

3. The line construction cuts the base cell, so determine the merging partner cells 

and their geometrical information. 

4. Apply interpolation to obtain newly generated cell information. 

5. Obtain the coefficients for the non-surface cells based on 

• collocated arrangement; Rhie-Chow type momentum interpolation 

• First order upwind 

• SIMPLE pressure correction 

6. For the surface cells, apply the same scheme as 5, but the surface geometry 

must be considered and non-regular parts were included as an explicit source 

term. 
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7. Momentum computation 

(a) Apply the boundary condition Equation (4.38) and obtain p2 along the 

surface. 

(b) Solve liquid velocity components. 

(c) Obtain surface normal velocity with momentum interpolation. 

( d) Update tangential surface velocity components. 

( e) Correct pressure, assuming the surface as a fixed pressure boundary. 

(f) Correct liquid velocity components. 

(g) Update tangential surface velocity components. 

(h) Solve gas velocity, assuming the surface normal velocity is fixed. 

(i) Update tangential surface velocity components. 

(j) Correct pressure. 

(k) Correct gas velocity components. 

(1) Update tangential surface velocity components. 

(m) Repeat until convergence is achieved. 

8. Determine the velocity for VOF advection. 

9. Advect the volume fraction with the modified Young 's method. 

10. Advance time. 

4.8 Validation Test 

4 .8.1 Broken Dam test 

The Broken Dam problem has been widely used as a test problem for free surface 

computation (Hirt and Nichols 1981; Jeong and Yang 1998; Greaves 2004; Qian et al. 

2003; Guo and Irons 2002). 

Martin and Moyce (1952) measured the bottom wetting distance and the remain­

ing column height by high speed photography. Initially, the water column was con­

strained in a thin waxed paper diaphragm. The paper was released by passing a high 

electrical current to the metal frame and melting the beeswax connecting the paper 

to the frame. Several initial aspect ratios (width(b) to height(a)) of the water column 

were tested in their experiments. Among them, the ratio b/a = 2 is most popular for 

the free surface computation test. 
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For the present code, two different sizes of initial water column of b/a = 2 were 

tested. One had an initial width of 6 cm, which is similar to Martin and Moyce's 

(1952) experiment and the other was 1.25 m. The computation domain was restricted 

horizontally to the dimensionless distance ( z /a = 4) as other test cases. A closed box 

of 80x60 uniform cells was used for the whole domain for both cases and the cell 

spacing was adjusted according to the initial width. Initially 20x40 cells were filled 

with water and the gas phase was air. A 10-3 second time step was used for both 

cases. Physical properties at 1 atm and 20 °C were used for the computation and 

those properties and physical constants are summarized in Table 4.1. 

Figure 4.11 shows the surface profile change with time. The dimensionless time 

step between the each surface profile is indicated in the figure. The profiles are almost 

the same for the two cases. Figure 4.12 shows an example of velocity profiles in air and 

water side at the dimensionless time around 2.22. The overall shape of the velocity 

vectors are the same for both cases. As expected from the modeling condition of 

sharp cutting interface, quicker response was observed in air side; the other VOF 

method (Qian et al. 2003) shows smoother velocity change across the surface and the 

air side response was delayed by one or two cells away from the interface. 

The dimensionless wetted distance ( z /a) and the remaining height ( h /a) was 

compared with Martin and Moyce's experimental results and other computational 

results. There is some discrepancy in the literature for the comparison of numerical 

result with the experimental data of Martin and Moyce. Hirt and I ichols (1981) and 

(Jeong and Yang 1998) claim their numerical results show good agreement with the 

experimental data, but it was impossible to find the matching experimental points in 

Martin and Moyce's data. 

All the computational results show a faster movement of the leading edge than 

Martin and Moyce 's experimental result. Greaves (2004) indicated "the discrepancy 

is due to the difficulty in determining the exact location of the leading edge in the 

experiment," and there could be some effect of remaining waxed paper for initial 

delay. 

However, the overall slope of the wetted distance- the speed of the liquid front 

movement, matches well with experiments. The computational results are compared 

with others and the experimental result in Figure 4.13a. The overall behavior was 
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almost the same as other researchers, but a slight delay was observed for higher di­

mensionless time; it is still faster than experimental results. The remaining height 

changes more slowly than the leading edge movement and the computation and ex­

perimetal results match very well (Figure 4.13b). 

4.8.2 Surface wave generation and instability 

Observations of wind generated waves have been summarized by Munk (1947) . 

For wind speeds between 1.1 and 6.6 m/s the surface is smooth, but not planar; in 

this stage small ripples are immediately smoothed. When the wind speed exceeds the 

critical value, Kelvin-Helmholtz instability criterion, 6.5 m/s, waves grow rapidly. 

The wave initiation, which occurs at 1 m/s, far below the critical velocity of 

Kelvin-Helmholtz instability, is due to the turbulent gas pressure fluctuations and 

the resonance between the pressure fluctuations and the surface waves (Phillips 1957; 

Teixeira and Belcher 2006). The wave growth is related to its friction velocity and 

tangential stress (Mitsuyasu and Honda 1982). Kelvin-Helmholtz instability explains 

the sudden growth and the detachment of the droplets. However , pressure fluctuations 

and frictional forces initiate the disturbances. Other possible interactions of the gas 

turbulence and surface waves are well summarized by Teixeira and Belcher (2006), 

but the correlation between those two is beyond the scope of this validation test for 

the code. 

To check the capability of the code to simulate wave generation and its instability, 

a simple wind induced wave test was designed. A 45 cm long and 3 cm deep dish, as 

illustrated in Figure 4.14 contains calm water initially. Wind from 2 m/s to 8 m/s 

was blown tangentially across the water surface from left to right. A 2.5 mmx2.5 

mm uniform cell was used and the front 2.5 cm and rear 2.5 cm were covered by a 

thin solid lid for the stability of the computation. A 1 ms time step was used up to 

6 m/s case; 250 µs time step was used for 7 and 8m/s cases. 

Figure 4.15 shows the surface profiles at different wind speeds. For 2 m/s wind, 

the surface shows very slight undulation, but could not effectively generate waves. 

From 4 m/s to 5 m/s the surface shows small waves with a typical wavelength of 

1.5 cm. From 6 m/s some wave amplitudes increase sharply and droplet detachment 

could be observed at the 8 m/s case. 

77 



PhD Thesis ---- Ho Yong Hwang ---- McMaster University - MSE ---- 2008 

Munk (1947) suggested a gas flow separation on the leeward side of the unstable 

wave- which is over the critical wind speed, 6.5 m/s. Lower pressure develops around 

the point and gas passing this separation impinges on the next windward side crest. 

Figure 4.16 shows Munk's illustration and an example of the velocity field of this test. 

Up to 5m/s no separation was observed and the gas velocity followed tangentially to 

the surface. From 6 m/s separation occurs on the leeward side of a crest . Pressure 

was lowered at the leeward side and windward side experienced higher pressure, so 

this accelerated the wave propagation. The directions of shear at this separation are 

opposing, so the wave crest experiences a shear stress from trough to crest on both 

windward and leeward sides. The shear from both sides pulls out the wave crest 

vertically and it results in the sudden wave amplitude increase. These phenomena 

are not incorporated in the Kelvin-Helmholtz instability analysis. 

Generally, the wave behaviour in this test matches with physical observation from 

the intermediate to critical wind speed. o wave formation at low wind speed- 2 

m/s, is thought to be caused by the absence of a proper turbulence model in the gas 

and liquid, and consequently the absence of the turbulent pressure fluctuations. 

To compare with conventional VOF method and current model, tests using FLUE T™ 

were conducted. The grid setup was the same with current model. Test was done 

for 5 m/s , 7m/s and 8 m/s wind speeds, time steps used were same with the current 

model; 10-3 s for 5 m/s 2.5 x 10-4s for 7m/s and 8 m/s cases. This FLUENT™ 

calculation used the Volume of Fluid method with Courant Number restriction, 0.25 

(Default) and Geometric-reconstruction (PLIC) method and PISO (Fluent Inc. 2006), 

PRESSTO! , First order Upwind and Full-cycle Multigrid schemes. 

Figure 4.17 show the wave shapes from this FLUE T simulation at the time 

of 1.4 s. The waves are less periodic and the amplitude was smaller comparing to 

the current model, Figure 4.15; current model's wave amplitude was more than 2 cm 

from trough to crest when it generates droplet, but this FLUENT simulation shows 

maximum around 1 cm size. The shape of wave breaking was similar to the current 

model, but there was no droplet generation for the FLUE T simulation up to 8 m/s 

wind speed. 

The main differences of the current model and conventional VOF method are the 

phase separation and the full stress condition with wall function approximation of gas 
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side shear stress. The current model shows around 1 cm/s wind speed difference from 

the real situation for the critical phenomena and the conventional VOF test shows 

less wave amplitude and critical behaviour. It is thought to be the shear stress and 

pressure force transfer is relatively poorer for the conventional VOF cases. 

4.9 Computational Results 

4 .9.1 Grid setup and conditions 

4.9.1.1 General setup 

For the impinging jet case, numerical test grids were prepared with the similar 

geometrical dimensions of the experiments in Cartesian coordinate form. A high gas 

jet speed requires very short time steps for numerical stability, but the behaviour 

of turbulent gas jet close to the nozzle exit is not a main interest of this study. 

Therfore, the starting point for the gas jet was set in the Fully-Developed Regime 

(See Section 2.1). The top inlet boundary was set to be close to the liquid interface 

and the G0rtler type analytic solution (Schlichting 1979; Rajaratnam 1976) of a free 

jet velocity distribution with the parameters for the Prandtl's mixing length theory 

was used (see Appendix D). The parameter for Prandtl 's mixing length theory is 

from Schlichting ( 1979) , 

1 
Vr = -

2
XUm 

4o-
( 4.44) 

where a- is 7.67 for the plane jet case and x is the distance from the nozzle exit. 

A schematic diagram of this numerical setup is illustrated in Figure 4.18. A 45 

cmx26 cm Cartesian box with 5 mmx5 mm uniform grid around the liquid interface 

and 5 mmx 1 cm grid in the deep water part were used. Gas outlets were placed at 

the left and right side of the top boundary and the lengths were limited to be 1.5 

cm to prevent a back flow of the gases in the pressure boundary. Water was placed 

up to 20 cm height initially and assuming the imaginary origin of the gas jet, which 

was located higher than the inlet boundary position and the gas inlet velocities were 

varied. 
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For high flowrates over 50 SLPM inlet gas velocity was increased up to over the 

first second, and then kept constant. The tested lance height and flowrate were 

summarized in Table 4.2. 

4.9.1 .2 Effect of top boundary 

The top boundary location and the size of the gas domain had an effect on the 

trajectory of the gas deflected from the liquid surface. Figure 4.19b shows results of 

the gas deflections for a higher top boundary compared to Figure 4.19a for a lower 

boundary. When it had more space, impinging gas was deflected with higher angle 

and less gas contacted the liquid at the sides. So less momentum transfer was expected 

with more top space. 

However, the momentum transfer primarily occurs close to the cavity area and the 

side contributions were not great. Figure 4.20 shows the overall momentum difference 

between two setups, 6 cm and 12 cm gas domain height. The larger gas area had 

89 3 of the momentum of the smaller domain, so doubling the height had a limited 

effect on the overall momentum transfer. 

4.9.2 The Effect of Grid Size 

Since the free surface was represented with piecewise linear scheme, a finer grid is 

expected to represent smoother details of wave shapes. The momentum transfer from 

the gas to liquid is directly related to the interfacial area, surface representation, so 

more momentum transfer in finer grid setup is expected. 

The current setup of the grid was refined and coarsened to investigate the effect of 

the number of grid in the calculation domain. The coarsened grid had uniform cells 

and the finer grid was produced by dividing the current setup (Section 4.9.1) by half 

in x and y direction, 4 times greater in number. 

Figure 4.21 shows the transferred momentum in liquid phase change with time for 

each grid setup. As expected, the finer grid shows more momentum transfer, but the 

difference was diminished as the grid refinement is greater. Table 4.3 compares the 

steady state momentum levels by setting the finest grid as a reference. The coarse 

grid setup showed 60 3 of momentum transfer and medium grid setup showed more 

80 



PhD Thesis ---- Ho Yong Hwang ---- McMaster University - MSE ---- 2008 

than 90 3 momentum transfer. Considering the computation t ime and convergence 

behaviour, the medium size grid was used for this study. 

4.9.3 Wall function 

To represent shear stress correctly, the boundary layer and the corresponding 

velocity fields must be known, but the gas side boundary layers and the turbulence 

behaviour around the free surface are not well known, and the experimental works 

on this aspect are limited. 

There are several Direct Numerical Simulation (DNS) results around the free 

surface (Lombardi et al. 1996; Fulgosi et al. 2003). Lombardi et al. (1996) compared 

their counter current gas and liquid flow DNS result with the non-dimensional mean 

velocity profile around a solid wall from Nicuradze's log law. Their computation 

results show that the gas side mean velocity behaviour is almost identical to the gas 

around the solid wall behaviour, but the liquid side has some deviation from the solid 

wall behaviour (Figure 4.22). 

Even though Lombardi et al. (1996) assumed a flat non-moving surface, it shows 

shear stress transfer from the gas to liquid can be approximated with the log-law. 

Log-law is well summarized in many textbooks (Schlichting 1979; White 2006; Szekely 

1979) with different fitting parameters. Szekely's (1979) parameter was used in this 

study. 

' 0 ::; y+ ::; 5 

u+ = 5 ln y+ - 3.05 , 5 ::; y+ ::; 30 

2.5 ln y+ + 5.5 , 30 ::; y+ 

( 4.45) 

Around the free surface, the mean value of the tangential velocities can be dimen­

sionalized with friction velocity ( U7 ) and the dimensionless distance (y+) were defined 

similar to the Reynolds number 

81 

( 4.46) 

( 4.4 7) 



PhD Thesis ---- Ho Yong Hwang - --- McMaster University - MSE - --- 2008 

where 'UT = ~and Tw =µ(out/on). So the apparent viscosity at the wall can 

be obtained with the following formula 

( 4.48) 

uT computation requires a tangential shear stress term. The tangential shear stress 

was computed based on the previous iterations µt value, so this procedure was up­

dated after the velocity computation. 

4.9.4 Surface Profiles and Velocity P rofiles 

The jet cavity depressed quickly, within 1 to 2 s after the start of blowing. The 

depression was more stable and did not show as much fluctuation as the experimental 

observations. The cavity width oscillation was due to wave generation inside of the 

cavity and its propagation. Figure 4.23 shows the time variation of the surface profiles 

for 12 cm height with 50 SLPM and 20 SLPM blowing conditions. The low fiowrate 

(20 SLPM, Figure 4.23a) case shows wave propagation clearly. The high fiowrate 

simulation (50 SLPM, Figure 4.23b) shows wave formation and propagation. The 

cavity is depressed by the impinging jet pressure and within a relatively stable cavity, 

shear stress from the gas initiates a wave, which grows and propagates from the cavity. 

Figure 4.23 shows approximately two cycle of this procedure and estimated frequency 

from these simulations are 5 Hz (20 SLPM) and 13 Hz (50 SLPM); they are similar 

to the experimentally reported frequencies (Peaslee and Robertson 1994) and within 

the range of the experimentally observed freqency in this study. 

Figure 4.24 shows examples of the simulated surface profile with varying lance 

distance and fiowrate. Depending on the fiowrate, waves formed long extension, 

detached or propagated as a wave forms. The tangential gas velocity around the 

wave initiation was around 5 to 10 m/s, which is just above the Kelvin-Helmholtz 

instability criterion. Surface mean depression depth was plotted in Figure 4.25. The 

mean values were obtained after 10 s of simulation since the steady state time, which 

is explained in Section 4.9.5, is usually reached after 10 s even though the average 

surface shapes are stabilized much before that liquid momentum equilibrium time. 

Examples of velocity fields from simulations were plotted in Figure 4.26. In Fig­

ure 4.26, 12 (a), 18 (b), 24 (c) cm lance heights were compared at the same fiowrate, 50 
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SLPM and at the same simulation time, 10s. Since there is a large velocity difference 

across the phases, velocities from each phase was scaled with different factors. 

In the case of Figure 4.26b and (c), the gas jet spread to the side and the shear 

stress initiated small waves. These waves propagated to the side wall and once they 

hit the wall the liquid flow was directed downward. The water flow met at the centre 

of the container's bottom, resurfaced under the jet cavity where they balanced with 

the impinging jet pressure. The liquid flow was gentle and a near symmetric shape was 

conserved. The wave amplitude did not grow more than 1.5 cm from crest to trough. 

When the initial deflection angle is low, pressure accumulation at the windward side 

locally accelerated the gas flow in the case of Figure 4.26c, but in other case, (b), the 

deflected gas flow was not affected much by the wave shapes. 

For lower lance height, higher impinging gas velocity, Figure 4.26a, the cavity 

depressed deeper and the internal (inside of the cavity) wave formation was clear 

as illustrated in Figure 4.23b. The waves grew to a thin and long ligament initially 

directed inward or vertically and later was broken by the sideway gas pressure. Across 

this liquid ligament, the gas flow was separated and shear was acting in the way to 

increase the wave amplitude, as observed in Section 4.8.2. The liquid flow from the 

collapsing wave and the wave hitting the wall was eventually directed downward and 

circulated in the container. In this case, the liquid flow shows slight asymmetry, that 

is mainly caused by the imperfection of the surface reconstruction in the Volume of 

Fluid Method; slight imperfection in the surface reconstruction affects the shape of 

the surface and direction of momentum transfer. 

4.9.5 Steady-State Time for Liquid Momentum Transfer 

The steady state time was determined with the Sum of the absolute values of 

liquid momentum. Equilibrium reached around 10 to 20 s and computation was 

continued after reaching equilibrium for some cases. The variations of the sum of 

liquid momentum were plotted in Figure 4.27. 

At the same lance height, the equilibrium time becomes shorter as the flowrate 

is increased. Especially in 20 SLPM case, long term oscillation of momentum was 

observed. This is discussed in Chapter 5. 
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4 .9.6 Effect of Physical Properties 

To see the effect of the physical properties on the momentum transfer through the 

moving free surface, some important physical properties related with the free surface 

shape and instability were changed and the flow behaviours were observed. The 

modified physical properties are density of liquid, viscosity of liquid, surface tension 

and gravitational constant. Each property or constant multiplied by 10 from its real 

value for water/air. Lance height of 12 cm and 20 SLPM and 50 SLPM case were 

used for this test. 

Figure 4.28 shows the surface profile variation with the physical properties. Den­

sity and gravity increases prevent generation of the dimples, but surface tension and 

viscosity did not affect the depression depth. Increasing surface tension smoothed the 

surface waves more than a viscosity increase in both 20 SLPM and 50 SLPM cases. 

The Momentum transfer efficiency can be compared with the sum of momentum 

in liquid phase. Figure 4.29 shows the variation of the sum of momentum with time. 

The density increase made the liquid move very slowly, so the computation takes 

much time and it could not reach to the steady state within 1 min; 10 times higher 

density resulted in 10 times higher momentum in the plot. The increase in the gravity 

and surface tension reduced the liquid momentum more effectively than the viscosity 

mcrease. 

4 .9. 7 Modelling of Gas-Liquid Interactions in a BOF 

The present model was applied to make some preliminary calculations regarding 

the interactions between an impinging jet and a liquid surface; interactions with both 

slag and metal surfaces were separately simulated. The results are of a preliminary 

nature because several important aspects, beyond the scope of this thesis, have been 

ignored: 

• Mass transfer and heat transfer aspects of chemical reactions 

• Emulsification of slag and metal droplets 

• Compressible flow aspects of oxygen jets, and 

• The effects of interactions between jets from multiple holes 

Thus, the present model examines the development of the gas-liquid interface 

shape, and momentum transfer to the liquid. Two particular nozzle geometries were 
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evaluated. The first is from the early work of Smith (1966) because there is some 

data on the single-hole nozzle, and the second uses the conditions from a single hole 

in a 5-hole tip currently in use in Ternium Siderar, San Nicolas, Argentina (Perez 

2008). 

The computational domain was also simplified to a two-dimensional slice of a 

section of interest in a converter as shown in Figure 4.30. The physical properties 

used are listed in Table 4.4. The nozzle diameter and other computational conditions 

are listed in Table 4.5. 

An oxygen jet issuing from a supersonic nozzle has lower temperature ( ,.__, -20 °C at 

Ma=l) than BOF environment (over 1600 °C). Solutions for the gas distributions are 

sought near the liquid surface where the jet has decayed to a subsonic, incompressible 

flow condition. The cold core gas jet entrains hot surrounding gases. To simulate this 

with an isothermal model, the gas jet entrainment behaviour in a BOF was modelled 

by the entrainment of hot and low density gas into a cold and high density gas. A 

schematic diagram is shown in Figure 4.31. 

The entrainment behavour of different density gas was studied by Ricou and Spald­

ing (1961). The following is the mathematical relationship for the entrainment mass 

variation. 

rr:e = E!_ P1 . ( ) 1/ 2 

mo do Po 
( 4.49) 

where E = 0.32, me is the mixed gas mass flux, but its physical properties are 

similar to the surrounding gas when it is far away from the nozzle exit. So me was 

approximated with a Gaussian distribution of the jet velocity profile and the jet 

envelope was approximated with a cut off of 95 3 of the velocity distribution (two 

times of r 1; 2 ) . The average x-direction velocity was obtained using the Gaussian 

assumption: 

( 4.50) 

Substituting this relationship to Equation ( 4.49) with me = p1Au(x) gives the fol­

lowing model turbulent jet coefficient. 

K- x Po E ( ) 2 ( ) 1/ 2 

0.34 do P1 
(4.51) 
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where d/ x = 2 tan ( Bexpansion/2) and the expansion angle is around 20°. For 1600°C 

environment, the computed turbulent jet coefficient K value is 18.24 and it was used 

for the simulation. 

Simulations were separately conducted for steel and slag baths. Figure 4.32 shows 

an example of the surface profile and velocity field of THl (see Table 4.5 for the 

label) and LHl case after reaching steady state of momentum. The larger density 

of steel prevents the momentum transfer process even for higher gas velocities. The 

surface movement was slower compared to the water case. In the case of the slag 

melt, the density was lower than steel case, so the surface movement was vigorous 

and momentum transfer was more efficient. 

The depression depth of the surface and liquid velocity were lower than expected 

from the turbulent jet force balance, Equation (2.4)- less than half. This is due to 

the inexact computation of turbulent jet propagation in sonic and supersonic and hot 

gas environment; this model did not include compressibility and temperature change. 

However the local force balance at the impinging point shows good agreement , 

Figure 4.33 shows the balance between the gas pressure at the impinging point and 

buoyancy force (pgn0 ) , to be consistent with local modified Froude number, Equa­

tion ( 5.1), the balance equation was modified as 

Fr1m = _3E_ = 2 (~pgu~) 
pgno P19no 

( 4.52) 

so 2.0 is the balanced value. See section 5.8.4 for further discussion. 
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Table 4.1: The list of physical properties at 1 atm and 20 °C and constants for the 
broken dam test problem. Data were obtained from ·white (2006). 

Physical Properties Values Units 

Air Density (p9) 1.20 kg/m3 

Water Density (Pt) 998.0 kg/ m3 

Air Viscosity (µ 9) l.80 x 10- 5 Pas 
Water Viscosity (µ1) l.003 x 10-3 Pas 
Surface Tension ( u) 7.28 x 10- 2 N/m 
Contact angle 90 0 

Acceleration of gravity (g) 9.81 m/s2 

Table 4.2: The lance height and fiowrate tested in the simulation 

12 cm 18 cm 24 cm 
20 SLPM 0 0 0 
30 SLPM 0 0 0 
40 SLPM 0 0 0 
50 SLPM 0 0 0 
60 SLPM 0 
70 SLPM 0 0 0 
80 SLPM 0 0 

Table 4.3: The grid size conditions and the comparison of the effect on the momentum 
transfer. 

Label Grid size around the Number of grid Ratio 
surface 

Coarse lcm 26x45 0.597 
Medium 0.5 cm 35 x 92 0.913 

Fine 0.25 cm 70 x 184 1.0 

Table 4.4: List of physical properties of 0 2 , slag and steel at 1600 °C. References 
are shown in the parenthesis; (0): (Oeters 1989), (SA): (VDEh 1995) , (G): (Gaskell 
1992), (R): (Richardson 1974). 

Properties Steel Slag 0 2 

p (kg /m3
) 7.02x103 (0) 3.5 x 103 (0) 0.24 (G) 

µ(Pas) 6.0 x 10-3 (0) 8.7 x10-2 (SA) 6.53x 10-5 (G) 
u (N/m ) 1. 788 (R) 0.42 (SA) 
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Table 4.5: Computational conditions and the symbols for BOF size modelling. Each 
condition was labelled with following scheme, s(T )eel or s(L )ag, (H )igh or (L )ow 
velocity and nozzle diameter( l , 9 cm) or (2, 3.81 cm) . 

Steel 
Slag 
Steel 
Slag 

• 

• 

• 

u0 = 340 m /s 
TLl 
LLl 
TL2 
LL2 

• • 

• • 

(a) Surface configuration 

ep2 

SJ • 
PhaSe 

( c) Cell merging 

• 

uo = 480 m /s 
THl 
LHl 
TH2 
LH2 

• 

• 

Lance height ( m) 

Phase 1 
N1 • 

52 • 

Phase 2 

2m 
2m 
2m 
2m 

• 

• 

(b) Assignment of neighbours 

• • 
• 

(d) Merged cell 

Figure 4.1: Cartesian cut cell configuration and simple merging procedures and ge­
ometry changes 
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(a) Horizontal cell 1 (b) Horizontal cell 2 ( c) Vert ical cell 1 

( d) Vert ical cell 2 ( e) Diagonal cell (f) Boundary cell 1 

·· ... 0.~ .. ~ .. 

(g) Boundary cell 2 ( h) Special case 

Figure 4.2: Different cases for cell merging procedure, d in (h) is the dist ance from 
the surface to be merged and the sign is defined to be plus to the cell to be merged. 
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Figure 4.3: Collocated arrangement of momentum variables around the surface cells 

Figure 4.4: An Example of mass flux in cut cell configuration and this naming scheme 
can be applied to other variables 

t t + f::.t 
Figure 4.5: Mass Change in the surface cells. The surface normal direction contribu­
tion is largest in the mass change and the change in the wetted sides contribute to 
the distorted movement , but those are neglected in the computation. 
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.. ·•p 
... ·· ""Q 

Figure 4.6: Second part of the pressure correction, due to the cell irregularity around 
the surface. 

Figure 4. 7: An example of a non-matching cell face of line construction. The circle 
shows the nonmatching face and the arrow indicates the cells to transfer this part 
information for each phase. 
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• • . : 
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....... ······ . .,,.L.._-+---. 

e :: e ·~. : _1--1: • 

. . :y . : . • . . ~: . . 
: : : : : : : : : : : : :~ '::: ::-6 : : : : : :~ ·... .. .. : 

• • • • • • 

: I ·~ 
~ . . ~~ ... : ~-· ~·· · . • • • • 
z 

• • • • • • • • 

• • • • • • • • 

Figure 4.8: An example of the selection of coarser grid cells for each phase, the gas 
phase coarse grid was indicated with dotted lines (- - -) and liquid phase with solid 
lines(--) 
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F 
1 

. . ... 0 

-->: uD.t '. +-----

(a) Young's Advection 

. . 

-->: uD.t '. +-----

(b) Geometrical Error 

Figure 4.9: Young's Method and its geometrical error , left hatched region must be 
advected to the right cell. 
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Up .... 
. . . . 

----'>~:uw!:::.( ~ )o~e~r--
(a) Geometrical Flux 

(b) Mass balancing velocity 

Figure 4.10: Schematic diagram of volume flux computation and mass balancing 
velocity computation at the merged cell face . 
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Figure 4.11: The free surface profile change with dimensionless time (1/¥) . 
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Figure 4.12: The velocity profile at the dimensionless time (t/¥) ~ 2.22. 
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Figure 4.14: A simulation situation and the geometry of the wave generation test, 
Gas inlet condition was applied at the left side and pressure outlet condition was 
applied at the right side. 

98 



(.0 
(.0 

u 
__., .,, 

8m/ s r-----.....------- ~ 

7m/ s ········ · ·· ···· · ·· · ····· · · · ···· · ·· ·· ··· · ····~·· ·········· · ·· · ······ ··· ···· ··· · · · ·· ··· · 

6m/ s I- __.. 

5m/ s 

4m/ s 

2m / s 

2.5 

8m/ s 

7m/ s 

6m/ s 

5m/ s 

4m/ s 

2m/ s 

2.5 

7.5 

7.5 

12.5 17.5 

12.5 17.5 

22.5 

X (cm) 

(a) t = 0.52s 

22.5 

X (cm) 

(b) t = l.6s 

27.5 

27.5 

32.5 37.5 42.5 

32.5 37.5 42.5 

Figure 4.15: A comparison of wave surface profiles at different time from the start of blowng wind. The x- and y-axis are 
scaled to the actual aspect ratio . 

"O 
=r 
0 
-l =r 
(!) 

"' Vi' 

:c: 
0 

~ 
:: 

l.Q 

:c: 
~ 
:: 

l.Q 

s:: 
n 
s:: 
QJ 

"' ..... 
(!) .... 
c 
:: 
~· 
Ul 
;:;: 
'< 

s:: 
VI 
m 

IV 
0 
0 
co 



PhD Thesis ----- Ho Yong Hwang ----- McMaster University - MSE ----- 2008 

0.04 

0.03 

0.10 

0.03 

0.10 

SEA SURFACE SMOOTH 

(a) 

0.15 

0.15 

0.20 

X (m) 

(c) 

0.20 

X (m) 

(d) 

SEA SURFA CE ROUGH 

(b) 

5.0m s -

0.25 0.30 

7.0m s -

0.25 0.30 

Figure 4.16: Comparison of Munk's assumption and example pictures of the current 
numerical test , (a) Smooth surface streamline, (b) Rough surface case, (c) Numerical 
test of wind speed 5 m/s case, (d) umerical test of wind speed of 7 m/s case. 
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Figure 4.18: A schematic diagram of numerical grid setup. 
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Figure 4.23: Surface profile change with time variation. (a) t::.t is 0.04 s. (b) t::.t is 
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Figure 4. 24: Surface profile change with changing lance height and fiowrate at 10 s. 
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Figure 4.26: Examples of velicity profile at 10 s. Gas and Liquid are scaled with 
different scaling factor and the scale is shown on the top of each figure. 
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Figure 4.27: Equilibrium time comparison for the same gas flowrate. 
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Figure 4.28: Surface profile variation with the physical properties of liquid or gravity. 
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Figure 4. 29: The variations of sum of momentum in liquid phase with time for physical 
property variations. 
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Figure 4.30: A schematic diagram of computational setup of BOF. Actual computa­
tion geometry is similar to air water case. The hatched area is the BOF dimension 
shown in Deo and Boom (1993). 
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Figure 4.31: A schematic diagram of hot gas entrainment to the cold core gas in BOF 

situation. 
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Chapter 5 

Discussion 

5.1 Dimensionless Number Relationships 
The impact point velocity, the vertical impinging velocity at the stagnation point 

of the jet cavity, was obtained according to the calibration procedure (Section 3.2). 

As indicated by Banks and Chandrasekhara (1963) the local force balance at the 

stagnation point is the starting point of their theoretical derivation for the dimen­

sionless analysis. The local force balance between the vertical kinetic energy and the 

potential energy (Equation (2.4)), leads to the local modified Froude number 

P u2 
Fr - _!!_______Jj_ - 2 0 Im- - · 

P19no 
(5.1) 

Figure 5.1 shows the variation of the local modified Froude number with the com­

puted impact velocity. There is some scatter of the data, but the scatter diminishes 

as the impact velocity increases. Beyond the penetration stage the decrease in vari­

ation is clear and that means the vertical force balance becomes more dominant 

in this physical system. Molloy's (1970) criteria for transitions between the three 

stages- Dimpling, Splashing and Penetrating, were 15 m/s for splashing and 75 m/s 

for penetrating for air and water. The discrepancy between Molloy and this study 

in Figure 5.1 comes from the difference in the computation of the impact point ve­

locity. Molloy used the initial nozzle to undisturbed liquid surface distance, but this 

study used the actual distance from the nozzle exit to the depressed liquid surface 

point. With these criteria the Dimpling to Splashing change occurs around the impact 

velocity of 13 m/s, Splashing to Penetrating change occurs around 28 m/s. 

Qian et al. (1996) defined a new parameter (Fq in Equation (2.7)) to determine 

a functional behaviour of the dimensionless number and the dimensionless distance 
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(Section 2.2.2). At higher fiowrate and deeper penetration, Fq increases quadratically 

with dimensionless distance which was defined as h!;o. The fitted equation was 

F, = 0.024 ( h :,no)'+ 0.0072 ( h: no) + 0.84 (5.2) 

Figure 5.2 shows the Equation (5.2) and the experimental results of this study. Qian 

et al.'s measurements were up to around (no+ h)/d0 = 50. The present experiments 

and the equation matches well up to (no+ h)/d0 = 40. However , for higher fiowrates 

experimental results deviated from the Qian et al. 's formula. Therefore a new regres­

sion formula, which fits the data better as shown in Figure 5.2, was obtained. 

F, = 0.0358 ( h : no) 2 

+ 0.353 ( h : no) - 22.615 rms = 3.17 (5.3) 

Banks and Chandrasekhara (1963) derived a dimensionless relationship as re­

viewed in Section 2.2.2. Figure 5.3 shows the plot of the width to depth ratio and 

dimensionless momentum parameter. The slope changes according to the assumed 

cavity shape. Banks and Chandrasekhara's equations are compared with the present 

data. Present cavity width to depth ratio is closer to a parabolic shape. Contrary to 

Turkdogan (1966) and Cheslak et al. (1969), the cavity width was affected by the jet 

momentum. 

5.2 Splashing and Critical Depth 
As discussed in the Section 2.3.3, a Blowing number of unity corresponds to the 

onset of the Kelvin-Helmholtz instability to produce droplets. The ratio of the tan­

gential velocity to the axial velocity, 'T/ has been taken as 0.44 7 based on solid fiat 

plates (Subagyo et al. 2003); it has not been determined for fluid surfaces. Multi­

plying this value by the vertical velocity for splashing in the present work, 13 m/s, 

produces 5.81 m/s for the critical tangential velocity. This value is much closer to 

the critical velocity from the Kelvin-Helmholtz theory accounting for the viscosity 

of water, 5.75 m/s (Funda and Joseph 2001) than the value for inviscid ones, 6.50 

m/s (Chandrasekhar 1961). Therefore, even with some discrepancy in the deflection 

velocity, the Blowing number can be used as the criterion for how many times the crit­

ical Kelvin-Helmholtz instability has been exceeded, as originally proposed (Subagyo 

et al. 2003). 
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The onset of splashing is difficult to determine since there is a distribution of 

droplet sizes. Very small droplets were generated around the waves even at very low 

flowrate; this was found when a paper tissue became wet when held near the interface, 

even though droplets could not be seen by eye. Therefore, the onset of splashing was 

determined when the surface starts to eject some visible drops (3 to 5 mm) around 

the perimeter of the cavity. The flowrate for the onset of splashing was summarized 

in Table 3.4. Figure 5.4 shows that splashing begins when the Blowing number is 

approximately 0. 7 to 0.9. 

At higher flowrates the jet penetrated into the liquid surface and bubbles were 

entrained into the water. This penetration was only observed in 6 cm lance height 

case above 60 SLPM flow rate. In the analysis of He and Standish (1990), a sharp 

increase of droplet generation rate occurred around the nominal Weber number of 40; 

this corresponds to Molloy's penetration regime. The Blowing number is around 4 

when the impact velocity of 28 m/s (Penetration criterion). Molloy (1970) indicated 

that splashing is reduced in the penetrating regime. That finding was explained with 

the present observations in that the generated splash may not be able to escape a 

deep cavity, but larger wave generation by penetration and corresponding bubble 

entrainment around the jet cavity may contribute to the generation of splash by this 

different mechanism. 

The critical depression depth (cavity depth at the onset of splashing) is another 

important parameter for the jet cavity. The previously reported critical depression 

depth was 1.54 cm for water (Chatterjee and Bradshaw 1972). However, this value 

depends on the jetting condition such as jet momentum and lance height as Figure 5.5 

shows. The critical depth slightly decreases when the lance height increases. Chat­

terjee and Bradshaw (1972) recognized this slight decrease of crit ical depth, but they 

interpreted this depth simply as an "inherent property of the liquid. " Larger cavity 

width gives an impinging jet more distance over which to transfer momentum to the 

liquid for the growth of unstable waves. According to the analysis of Kitscha and 

Kocamustafaogullari (1989) and Funda and Joseph (2001), the stable and unstable 

wave conditions can be determined from a force balance, but in the actual critical 

wave phenomena need time and distance to grow. So in their analysis, the maximum 

growth rate does not occur at the critical wavelength, but at smaller wavelengths that 
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have large growth rates. Therefore, this interpretation may explain the decrease of 

critical depression depth with an increase in the cavity width; there is more distance 

and time for the jet to disturb the surface. 

5.3 Wavelength Variation 
The splashing and the critical phenomena shows that this system has some rela­

tionship with the Kelvin-Helmholtz instability. As shown in Figure 2. 7a the critical 

wavenumber increases as the shearing velocity difference increases. Since the velocity 

difference is mainly determined by the gas velocity, as the gas velocity increases a 

wavelength, which was stable at a lower gas velocity, moves into an unstable region. 

This unstable wave must disintegrate into the stable range. This wave behaviour can 

be observed qualitatively in Figure 5.6, as an example. The wavelength is relatively 

large in Figure 5.6a and as the gas fiowrate increases, the wavelengths become smaller 

as in Figure 5.6b. 

As the gas velocity increases further , some special cases arise in the penetration 

range. The gas penetration into the cavity surface leaves a deeper dimple inside 

the jet cavity and this dimple requires some time to recover to a regular shape of 

the cavity surface. Sometimes this deeper void part is trapped by the returning 

flow. Consequently, the cavity surface is grouped with several deep penetrations and 

these group of waves contains smaller waves which were generated from the returning 

trapped bubbles to the surface. This is seen in Figure 5. 7 for the 6 cm height case. 

These observations provide a good qualitative picture, but cannot explain the 

connection with Kelvin-Helmholtz instability. A imple application of the Fast Fourier 

Transform to the digitized cavity shapes did not show distinguishable results for the 

typical wavenumbers because of the overwhelming contribution of large waves to its 

power. Therefore, a Power Spectral Density (PSD) function, which is described in 

Appendix E, was computed for this analysis. As indicated by Elson and Bennet (1995) 

in their surface profile analysis, PSD of a single profile does not give a good estimation; 

an ensemble average must be used. For that purpose, 60 digitized surface profiles 

were used for PSD and the resulting PSD values were averaged. Figure 5.8 shows the 

ensemble averaged PSD variation with wavenumber ( k = 2n'/)..). The overall slope of 

PSD before the penetration stage show a value close to -5/3; it is similar to the slopes 
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observed in the time series spectra, which will be discussed in Section 5.4. At high 

lance height the PSD plot shows small fluctuations only at the highest flowrates, so 

only the 12 cm case was shown in Figure 5.8b. In the case of 6 cm height, the typical 

group of wavenumber increase is clear until it reaches to the penetration range ( 60 

SLPM ). The initial range of wavenumber fluctuation is comparable to the maximum 

growth factor range computed from the Kelvin-Helmholtz instability('"'-' 30cm-1), as 

seen in Figure 2.7b of Funda and Joseph (2001) and major part of wavenumber keep 

increasing until the flow reaches to the penetration range. 

Once it reaches to the penetration range, the wavenumber changes to a lower 

value. This is caused by the penetration which produces larger wavelength. In this 

scheme the wave behaviour is more affected by the penetration, trapped voids and 

the returning bubbles than the shearing action of the gas. That is to say, the surface 

wave motion is influenced by the critical phenomena other than Kelvin-Helmholtz 

instability which arises from the shearing motion of stratified fluids. When upward 

returning gas flow cuts liquid ligaments extending inward to the cavity, the bulk fluid 

was accelerated upward and disintegrated into droplets , as described by Peaslee and 

Robertson (1994). This case is analogous to liquid drops in a fast gas stream as is 

considered by Joseph et al. (1999). Therefore, Rayleigh-Taylor instability must be 

applied rather than Kelvin-Helmholtz instability. The analysis was not performed 

since it requires the local acceleration which is difficult to measure in this system. 

5.4 Spectral Analysis of Time Series 

It is important to control oscillations in a metallurgical vessel for stability m 

operation. Typical oscillation frequencies have been reported (Peaslee and Robertson 

1994; Lee et al. 2001), as indicated in Chapter 3; measurement from this study 

match with other studies (4 to 12 Hz). However, a typical dominant frequency and 

a systematic relationship with lance height could not be found. Uncertainty in the 

relationship between the frequency and the lance height appears in the literature also; 

Lee et al. (2001) reported a strong linear relationship between those two variables, 

but later Lee et al. (2003) indicated the wave motion is "indifferent to nozzle height 

and angle." 
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To determine a characteristic frequency for each impinging condition, PSD analy­

sis was applied to the time series of surface geometrical variables measured in Chap­

ter 3. Figure 5.9 to 5.11 show the PSD of each time series of surface variables. Char­

acteristic frequencies could not be found with this method. However, the spectral 

decay behaviours (the slope of the graphs) all have a similar value of approximately 

-5/3; a reference line of -5/3 is plotted in each plot. Surface elevation spectra were 

measured by several researchers and they all show slightly different slopes in PSD. 

Metcalf et al. (2006) measured a surface elevation and pressure spectra around the 

NACA 0024 foil; their slope was -2 and -5/3 for surface elevation and the pressure, 

respectively. Zarruk (2005) measured surface elevation with PIV images with waves 

from a wave generator beneath the surface; the lope taken from their figures was 

around -3. Mitsuyasu and Honda (1982) measured water surface elevation spectra 

of waves generated from wind shear; the slope was around -2,...., -3, but the slope was 

much reduced by the presence of surfactants. Lommer and Levinsen (2002) reported 

-17 /6 in their vertically shaken vessel. vVeak turbulence theory (Falcon et al. 2007; 

Zakharov et al. 1992) indicates the slope should be -17 /6 for capillary waves and 

-4 for gravity waves. Dabiri (2003) indicated that the surface elevation is directly 

related with pressure for the low Froude number flow. They interpreted the surface 

elevation spectra as pressure spectra and obtained -10/3 and compared with this 

value the theoretical isotropic pressure spectra's slope -11/3 (George et al. 1984). 

So in all of these studies, the slope ranged between -2 and -4, depending on the 

flow situation. 

In this impinging jet situation, the cavity surface motion was interpreted with force 

balance at the stagnation points, so the vertical direction turbulence and pressure 

variations are thought to be important. Around the surface the isotropic turbulence 

behaviour will be break down and length scale anisotropy is reported (Handler et al. 

1993) and some DNS results show anisotropic behaviour of turbulence around the 

surface (Fulgosi et al. 2003). Brumley and Jirka (1987) observed an attenuation of 

vertical velocity spectra close to the free surface. Guo and Wood (2002) measured 

time spectra of velocity and pressure in the impinging gas jet to a fiat solid plate. 

They observed an attenuation behaviour of the vertical velocity and pressure spectra 

close to the plate. Therefore, the -5/3 slope of time spectra in this study is thought 
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to be the result of the attenuation of turbulence velocity and pressure spectra close 

to the surface. 

The time fluctuation of surface variables, depth, width and the horizontal position 

of cavity tip, all show the same spectral decay Figure 5.9 to 5.11, so the gas pressure 

fluctuation close to the cavity is thought to have an isotropic behaviour. From the 

previous section, the space spectra also show the same spectral decay slope. The 

space fluctuation represents a snapshot of the cavity wave profile and assuming the 

time spectra of a geometric variables are the same for every position inside of a cavity, 

time and space fluctuation have to show the similar behaviour in the spectral decay. 

This can be interpreted as analogous to Taylor 's "Frozen turbulence approximation," 

an approximation of spatial correlation by temporal correlations (Pope 2000). 

Time fluctuation and spectra of the mathematical results are not investigated since 

the current numerical method cannot account for the turbulent pressure fluctuation 

behaviours. 

5.5 Wall jet experimental issues 
As indicated in Chapter 3, the surface geometry measurements were done in the 

wall-jet setup, Figure 3.2. Preliminary full 3D cylindrical measurements were good to 

determine the depression depth only, but the detailed wave behaviour inside cavities 

was not observable; it was difficult to determine which wave came from which part of 

the section viewed from outside of the cylindrical vessel. 

The wall jet and cylindrical jet have different behaviour (Rajaratnam and Pani 

1974; Padmanabham and Gowda 1991; Law and Herlina 2002); in the wall jet there 

is larger spanwise expansion and a larger velocity profile parallel to the wall. Wall 

jet measurements from literature (Padmanabham and Gowda 1991; Law and Her­

lina 2002) and the calibration in this work show -1.066""-1.16 exponent to the lance 

height variable in the centerline velocity correlation of the gas jet; !!!m. <X x-i.o55~-u5 
uo 

the circular 3D jet case is -1 , Equation (2 .2). So the dimensionless relationship for 

liquid depression depth, Figure 3.9, shows almost identical behaviour with previously 

reported results (Szekely and Themelis 1971). The expansion is wider in wall jet 

close to wall, so wider cavity shape is expected. However, the results of Figure 5.3 

are in good agreement with parabolic shape reported by Banks and Chandrasekhara 
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(1963). The width information shows some discrepancy between the investigators; 

some claim it is independent of the flowrate (Turkdogan 1966; Cheslak et al. 1969) , 

and the sideway jet pressure is weaker than vertical jet pressure, so it is another dif­

ficulty to distinguish the cavity width information. The experiment itself is not full 

3D or 2D, so the open side 3D fluid may have compen ated the closed side effect, but 

this needs closer investigation. 

5.6 Energy Transfer for a Jet Impinging on a Liquid 
Surface 

To assess the extent of kinetic energy transfer from the gas to the liquid, a new 

parameter was defined. 

(5.4) 

It is the ratio between the kinetic energy in the sum of the control volumes and the 

input kinetic energy flux at the inlet, which is obtained as 

. 3 <:J3 
E in = O.l36p9 K n2d~h (5.5) 

K is the turbulent jet parameter and the value is 7.81 (from Section 3.4.1) , Q is 

the volumetric gas flowrate. It is difficult to define the energy input from the gas 

to liquid at the interface, since there are surface variations and the jet energy is 

consumed by producing turbulence during its propagation (Rajaratnam 1976). So 

appropriate input kinetic energy must be determined. The axial gas velocity profile 

has a Gaussian shape. If we take the summation of kinetic energy up to the half 

maximum of the velocity profile, it is more than 953 of entire kinetic energy. So the 

kinetic energy flux was integrated up to the half maximum of the velocity assuming 

Gaussian profile. 

(5.6) 

(5 .7) 

Writing Ein in a different form, Ein = 8.5 x 10-3 K 3 p9(Jd0u6/h, and comparing with 

the energy dissipation rate, c = 0.04530CJrdou6 cos2 B /W/h ( akanishi et al. 1982) , 

vertical jet has B = 0° and using the incompressible definition of mass flow rate, 
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p9Q, can be replaced with Normal QT with other coefficient which depends on the 

nozzle condition. Therefore, they are similar concepts except the bath weight, W . 

In a fixed nozzle condition, kinetic energy input , Ein is proportional to c-W, so the 

current Energy transfer index, I, is proportional to the ratio of liquid kinetic energy 

to overall dissipation rate. 

(5.8) 

I has the dimension of time and the summation of I over the whole liquid domain 

can be interpreted as the effective time of energy transfer for the system at the same 

level of liquid kinetic energy. In cylindrical tank I should be obtained by summation 

of the volume elements, as shown in Figure 5.12. 

Based on the measured PIV velocities , the contour image of I was plotted from 

Figure 5.13 to 5.16. The energy transfer index shows higher value at the side of the 

container wall as it is observed at the measured velocities which were larger at the 

wall. The centre of circulation could be observed clearly also. 

Figure 5.1 7 shows the sum of the energy transfer parameter over the whole liquid 

domain. The energy transfer is more efficient at higher lance height within this 

measurement height , but the fiowrate did not have much effect on it. Davenport 

et al. (1967) reported that the bath circulation was better in higher lance position 

when the kinetic energy levels are similar at the impinging position, so the current 

analysis support their claim. In the Deep penetration situation, the gas jet moves 

faster and the contact area between the gas and liquid is small and splashing and 

bubble formation requires extra energy consumption. In the wider cavity case, with 

the same initial jet exit velocity, the total amount of momentum is the same as deep 

penetration, but the larger contact area gives more chance of momentum transfer. 

This is illustrated in Figure 5.18. For even higher lance height, the decrease of 

the efficiency is expected because of the consumption of the kinetic energy by the 

production of turbulence. This is consistent by the fact that the slag splash practice 

has optimum lance height when the gas flow rate is fixed (Mills et al. 2005). 

In the case of mathematical modelling of impinging jet, the energy transfer index 

variation is plotted in Figure 5.19. Similarly to the experiments, for higher fiowrate 

the energy transfer index was higher and for lower lance height, the decrease of 

index at high fiowrate were observed. A direct comparison is difficult because the 
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mathematical modelling was in 2-D rectangular Cartesian coordinate, while the water 

model was in a circular container. 

5. 7 Momentum transfer around the jet cavity 
Transfer of momentum from the gas to the liquid is important for mixing of 

BOFs. The transfer was assessed in two ways, first by measuring the velocity in 

the immediate vicinity of the cavity, u. Due to fluctuations in the cavity shape and 

position, the PIV technique the liquid surface could not be measured. Figure 5.21 

shows the area of investigation for these measurements. The second measurement 

was the volume-weighted average of the liquid velocity, u. 
These velocities will be related to the blowing conditions. Assuming that the 

momentum transfer inside of the cavity is dominated by a shear stress balance. the 

approximate momentum balance is 

(5.9) 

where 61 , 62 are boundary layer thickness for each phase, u 1 , u2 are tangential velocities 

around the cavity. This yields a simple linear relationship betwen the two tangential 

velocity. 

(5.10) 

As in the Blowing number analysis , it will be assumed that there is a linear re­

lationship betwwen the deflected or tangential gas velocity and the impinging gas 

velocity ( u 1 = T/Ug). Furthermore, it was shown that there is local modified Froude 

number similarity that relates the impinging gas velocity and depression depth ( = 

pgu;/ p1gn0 = 2) , u 1 is proportional to foO and these substitutions can be made in 

Equation (5.9): 

(5.11) 

According to Equation (5.11) , a linear relationship is expected between the charac­

teristic liquid velocity and the square root of the depression depth. 

Figure 5.22 shows the relationship between the measured velocity near the cav­

ity ( u) and the square root of depression depth. In general there is a increasing 

trend within the natural scatter in the data. The other observed trend is that for 

an equivalent penetration depth, there is more momentum transfer for higher lance 
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position, which seems counter-intuitive. This finding can be explained by reference 

to Figure 5.18 which shows high and low lance cases for the same depression depth, 

which implies that they have the same impinging gas velocity, u9 , but the gas flow 

rate will be higher for the high lance position. The high lance position produces a 

wider cavity which has more contact distance to transfer momentum to the liquid, 

and hence the greater momentum transfer. The same trends are observed for the 

average liquid velocities in Figure 5.23. 

These arguments imply that there must be some cavity shape factor that influ­

ences the momentum transfer to the liquid. Several functional relationships were 

investigated, and that captured the phenomena illustrated in Figure 5.24. The angle 

of cavity slope was obtained as tan- 1 (d0 /2n0 ). The contact distance increases as the 

angle increases, and as cosine e decreases. Figure 5.25 shows that when u cos e and 

u cos e are plotted against the square root of the depression depth linear relationships 

are revealed. At this stage there is no theoretical justification for this relationship, 

but it should be noted that the depression depth varies from 0.5 cm to 9 cm, so 

that this relationship holds over a length scale more than one order of magnitude in 

these experiments. Nevertheless , further experimental and theoretical verification is 

neceessary. The potential application of this finding is quite important. It means 

that the penetration depth can be calculated from the gas velocity and in turn the 

interfacial liquid velocity (for the calculation of mass transfer coefficients) and the 

bulk liquid velocity (for the calculation of mixing phenomena). 

5.8 Computation of the impinging jet 

5.8.1 Surface Shape 

The surface shape determined from the mathematical modelling could not resolve 

all the small size wave ripples because of the grid size limitations, so for the high 

amplitude wave and breaking situation, the surface profiles are not regular and show 

some poorly resolved and disconnected line segments. 

Since the modelling was done in Cartesian coordinates the sideway momentum 

transfer level was much greater than in the experiments which used a cylindrical 

tank. The experiments showed much lower amplitude waves at the same flowrate 
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since the impinged momentum was spread in the radial direction. Therefore, the 

inertial effect was more pronounced in the mathematical modelling. 

The jet cavity width in the mathematical modelling was much greater, 2 to 3 times, 

than in the cylindrical experiments. The depression depth of the cavity was similar 

at low flowrate , as shown in the Figure 4.25, but it deviated from the experiments 

when the flowrate was increased. The jet expansion and propagation has a plane jet 

behaviour in the Cartesian coordinate; the centreline velocity diminishes less than 

circular jet case, so a higher penetration was computed. 

The impinging jet modelling simulates a plane jet situation. For, both the plane 

and circular jets, the gas jet expansion over distance is similar (Rajaratnam 1976). A 

Gaussian velocity profile can be assumed for both the plane and circular jets (Schlicht­

ing 1979) , and the initial velocity in the circular situation can be converted to a plane 

jet initial velocitie considering the relationship of the centreline velocity propaga­

tion Equation (2.1) and (2.2). The conversion is listed in Table 5.1 and the surface 

mean depression is compared in Figure 5.20. According to Banks and Chandrasekhara 

(1963), the average depression depth has the following relationship 

- -- 1+ -1 no 1 { ( 4M ) 
1

/

2 

} 
H - 2 kp1gLH2 

(5.12) 

where k is constant, L is the nozzle width , M is the momentum rate at the nozzle 

exit and H is the lance height . Figure 5.20 shows a comparison of the computed 

results and the results of Banks and Chandrasekhara (1963) about the relationship 

between the momentum group (NI/ p1gLH2 ) and length group (no/ H). Generally the 

computation agrees well with the experimental data. 

The PIV measurements show that the flow velocity is in the 10 cm/s range, except 

in the region close to the surface; they are masked out during the average velocity 

calculation because the movement of the surface gives erroneous P IV mea urements. 

The simulation velocity varies up to close to 50 cm/s around the surface, but is gen­

erally less than 10 cm/ s away from the surface region. Some differences between 

the experimental and modelling flow are due to the location of the liquid circulation. 

Comparing the P IV vector plots (Figure 3.13, 3.14 and Figure F.l to F.4) and momen­

tum contours computed from the measurement (Figure 5.13 to 5.16) with modelling 

flow vector plots (Figure 4.26), the centre of the circulation in the half plane of the 
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container is located at the centre for modelling case and closer to the wall for the 

experimental measurements. The horizontal shift from the cylindrical experimental 

case comes from the location of the shift of the centre of the mass. The vertical shift 

was due to the absence of the turbulence in the modelling case; the bottom corner 

develops a dead zone in the real case because of turbulence dissipation and separation. 

In the case of modelling, the overall momentum level monotonically increased with 

increasing flowrate as shown in Figure 4.27, but contrary to the experimental findings 

the higher lance height showed a lower momentum transfer level at high flowrate, 80 

SLPM. This may be caused by the pronounced sideways motion of the gas jet and its 

inertial effect is overwhelming the viscous stress transfer. 

5.8 .2 Momentum Thansfer Mechanism 

The momentum transfer from the gas to liquid is very complex so it it difficult to 

determine the major factors for the inter-phase momentum transfer. Surface motion 

and the surface roughness are important factors for the momentum transfer, but 

difficult to assess. 

The increase of the surface corrugation provides more area to transfer the shear 

stress. The increased tangential stress and the friction velocity ('u7 ) accelerate the 

wave growth; the wave growth factor is known to be proportional to the square of the 

friction velocity (Mitsuyasu and Honda 1982; Plant 1982). So the surface corrugation 

and the shear stress are interrelated. 

The local pressure gradient generated by the surface corrugation is another im­

portant factor. As discussed in Section 4.8.2, Munk (1947) speculated on the flow 

behaviour around the wave crest over the critical velocity. On the leeside of the crest, 

separation of gas flow occurs and the pressure decreases, resulting in suction of the 

surrounding fluid . The accelerated gas from the windward impinges the next crest 

and the pressure increases. Figure 5.27 confirms Munk 's suggestion. The pressure 

around the wave crest is similar the situation in Figure 4.16d. The windward side 

experiences higher pressure and the other side has low pressure; the wave crest part 

is accelerated by this higher pressure gradient and consequently, this increases the 

momentum transfer efficiency from the gas to liquid. 
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The significance of the surface shape to the momentum transfer can be shown in 

the next example. Figure 5.28a shows the oscillation behaviour of the momentum level 

in the case of 18 cm lance height 20 SLPM flow rate case mathematical modelling. 

The surface profile at the local maxima and minima of the momentum level shows 

completely different pattern(Figure 5.28b). The "A" position shows waves, but "B" 

posit ion does not. The first maxima occurs when the centre plume of the liquid returns 

to the impinging position, increased liquid velocity stabilizes the surface shape and 

consequently the momentum transfer is diminished. This behaviour can be observed 

in other 20 SLPM cases- 12 cm case shows very small amplitude oscillation, see 

Figure 4.27a. 

5.8.3 Effect of the physical properties 

High surface tension was shown to be most effective for reducing the momentum 

transfer in Section 4.9.6. In this study, the surface tension had a more pronounced 

effect than viscosity. The surface shape was not affected much by the viscosity change 

(Figure 4.28). The vigorous fluctuation stage of the surface wave can be determined by 

the Kelvin-Helmholtz instability and physical observations explained in Section 4.8.2 

support this fact. So the effect of the physical properties on the Kelvin-Helmholtz 

critical velocities variation can be an indication of the degree of surface fluctuation. 

According to the viscou potential theory of Funda and Joseph ( 2001), the critic al 

velocity difference can be written as, 

V 2 = (1 + P,) 2 2yf (p1 - Pg)gCJ 
c 1 + µ,2 Ip Pg 

(5.13) 

where P, = µg/ µ1, p = Pg/ Pl· Figure 5.30 shows the critical velocity change with 

varying physical properties by various factors. The effect of the viscosity on the 

critical velocity difference was almost negligible except when the viscosities of the 

two fluids become similar to each other- P,(air/water) = 0.018. However, the critical 

velocity is very sensitive to the surface tension change. An increase in the critical 

velocity difference has a stabilizing effect on surface fluctuations; consequently, the 

momentum transfer diminishes as the surface tension increases. 

The effects of surface tension are complex, and a general conclusion is dangerous. 

When a surfactant concentration gradient exists and the Peclet number( Lu/ D ) is 
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large, the accumulation of the surface active elements generates local surface tension 

gradients and causes Marangoni flow. Ceniceros (2003) modelled wave flow containing 

surfactants . When the Pe number was large the surface tension forces were changed, 

and stabilized the capillary wave in front of a breaking wave. 

5.8.4 BOF Simulations 

As shown in Chapter 4 the gas velocity was not reproduced well in this study. The 

surrounding gas temperature plays an important role. The isothermal jet core length 

(Szekely 1979) and case with high-temperature surrounding gas shows significant 

differences in supersonic jet core length. Odenthal et al. (2007) indicated that "the 

jet core length in a hot environment increases by the factor of three." 

There are limits to the computation due to ignoring the gas reaction equilibrium. 

In real case, the CO created by reaction at the impingement point will recirculate and 

become entrained in the jet and will react with 0 2 and generate C02 ; this exothermic 

reaction and corresponding reduction of gas density around the jet envelope will 

extend into the jet core length. 

The time change of kinetic energy transfer index was plotted in Figure 5.29. Gen­

erally the time to achieve momentum stationary state was around 30rv40 s for any 

case, and was not affected much by the flow rate and physical property change similar 

to air/water case. The steel melt showed poorer kinetic energy transfer relative to 

slag melt. Since the density is high in both cases, higher initial velocity case showed 

better energy transfer and smaller nozzles were also more effective. 

5.8.5 Limitations of current m ethod 

The focus for this study is a fast gas stream impinging on an initially flat liquid 

surface. As a result , the liquid surface is deformed vertically and horizontally. The 

vertical movement is mainly affected by the balance of the dynamic pressure and the 

opposing force (buoyancy) from the liquid, and the horizontal movement is affected 

by the gas jet cone envelope, surface tension and the shear stress from the deflected 

gas flow . 

The total amount of momentum in the liquid flow will be determined by the shear 

stress transfer across the gas/liquid interface and by the oscillations from waves. If 
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the interface is in steady state, the momentum is solely determined by the shear stress 

transfer. However, the interfaces show oscillatory behaviour, so disturbed surfaces do 

not reach to a strict steady state, but a pseudo steady state in a time average sense. 

In the case of extremely high flowrates over the penetration range, waves break 

and a sharp interface determination is required to resolve each bubble and drop; to 

resolve the interface requires higher computational capability. The present code is 

capable of generating drops and bubbles, but the number of computational nodes in 

the drops and bubbles was limited, so it could not resolve every motion of the liquid 

and gas which resided in those small area. 

In the impinging jet modelling, droplets were generated for high flowrates , but 

they were removed from the computation by changing the cells to gas cells. Once a 

droplet detached from the liquid flow, it did not affect the bulk flow, but it caused 

some instability because of grid size limitation; the droplets have a very limited 

number of cells in them. Similarly, bubbles were trapped inside of the liquid. The 

trapped bubbles showed similar instability, so they were removed by changing the gas 

cells to the liquid cells. In both detaching and trapping cases, an increase or decrease 

of mass and momentum was inevitable. The overall mass was corrected to its original 

value to compensate for these effects. 

Other kinds of modelling may be applied to those bubbly and splashing cases. 

One example is well summarized theoretically by Brocchini and coworkers (2001a, 

2001b, 2002) , but those theories are not implemented numerically. 

5.9 Steelmaking and Surface Instability 
In steelmaking situations, interfacial instabilit ies occurs around the following three 

interfaces schematically illustrated in Figure 5.31 for a BOF vessel. 

• Gas/Steel 

• Gas/Slag 

• Slag/Steel 

These instabilities influence momentum transfer to the liquid; the formation of slag­

metal emulsion and splashing inside the steelmaking vessel. In the following sub­

sections the instabilities at the interfaces will be examined. Table 4.4 lists physical 

properties of the phases for steelmaking used in these calculations. 
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5.9.1 Gas/Steel interface 

As shown in Figure 5.31, steel is exposed only around the cavity area and the 

other part of the liquid steel level is covered by slag. Figure 5.32 shows the critical 

velocity changes with physical property change of liquid steel. The viscosity of iron­

carbon alloys has been observed to decrease slightly with increasing carbon content, 

or was unaffected by the carbon content , depending on the investigators. However, 

the combined effects of carbon content and temperature are quite large; a change from 

4% Cat 1250°C to 0.5% Cat 1600 °C changes the viscosity from 10 mPas to 5 mPas 

(Kawai and Shiraishi 1988). When oxygen or sulfur content increases, surface tension 

decreases up to 50% to 60% from the clean surface case; this can reduce the critical 

velocity more than 30 %. Therfore, the carbon-oxygen reaction and corresponding 

temperature change at the impact points has very complex, but favorable effect on 

the critical phenomena of Gas/ Steel interface that it makes it easier for droplets to 

form and provide sites for reaction in the slag-metal emulsion. 

5.9.2 Gas/Slag interface 

The gas jet does not usually impact the slag surface because it is pushed to 

the side as shown in Figure 5.31; however , other processes with deep slag (Such as 

smelting/reduction) could encounter this situation. 

It should also be noted that shear transfer and instability are important in the slag 

splashing practice used in BOFs to generate a slag splash coat to protect the refractory 

linings (Mills et al. 2005). A washing coating protects the bottom of the converter and 

splashing protects the top part of the converter. So the viscosity and surface tension 

have different roles in slag splashing practices. Figure 5.33 shows the critical velocity 

for the gas/ slag case. In contrast to the gas/ steel case, viscosity has virtually no effect 

unless the viscosity is drastically reduces, but the surface tension effect is pronounced. 

For the gas/slag case, the physical properties vary with composition and the range 

is quite wide, so the combined effects must be investigated. Figure 5.34 shows the 

physical property variation and critical velocity change with FeO content. Physical 

properties are computed with models proposed in the literature; density (VDEh 1995), 

viscosity (Shu and Zhang 2006), surface tension (Vadasz et al. 2000). A typical 

composition change in BOF operation is shown in Figure 5.35. FeO content starts 
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high (around 27 wt%) , XFeO = 0.23 in Figure 5.34, and stays almost constant 16 wt%, 

XFeo = 0.14, during the main blowing stage. Towards the end of the blow, the FeO 

content rises again. The calculated critical velocity is at a maximum at XFeo=0.14 and 

decreases as the FeO content increases, so the slag is relatively susceptible to critical 

phenomena at the initial and final stage of the BOF oxygen blowing. However, the 

critical velocity of slag itself is much higher than steel/gas or steel/slag interface (see 

next section). 

Generally the critical phenomena are dominated by the surface tension as in­

fluenced by the FeO content, but the other properties effects are not negligible; the 

maximum in the critical velocity is shifted away from the maximum of surface tension 

at XFeo=0.14. 

5.9.3 Slag/Steel interfaces 

Critical velocity differences are shown in Figure 5.36 and the effect of FeO is shown 

in Figure 5.37. For a liquid-liquid interface, the critical behaviour is affected by the 

change of density difference much more than gas/liquid interfaces, since small differ­

ence of density will increase the instability due to gravitational forces. An increase 

in slag viscosity, decreases critical velocity, but steel vi cosity has the adverse effect. 

A larger viscous force transfer in the lighter fluid helps the instability, but the denser 

fluid 's viscosity stabilizes the interface. Surface tension has a direct effect on interfa­

cial stability, as clearly shown in Figure 5.37. Compared to gas/liquid interfaces; the 

critical velocity is one order of magnitude lower, so the slag/steel interface is more 

susceptible to instability. 

As confirmed with physical and mathematical model by Krishnapisharody (2006) , 

Kelvin-Helmholtz instability is the main mechanism of the droplet formation at the 

interface of Oil/Water system and other mechanisms proposed by Mietz et al. (1991) 

and Wei and Oeters (1992), which are based on the force imbalance formulation, 

cannot serve as the onset criteria of interfacial instability. 1 Thus, an investigation of 

1Normal mode analysis , on which Kelvin-Helmholtz instability analysis is based, is a perturbation 

analysis to the flow equations, including a momentum rate balanc force balance. So the force 

imbalances analysis gives the necessary condition for the onset of instability, but not the sufficient 

condit ion. 
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the chemical effect on the slag and slag/ steel interfacial properties and corresponding 

change of the Kelvin-Helmholtz instability criteria is important. 

In the initial blow stage of BOF operation, the FeO content is high in slag, so 

viscosity and surface tension are low and the small density difference between the slag 

and high [CJ steel contribute to low critical velocity; Figure 5.36 shows the decrease 

of critical velocity on either side for a slag density increase or steel density decrease. 

Therefore, this low critical velocity is beneficial for the generation of large interfacial 

area for the reaction and emulsion formation. This may account for the emulsion 

formation and corresponding fast reaction rate in BOF. 

The Gas/ Steel and Slag/ Steel interfaces are affected by the [OJ and [SJ concen­

tration. During the main blowing period , the [OJ content is low and constant, but 

it increases at the end of blow (Deo and Boom 1993). Typical diffusion coefficient 

of oxygen and sulfur in iron at 1600 °C are 1.33x10-8 m2/s and 4.40x10-9 m2 /s, 

respectively; the calculation is based on the data from Kawai and Shiraishi (1988) . A 

typical length scale of wavelength of Kelvin-Helmholtz or Rayleigh-Taylor instability 

is ..;c;r;;9, which is of the order of centimetres in steel and slag and the liquid veloc­

ities are at most 0.1 to 5 m/s. Therefore, a typical Peclet number would be around 

106 for slag and steel cases. Such a Peclet number can induce an adverse effect on the 

surface tension by the Marangoni effect. So it is difficult to be definitive on the effect 

of surfactants; there is some possibility of localized surface tension gradient and flow 

effect, as discussed in Section 5.8.3. 

137 



PhD Thesis ---- Ho Yong Hwang ---- McMaster University - MSE ---- 2008 

Table 5.1: The conversion table for simulation condition to plane jet equivalence. 
Lance height was set to be the same and the nozzle exit velocity ( u0 ) was converted. 

Lance height (cm) Flowrate uo (m/s) 
20 SLPM 19.3 
30 SLP.M 29.0 

12 40 SLPM 38.3 
50 SLPM 48.4 
60 SLPM 58.0 
70 SLPM 67.7 
20 SLPM 15.8 
30 SLPM 23.9 

18 40 SLPM 31.6 
50 SLPM 39.5 
70 SLPM 55.2 
80 SLPM 63.2 
20 SLPM 13.9 
30 SLPM 20.5 

24 40 SLPM 34.2 
50 SLP 1 41.0 
70 SLPM 47.9 
80 SLPM 54.7 
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Figure 5.6: An example of wavelength disintegration. As the flowrate increases the 
typical wavelength of ripples in the cavity decreases. Photographs from the 12 cm 
lance height, (a) 30 SLPM and (b) 100 SLPM case 
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Figure 5. 7: An Example of penetration wave behaviour. In penetration range, the 
surface was grouped with penetration dimples, and the dimple contains small rip­
ples(b) . Pictures from the 6 cm lance height case, (a) 30 SLPM and (b) 80 SLPM 
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Figure 5.9: Power Spectral Density of cavity depth time senes, the slope of the 
reference line is -5 / 3. 
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Figure 5.10: Power Spectral Density of cavity width time series, the slope of the 
reference line is -5 / 3. 
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Figure 5.12: An example of circular volume to compute the integral of momentum in 
cylinder. 
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Figure 5.13: Selection of plots of relative energy transfer index in 6 cm height case. 
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Figure 5.14: Selection of plots of relative energy transfer index in 12 cm height case. 
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Figure 5.15: Selection of plots of relative energy t ransfer index in 18 cm height case. 
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Figure 5.16: Selection of plots of relat ive energy transfer index in 24 cm height case. 
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Figure 5.18: A Schematic diagram of momentum transfer comparison for deep pene­
tration and wide cavity. 
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Figure 5.21: A schematic diagram of the selected area for characteristic velocity data 
from PIV measurement. 
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Figure 5.22: The measured characteristic velocity and length around the cavity. 
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Figure 5.25: A correlation between the measured characteristic velocity with cosine 
shape factor and dimensionless length around the cavity. 
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Figure 5.26: A correlation between the measured volume average characteristic ve­
locity with cosine shape factor and dimensionless length. 
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Figure 5.27: A Pressure map around the wave crest which has gas separation in the 
leeward side. The figure is at the same time step with the Figure 4.16d. The dotted 
line is the surface profile. Solid lines are pressure levels. 
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Figure 5.28: The effect of the surface shape on the momentum transfer from the gas 
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163 



PhD Thesis - --- Ho Yong Hwang ---- McMaster University - MSE ---- 2008 

0.014 ------~---.-----.----.----.-----. 

x 0.012 
Q) 

"'C 
c 0.010 
"'-

2 0.008 en 
c 
~ 0.006 
>. 
~ 0.004 
c 

UJ 0.002 

L2 

0.000 _________ ....__ __ ....._ __ _.._ __ _..._ _____ _ 

0 20 40 60 80 

Time (s) 
100 120 140 

Figure 5.29: The kinetic energy transfer index for steel and slag melt cases. See 
Table 4.5 for 1 omenclature. 
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Figure 5.30: Variation of the critical velocity difference from the viscous potential 
theory (Funda and Joseph 2001). A factor of unity corresponds to the air water case 
listed in Table 4.1. The curves show the effect of changing p1, µ1, () by factors . 
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Figure 5.31: Schematic diagram of BOF steelmaking situation and interfacial bound­
aries (Fruehan 1998). 

Psteel 
µsteel 
(J 

-. -. - . 
- . - - . -. -. :· . - . 

. . -. -' ·- . 

... ... . ... 
. - . - . - . - . 

··· ···· ·· · . - . -. -

-I 

100 ....... ~~~....._~....._~.....__._....._..._.._..~i~~~----~~.......____.~..._......._ ......... _._. 

10- 1 10° 

Factor 

Figure 5.32: Variation of the critical velocity difference of Gas/ Steel interface calcu­
lated from the viscous potential theory (Funda and Joseph 2001). A factor of unity 
corresponds to the 0 2/ Steel case listed in Table 4.4. The curves show the effect of 
changing Psteel , µsteel, er by factors. 
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Figure 5.33: Variation of the critical velocity difference of Gas/Slag interface calcu­
lated from the viscous potential theory (Funda and Joseph 2001). A factor of unity 
corresponds to the 0 2/Slag case listed in Table 4.4. The curves show the effect of 
changing Pslag, µsl ag , <J by factors. 
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Figure 5.34: Variation of slag physical properties with changing FeO content (a), (b) 
and (c). (d) The critical velocity for a gas/slag interface as a function of FeO content, 
based on the physical properties in (a), (b) and (c). Xsio2 was fixed as 0.3, and the 
balance was a CaO. 
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Figure 5.35: A typical slag composition change during BOF oxygen blowing operation 
Fig. 9.9 from Fruehan (1998). 
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Figure 5.36: Variation of the critical velocity difference of Slag/Steel interface calcu­
lated from the viscous potential theory (Funda and Joseph 2001). A factor of unity 
corresponds to the Slag/Steel case listed in Table 4.4 and interfacial tension (0.4 N/m) 
from VDEh (1995). The curves show the effect of changing Psteel , µsteeJ ,Pslag , µslag CJ 

by factors. 
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Figure 5.37: Variation of Slag/Steel interfacial tension with changing FeO content 
and critical velocity. X sio2 was fixed as 0.3, interfacial tension data was from (VDEh 
1995). 
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Chapter 6 

Conclusions 

6.1 Summary of Water Modelling Experiments 

Water modelling experiments were designed to observe the deformation of a liquid 

surface by an impinging gas jet. Images were taken using a video camera and they 

were processed in a systematic way. The important surface deformation parameters: 

depth, width, oscillation, and their frequencies, were obtained. 

Surface depression depth and the supplied gas momentum matched with other 

researchers ' correlations and were extended to higher fiowrates. 

Surface instability and the onset of splashing were observed and interpreted with 

the Blowing number. The wave behaviours were qualitatively described through the 

video pictures and PSD analysis was used to extract the characteristic wavenumber 

range of each gas fiowrate. The Fast Fourier transform technique was applied to 

determine the characteristic oscillation frequency. Oscillation varied within 2 to 12 

Hz, but it was difficult to find specific characteristic frequencies. 

PSD analysis of time series of the surface variables shows a connection to the 

attenuation of turbulence gas pressure fluctuation and the surface deformation by 

gas impingement. 

Bath velocities were measured with the PIV technique. An energy transfer index 

was defined and the momentum and inj ection fiowrate were compared. Character­

istic velocities close to the jet cavity area were extracted from PIV data. The local 

characteristic velocity and the local length scale showed the Froude number similarity 

with an appropriate shape factor related with the cavity shape. 
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6.2 Summary of Mathematical Modelling 
The major challenge in this work was to apply the full stress boundary condition 

to the impinging jet problem. A mathematical modelling using a Cartesian Cut Cell 

method with the surface construction by volume fraction was developed. 

The surface was constructed with line segments. The orientation and curvature 

were improved with a least squares method. The constructed line segments separated 

the computation domain for each phase and each momentum and mass equation was 

solved. For the stability of the computation, small cells are merged to the neighbour 

cells. The surface boundary was modelled as a pressure boundary. The pressure 

was extrapolated from the gas phase and the pressure satisfying the normal stress 

condition was applied to the liquid domain. The tangential stress condition was 

treated separately. The computation was accelerated with the Multigrid method. 

False correction across the phase boundary was prevented by separating multigrid 

nodes. 

The computational code was validated with the Broken Dam problem. The results 

were compared with those of others. '-Nave and instability generation were tested and 

compared with calculations using FLUENTTM , the code better reproduced physically 

observed critical velocities. 

Gas impingement on a liquid surface was modelled in Cartesian coordinate with 

similar geometrical dimensions of the experiments. Surface shape variations, time to 

reach steady state and momentum level were compared over a range of flowrates and 

physical properties. The simulation was extended to larger size container with steel 

and slag as liquids at the elevated temperature. The jet velocity was not well simu­

lated because the temperature and reaction effects were omitted. However, the local 

force balance was well reproduced. Momentum transfer mechanisms were proposed 

with computational evidence and the effect of the surface tension and viscosity on 

the instability were discussed for air/water and steelmaking situations. 

6.3 Findings from Experiments 
1. Surface depression depth and jet momentum follows the dimensionless relation­

ship 

no ( no )2 2M h 1 + h = 60.94l 7rp1gh + 0.009 (6.1) 
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and the slope(K2 = 60.941) shows reasonable match with turbulent gas jet 

coefficients reported and measured by jet velocity. 

2. Molloy's classification was re-interpreted with the impact velocity at the dim­

pled surface depth, which gives better agreement for the onset of droplet for­

mation from the Kelvin-Helmholtz instabili ty. 

3. Qian's dimensionless relationship was extended to higher flowrate and a new 

relationship was obtained. 

Fq = 0.0358 ( h :ono) 2 

+ 0.353 ( h :ono) -22.615 rms = 3.17 (6.2) 

4. The derivation of Blowing number was investigated and the problem of its 

assumption on the deflection velocity close to the cavity area was discus ed. 

However, the practical usage and the interpretation as a criteria of the onset of 

splashing was valid and it is also confirmed experimentally. 

5. PSD of time series of the surface variable shows the slope of -5/3, which is 

much smaller than the general surface wave theories . It seems to be related 

with the attenuation of the pressure fluctuation at the impinging point. 

6. PIV was used to measure the bath circulation velocity. Momentum was not 

effectively coupled to the liquid beyond the penetration range. The momentum 

level was high close to the surface at the top and side, but was dissipated at 

the bottom. 

6.4 Findings from Mathematical Modelling 
1. A new computational method was developed to apply the full stress boundary 

condition by combining the VOF method and the Cartesian Cut Cell technique. 

2. The Broken Dam test at two different sizes of grid showed almost the same 

dimensionless result. The surging front matches well with other papers' results, 

but there was some discrepancy between the computation and t he measurement 

of Martin and Moyce. 

3. The remaining height of liquid in the Broken Dam test matched well with Martin 

and Moyce's result. 

4. Surface wave formation and instability was modelled. The wave instability 

started above 6 m/s gas velocity and droplets were generated at 8 m/s. The 
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instability behaviour and gas velocity range matched well with physically ob­

served range. This test was compared with FLUE T™calculation using con­

ventional VOF method, Cartesian Cut Cell version of VOF method (this study) 

showed more momentum transfer and wave insatbility closer to real situation 

than FLUE T™simulation. 

5. Impinging gas jet simulation in Cartesian coordinate showed similar surface 

depth to experiment, but the width of the jet cavity was considerably wider 

than the experiments. 

6. Liquid momentum level was increased as the gas fiowrate increased and jetting 

distance decreased. 

7. Simple considerations regarding the gas entrainment assumption for the gas 

jet propagation was not reproduced in the high temperature reacting situation. 

However, it was able to reproduce the local force balance and kinetic energy 

transfer trends. 

8. The physical properties affect the surface shape, instability and momentum 

transfer efficiency. Increased liquid density and gravity reduced surface depres­

sion and instability. Increased surface tension did not change the depression 

depth, but created a reduction of instability which decreased momentum trans­

fer efficiency. Viscosity had little effect on the surface shapes. 

6.5 Conclusions 

The following findings are considered to be novel. 

1. Critical depth of water varies around 1.2 cm and it decreases with increasing 

jetting distance due to the increased chance to grow wave instability. 

2. Wave behaviour was analyzed with the PSD technique and observation of images 

and PSD both show a sudden change in the wavenumber in the penetration 

range. 

3. Energy transfer index shows the increase of efficiency with increase of lance 

height within the range of current experiments. This is due to the activated or 

contact area difference between the low and high lance height cases as proposed 

by the instability. 
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4. Velocities tangential to the jet cavity surface from PIV data showed good linear 

relationship between the cosine of velocity and the sqaure root of the depression 

depth. This suggests a Froude number similarity with cavity shape function . 

However, this requires further experimental and theoretical evidence. 

5. Momentum transfer mechanisms were proposed. Besides the increased tangen­

tial shear stress, the local pressure gradient contributed to the acceleration of 

liquid in the wave crest. 

6. A surface tension increase decreased momentum transfer efficiency by reducing 

instability. 

7. In a steelmaking situation, the critical velocity for Kelvin-Helmholtz instability 

is lowest for the slag-metal interface, compared to the gas-slag and gas-steel 

interface. Furthermore it is directly reduced as the surface tension. Higher FeO 

content in slag phase reduces the surface tension and promotes instability. 
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Appendix A 

Addition to Discretization 

(A.1) 

(A.2) 
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Appendix B 

Surface Geometries 

B.1 Surface Normal and Curvature 
The surface normal vector is defined in Equation (2.22). Equation (2.22) is the 

normalized form and actually the numerical way to find the surface normal is the 

calculation of \7 F. With any kind of variable, the directional change dF / dr can be 

divided into coordinate components. So \7 F can be expressed in the following way, 

p., ., - F· · r ·1 ., - r · · \7 F = i ,1 i,1 i ,1 i,1 

lr ·1 ., - r · ·I lr·1 ., - r · ·I i ,J i ,J l .J i ,J 

(B .1 ) 

The convolved Volume method is uses the summation of Equation (B.1 ) and the 

un-normalized normal vector( ft ) can be computed with the following equation 

L 
p ., ., - F· · r ·1 ., - r · · ft - i ,J i ,J i ,J i ,J 

- lr ·1 ' - r· ·I lr ·1 ., - r I i' ,j'fi,j z ,J i ,J i ,) i ,J 

(B.2) 

Based on Equation (B .2) , approximate normal vector is determined and the LVIRA 

scheme (Martorano et al. 2006) was applied to obtain better representation of the 

surface normal vector. This scheme starts from an assumed surface construction line 

and this line is rotated and a line construction, which minimizes the error between the 

actual volume fraction and the volume fraction obtained with this line construction. 

This is illustrated in Figure B. la. A golden section algorithm was used to find the 

best fit. 

The curvature was obtained with polynomial fitting of surface points with local 

coordinates of normal and tangential axis as illustrated in Figure B. lb. The number 

of surface points can be adjusted and up to second neighbor cells are considered to 

find the surface points. The curvature was determined with a general formula 

II 

r;,= y 
(1 + y'2)3/2 

(B.3) 

187 



PhD Thesis ---- Ho Yong Hwang --- - McMaster University - MSE ---- 2008 

) 

(a) Normal vector (b) Curvature 

Figure B.l: The LVIRA scheme to find normal vector and curvature 

B. 2 A distance function 
The procedure for surface construction and extraction of the geometric information 

is very tedious and time consuming, because of many different cases of surface orienta­

tion. (Son and Hur 2002) devised a smart and efficient way to obtain the geometrical 

information in PLIC construction with only one variable. Once the distance(s) from 

the cell origin to the surface line is known, the sidewet fraction and other geometric 

informations are easily determined. 

Starting from a simple geometrical balance, from the Figure B.2a, the computation 

cell rectangle of dx x dy and the cross section of the extension of surface construction 

line and each axis can construct a rectangle of dx0 x dy0 . the balance equation can 

be written as 

dyo 2 dxo 2 ) 
2Fdxdy = dxodYo - -d < dxo - dx > - -d < dyo - dy > (B.4 

Xo X 

,where < a>= max(O, a) . 

With the definition of s = lnxldxo = lnyldyo, and some new variables, dx1 = lnxldx 

and dy1 = lnyldyo, Equation (B.4) can be simplified to volume fraction and void 

fraction part. 

2Fdx1dY1 = s 2
- < s - dx1 >2 

- < s - dy1 > 2 (B .5) 

2(1 - F)dx1dY1 = (sm - s) 2
- <Sm - s - dx1 >2 

- <Sm - s - dy1 >2 (B.6) 
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(a) s function 

( b) two cases 

Figure B.2: s function construction of the surface 
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where Sm is the distance when the surface construction is located at the other vertex 

from the cell origin. 

Setting Fe = min(F, 1 - F) , Sc = min(s, Sm - s), dxc = max(dx1 , dy1) and 

dye = min(dx1, dy1) yields simpler relationship for volume and void case, 

(B .7) 

where, in this case, there will be only two cases of surface construction as shown in 

Figure B.2b and Sc can be determined by 

)2FcdXcdYc , Sc < dye 

FcdXc + 0.5dyc , Sc~ dye 
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Appendix C 

Surface Profile Analysis Procedure 

The digitization was separated to give two sets of data, inside of the cavity and 

outside of the cavity. The outside wave digitization was used for the average level of 

the surface; the cross section of this level and the inside digitization determines the 

width variable. The width at the top lip was determined with the local maxima in the 

left and right side of inside cavity digitization. The depth was determined from the 

undisturbed surface which was determined from reference calm surface. The cavity 

minimum positions were determined with the minimum position inside of cavity. 

The cavity digitization was not evenly distributed and to obtain a more accurate 

cross section position, a cubic-spline interpolation was used. The spline interpolation 

results are evenly digitized; it is used for the Fourier Transform analysis. 

The actual analysis program was written in the programming language PYTHON 

and SciPy scientific library (Jones et al. 2001) was used for Fast Fourier transform 

and power spectra. 

Figure C.l: Schematic diagram of analysis of digitized data 
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Appendix D 

Analytic solution of free jet 

The formula of Gotler's type of solution is presented page 42 in (Rajaratnam 

1976) . 
u 1 

um (1 + o.125e)2 
(D.l) 

v ~ - o.125e 
a-=------

Um 2(1 + o.125e)2 
(D.2) 

where~= ay/x. The centerline velocity Um was determined with 

u a do 
---

Uo 3.22 X 
(D.3) 

and the suggested value for a was 18.5, which is fitted to the experimental result of 

Reichardt1 

1Rajaratnam (1976) indicates the original reference from Schlichting (1979), Reichardt. H. : 

Gesetzmiissigkeiten der freien Turbulenz. VDI-Forschungsheft 414 (1942) 2nd Ed. 1951 
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Appendix E 

Power Spectral Density 

When there is a time variation or space variation of a variable, X(t) , the Power 

Spectral Density (PSD) can be expressed with the Fourier transform of X(t) 

PSD(f) = lim ~ [jr X(t) e-i2n ft dt] 
2 

T->oo 2T -T 

This is equvalent to the Fourier transform of an autocorrelation of X ( t) 

(E.1) 

PSD(f) = j 00 

lim ~ [1T X(t)X(t + T) dt] e-i2
n fT dT (E.2) 

_ 00 T->oo 2T -T 

According to Priestley (1981) the PSD can be interpreted as "contribution to the total 

power of X(t) by components with frequencies between f and f + df." This PSD is 

widely used for time series analysis, wave analysis and mathematically equivalent to 

the Energy density spectra of spectral analysis in turbulence. 

The numerical implemetations are well described in Otnes and Enochson (1972) 

and Press et al. (1992). A numerical library matplotlib2 was used for PSD calculation; 

the Hanning windowing option was used to reduce numerical leakage which is well 

described in Otnes and Enochson. 

Figure E. l shows an example of PSD representation of a test function which is 

composed of several small sine waves in a big wave. Frequency information can be 

obtained with this PSD application. 

2http://matplotlib.sourceforge.net/ 
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Figure E.1: An example of PSD application of a test wave, (a) y = sin(2x) +sin(3x) + 
sin(4x) + 5sin(O.lx - 1.5). (b) PSD of (a) showing dominant frequencies at 2/27r = 

0.32, 3/27r = 0.48, 4/ 27r = 0.64 and the broadening at O.l/27r = 0.016 due to the base 
sinuous wave. 
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Appendix F 

PIV measurement plots 

The PIV measured vectors were plotted here with the background of PIV image 

which is taken at that measurement. Some insignificant vectors, low flowrate cases 

are not plotted because the vectors are not properly visible. The plots are labeled 

from Figure F.l to Figure F.4. 

The Fast Fourier Transform of time series of cavity dimension results are plotted 

from Figure 3.10 to Figure F.13. 
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Figure F .1: PIV measurement of liquid velocities, cases for the 6cm lance height from 
the calm surface level 
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Figure F.2: PIV measurement of liquid velocities, cases for the 12cm lance height 
from the calm surface level 
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Figure F.3: P IV measurement of liquid velocities, cases for the 18cm lance height 
from the calm surface level 
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Figure F.4: PIV measurement of liquid velocities, case for the 24cm lance height 
from the calm surface level 
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Figure F.5: Fast Fourier transform of t ime series of cavity depth change when the 
lance height is 12cm. 
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Figure F.6: Fast Fourier transform of time series of cavity width change when the 
lance height is 12cm. 
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Figure F. 7: Fast Fourier transform of time series of horizontal position of the cavity 
depth change when the lance height is 12cm. 
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Figure F .8: Fast Fourier transform of time series of cavity depth change when the 
lance height is 18cm. 
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Figure F .9: Fast Fourier transform of time series of cavity width change when the 
lance height is 18cm. 
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Figure F.10: Fast Fourier transform of time series of horizontal position of the cavity 
depth change when the lance height is 18cm. 
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Figure F.11: Fast Fourier transform of time series of cavity depth change when the 
lance height is 24cm. 
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Figure F.12: Fast Fourier transform of time series of cavity width change when the 
lance height is 24cm. 
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Figure F.13: Fast Fourier transform of t ime series of horizontal position of the cavity 
depth change when the lance height is 24cm. 
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