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Abstract 

Packet transmission scheduling plays a key role in Quality of Service (QoS) support 

for real-time traffic and efficient radio resource utilization in a wireless mesh network 

(WMN). It is a highly complicated problem due to the fact that any scheduling 

decision at one mesh access point (AP) may affect the scheduling decisions in the 

entire network. The strict delay requirement of real-time applications makes the 

scheduling problem even more challenging. 

In this thesis, the packet transmission scheduling problem for real-time 

constant-bit-rate (CBR) traffic in a WMN is first formulated as a standard integer 

linear programming problem, which takes into consideration both the multihop 

packet transmission delay and timeline coordinations of the mesh APs. The 

objective is to efficiently utilize the radio resources, subject to available bandwidth 

of the mesh APs, co-channel interference, and packet transmission latency 

requirement. 

Two heuristic schemes, namely AP-based scheduling (ABS) and connection-based 
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scheduling (CBS) schemes, are then proposed to support real-time CBR traffic. ABS 

makes scheduling decisions on a per-AP basis. Scheduling decisions at APs with a 

higher traffic load are determined before those at APs with a lower traffic load. ABS 

achieves close-to-optimum capacity but may go through multiple iterations before 

reaching a feasible solution. CBS makes scheduling decisions on a connection-by

connection basis. It gives a higher priority to connections with more hops. In CBS, 

connections with a lower priority can only use resources remaining from serving all 

higher priority connections. CBS requires much lower complexity than ABS while 

achieving capacity performance slightly lower than ABS. 

We extend the proposed ABS and CBS scheduling schemes for supporting 

real-time variable bit rate (VBR) traffic in a WMN. By combining the concept of 

effective bandwidth and the proposed scheduling schemes, both delay and packet 

loss performance of the VBR traffic can be effectively satisfied. The scheduling 

schemes are further extended for supporting real-time traffic in a WMN with 

multi-radio APs. 

All the scheduling decisions are done at the time when new connection requests 

arrive and the results are used to make admission control decisions. In this sense, the 

work in this thesis is for both packet transmission scheduling and admission control 

for real-time traffic in WMNs. 
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Chapter 1 

Introduction 

1.1 Overview 

Wireless Mesh Networks (WMNs) have emerged as a key technology for next 

generation wireless networking. A WMN consists of mesh access points (APs) and 

mobile stations (MSs). Mesh APs form a wireless backbone via multiple wireless 

hops and serve MSs in their coverage [1]. WMNs bring attractive advantages such 

as low installation cost and extended service coverage that traditional wireless 

networks do not have. 

Wireless local area networks (WLANs) can also extend the limited coverage of 

individual APs by deploying a large number of APs. As each AP has a cabled 

connection to the wireline network, a WLAN can have a highly expensive 
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infrastructure, which poses a heavy burden to service providers in their deployment 

in cities where digging tunnels and laying down network cables are very expensive 

and time-consuming. Even in rural areas, the cost of connecting remote sites via 

wired networks can be high. In contrast, the mesh APs of WMNs connect to each 

other wirelessly and only a few APs need to have wired access to the wireline 

network. Hence, WMNs are able to extend the service coverage rapidly and at a 

lower cost and become an economic alternative for the high-speed Internet access 

network. 

Similar to WMNs, mobile ad hoc networks (MANETs) 1 are also multihop 

wireless networks that can provide extended service coverage to mobile users. In a 

MANET, MSs are connected to each other via an ad hoc topology [4]. Because of 

the high mobility of MSs, the network topology can change dynamically [5], which 

makes it difficult to provide guaranteed quality of service (QoS) and prevents the 

wide deployment and commercial applications of MANETs. In contrast to 

MANETs, WMNs have a relatively stable network infrastructure as mesh APs are 

usually static. Compared to MANET, the wireless infrastructure in WMNs leads to 

a more reliable topology, which assures service availability and exhibits better 

manageability. 

Because of the advantages over other wireless networks, wireless mesh networks 

1 In some literature, for example [2] and [3], MANETs are also referred to as (infrastructureless) 
mesh networks, where MSs communicate with each other directly. In contrast, the WMNs that are 
studied in this thesis are infrastructure-based, where the infrastructure is formed by mesh APs. 
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are experiencing rapid progress and numerous applications such as high-speed 

Internet access networks, community networks, vehicle networks, high-speed 

metropolitan area networks, and emergency networks [1] [6]. Meanwhile, many 

issues in the WMN remain to be solved before its full potential is realized. For 

example, radio techniques, network management and security are ongoing research 

topics in WMNs. QoS provisioning is an essential requirement and a key challenge, 

since the envisioned scenario of WMNs is to provide broadband Internet access and 

support real-time applications such as voice over Internet protocol (VOiP) [7]. 

However, wireless links are subject to limited bandwidth, hostile physical 

propagation channels, interference and noise [8]. The multi-hop and meshed 

scenario in WMNs makes it more difficult to satisfy various QoS requirements such 

as throughput, delay, and packet loss rate. In order to support more traffic with 

stringent QoS requirements, carefully arranging operations of the mesh APs and 

scheduling packet transmissions are necessary. In this thesis, we focus on scheduling 

problems for supporting real-time traffic in a wireless mesh network. 

1. 2 Motivations and Challenges 

A WMN is expected to support a high volume of traffic. Due to the limited 

bandwidth of the wireless medium, an efficient wireless resource management 

mechanism is necessary to make "wise" resource allocations to the connections while 
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maintaining their QoS performance. Scheduling is concerned with allocations of 

scarce wireless resources with the objective of optimizing performance measures 

such as system resource utilization, while meeting specific QoS requirements posed 

by applications. In a WMN, the scheduler should operate across different APs, 

reserve and assign radio time to connections in order to guarantee their QoS 

requirements such as throughput, delay and packet loss requirements [9]. Effective 

and efficient packet transmission scheduling is very important for both network 

providers and users' applications. Although extensive work has been done for traffic 

scheduling in wireless networks, there has been very limited work on scheduling in 

WMNs. The motivation behind this thesis is the need of packet transmission 

scheduling solutions to coordinate the radio resource allocation of mesh APs in 

order to effectively support real-time traffic and efficiently utilize the radio resources 

in WMNs. 

The unique characteristics of WMNs pose some special problems that do not exist 

in scheduling in other types of networks and make the scheduling in WMNs a highly 

challenging problem. 

• The scheduling problem in WMNs is similar to a job shop (JS) scheduling 

problem. A job shop consists of a set of machines that perform operations on 

jobs while each WMN consists of a set of APs that serve packet transmissions. 

The APs and packets in a WMN are similar to the machines and jobs in the 
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JS problem, respectively. Each job/packet has a specified processing order 

through the machines/ APs and each machine/ AP can handle only one 

job/packet at a time. The JS/scheduling problem is to find the processing 

time of the jobs/packets on the machines/ APs with an objective to optimize 

system performance, for example, to minimize the completion times of all 

operations [10]. The JS problem belongs to the most intractable problems in 

machine scheduling [11]. For example, a K x M size problem, where Kand M 

are the total number of jobs and machines, respectively, has an upper bound 

of K!M combinations, thus a 20 x 10 problem may have up to 7.27 x 10183 

combinations. The JS problem with three machines and unit processing time 

has been proved to be strongly NP-hard [12]. The JS problem with three jobs 

is NP-hard [13]. 

• Each packet transmission requires simultaneous availability of both the receiver 

and the transmitter, and the radio time allocations at these APs can affect other 

APs that directly or indirectly communicate with them and further affect the 

scheduling of the entire network. Thus the radio resource allocations at different 

APs in a WMN are not independent. Careful coordination of the radio resource 

allocations among different APs is necessary for successful packet transmissions 

and efficient radio resource utilization. This makes the scheduling problem in 

WMNs even more difficult than the JS problem. 
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• The strict latency requirement for supporting real-time traffic in WMN can be 

another challenging issue. When coordinating the timeline allocations of the 

mesh APs, minimizing the multihop transmission delay of individual packets 

and efficiently utilizing the radio time resources can be two contradictory 

objectives. The problem becomes more complicated when co-channel 

interference exists and the scheduler is obliged to avoid strong interference and 

ensure successful packet transmissions. 

1.3 Objectives 

The objective of this thesis is to both find optimum solutions and design practical 

heuristic methods for effective and efficient packet transmission scheduling in order to 

support real-time traffic in WMNs. Specifically we will take the following performance 

measures into consideration: 

• Packet transmission delay: Scheduling is expected to provide a delay bound 

for individual real-time connections based on their respective delay budgets. 

• Packet loss rate: Scheduling is expected to provide zero packet loss for CBR 

traffic and a bounded packet loss rate for VBR traffic. 

• Radio resource utilization: Scheduling should be able to achieve efficient 

utilization of the limited radio resources. That is, to use the minimum amount 
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of radio resources for supporting the real-time traffic. 

1.4 Organization of the thesis 

The remainder of this thesis is organized as follows. In Chapter 2, we provide the 

background on which this thesis is based and review different scheduling problems 

and their respective solutions in wireline networks and in different types of wireless 

networks. In Chapter 3, the scheduling problem for supporting real-time CBR traffic 

in WMNs is formulated as a standard integer linear programming problem. The 

solution to the optimization problem provides the global optimum scheduling. In 

Chapter 4, we propose an AP-based scheduling scheme and show that its performance 

is close to the global optimum scheduler. A connection-based heuristic scheduling 

scheme is proposed in Chapter 5 which aims to achieve good performance with low 

complexity. A connection-based optimum scheduling scheme is also proposed in the 

same Chapter. In Chapter 6, we extend the proposed schemes to schedule real-time 

VBR traffic and in a WMN with multi-radio APs. Chapter 7 summarizes the main 

contributions of the thesis and discusses possible future work. 



Chapter 2 

Background 

This chapter introduces the wireless mesh network architecture and two IEEE 

standards for WMNs, i.e., IEEE 802.lls and IEEE 802.16a. A literature review on 

various scheduling problems in contrast and comparison to scheduling in WMNs is 

provided. 

2.1 Wireless mesh networks architecture 

In WMNs, multiple mesh APs are interconnected to each other wirelessly to form an 

infrastructure. An example topology of a WMN is shown in Fig. 2.1. The WMN has 

two tiers: mesh APs at the top tier and mobile stations at the bottom tier. Generally, 

an AP has dual functions: serving the mobile stations and relaying the traffic to and 

from other APs. The APs with wired access to the wireline network are referred to as 

8 
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root APs. One of the root APs serves as a gateway and enables the integration of the 

WMN with other types of networks such as Ethernet or Internet. MSs are associated 

with mesh APs and transmit packets to their associated APs which then forward the 

packets to their destination APs or Internet through one or multiple hops [2] [3]. 

MS 

To Internet),, 
MS "-· .. ,/ 

MS 

MS 

_____ wireless link 

wired link 

Figure 2.1: Infrastructure-based wireless mesh network 

2.2 IEEE 802.lls 

The IEEE has been playing a key role in the development of standards for WMNs. 

Two main IEEE standards for WMNs are IEEE 802.lls and IEEE 802.16a which are 

used in the WLAN and WMAN (wireless metropolitan area network) mesh networks 

respectively [14]. We briefly describe IEEE 802.lls for supporting mesh networking 
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Mesh measurement 

Mesh internetworking with other networks 

Medium access 
Mesh routing coordination 

Mesh discovery 

Mesh security and association 

802.11 service 
Mesh configuration 

navigation 

PHYs 

Figure 2.2: Architecture for the IEEE 802.lls standard 

in this section and IEEE 802.16a in the next section. 

2. 2 .1 Overview 

The IEEE 802.11 family is currently the most successful wireless networking 

standard for WLANs. Aiming at building a wireless multi-hop infrastructure, IEEE 

802. lls was formed in 2004 to address the need for the wireless mesh in 

WLANs [14] [15]. In the IEEE 802.11-based WMN, the basic building block is a 

basic service set (BSS) which consists of one AP and multiple MSs. Multiple BSSs 

may be interconnected through a wireless distribution system (WDS) to form a 

wireless infrastructure that supports MAC (Medium Access Control)-layer 
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broadcast, multicast and unicast transmissions. The WLAN mesh builds on top of 

existing physical (PHY) layers of IEEE 802.11 a/b/g operating in the unlicensed 

spectrum of 2.4 and 5GHz frequency bands. IEEE 802.1 ls supports mesh APs that 

are able to work at multiple frequency channels and equipped with multiple radios. 

This standard also defines the installation, configuration and operation of wireless 

mesh networks. The major components of the IEEE 802. l ls standard are shown in 

Fig. 2.2 [14]. The internetworking of the WLAN mesh with other types of networks 

is based on the IEEE 802. lD standard. The root APs which incorporate the 

functionality of IEEE 802.lD serve as the gateway to other networks. The security 

of WLAN mesh is based on the IEEE 802. l li standard, which addresses the wireless 

security issues for all WLAN networks [14]. In the following, we only describe the 

functionalities related to mesh networking [16]. 

2.2.2 Mesh discovery and association 

There are two types of association in the mesh network: an MS associating with an 

AP, and an AP associating with a neighboring AP in the WMN. The association of 

an MS and an AP is performed in the traditional IEEE 802.11 manner. When an 

MS moves into the coverage area of an AP, it scans for beacons. After receiving a 

beacon, it associates with the AP. Packets from the MS are always routed to the AP. 

WDS can use the association information to determine which AP to use in order to 



2.2. IEEE 802. llS 12 

deliver the packets to a certain MS. For the association with a neighboring AP, an AP 

needs to discover the network by either actively sending probe messages or passively 

listening to beacons. This discovery phase results in basic connectivity among mesh 

APs in the network. The WDS updates the association record to reflect the change 

of the mesh topology. After the initial discovery phase, beacon messages remain to 

be transmitted periodically for topology maintenance [14] [17]. 

2.2.3 Routing 

In contrast to traditional single-hop WLANs, packet transmissions between mesh APs 

in WMNs rely on routing protocols. Mesh APs are pure layer-2 devices and layer-2 

routing protocols based on the MAC address are used to handle packet transmissions 

in WMNs. There are mainly three kinds of routing protocols: proactive routing 

(table-driven), reactive routing (on-demand) and hybrid routing. In reactive routing 

protocols, nodes do not need a priori knowledge of network topology and need to 

find a route before transmitting any packet. The advantage of reactive routing is 

that it can adapt to the rapidly changing topology and avoid invalid routing [18]. 

However, a discovery delay is incurred when an application requires a route to a 

destination and the discovery process is required every time a source node needs to 

transmit data packets. In contrast, session establishment time in a proactive routing 

protocol is greatly reduced from an application's point of review, because routes to 
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all destinations are already maintained by each node. Also, the proactive protocol is 

not affected by an increase in the number of active nodes due to the proactive route 

discovery mechanism [19]. The main disadvantage of proactive routing is the large 

overhead incurred in maintaining the routes. In WMNs, APs are fixed in the WMN 

and the connectivity among them is relatively static. APs generally handle a high 

volume of traffic and they can afford the overheads of maintaining the routing tables in 

the proactive routing. Thus, a proactive routing protocol is more suitable for WMNs 

than a reactive one. An alternative for routing in WMNs is the hybrid routing which 

incorporates both proactive and reactive routing. For example, a hybrid routing 

in [20] is based on the ad hoc on-demand distance vector [21] and the optimized link 

state routing [22]. 

2.2.4 Medium access control mechanisms 

The medium access control provides channel access control mechanisms that make it 

possible for multiple users to communicate via a shared medium. Two categories of 

MAC protocols employed in IEEE 802.11-based WMNs are: i) Contention-based 

channel access, which includes DCF (distributed coordination function) and its 

enhancement EDCA (enhanced distributed channel access), and ii) Contention-free 

channel access, which includes PCF (point coordination function) and its 

enhancement HCCA (hybrid coordinator function controlled channel 
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access) [23] [24]. 

Contention-based MAC 

DCF is basically a carrier sense multiple access with collision avoidance (CSMA/CA) 

mechanism. A station wishing to transmit senses the medium. If the medium is 

busy, it defers its access to the medium for a random backoff period. If the medium 

is free for a specified time, called the distributed interframe space (DIFS) in the 

standard, the station is allowed to transmit [15]. DCF also has an optional virtual 

carrier sense mechanism that exchanges short request-to-send (RTS) and clear-to

send (CTS) frames in order to reduce frame collisions. DCF includes a positive 

acknowledgement scheme [25] [26]. 

EDCA introduces priorities to different types of traffic. High priority traffic has 

a shorter waiting time in contentions and thus has a higher chance of being sent 

than low priority traffic. In addition, each priority level is assigned a bounded time 

interval during which a station can send as many frames as possible which alleviates 

the problem of low rate stations gaining an inordinate amount of channel time in the 

legacy 802.11 DCF [27]. 
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Contention-free MAC 

PCF is a centralized and contention-free MAC. PCF relies on the central node AP to 

communicate with MSs. The AP polls the stations listed on its polling list one-by

one in a round-robin fashion. A waiting time period, PIFS (PCF interframe space), 

is at the beginning of a PCF transmission period. After that, the AP begins to 

poll the first station on its polling list. After receiving the polling packet, the polled 

station replies with an ACK packet after a SIFS (short interframe space) waiting time 

interval. If the polled station has data packets for the AP, a data packet is allowed 

to be piggybacked with the ACK packet. After sending out the polling packet, the 

AP waits for, at most, a PIFS time interval. If no packet is received from the polled 

station during the PIFS period, the AP removes the polled station from its polling list 

and polls the next station immediately. At the end of the PCF period, the AP issues 

a contention-free-end packet to terminate the PCF period. In DCF, the overhead 

comes from DIFS, random backoff, SIFS, RTS/CTS and ACK packets. In PCF, 

the overhead comes from PIFS, SIFS and Polling/ ACK packets. PCF can also solve 

the hidden terminal problem inside the WLAN, since all the stations are centrally 

controlled by an AP [28]. 

HCCA works similar to PCF. During the contention-free period (CFP), the hybrid 

coordinator (HC) function controls the access to the medium while all stations work in 

EDCA during the contention period (CP). Traffic class and traffic stream are defined 
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in HCCA. This means that HC can provide per-connection service and coordinate 

the connections in any fashion, not just the round-robin in PCF. Moreover, MSs are 

able to give traffic load information on a connection basis and request specific QoS 

requirements such as throughput and delay. HC can use the information to adjust its 

scheduling mechanism, for example, to give priority to one station/connection over 

another. Hence, HCCA is able to allow various real-time applications like VOiP to 

work more efficiently [29] [30]. 

Comparison of the two MACs 

Now we discuss the advantages and disadvantages of the two MACs in IEEE 

802.11-based WMNs. The main advantage of DCF /EDCA is its simplicity. But as a 

stochastic contention-based technique, it does not guarantee QoS like delay and 

bandwidth requirements of real-time applications. Moreover, CSMA/CA does not 

function well in a wireless multi-hop environment due to the instable throughput 

and unfairness caused by the hidden terminal problem, the exposed terminal 

problem, and the binary exponential backoff [31] [32]. It is shown that the capacity 

of CSMA/CA-based WMNs degrades significantly with the increase of traffic load 

and network size [33]. Therefore, the contention-based DCF /EDCA MAC is not a 

good choice for WMNs, especially for supporting real-time applications. 

On the other hand, TDMA (time division multiple access)-based PCF /HCCA 
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is a centralized protocol which is able to allocate wireless resources based on the 

various needs of connections and provide QoS support for them. In addition, the 

overhead of PCF /HCCA is lower compared to DCF /EDCA, resulting in more efficient 

recourses usage and higher capacity. Therefore, the contention-free PCF /HCCA is 

more suitable for WMNs for supporting real-time traffic. 

2.3 IEEE 802.16a 

The IEEE 802.16 standard aims to build WMANs. This standard initially defines 

the point-to-multipoint (PMP) mode and incorporates the mesh mode in IEEE 

802.16a, which allows non-line-of-sight communications [34] [35]. A key difference 

between the PMP mode and mesh mode is the ability of the latter to enable 

multihop communications. While the PMP mode requires each subscriber station 

(SS) to be connected to a base station (BS), SSs can directly communicate with 

each other in the mesh mode. Hence, an SS in the mesh mode has the function of 

relaying traffic among the SSs and the BS [36] [37]. IEEE 802.16a defines some 

similar mesh concepts and mechanisms such as routing and security as in IEEE 

802.1 ls. In the following, we only describe the major services and functions specific 

to the IEEE 802.16a-based mesh network. 
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2.3.1 Mesh network entry mechanism 

IEEE 802.16a specifies a network entry mechanism to find sponsor mesh nodes and 

establish connectivity with neighboring nodes [38]. Active nodes in a mesh network 

periodically broadcast the mesh network configuration messages (MSH-NCFG) in 

order to maintain the network and allow new nodes to synchronize with the existing 

network. Upon entering the mesh network, a new SS actively scans for the MSH

NCFG message. After hearing the message, the SS acquires synchronization and 

initiates a network entry process. It sends a mesh network entry message (MSH

NENT) with a request to join the mesh network to the candidate sponsor node. If 

the request is accepted by the sponsor node, the SS will be assigned a channel to 

register with the BS. After the new SS is authorized to enter the mesh network by 

the BS, the SS will receive a 16-bit node identifier which uniquely identifies it within 

the mesh network. Then the SS can request bandwidth from the BS and establish 

connectivity with SSs other than the sponsor node [36] [38]. 

2.3.2 Medium access control 

IEEE 802.16a supports a frame-based transmission. Each frame is divided into 

timeslots for the purpose of bandwidth allocation and packet transmissions [36]. 

Another key feature of the MAC is that it is connection-oriented where services are 

mapped into connections. The SS cannot transmit data until it has been allocated a 
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timeslot and channel by the BS. This allows IEEE 802.16 to provide strong support 

for QoS [39] and also requires a scheduling mechanism which enables the BS to 

control QoS parameters by balancing the timeslot assignments among connections 

of SSs [40] [41]. 

2.3.3 Scheduling services 

The IEEE 802.16 standard specifies five different scheduling services: unsolicited grant 

service (UGS), real-time polling service (rtPS), extended real-time polling service 

(ertPS), non-real-time polling service (nrtPS), and best effort (BE) service. In the 

UGS service, the BS offers a fixed size burst in timeslots to an SS periodically, and 

the SS does not have to make any explicit bandwidth requests. This is suitable for 

real-time CBR traffic. For the rtPS service, the BS periodically polls the SSs, which 

make bandwidth requests at specified uplink timeslots, and bandwidth grants are then 

broadcast from the BS through downlink transmissions. The rtPS service is designed 

for real-time services with variable packet generation rates. The ertPS service is a 

new addition in IEEE 802.16e. In this service, the BS keeps offering the same amount 

of bandwidth to the SS unless explicitly requested by the SS. The nrtPS service is 

designed to support non-real-time data which require variable bandwidth on a regular 

basis such as FTP (file transfer protocol). BE is to provide efficient services to best 

effort traffic. 
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IEEE 802.16a does not specify specific scheduling algorithms but leaves the 

venders to differentiate their equipment. The standard defines two types of 

scheduling: a centralized scheduling and a distributed scheduling. In the centralized 

scheduling, the BS is responsible for coordinating the packet transmissions in the 

entire mesh network. The BS collects bandwidth requests from the SSs and 

computes the uplink and downlink bandwidth grants to each SS in the network. 

Determination of the flow assignments for each SS, however, is not specified in the 

standard. The BS also dictates the number of timeslots dedicated to the centralized 

scheduling data which is recorded in a parameter called MSH-CSCH-DATA 

-FRACTION. The BS then sends this bandwidth grants information via the mesh 

schedule assignment (MSH-CSCH) message to SSs directly communicating with the 

BS. These SSs then forward the MSH-CSCH message to the SSs that are further 

away from the BS [38] [42]. 

In the coordinated distributed scheduling, the nodes (BS and SSs) are peers in 

coordinating their transmissions. The nodes express their bandwidth requirements 

and grants and confirm the grants in the MSH-DSCH-NUM portion of a control 

subframe [42]. The coordinations of packet transmissions are restricted in the two

hop neighborhood of each node, and do not rely on the operation of BS. In contrast, 

the uncoordinated distributed scheduling is able to build schedules in ad-hoc mode 

and on a link-by-link basis [38]. 
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Although the distributed scheduling is more flexible and scalable, it is not 

efficient in QoS guarantee. In addition, the centralized scheduling ensures the 

collision-free packet transmission in the multi-hop network [38]. As a result, better 

QoS support and more efficient wireless resources utilization can be achieved in the 

centralized scheduling. Therefore, the centralized scheduling is more suitable for 

real-time applications in WMNs. 

2.4 Related work on packet transmission 

scheduling 

In this section, we present a review on scheduling approaches and schemes in 

various network environments in contrast and comparison to the scheduling problem 

in WMNs for supporting real-time applications. 

2.4.1 Scheduling in packet-switched wireline networks 

In packet-switched networks, scheduling plays an important role in enabling sharing 

resources such as buffers and link bandwidths. It determines which packets to serve 

and at what time in order to satisfy QoS of the traffic and fully utilize the network 

resources. Scheduling algorithms can be classified as either work-conserving where 

a server is always busy whenever there is a packet to send, or non-work-conserving 
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where each packet is assigned an eligible time and will not be transmitted unless it 

is eligible, no matter whether the server is idle or busy [43]. 

Many work-conserving scheduling algorithms have been proposed and widely 

used in packet-switched networks [43]. Virtual clock (VC) [44] scheduling aims to 

emulate the time division multiplexing (TDM) system. A virtual transmission time 

is the time at which the packet would have been transmitted if the server was 

actually doing TDM. Packets are assigned virtual transmission time and 

transmitted in the increasing order of the virtual time. In earliest deadline first 

scheduling (EDF) [45] [46], each real-time packet has a deadline requirement. If 

delivered after the deadline, the packet is dropped. Packets are scheduled in the 

order of increasing deadlines. Weighted fair queueing scheduling [47] (WFQ) is a 

packet-based approximation of generalized processor sharing (GPS), an optimal but 

impractical scheduling discipline used as a scheduling performance benchmark. In 

WFQ, when the server is ready to transmit the next packet, it picks the packet that 

would complete the transmission first in the corresponding GPS system among all 

packets which are ready for transmission. These work-conserving scheduling 

algorithms provide basic scheduling approaches, but they assume a single-server 

environment. Hence, they cannot be applied to the scheduling in multi-hop WMNs. 

Some non-work-conserving scheduling algorithms address multi-server network 

environment. Two examples are jitter earliest-due-date [48] and stop-and-go [49]. In 
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jitter earliest-due-date, each packet is stamped with the time difference between its 

required deadline and the actual finishing time. The next server holds the packet for 

a period before the packet is eligible in order to ensure the bound on the delay jitter 

of the packet. In the stop-and-go scheduling, time is divided into frames. The 

packet that arrives during a frame time is postponed to be transmitted until the 

beginning of the next frame. Packets on the same frame at the source stay in the 

same frame throughout the network [43]. Non-work-conserving schedulers achieve 

higher average packet transmission delays but better delay jitter performance than 

the work-conserving counterparts [9] [43]. The basic mechanism for these algorithms 

to handle the multi-server scheduling is that a server recodes the traffic status at 

one hop and servers at later hops make use of the traffic status to improve network 

performance such as throughput and delay jitter. Servers schedule packets based on 

the recorded packet status, and do not jointly coordinate their scheduling decisions. 

So these scheduling schemes are not suitable to WMNs where coordinations among 

multiple APs are essential to ensure the successful packet transmissions between a 

pair of transmitter and receiver. In addition, these scheduling algorithms are 

designed for the wireline network and not obliged to consider such characteristics in 

the wireless network as wireless channel interference and multiple access situations 

and thus are not suitable for scheduling in WMNs. 
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2.4.2 Scheduling in single-server wireless networks 

The design of scheduling algorithms is especially challenging given the interference 

and limited link bandwidth in a wireless network. A typical single-server wireless 

network consists of one BS and a number of MSs. Scheduling is implemented at the 

BS which communicates with all MSs. Most existing scheduling schemes assume that 

the BS has the channel states and packet queue status of its MSs [9]. 

Scheduling schemes for TDMA-based wireless networks have been extensively 

studied in the literature. Channel state dependent packet scheduling, for 

example [50] and [51], monitors channel states and defers transmissions when the 

channel is in bad state to avoid wasting wireless resources. One merit of this 

approach is that it is able to employ different service disciplines such as round robin 

and EDF for scheduling decisions. Idealized wireless fair queueing [52] incorporates 

a compensation mechanism for lagging sessions. Other scheduling algorithms for 

TDMA-based wireless networks can be found in review papers such as [9]. 

Scheduling algorithms for IEEE 802.11-based WLANs and IEEE 802.16-based 

WMANs in the PMP mode have also been proposed. Fair scheduling [53] [54] is 

implemented at APs and aims to achieve fairness among MSs. A scheduling scheme 

which combines the earliest deadline and weighted fair queue approaches is proposed 

in [55]. In [56], the scheduler at the BS decreases the amount of granted bandwidth for 

a voice connection by half when the connection is silent and changes back to the full 
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amount of granted bandwidth after the connection is active. This mechanism is able 

to improve the network efficiency. In [57], priorities are given to different categories of 

connections and resources are allocated to satisfy the QoS of higher priority services 

first. 

In addition to the above heuristic schemes, mathematical optimization is also an 

approach to solving the scheduling problem in single-server wireless networks. Fair 

scheduling m wireless networks under TDMA-based MAC framework [58] is 

formulated as an assignment problem. Dynamic channel-sensitive scheduling to 

optimize the wireless data throughput is presented in [59]. Packet scheduling with 

smart antennas is formulated in [60] as combinatorial optimization problems. 

In [61], a resource allocation problem is formulated and solved using linear 

programming relaxation. 

The algorithms mentioned above focus on fairness, throughput and efficiency of 

wireless channels. In the single-server environment, the BS and MSs work in the 

simple client-server mechanism. All MSs are assumed to be available to the BS, and 

the BS makes scheduling decisions which all MSs will follow. Thus the coordination 

between the BS and MSs is simple. The above algorithms cannot be applied to WMNs 

as APs can communicate with multiple other APs and coordinating their timelines 

can be much more complicated. 
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2.4.3 Scheduling in MANETs 

Scheduling in MANETs has been an ongoing research topic in both academia and 

industry. Most of the scheduling schemes, for example [62] and [63], work 

distributedly, where link activations are scheduled to achieve efficient channel 

utilization (high spatial reuse) and avoid collisions. 

Clustering is employed in quasi-centralized schemes, for example [64] [65] [66]. 

Network nodes are grouped into clusters, each of which has a cluster head. The cluster 

head is responsible for scheduling within the cluster and forwarding packets among 

clusters. Because of the double roles of a cluster head, coordinating its functions 

within the cluster and among the cluster heads is an important and difficult issue 

for scheduling performance. In addition, the size of clusters affects the performance 

of the scheduling schemes and allocating nodes to different clusters and selecting the 

cluster heads are separate research topics. 

Different TDMA-based scheduling schemes [67] [68] have been designed for 

MANETs. In [67], a topology transparent scheduling algorithm for a multi-channel 

TDMA system can provide maximal guaranteed throughput to each network node. 

This algorithm requires that multiple receivers are equipped at each station. In [68], 

a topology-independent scheduling is proposed using TDMA-based transmission 

scheduling vector. It focuses on topology transparency, fairness and high mobility of 

wireless nodes. It only guarantees that one timeslot is free of contention at each 



2.4. RELATED WORK ON PACKET TRANSMISSION SCHEDULING 27 

frame and does not consider timeslot coordination in the TDMA-based network. 

Based on a preset service priority, a polling-based 2-layer integrated multihop 

scheduling algorithm is proposed in [69] for both intra-cluster and inter-cluster 

scheduling. The polling mechanism employed is unable to give a higher priority to 

the packets with more strict delay requirement. As a result, the packet loss rate can 

be high. 

Overall, because of the dynamic and distributed network environment in 

MANETs, most scheduling schemes for MANETs focus on throughput 

fairness/maximization, topology transparency, and other issues for supporting 

non-real-time traffic and cannot be applied directly to schedule real-time traffic in 

WMNs. 

2.4.4 Scheduling in WMNs 

There has been little work done on scheduling in multi-hop wireless mesh networks. 

Most of them, for example [70] and [71], use contention-based MACs where wireless 

nodes compete for medium access. The contention-based scheduling is more suitable 

for supporting non-real-time data traffic than real-time traffic as it does not guarantee 

the delay requirement. Furthermore, transmission collisions can significantly reduce 

the wireless resource utilization and network capacity. 

There has been very limited work on real-time packet transmission scheduling in 
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WMNs. The spatial-temporal scheduling scheme proposed in [72] for IEEE 

802.16-based mesh networks uses a station's moving direction and speed to select 

repeaters for forwarding its data packets. This is for a special application in the 

high-speed railway scenario. The routing and centralized scheduling scheme 

proposed in [73] provides QoS in IEEE 802.16 mesh networks. It reduces the 

network to a tree and presents a scheduling approach for interactive data 

applications. This work focuses on minimizing total number of timeslots for a given 

traffic load in a tree structure. A simple even-odd link activation framework is 

proposed in [74], where the odd and even nodes send packets alternatively in 

different time in order to avoid the conflict of simultaneous transmissions and 

receptions at each node. This scheme requires multiple radios at each AP for 

sending to or receiving from multiple nodes simultaneously. A relay strategy in [75] 

is designed for mesh nodes in a transmission tree by taking channel utilization and 

transmission delay into consideration. This strategy is based on a single-channel 

environment and schedules on a timeslot basis. In most cases, the scheme allows 

only one transmission link in each timeslot, and the channel utilization is rather low. 

2.5 Summary 

Compared to the contention-based channel access, a TDMA-based MAC protocol is 

better for supporting real-time traffic in WMNs due to several reasons: i) QoS of 
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traffic can be satisfied more easily; ii) the channel resources can be utilized more 

efficiently when traffic load is relatively high; and iii) it is more convenient to use 

centralized control in TDMA. 

Although extensive work has been done on traffic scheduling, existing scheduling 

schemes are not suitable for scheduling real-time traffic in WMNs. Careful timeline 

coordinations are important for satisfactory delay performance as well as efficient 

radio resource utilization in scheduling real-time traffic in WMNs. 



Chapter 3 

Problem Formulation and 

Optimum Scheduling 

In this chapter we first describe the scheduling problem in WMNs and then formulate 

the scheduling for real-time CBR traffic as an optimization problem. The objective 

of the optimization is to minimize the total amount of radio time for supporting 

the real-time CBR traffic, given the number of the connections and their respective 

routes in the WMN. This is subject to the delay requirement of the packets, available 

radio resources, and co-channel interference condition. System performance, including 

network capacity and packet transmission delay, is then studied based on the optimum 

scheduling solution. 

30 
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3.1 System description 

We consider an infrastructure-based WMN where mesh APs are interconnected 

through one or more hops. Each AP is equipped with one radio for communicating 

with its associated MSs as well as with other APs. A more general case where each 

AP may be equipped with multiple radios is considered in Section 6.2. A number of 

MSs are associated to each AP which is referred to as the home AP of the MSs. We 

consider that mesh APs are fixed and MSs are relatively static so that mobility is 

not a problem. 

Each AP stores a routing table which records the next hop AP for specific 

destinations. We assume that the routing tables are relatively static. Dynamically 

changing the routing tables is possible, but may trigger re-scheduling, which 

introduces extra overhead. 

A connection may carry internal or access traffic. The internal traffic flows between 

end stations within the same WMN and the access traffic is between an MS in the 

WMN and a station in the wireline network. We assume that the wireline network 

always has sufficient resources to support a connection as long as the WMN can accept 

it. We further assume that the transmission delay introduced by the wireline network 

can be neglected, compared to that in the wireless network. Both of the assumptions 

on the wireline network are true in most practical networks. In the remaining part 

of the thesis, we only consider packet transmission scheduling in the WMN. 
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Each hop along the route of a connection has an index number. For access traffic, 

the first hop in the uplink (from the MS to the wireline network) is the hop from 

the MS to its home AP, and the first hop in the downlink (from the wireline network 

to the MS) is the hop from the root AP to the next downstream AP. For internal 

traffic, the first hop is the hop from the source MS to its home AP and the last hop is 

the hop from the home AP of the destination MS to the destination MS. The index 

number of the hops increases along the direction where packets are forwarded. 

Channel time is divided into equal size timeslots so that one timeslot is exactly for 

one packet transmission, including the data frame, ACK, and necessary channel idle 

time as the MAC protocol specifies, such as the interframe spaces in IEEE 802.11. 

Below all time is normalized to the duration of one timeslot. Note that the condition of 

equal-size timeslots is only for simplifying the presentation but is not necessary for the 

proposed scheduling solutions to work. TDMA is adopted for serving real-time traffic. 

Compared to contention-based MACs such as CSMA/CA, TDMA allows centralized 

timeslot assignments and is more efficient for providing strict latency requirement. 

A root AP, which is directly connected to the wireline backbone, is a central 

station responsible for admission control and resource allocation for all QoS traffic 

in the network. A WMN may have multiple root APs, one of which then serves as 

the central station for resources management and admission control. We assume 

that a certain amount of resources in each AP is reserved for control signaling 



3.1. SYSTEM DESCRIPTION 33 

exchanges for admission control and other network management purposes, and there 

is no transmission error in the control signal transmissions. 

In addition to signaling exchanges, the root AP needs a way to gather the network 

and traffic information. A new connection with strict QoS requirements should pass 

admission control before entering the system. When making a QoS connection request 

to its home AP, the MS specifies the traffic characteristics and QoS requirements of 

the connection. Upon receiving the connection request, the home AP forwards the 

request, together with the parameters of the connection and its QoS requirements, to 

the root AP through one or more hops. An admission decision is made at the root 

AP and forwarded back to the home AP hop by hop. Therefore, the root AP has 

information about the traffic load in the network, including the number of connections 

associated to each AP, their traffic parameters and QoS requirements. The root AP 

also has information about resource availability at each AP. The admission decision 

should guarantee that all APs along the route of the new connection have sufficient 

resources, and accepting the new connection will still guarantee the QoS of all existing 

connections. Details about the admission control in a WMN can be found in [76] [77]. 

A limited number of frequency channels are available for the network. Co-channel 

interference is present among APs sharing the same frequency channel. A packet 

cannot be received successfully if more than one AP within the interference range of 

the considered receiver is transmitting at the same frequency channel. We consider 
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that a frequency channel assignment scheme is in place and the frequency assignments 

are relatively static for the duration of the real-time connections. Frequency channel 

assignment in a WMN is another important and challenging research topic and is 

beyond the scope of this thesis. Several frequency assignment schemes are proposed 

in [78] [79] [80]. 

We consider homogeneous real-time CBR connections. (Scheduling for real-time 

VBR traffic will be performed in Section 6.1.) The WMN may support other types 

of traffic, but the real-time service is given the highest priority and its performance 

is not affected by other traffic. We define a scheduling interval (SI) so that 

scheduling decisions are repeated in different Sis unless traffic load is changed. Each 

SI consists of two parts: a real-time portion and a non-real-time portion, for 

processing real-time and non-real-time data traffic, respectively. For example, in 

legacy IEEE 802.11 protocol, the SI can be a superframe, and the real-time portion 

and non-real-time portion, respectively, correspond to the CFP and CP in the same 

superframe. Similarly, the SI can be a superframe in IEEE 802.16, which also 

includes contention-free timeslots for real-time services (e.g., UGS and rtPS 

services) and contention-based timeslots for non-real-time services (e.g., nrtPS and 

BE services) [40]. Each CBR source generates a bit sequence at a constant rate. 

The generated bit sequence is packed into fixed-size packets which arrive at the 

system periodically. We set the duration of an SI to be equal to the packet 
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inter-arrival time of a CBR connection. That is, one packet is generated from each 

CBR connection in every SI. To provide a constant service rate to each CBR 

connection, one packet should be served for the connection in every SI. In this way, 

it is guaranteed that packets generated in one SI are delivered to the next hop 

before new packets from the same connection arrive at the same hop in the next SI. 

Therefore, we only need to describe the scheduling of each AP in a typical SI. All 

other Sls of the AP repeat the same schedule. Below we use Ts1 to denote the 

normalized duration of one SI with respect to a timeslot duration, i.e., Ts1 is the 

number of timeslots in each SI. 

Comment: For heterogeneous CBR traffic, different connections may have different 

packet inter-arrival times. In this case, the duration of the SI can be set to be the least 

common multiple of all the packet inter-arrival times (in number of timeslots). Then 

one or multiple packets (depending on the ratio of the least common multiple of all 

connections to the SI of a particular connection) should be served for the connection 

during one SI. The proposed scheduling schemes can be easily extended to this case. 

3. 2 Timeline coordination 

The task of the scheduler is to coordinate timelines of APs in the WMN for packet 

transmissions in order to avoid any conflict in their timeline operations and 

unacceptable co-channel interference, while achieving satisfactory end-to-end 
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transmission delay for real-time packets. 

Let M be a set of all APs, indexed by m = 1, 2, ... , M, and N be a set of CBR 

connections, indexed by i = 1, 2, ... , N, where Mand N are the total number of APs 

and CBR connections, respectively. Since each CBR connection generates one packet 

in each scheduling interval, we use "packet i" to denote the packet to be scheduled 

for connection i in the considered SI. We consider that M > 1 and N > 1, i.e., there 

is more than one AP and more than one connection in the WMN. 

Each connection is processed by a set of APs in a predefined order based on the 

routing protocol. Let ni be a set of the APs along the route of connection i. For 

m E ni, we use mj to denote the immediate upstream AP of AP m. For a special 

case, if AP mis the first AP along the route of the connection, AP mj does not exist. 

Let Ti,m be the time when packet i is transmitted by AP m (m E Ri), then [Ti,m] is 

an N x M matrix (although we are only interested in values of Ti,m 's for i E N and 

m E ni). Based on the above notations, we can use Ti,m~ to denote the time when 
• 

packet i is received by AP m. 

The transmission time for a packet at an upstream hop must be smaller than that 

at a downstream hop. That is 

(3.1) 

The one hop transmission delay for connection i is. Ti,m - Ti,m; , and the total 

multihop delay should be less than di, the normalized maximum delay budget. That 
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is, 

(3.2) 
mj,mER; 

where the extra one timeslot is for the packet transmission between the active MS 

and its home AP. 

Different packets may traverse the same AP, but each AP can only process (either 

receive or transmit) one packet at a time. Let Nm be the set of connections processed 

by AP m and i, j E Nm. We have (i) Ti,m ::f. Tj,m for i ::f. j, meaning that AP m cannot 

transmit the two packets at the same time; (ii) Ti m-:- ::f. r
3 

m ~ for i ::f. j, that is, AP 
' i , J 

m cannot receive the two packets at the same time; and (iii) Ti,m ::f. Tj,m-:-, i.e., AP m 
J 

cannot receive and transmit at the same time. 

The real-time portion of AP m is the maximum time difference between the times 

when AP m processes (transmits or receives) the real-time packets, i.e., 

Trt,m = .m~ (h,m - Tj,m-:-1+1, lri,m - Tj,mi I+ 1, lri,m-:- - Tj,m~ I+ 1). (3.3) 
i,JEJvm J ' J 

The transmitting time is always later than the receiving time for a given packet at a 

given hop, i.e., Tj,mj < Tj,m and Ti,mj < Ti,m· Then (3.3) is reduced to 

Trtm = max lrim - TJ·m-1+1. 
' i,jENm ' ' i 

(3.4) 

Since the real-time portion is defined within one SI, we have 

Trt,m ~ Ts1, m EM. (3.5) 
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Co-channel interference also affects the timeline coordination. We define Im,J as 

a set of APs that are located within the interference range of AP m and assigned 

frequency channel f. When "an AP is assigned to frequency channel f", the AP uses 

the channel to transmit, and the corresponding receiver is tuned to the same channel. 

AP m is able to receive a packet successfully at frequency channel f only if AP m-; 

is the only AP in Im,J to transmit at the same time, i.e., 

(3.6) 

where Im,t,J s;;; Im.J is a set of APs which belong to set Im,J and are scheduled to 

transmit at time t, and I · I denotes the cardinality of a set. Note that the above 

condition in general also guarantees that AP m-; can transmit at the time only if it 

is not in the interference range of any AP that has been scheduled to receive in the 

same frequency channel and at the same time. 

3.3 Objective functions 

For a given number of real-time connections, it is desirable that the real-time portion 

to serve these connections is minimized in order to leave more time for serving non-

real-time traffic. For example, in legacy IEEE 802.11 network this is equivalent to 

minimize the CFP so as to leave more time for serving contention-based data traffic. 

For this purpose the objective is to minimize the maximum of Trt,m's over all APs in 
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the WMN, i.e., 

min max Trt m. 
mE M ' 

(3.7) 

Note that an AP may not be busy at all timeslots within the real-time portion, 

as its corresponding AP may be busy in communicating with another AP or the 

interference condition prevents it from transmitting or receiving at the time. Because 

of the mesh topology, each AP usually needs to forward packets to or from multiple 

other APs, and the timeline arrangments of all the APs can be dependent on each 

other. Therefore, completely removing such idle timeslots from the real-time portion 

of the APs is impossible in some networks. However, the number of "idle" timeslots 

within the real-time portion can be minimized with the objective of minimizing the 

real-time portion. 

On the other hand, minimizing the maximum real-time portion does not 

necessarily result in the optimum delay performance. An alternative objective 

function is to minimize the maximum packet transmission delay. That is 

minmaxwi, 
iE N 

(3.8) 

where wi = Lm:- ,mER.; ( Ti,m -Ti,m:-) + 1. The optimum scheduling problem formulation 
• • 

and approach to solving the optimization problem for the two objective functions are 

very similar, and below we only present details with (3. 7) as the objective function. 
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3.4 Optimization problem 

Based on the above discussions, the scheduling problem for supporting CBR real-time 

traffic in a WMN can be formulated as: 

Problem 3.1 

s.t. 

min max Trt,m 
[r;,mJ, [Trt,m] mEM 

mj,mE'Ri 

Trt,m = max h,m - Tj,m-:-1+1, mj,m EM 
i,JENm J 

Trt,m ~ Ts1, m EM 

Ti,m E z++' i EN, m EM 

where [Trt,m] denotes the vector with Trt,m (m EM) as its entry. 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

Problem 3.1 is not a standard optimization problem and should be reformulated. 

First of all, let Trt,max = maxmEM Trt,m· The objective function is then converted to 

min Trt max· 
[ri,mJ, Trt,m ' 

(3.19) 
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This introduces an additional constraint: Trt,max = ma:xmEM Trt,m, which is equivalent 

to 

Trt,m :S: Trt,max, m EM. 

Constraint in (3.12) is equivalent to the following inequality constraint 

lii,m - '1.m-:-I + 1:::; Trt,m, mj,m EM, i,j E Nm· 
J 

Based on the definition of the absolute value function, we have 

and 

'1,mj - 'Ti,m + 1 :::; Trt,m, mj' m E M' i, j E Nm. 

Together with (3.20), we have 

and 

'Ti,m - '1.m-:- + 1:::; Trt,max1 mj, m EM, i,j E Nm, 
J 

'1·m-:- - 'Tim+ 1:::; Trtmax, mJ--:-,m EM, i,j E Nm. 
, J ' ' 

(3.20) 

(3.21) 

(3.22) 

(3.23) 

(3.24) 

(3.25) 

Now we look at the constraints in (3.14)-(3.16). Since these three constraints have 

the same inequality format, we only take (3.14) as an example. The straightforward 

approach is to rewrite it as "1i,m < 11,m or Ti,m > 11,m". Then for each inequality 

specified by (3.14), the problem is divided into two sub-problems, and the optimal 

result of Trt,max is the smallest among all the sub-problem solutions. However, the 

http:3.14)-(3.16
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total number of such sub-problems will be very large with the increase of the number 

of connections and APs in the WMN, which leads to an unmanageable situation. 

Below we propose a different approach to reformulating the optimization problem by 

introducing a set of binary variables Ai,m,x's as 

-{ 1, if packet i is transmitted by AP mat time x 
Ai,m,x -

0, otherwise 

(3.26) 

Based on the definition of m-; and (3.26), Ai,m:- ,x = 1 means that AP m is receiving 
' 

packet i at time x. At the same time, we introduce one additional constraint 

d; 

L Ai,m,x = 1, i E N, m E Ri, (3.27) 
x=l 

because a packet only needs to be transmitted once by each AP along its route. 

With (3.26) and (3.27), (3.14)-(3.16) together can be rewritten in terms of Ai,m,x's 

as 

L (Ai,m,x + Ai,mj ,x) :::; 1, m-;, m E Ri, x = 1, ... ,di. 
iENm 

(3.28) 

Given values of i and m, Ai,m,x = 1 only when AP m is along the route of connection 

i and Ti,m = x. Therefore, Ti,m can be expressed in terms of Ai,m,x's as 

d; 

Ti,m = L X · Ai,m,x. 
x=l 

Then Ti,m in (3.10)-(3.12) can be expressed in terms of Ai,m,x's accordingly. 

The interference constraint in (3.17) is rewritten as 

L L Ai,m',x :::; 1, m EM, 
iEN m'Elm.J 

(3.29) 

(3.30) 

http:3.10)-(3.12
http:3.14)-(3.16
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which means that at any time x, at most one AP using frequency f and in the 

interference range of AP mis scheduled to transmit a packet to AP m. 
Now Problem 3.1 can be reformulated as the following standard integer linear 

programming (ILP) problem: 

Problem 3.2 

min Trt,max 
[Ai,m,xJ, Trt,max 

(3.31) 

s. t. 
d; d; 

Lx · .\,m;,x < Lx · Ai,m,x, m-;,m E Ri, i EN (3.32) 
x=I x=l 

d; d; 

L (Lx · Ai,m,x - LX · .\,m;,x) + 1 '.S di, i EN (3.33) 
mj,mER; x=l x=I 

d; d; 

'""" X • Ai m x - '""" X • A3· m- x + 1 '.S Trt max, ~ J J ~ Ji' ' 
x=l x=I 

i, j E Nm, mj, m E M (3.34) 

d; d; 

L X ' Aj,mj ,x - L X • Ai,m,x + 1 '.S Trt,max, 
x=l x=l 

i,j E Nm, mj,m EM (3.35) 

Trt,max '.S Ts1 (3.36) 

L (Ai,m,x + Ai,mj,x)::; 1, m-;, m E Ri, x = 1, ... , di (3.37) 
iENm 

d; 

L Ai,m,x = 1, i EN, m E Ri (3.38) 
x=I 

L L .\,m',x::; 1, m EM, x = 1, ... ,di 

iEN m'Elm,/ 

Ai,m,x E {O, 1},i E N,m EM, x = 1, .. .,di 

(3.39) 

(3.40) 
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where [..\i,m,x] denotes the matrix with ..\i,m,x as its entry. 

The branch and bound algorithm [81] [82] is used for solving the ILP problem. 

The algorithm could potentially search all 22:[:1 (H;·d;) binary integer vectors to find 

the optimal point, where Hi is the number of hops of connection i. Therefore, with 

the increase of number of connections and their number of hops, the computation 

time to solve the optimization problem increases exponentially. Hence, solving the 

above optimization problem is not a practical solution to the scheduling problem in 

the WMN, and heuristic scheduling schemes should be proposed. Nevertheless, the 

solution to the optimization problem provides the global optimal scheduling, which is 

an important benchmark for designing practical scheduling schemes. In the remaining 

part of this chapter we look at performance using the optimum scheduling solution. 

3.5 Numerical results and discussions 

3.5.1 Simulation system setting 

We consider the WMN as shown in Fig. 3.1 where 9 APs form a 3 x 3 grid 1 . AP 1 is 

the root AP and the solid line represents the wired link. The transmission range and 

interference range of each AP is 150m and 250m, respectively. MSs are uniformly 

distributed in the network coverage area, and each MS is associated to the AP closest 

1 Due to the high complexity of solving the optimization problems, obtaining optimal scheduling 
solutions for larger WMNs is beyond the capability of our computing facilities. Scheduling in larger 
WMNs will be tested using the proposed heuristic schemes in later chapters. 
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to it. All results are for access traffic unless explicitly indicated for internal traffic. 

We use constant rate voice traffic as an example of the real-time CBR traffic. Each 

voice connection includes a two-way communication in both the uplink and downlink 

directions. One voice packet is generated in every 20ms from each voice connection 

in each direction, and the maximum delay tolerance of the packets is 60ms. Each 

connection selects the route with the minimum number of hops to the destination. 

Each MS can have at most one connection. The default channel transmission rate is 

2Mbps. Based on the parameters for a typical IEEE 802.11 mesh network in [83], the 

time for transmitting one packet is l.39ms, which includes the transmission time for 

the voice packet, ACK and the interframe space. Then the duration of one timeslot is 

1.39ms, and each SI includes 14 timeslots. Let c denote the total number of frequency 

channels available in the network. When c = 1, all APs share the same frequency 

channel, which represents a case with strong co-channel interference. When c = 3, 

each of the following three APs share one frequency channel, APs 1, 6, and 8, APs 

2, 4, and 9, and APs 3, 5, and 7. This represents a case with moderate co-channel 

interference. When c = 9, each AP has its own frequency channel and there is no 

co-channel interference. 

In the remaining part of this section we first do snapshot experiments and collect 

values of Trt,max and Wmax by solving the optimization problems with (3. 7) and (3.8) 

as objective functions, respectively. We then consider a WMN where new connection 
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Figure 3.1: A WMN with 3 x 3 topology 

requests arrive as a Poisson process and collect the connection level performance by 

solving the optimization problem with (3.7) as the objective function. 

3.5.2 T,t,max and Wmax vs. number of connections 

In this experiment we fix the number of hops of all connections, i.e., Hi = H for all 

i = 1, 2, ... , N, and vary N, the total number of connections. We set H = 3, so 

that MSs with active traffic can only be associated with five APs (APs 3, 6, 7, 8, 

and 9). When the total number of connections is an integer multiple of five, an equal 

number of active MSs are associated to each of the five APs; otherwise we distribute 

the number of connections so that the difference between the numbers of active MSs 

associated to any two of the five APs is at most 1. The purpose of this setting is to 

minimize the bottleneck effect (This will be discussed in details in Section 6.2). 
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Figure 3.2: Maximum real-time portion vs. number of connections (H = 3) 

Fig. 3.2 shows that Trt,max monotonically increases with the number of 

connections due to the fact that more timeslots are consumed at the APs when more 

connections traverse them. We also observe from the figure that for a given number 

of connections, Trt,max can be larger if a fewer number of frequency channels are 

available. For example, for N = 5, Trt,max is 10, 11 and 14, respectively, when c = 9, 

3 and 1. This is because when more APs share one frequency channel, co-channel 

interference among them results in more timeslots unavailable for multiple APs to 

transmit simultaneously. It is also shown that co-channel interference does not affect 

Trt,max when the number of connections is relatively small, for example, N = 3. This 

is because the pressure of timeline coordination in a network with light traffic load 
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Figure 3.3: Maximum packet transmission delay vs. number of connections (H = 3) 

is much less-it is easier to find a real-time portion within an SI without any "idle" 

timeslots in between. The effect of co-channel interference is also reflected by the 

system capacity. When c = 9, at most 7 3-hop connections can be supported, while 

only 6 and 5 connections can be supported for c = 3 and 1, respectively. 

Fig. 3.3 shows the maximum packet transmission delay Wmax vs. the number 

of connections. We observe that when c = 9 and 3, Wmax remains the same as 

N is increased, which indicates that the packet transmission delay is independent 

of traffic load. This is because with c = 9 and 3, it is possible to schedule the 

connections so that there is no delay caused by buffering packets in intermediate 

APs. However, when c = 1, the maximum packet transmission delay increases with 
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the number of connections. This results from more timeslots being unavailable due to 

high interference, causing packets to experience longer wait time at APs. The effect 

of interference is reflected in the increase in delay when c is decreased from 3 to 1 for 

a given number of connections. For instance, Wmax is increased from 4.2ms to 11.2ms 

when N = 5. 

Both bandwidth availability at the APs and delay budget of the traffic can affect 

the feasibility of the scheduling problem. It is shown from Figs. 3.2 and 3.3 that 

compared to the delay budget, the available bandwidth is the dominant factor that 

determines how many connections can be supported in the considered WMN. When 

Trt,m = Trt,max = 14, all available bandwidth of AP m is occupied and the system 

reaches its capacity, while the maximum packet transmission delay is much lower than 

the delay budget. For example, when c = 9 and N = 7, Trt,max is 14 timeslots which 

is equal to the total number of timeslots in one SI, while Wmax is 4.2ms which is much 

less than the delay budget of 60ms. 

We also perform the experiments by further setting the total number of 

connections to 7 for c = 1 and 8 for c = 3, respectively, and the optimization 

problem becomes infeasible. 
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3.5.3 Trt,ma:x. and Wma:x. vs. number of hops 

Next we fix the total number of connections to N = 5 and vary H, the number of 

hops of the connections. All connections still have the same number of hops. When 

H = 1, all active MSs are associated to the root AP; when H = 2, active MSs can 

be associated to three APs (APs 2, 4, and 5); and when H = 3, active MSs can be 

associated to five APs (APs 3, 6, 7, 8, and 9). For H = 2 and 3, the active MSs are as 

evenly distributed among the respective APs as possible, i.e., the difference between 

numbers of active MSs associated to any two of the three (for H = 2) or five (for 

H = 3) APs is at most 1. Note that for H = 1, 2 and 3, all connections go through 

the root AP, but not necessarily the other APs. Figs. 3.4 and 3.5 show the Trt,max 

and Wmax values, respectively, in this experiment. 

It is shown in Fig. 3.4 that when c = 9, Trt,max remains the same when the number 

of hops is increased from 1 to 3. Since the network bottleneck is at the root AP in 

the considered network (the bottleneck effect will be discussed in Chapter 6), Trt,max 

is determined by the load of the root AP. Without co-channel interference (c = 9), 

extra hops of the connections only increases the traffic load of non-root APs but not 

the root AP, and therefore Trt,max is not affected. However, this is not the case when 

co-channel interference exists, i.e., for c = 3 or 1. When c = 3, although Trt,max is not 

affected by increasing H from 1 to 2, it is increased when H is increased from 2 to 3. 

When c = 1, Trt,max is increased when H is increased from 1 to 2 and from 2 to 3. The 
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Figure 3.4: Maximum real-time portion vs. number of hops (N = 5) 
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reason that Trt,max is affected by the number of hops of the connections is because of 

the co-channel interference which causes more timeslots unavailable for more than one 

AP to transmit simultaneously. As a result, there have to be some "idle timeslots" 

within the real-time portion of the APs. The number of such "idle timeslots" increases 

with the level of co-channel interference and traffic loads of individual APs. 

Fig. 3.5 shows that Wmax monotonically increases with the number of hops due to 

the fact that each extra hop introduces more transmission time to the delay. We can 

further find from the figure that Wmax increases much faster when c = 1, compared 

to the cases when c = 3 and 9. This is due to the increased co-channel interference 

which makes packets to be buffered for a longer time in order to wait for the next 



3.5. NUMERICAL RESULTS AND DISCUSSIONS 

en s 
)( 
Ill 
E 

3: 

12.5 

-c=9 

10 -c=3 
c:::=:Jc=1 

7.5 

5 

2.5 . 

0 .____ 
2 

Number of hops 
3 

Figure 3.5: Maximum packet transmission delay vs. number of hops (N = 5) 

hop transmission. 

3.5.4 Poisson traffic 

52 

We then consider a dynamic traffic scenario and look at the connection blocking 

performance. CBR connections arrive at the network according to a Poisson process. 

Active MSs are selected so that they are associated to each of the APs in the network 

with equal probability. Upon receiving a new connection request, the root AP solves 

the optimization problem by assuming that the new connection is already in the 

system. If a feasible schedule is found, the new connection is accepted. Otherwise, 

it is rejected. The connection blocking rate is a ratio of the number of rejected 



3.5. NUMERICAL RESULTS AND DISCUSSIONS 

CD 
iii 
i.,;, 10-2 
C) 
c: 
:2 
(.) 
0 :c 
c: 
0 
n 

CD 
c: 10-3 

: c: 
0 
() 

-i3--c=1 
~c=3 

-c=9 

10-4~-~-~-~~-~-~-~--~-~-~ 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

Traffic load (Erlangs) 

Figure 3.6: Connection blocking rate: optimum scheduling (C =lMbps) 
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connections to the total number of connection requests. The duration of accepted 

connections follows an exponential distribution. We define the WMN capacity as 

the maximum offered traffic load in Erlangs so that the connection blocking rate is 

below a predefined value. In the following simulations, we set the average connection 

duration to 60s. We also set the physical channel transmission rate ( C) to I Mbps in 

order to reduce the running time of solving the optimization problem. 

Fig. 3.6 shows that the connection blocking rate increases with the offered traffic 

load in Erlangs. For a given offered traffic load, the connection blocking rate is 

lower if more frequency channels are available in the network due to reduced co-

channel interference. However, it is also seen from Fig. 3.6 that there is only very 
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minor performance improvement by increasing the total number of available frequency 

channels from 1 to 9. This is because the system capacity is mainly limited by the 

APs with heaviest traffic load, or the bottleneck APs, which are usually the root AP 

or the APs closest to the root AP [84], and increasing the total number of frequency 

channels in the network does not affect the capacity of the bottleneck APs . 
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Figure 3.7: Connection blocking rate: access and internal traffic (C =lMbps) 

Although all previous experiments are for access traffic, the optimum scheduling 

can also be applied for internal traffic. Fig. 3. 7 shows the connection blocking rate 

of both the internal and access traffic when c = 3. When generating the internal 

traffic, two MSs are randomly selected to be the source and destination stations for 

each internal connection. A shortest route between the two home APs is chosen 
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for the connection. For a given offered traffic load, the internal traffic has a lower 

connection blocking rate than the access traffic. This is because the internal traffic is 

more evenly distributed in the WMN than the access traffic. The system capacity for 

internal traffic is less restricted by a single or a small number of APs than the capacity 

for access traffic. For a given blocking rate of 1 %, the system capacity for internal 

and access traffic is 0.48 and 0.62 Erlangs, respectively. Because of the dependence of 

scheduling and admission control performance on the distribution of the connections 

in the network, routing can strongly affect the performance of both scheduling and 

admission control for internal traffic, while joint routing and scheduling for internal 

traffic is a much more difficult issue than scheduling for internal traffic and beyond 

the scope of this thesis. Because of this, most experiments in this thesis are for access 

traffic only, although the scheduling schemes proposed in later chapters can also be 

applied to internal traffic. 

3.6 Summary 

In this chapter, the scheduling problem in a WMN is formulated as a standard integer 

linear programming problem. The complexity of solving the optimization problem can 

be high. Therefore, heuristic schemes should be designed. Based on the numerical 

results we find that with optimum scheduling, the performance for supporting real

time traffic in a small size WMN is mainly limited by the available bandwidth of 
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the bottleneck APs. We also find that with optimum scheduling, increasing the 

number of frequency channels does not increase the system capacity very much. We 

will propose an AP-based scheduling scheme in Chapter 4 and a connection-based 

scheduling scheme in Chapter 5. 



Chapter 4 

AP-based Scheduling 

Although the computational complexity of the optimum scheduling solution proposed 

in Chapter 3 may prevent it from being implemented in practice, results based on 

the optimum scheduling have shown that the system capacity is limited by the APs 

that carry the heaviest traffic load. Based on this idea, we propose a heuristic scheme 

in this chapter, namely AP-based scheduling (ABS), where scheduling decisions at 

APs with higher traffic loads are determined before those at APs with lower traffic 

loads. At each AP, scheduling decisions for the real-time packets with more hops 

to their destinations are made first. Numerical results show that the proposed ABS 

scheme achieves the capacity performance close to the optimum one while obtaining 

satisfactory delay performance for real-time CBR traffic. 

57 
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4.1 Candidate set 

For an easy presentation we use a slightly different notation as in Chapter 3 to denote 

the packet transmission times. Let Ti,h be the time when connection i is transmitted 

at hop h along its route. The scheduling scheme is to find Ti,h's for all connections 

at all their hops, i.e., i = 1, 2, ... , N and h = 1, 2, ... , Hi. Before making scheduling 

decisions for the h-th hop of connection i, some timeslots of the transmitting and 

receiving APs may have been scheduled for serving other connections and thus are 

not available for connection i. Define a candidate set Vi,h as a set of possible timeslots 

that Ti,h can take. Note that each hop involves two APs, one transmitting and the 

other receiving, and determination of Ti,h requires the availability of both the APs. 

Let m and n, respectively, represent the transmitting and receiving APs of the h-th 

hop of connection i. A timeslot is in Vi,h if both the transmitting and receiving APs 

have not been scheduled for processing other packets at the time, and the interference 

condition does not prevent the APs from transmitting and receiving at the time. 

In order to find Vi,h, we define a set of binary variables Am,t 's with Am,t = 1 

representing that AP m has not been scheduled for serving real-time traffic at time t 

and Am,t = 0 otherwise. These variables are updated during the process of making 

scheduling decisions. If t E Vi,h, then Am,t = 1 and An,t = 1, i.e., both the 

transmitting and receiving APs are available at the time. Co-channel interference is 

another factor that affects Vi,h· Let f represent the frequency channel assigned to 
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AP m. If t E Vi,hi then except for AP m, no other AP that is assigned frequency 

channel f and is within the interference range of AP n has been scheduled to 

transmit at time t, and at the same time, AP m is not in the interference range of 

any AP that has been scheduled to receive at frequency channel f at time t. 

Vi,h can be found for each hop of connection i right before making the scheduling 

decision for Ti,h· The task of the scheduling is to find Ti,h 's to satisfy the latency 

requirement of all connections, while keeping the real-time portions as short as 

possible for all APs. The real-time portion in one typical SI of AP m is defined as 

Trt,m = tm,max - tm,min + 1, ( 4.1) 

where tm,max = argmaxi{Am,t = O}, tm,min = argmint{Am,t = O}, and t is in the 

considered typical SI of AP m. The value of Trt,m is updated every time a new 

timeslot of AP m is allocated for serving the real-time traffic. 

4.2 Outline of ABS 

In this section we describe the outline of the ABS scheme for supporting real-time 

CBR traffic. The scheme is performed when a new connection request arrives. ABS 

first assumes that the new connection is already in the network and makes 

scheduling decisions. At the end of the scheduling process, if a feasible solution is 

found, i.e., all connections can be supported with the required delay performance, 
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the new connection is accepted and all connections are transmitted based on the 

new schedule; otherwise, the new connection is blocked, and existing connections 

keep the current transmission schedule. In this sense, ABS is not only a scheduling 

scheme but also can be used for admission control. 

Comment: The admission control and scheduling can also be performed in a 

slightly different way. When a new connection arrives, the scheduler first tries to find 

a timeslot for each hop along its route using the remaining resources after serving 

all existing connections. If a feasible schedule is found for the new connection, the 

new connection is accepted. Otherwise, the complete process of ABS as described 

above is performed. This method makes no change to the service schedules of existing 

connections, but the drawback is that it may not allocate the AP resources efficiently. 

The basic idea of the proposed ABS scheme is that, scheduling decisions of 

transmissions/receptions at APs with higher traffic loads are made earlier, since 

their timeline allocations are less flexible and packets are more likely to experience 

longer delay in these APs. Time allocations of the APs with lower traffic loads can 

be done one by one while avoiding any conflicts with the time allocations of 

scheduled APs. This results in that, for a given packet, the order of making 

scheduling decisions for each of its hops is not necessarily the same as the order in 

which the packet is forwarded along these hops. Therefore, a sufficient amount of 

resources, i.e., a certain number of timeslots, should be reserved for any 
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intermediate hops before both their upstream and downstream hops are scheduled. 

Within each AP, scheduling decisions for packets with more hops to their 

destinations are made first. 

We define the traffic load of AP mas the total number of real-time CBR packets 

that AP m should receive and transmit in one scheduling interval, i.e., 

(4.2) 

where CRm and Crm are sets of real-time CBR packets that AP m should receive and 

transmit, respectively, in one scheduling interval. 

Pseudocode 4.1 gives the outline of ABS, where M is a set of the APs whose 

timelines need to be scheduled, and Nm is a set of the connections to be processed 

by AP m. Initially, M is set to all the APs in the network, and Nm is set to all the 

connections traversing AP m. M will be updated every time the timeline of a certain 

AP is determined, and Nm will be updated every time the transmission decision for 

a connection at AP m is completed. Qi,hi,h2 is the number of timeslots reserved for 

packet transmissions between hops h1 and h2 . It is initialized to zero and will be 

updated in Line 8 (or Pseudocode 4.2 in Section 4.3) when necessary. ENDM is a 

binary variable, which is set to zero (Line 3) when the scheme starts scheduling for 

a new AP. To schedule individual packets at a given AP, the scheme first finds Vi,h 

before calling Pseudocode 4.2. If Pseudocode 4.2 finds that the current values of 
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qi,hi,h2 need to be increased, ENDM is set to one. When this occurs (in Lines 12-

14), M and Nm are re-initialized, and the scheduling starts over again. This will be 

detailed in Section 4.3. ENDALL is also a binary variable, which is initialized to zero 

and set to one if Pseudocode 4.2 finds that no feasible schedule is available. After all 

connections have been scheduled, if Ti,H; - Ti,I + 1 > di, i.e., the packet transmission 

delay of connection i exceeds its delay tolerance, then ENDALL is set to 1 and ABS 

stops with no feasible solution. 

Pseudocode 4.1: Outline of ABS 

1: Let M = {1, 2, ... , M}, Nm = {ijm E RJ form= 1, 2, ... , M, qi,hi,h2 = 0 for 

i = 1, 2, ... , N and h1, h2 = 1, 2, .. ., Hi, and ENDALL=O 

2: while Mis not empty and ENDALL=O do 

3: Let ENDM = 0 

4: Find AP m, which is the AP with the highest traffic load in set M 

5: while ENDM=O and Nm is not empty do 

6: Find connection i, which is the one with the largest number of hops in set 

Nm 

7: Find h, which is the index number of the hop with AP m as the transmitter 

along the route of connection i 

8: Find Di,h and then call Pseudocode 4.2 for finding Ti,h 

9: Let Nm= Nm - {i} 
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10: end while 

11: Let M = M - { m} 

12: if ENDM=l and ENDALL=O then 

13: Let M = {1, 2, ... , M} and Nm= {ilm E Ri} 

14: end if 

15: end while 

16: if Ti,H; - Ti,I + 1 > di for any connection i then 

17: Let ENDALL=l 

18: end if 

4.3 Timeline coordination 

We then describe how to find Ti,h for a typical hop h of connection i with AP m and 

AP n as the transmitter and receiver, respectively. 

There are four different cases to be considered, depending on which hops have 

been scheduled along the route of the connection at the time of making scheduling 

decision for Ti,h· Case 1: no hop has been scheduled for connection i; Case 2: at least 

one upstream hop but no downstream hop has been scheduled for the connection; 

Case 3: at least one downstream hop but no upstream hop has been scheduled for 

the connection; and Case 4: at least one upstream hop and one downstream hop have 

been scheduled for the connection. Pseudocode 4.2 gives details of the scheduling, 
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where Lines 4-11 are for Case 1, Lines 13-23 for Case 2, Lines 25-35 for Case 3, and 

Lines 37-46 for Case 4. When a feasible solution is found, Line 49 updates the real-

time portion of the transmitting and receiving APs; otherwise the remaining part of 

the code either updates qi,hi,h2 or sets binary variables for stopping the scheduling 

process. Below we describe details of the code. 

The Pseudocode specifies an upper limit, Tmax, and a lower limit, Tmin' in Line 2 

so that all values oft in Lines 4, 14, 26 and 38 (corresponding to Cases 1, 2, 3, and 

4, respectively) can ensure Trt,m ~ Ts1, where Trt,m is the real-time portion of AP m, 

assuming Ti,h = t. The real-time portion of AP n is guaranteed in Lines 6, 17, 29 and 

40, respectively, for Cases 1, 2, 3, and 4. 

In Case 1 (Lines 4-11), Ti,h can take any timeslot in Vi,h as long as both Trt,m 

and Trt,n are not larger than Ts1. In Lines 7-9, the Pseudocode selects the timeslot 

which minimizes the real-time portion of AP m among all feasible timeslots. In Case 

2 (Lines 13-23), hop h' is the closest upstream hop of hop h among all hops that have 

been scheduled. The time to schedule packet i at hop h should be later than that 

at hop h
1 

by at least (h - h
1

) timeslots, in order to reserve at least one timeslot for 

each intermediate hop between hops h
1 

and h. That is, Ti,h should be larger than 

Ti h' by at least (h - h
1

) timeslots. The value of qi h' h in Line 15 is an additional 
' ' ' 

number of reserved timeslots for the intermediate hops. qi,h' ,h is set to zero initially 

(in Pseudocode 4.1), but a higher value may be required, since the packet may have 
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to be buffered in intermediate APs. When qi h' h = 0, one timeslot is reserved for each 

intermediate hop between hop h and h
1

• That is, the service time of each intermediate 

hop between the two hops has been determined after Ti,h is determined. However, that 

time may not be in the candidate set of the hop. In this case, the value of qi,h' ,h will 

be increased (in Case 4 of Pseudocode 4.2). The scheduling in Case 3 (Lines 25-35) is 

similar to that in Case 2 except that Ti,h should be less than ri,h" - ( h" - h) - qi,h,h", 

where hop h" is the hop closest to hop h among all the scheduled downstream hops. 

In case 4 (Lines 37-46), besides the same considerations as in Case 1, a timeslot is 

feasible only if t > Ti,h' + ( h - h') + qi,h' ,h and t < Ti,h" - ( h" - h) - qi,h,h". 

Finally, if a feasible timeslot for Ti,h is found, i.e., ri,h < oo, the real-time portions 

of APs m and n are updated in Line 49. Otherwise, the scheme treats Cases 1-3 and 

Case 4 differently. For Cases 1-3, Ti,h = oo means that no feasible schedule exists, and 

ENDALL is set to 1 (Line 52). When this value is returned back to Pseudocode 4.1, 

the scheduling scheme stops running. Note that ENDM is also set to 1 in Line 52 so 

as to stop the inner while-loop in Pseudocode 4.1, i.e., Pseudocode 4.2 is not called 

repeatedly. If Ti,h = oo in Case 4, then either there is no feasible solution or qi,hi ,hz 's 

are not sufficiently large for finding a feasible solution. In this case, qi,hi ,hz is updated 

as qi,h1 ,h2 = qi,hi,hz + 1 for all h1 :$ h
1 

and h2 2:: h". These updates will probably 

affect some or all other scheduled packets. Therefore, when these values are returned 

to Pseudocode 4.1, both M and Nm are re-initialized (Line 13 in Pseudocode 4.1) 
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and the scheme starts over again. During this process, if qi,hi,h2 > di for any hop 

between hops h
1 

and h", the scheduling process should stop, because the multihop 

transmission delay has exceeded the delay budget. This is done by setting both 

ENDALL and ENDM to 1 in Pseudocode 4.2 (Line 56), and Pseudocode 4.1 stops 

running when these values are returned. 

Pseudocode 4.2: Find Ti,h 

1: ri,h = oo and Ttemp = oo 3 Ttemp is a temporary variable 

2: Tmin = tm,max - Ts1 and Tmax = tm,min + Ts1 

3: if Case 1 then 

4: fort= Tmin: 1: Tmax do 

5: Find Trt,m and Trt,n 

6: if Trt,n ~ Ts1 and t E vi,h then 

7: if Trt,m < Ttemp then 

8: Let Ttemp = Trt,m and Ti,h = t 

9: end if 

10: end if 

11: end for 

12: else if Case 2 then 

13: Find hop h
1

, the hop closest to hop h among all the scheduled hops in the 

upstream of hop h 
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14: fort= Tmin: 1: Tmax do 

15: if t > ri,h' + ( h - h
1

) + qi,h' ,h then 

16: Find Trt,m and Trt,n 

17: if Trt,n ::; Ts1 and t E Vi,h then 

18: if Trt,m < Ttemp then 

19: Let Ttemp = Trt,m and Ti,h = t 

20: end if 

21: end if 

22: end if 

23: end for 

24: else if Case 3 then 

25: Find hop h
11

, the hop closest to hop h among all the scheduled hops in the 

downstream of hop h 

26: fort= Tmin: 1: Tmax do 

27: if t < ri,h" - (h
11 

- h) - qi,h,h" then 

28: Find Trt,m and Trt,n 

29: if Trt,n ::; Ts1 and t E 'Di,h then 

30: if Trt,m < Ttemp then 

31: Let Ttemp = Trt,m and Ti,h = t 

32: end if 
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33: end if 

34: end if 

35: end for 

36: else 

37: Find hops h
1 

and h", the ones closest to hop h among all the scheduled hops 

in the upstream and downstream of hop h, respectively 

38: fort= Tmin: 1: Tmax do 

39: if Ti,h' + ( h - h') + qi,h' ,h < t < Ti,h" - ( h
11 

- h) - qi,h,h" then 

40: if Trt,n ~ Ts1 and t E Di,h then 

41: if Trt,m < Ttemp then 

42: Let Ttemp = Trt,m and Ti,h = t 

43: end if 

44: end if 

45: end if 

46: end for 

47: end if 

48: if Ti,h =/: oo then 

49: Let Trt,m = Trt,m and Trt,n = trt,n 

50: else 

51: if Cases 1, 2, or 3 then 
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52: Let ENDALL=l and ENDM=l 

53: else 

54: Let qi,hi ,h2 = qi,hi ,h2 + 1 for all h1 :s; h
1 

and h2 2:: h" 

55: if any qi,hi ,h2 > di then 

56: Let ENDALL=l and ENDM=l 

57: else 

58: Let ENDALL=O and ENDM=l 

59: end if 

60: end if 

61: end if 

69 

Now we discuss the complexity of the ABS scheme. When scheduling a particular 

connection at an AP, ABS checks at most all timeslots in one SI before it can find a 

feasible timeslot or conclude that no feasible timeslot exists. Thus the running time 

of finding a feasible timeslot for one connection at AP m is at most aAss · T81 , where 

aAss is the running time of checking feasibility of one timeslot and assumed to be a 

constant. Then the running time of scheduling all connections at AP m is at most 

a Ass · Nm · Ts1 . If no packet is buffered in intermediate APs and no-rescheduling 

is triggered, the running time of scheduling all APs is at most aAss · T81 · M ·Nm. 

However, if the number of reserved timeslots is not sufficient, the scheduling process 

needs to be run again after qi,hi,h2 's are increased. In order to minimize the reserved 
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timeslots, we conservatively increase qi,hi,h2 by one timeslot each time until a feasible 

timeslot is found or a conclusion is reached that no feasible schedule exists. Therefore, 

the overall running time of the scheduling depends on the final values of qi,hi ,h2 's, 

which, however, are very difficult to find as they depend on the network topology, 

routing, traffic distribution, and delay tolerance within the network. The complexity 

of ABS will be tested based on actual CPU time in computer simulations. 
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4.4 Numerical results 

71 

In this section we present numerical results of the ABS scheme in comparison with the 

optimum scheduling (denoted as OPT) proposed in Chapter 3. We first consider the 

same WMN topology as in Fig. 3.1, adopt the same parameter settings as described 

in Section 3.5.1, and do snapshot experiments similar to those in Section 3.5.2. We 

then simulate Poisson traffic arrivals and collect connection level performance using 

ABS. 
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4.4.1 Snapshot experiments: Trt,max and Wmax 

72 

We first fix the number of hops of each connection to 3 and vary the number of 

connections as described in Section 3.5.2. Figs. 4.1, 4.2 and 4.3 compare the Trt,max 

using ABS and OPT in the WMN where 9, 3 and 1 frequency channels are available, 

respectively. We observe that using ABS results in the same Trt,max as using OPT at 

some instances. This indicates that ABS is able to efficiently utilize wireless resources 

as OPT does at these instances. We also observe that ABS does result in slightly 

larger Trt,max than OPT in other cases, because ABS schedules one AP at a time and 

does not search all possible schedules globally as OPT does. Overall, these results 
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indicate that the basic idea of giving a higher priority to APs with a higher traffic 

load in ABS works well in efficiently allocating the radio resources. 
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Figure 4.4: Maximum packet transmission delay: ABS and OPT (c=9) 

Then we fix the number of connections to 5 and vary the number of hops of 

each connection as described in Section 3.5.3. Figs. 4.4, 4.5 and 4.6 compare Wmax 

using ABS and OPT in the WMN where 9, 3 and 1 frequency channels are available, 

respectively. It is shown that the maximum delay given by ABS is lower than the 

delay budget of 60 ms, although ABS may result in longer delay than OPT at some 

instances. These results indicate that ABS can satisfy the delay requirement of the 

real-time traffic. 
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4.4.2 Poisson traffic 

We then change the simulation scenario to Poisson arrival connections with 

exponential connection duration as described in Section 3.5.4. 

Figs. 4.7, 4.8 and 4.9 compare the connection blocking rate of ABS and OPT in 

the 3 x 3 WMN where 9, 3, and 1 frequency channels are available, respectively. The 

blocking rate of ABS is very close to that of OPT, and this implies that the capacity 

using ABS is close to that using OPT. For instance, for a given blocking rate of 13, 

the capacity given by ABS and OPT is 0.42 and 0.49 Erlangs (c=9), respectively. 

That is, ABS can achieve around 853 of the optimal capacity in this case. It is also 
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shown that with fewer frequency channels, the performance gap between ABS and 

OPT increases slightly. For example, when c = 1, the capacity given by ABS and 

OPT, respectively, is 0.33 and 0.42 Erlangs, meaning that ABS can achieve around 

803 of the optimal capacity in this case. With stronger co-channel interference, the 

scheduler should search more timeslots in order to find a feasible solution. However, 

ABS does not search all possible schedules, therefore results in increased performance 

gap from the optimum scheduling. 

We further simulate the connection blocking performance of both ABS and OPT 

in the 1 + 2 x 4 and 1 + 4 x 2 topologies shown in Fig. 4.10. The transmission range 

and interference range of each AP are 150m and 250m, respectively. The home AP 
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with an active MS is randomly selected from all the APs in the network with equal 

probability. The difference in the topologies is the number of mesh APs that the root 

AP directly communicates with and the maximum number of hops of mesh APs to 

the root AP. Fig. 4.11 shows that the connection blocking rate of ABS is close to 

that of OPT in both topologies. It is also seen from the figure that the blocking rate 

in the 1 + 4 x 2 topology is higher than that in the 1 + 2 x 4 one. Comparing the 

two topologies in Fig. 4.10 we find that i) in the 1+2 x 4 topology, connections may 

experience shorter delay as on average each connection traverses a fewer number of 

hops; and ii) in the 1 + 2 x 4 topology, traffic can be distributed in four different 

"branches" before (for the uplink) or after (for downlink) the root AP, but only two 
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"branches" in the 1 + 4 x 2 topology. 

4.4.3 Running time 

77 

Now we compare the running time of ABS and OPT based on snapshot experiments. 

We first consider the 3 x 3 topology with 9 frequency channels and the system setting 

as described at Section 3.5.1. We set the channel transmission rate to 2Mbps and vary 

the number of connections. Both ABS and OPT are run at an IBM server with dual 

2.4 GHz Pentium 4 Xeon processors with 1 GB of memory. Fig. 4.12 shows that the 

running time of ABS is several magnitudes lower than that of OPT, and the difference 

between the two curves increases with traffic load. The running time of OPT increases 
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exponentially with the number of connections as explained in Section 3.4, while the 

running time of ABS increases much slower with the number of connections. This 

indicates that ABS is a more practical method than OPT for scheduling in a WMN 

with moderate or high traffic load. 

We then run ABS in the 1 + 2 x 4, 3 x 3 and 1 + 4 x 2 topologies and set the 

channel transmission rate to l lMbps. Fig. 4.13 shows the running time of ABS in 

the three topologies. The running time of ABS in 1 + 4 x 2 topology is the largest 

in the three topologies, because the connections in the 1 + 4 x 2 topology generally 

have more hops to the root AP than the connections in the other two topologies. It is 

also shown from the figure that the running time of ABS can be very large when the 
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traffic load is relatively high and connections have a long route (e.g., 17 connections 

in 1 + 4 x 2 topology ) . This is because once the reserved timeslots for any hop 

of any connection are not sufficient, the ABS scheme has to restart and may need 

multiple iterations before finding a feasible schedule. Thus the complexity of ABS 

can be high for supporting real-time applications in a WMN with a high traffic load, 

and a scheduling scheme with lower complexity is desired. 
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Figure 4.11: Connection blocking rate of ABS and OPT: different topologies ( c = 3) 

4.5 Summary 

In this chapter we have proposed an AP-based scheduling (ABS) scheme for 

supporting real-time CBR traffic in WMNs. In ABS, APs with higher traffic loads 

are given a higher priority and their scheduling decisions are made before those with 

lower traffic loads. It is shown that ABS achieves capacity performance close to that 

of the optimum scheduler but with lower complexity. On the other hand, the 

complexity of ABS can still be high (even much lower than OPT) and performing 

ABS can take a long time in a WMN supporting a relatively large number of 

connections with long routes. In the next chapter we will propose a 
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connection-based scheduling scheme to further reduce the complexity of the 

scheduling. 
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Chapter 5 

Connection-based Scheduling 

The ABS scheme proposed in Chapter 4 achieves capacity performance very close to 

that of the global optimal scheduling. However, its complexity can also be high. In 

this chapter we propose a connection-based scheduling (CBS) scheme for supporting 

real-time traffic in a WMN. The intention of the CBS scheme is to reduce the 

complexity of the scheduling while supporting as many connections in the WMN as 

possible. In the CBS scheme, connections with a larger number of hops are given a 

higher priority and their scheduling decisions are made first. Connections traversing 

a fewer number of hops use resources remaining from serving connections with a 

higher priority. The scheduling decisions for higher priority connections are made 

independent of those for lower priority ones. This simplifies the scheduling process, 

as compared with ABS. For each packet, CBS first determines the transmission time 
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at the AP with the highest traffic load along its route. In order to evaluate the 

performance of the CBS, a connection-based optimum scheduling is then developed, 

where scheduling decisions for multiple hops of each connection are jointly 

optimized with an objective to minimize the total amount of required radio 

resources, subject to the delay requirement of each connection. 

5.1 Connection-based scheduling 

We consider the same system as described in Section 3.1. As in Chapter 4, the CBS 

scheme is performed when a new connection request arrives. When making scheduling 

decisions, the scheduler assumes that the new connection is already in the network. 

At the end of the process, if a feasible solution can be found, the new connection is 

accepted and all connections are transmitted based on the new schedule; otherwise, 

the new connection is blocked and existing connections keep the current transmission 

schedule. 

In general, connections with a larger number of hops are more likely to experience 

a longer delay. Thus their scheduling decisions are made earlier, and the scheduling 

decisions of connections with a fewer number of hops are made using the remaining 

resources. For a given packet/connection i, let h* be the hop whose transmitter is 

the AP with the highest traffic load along the route of the connection, where traffic 

load of an AP is defined the same as in Section 4.2. The value of Ti h* is determined , 
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first, and transmitting times at other hops along the route of the packet are then 

determined one by one from hop h* - 1 to the first hop, and then from hop h* + 1 to 

hop Hi. 

An outline of the CBS scheduling is given in Pseudocode 5.1, where Lines 3-14 

give steps for scheduling all hops of one connection. Line 5 is to call Pseudocode 

5.2 for finding the transmission time at the h*th hop, Lines 6-10 are for finding 

the transmission time for all the upstream hops, and Lines 11-15 are for finding 

the transmission time for all the downstream hops. ENDALL is a binary variable 

initialized to zero. It is set to 1 either because the latency requirement of the packet 

cannot be satisfied (Lines 17-19), or no sufficient radio resource available (as will be 

described in Pseudocode 5.2). The scheduling process stops when a feasible solution 

is found for all packets, or ENDALL is equal to 1. In the latter case, no feasible 

schedule is found and the new connection request is rejected. 

Pseudocode 5.1: Outline of CBS 

1: Let N = {1, 2, ... , N} and ENDALL=O 

2: while N is not empty and ENDALL=O do 

3: Find connection i, which is the one with the largest number of hops in set N 

4: Find h*, which is the index number of the hop that has the AP with the highest 

traffic load as transmitter along the route of connection i 

5: Find vi,h* and then find Ti,h* using Pseudocode 5.2 
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6: Let h = h* 

7: while ENDALL=O and h > 1 do 

8: Leth= h - 1 

9: Find Vi,h and then find Ti,h using Pseudocode 5.2 

10: end while 

11: Leth= h* 

12: while ENDALL=O and h < Hi do 

13: Let h = h + 1 

14: Find Vi,h and then find Ti,h using Pseudocode 5.2 

15: end while 

16: N =N - {i} 

17: if Ti,H; - Ti,l + 1 > di then 

18: Let ENDALL = 1 

19: end if 

20: end while 

We then describe how to find Ti,h for a typical hop h of packet i with APs m and 

n as the transmitter and receiver, respectively. Similar to ABS, before finding Ti,h we 

need to find the candidate set, Vi,h· The process to find Vi,h in CBS is exactly the 

same as described in Section 4.1. 

There are three different cases to be considered, depending on whether the 
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immediate upstream or downstream hop has been scheduled for the packet at the 

time of determining Ti,h· Case 1: no hop has been scheduled for the packet; Case 2: 

the immediate upstream hop, i.e., the (h - 1)-st hop, has been scheduled for the 

packet; and Case 3: the immediate downstream hop, i.e., the (h + 1)-st hop, has 

been scheduled for the packet. Based on the outline in Pseudocode 5.1, it is 

impossible to have both Ti,h-l and Ti,h+l determined before determining Ti,h· 

Pseudocode 5.2 gives details of the scheduling, where Lines 4-12 are for Case 1, 

Lines 13-23 are for Case 2, and Lines 24-34 are for Case 3. In Case 1 (Lines 4-

12), any timeslot in Vi,h can be Ti,h as long as both Trt,m and Trt,n can still be kept 

within one SI after Ti,h has been determined. In Case 2 (Lines 13-23), besides the 

same considerations as in Case 1, the Pseudocode selects the timeslot for Ti,h from all 

available timeslots so that i) Ti,h > Ti,h-l to ensure the processing time in the h-th 

hop is later than that in the (h - 1)-st hop, and ii) Ti,h - Ti,h-I is minimized in order 

to minimize the delay between successive hop transmissions. The scheduling in Case 

3 (Lines 24-34) is similar to that in Case 2 except that Ti,h < Ti,h+l and Ti,h+l - Ti,h 

is minimized. If Ti,h = oo after this process, there is no feasible solution to schedule 

this packet, and ENDALL=l (Line 39). Otherwise, the real-time portion of AP m 

and AP n are updated in Line 37. 

Pseudocode 5.2: Find Ti,h 

1: Let Ti,h = oo 
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2: Let T min = tm,max - Ts1 and T max = tm,min + Ts1 

3: Lett= Tmin and ENDM=O 

4: if Case 1 then 

5: while t S Tmax and ENDM=O do 

6: Find Trt,n 

7: if Trt,n S Ts1 and t E Vi,h then 

8: Let Ti,h = t and ENDM= 1 

9: else 

10: t = t + 1 

11: end if 

12: end while 

13: else if Case 2 then 

14: fort= Tmin: 1: Tmax do 

15: Find Trt,n 

16: if Trt,n S Tsr and t E Vi,h then 

17: if t > Ti,h-l then 

18: if t - Ti,h-1 < Ti,h - Ti,h-1 then 

19: Let Ti,h = t 

20: end if 

21: end if 
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22: end if 

23: end for 

24: else 

25: fort= Tmin: 1: Tmax do 

26: Find Trt,n 

27: if Trt,n :S Ts1 and t E Di,h then 

28: if t < Ti,h+l then 

29: if Ti,h+l - t < Ti,h+l - Ti,h then 

30: Let Ti,h = t 

31: end if 

32: end if 

33: end if 

34: end for 

35: end if 

36: if Ti,h /= 00 then 

37: Update Trt,m and Trt,n 

38: else 

39: Let ENDALL=O 

40: end if 
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Now we analyze the complexity of the CBS scheme. For each hop of connection i, 
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CBS checks at most all timeslots in one scheduling interval to find Ti,h· Thus the total 

running time for determining Ti,h is at most acBs · Ts1, where acBs is the running 

time for checking the feasibility of one timeslot in CBS and assumed to be a constant. 

For a connection with Hi hops, the total running time of scheduling all hops is at 

most acBs · Hi · Ts1, and the total running time of scheduling all N connections is 

N 

rcBs ::; acBs L Hi · Ts1. 
i=l 

Due to Hi ::; M, the complexity of CBS is 

O(N · M · Ts1). 

5.2 Connection-based optimum scheduling 

(5.1) 

(5.2) 

In order to examine the performance of the CBS scheme, we formulate a connection-

based optimum scheduling (OPT-CB). The basic idea is similar to CBS. That is, 

connections with more hops are given a higher priority in making scheduling decisions. 

The connection-based optimum scheduling for connection i is performed after the 

scheduling decisions for all higher priority connections are made. We use the same 

notations, Ti,h and Vi,h, respectively, to denote processing time at the hth hop of 

connection i and the candidate set of timeslots for Ti,h· An outline of the connection-

based optimum scheduling is shown in Pseudocode 5.3. 

Pseudocode 5.3: Connection-based optimum scheduling 
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1: Let N = {1, 2, ... , N} and ENDALL = 0 

2: while N is not empty and ENDALL = 0 do 

3: Find connection i, which is the connection with the largest number of hops in 

set N 

4: Find Vi,h's for h = 1, 2, ... , Hi 

5: Find Ti,h's for all h = 1, 2, ... , Hi by solving Problem 5.1 

6: if no feasible solution then 

7: Let ENDALL = 1 

8: else 

9: Let N = N - { i} 

10: end if 

11: end while 

Since values of Ti,h's for all h = 1, 2, ... , Hi of connection i are jointly determined 

in the connection-based optimum solution, we use mi,h to denote the transmitting 

AP of the h-th hop of connection i in order to distinguish the APs at different hops 

of the connection. The objective of the optimum scheduling is to minimize the 

maximal real-time portion of the APs along the route of connection i, since the 

network capacity is limited by the AP with the highest traffic load. That is, 

minimize Trt 
H rr = maxh~1.1.rtm·h· 

- ' t, 
The connection-based optimization problem is 

formulated as 
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Problem 5.1: 

s. t. 

min Trt 
[T;,h], Trt 

Ti,h < Ti,h+l, h = 1, ... ,Hi 

where h,h] is a vector with Ti,h (h = 1, ... ,Hi) as its entry. 
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(5.3) 

(5.4) 

(5.5) 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

Note that such an optimization problem is solved for each of the N connections. 

In the above formulation, the constraint in (5.4) is to ensure that an upstream AP 

transmits the packet before a downstream one does; the constraint in (5.5) is to 

guarantee the delay performance of the packet; the constraint in (5.9) defines the 

domain of ri,h, and the constraint in (5.8) indicates the upper bound of the real-time 

portion. The left-hand side of constraints in (5.6) and (5. 7) defines the real-time 

portion of each AP along the route of connection i after Ti,h's are determined, where 

tm;,h,min and tm;,h,max are defined in the same way as in Section 4.1. When Ti,h < 

tm;,h,min, (5. 7) gives the updated real-time portion of AP mi,h and Ti,h -tm;,h,min+ 1 ::; 0 

(i.e., (5.6) is true); when Ti,h > tm;,h,max, (5.6) gives the updated real-time portion of 
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the AP and tm;,h,max -Ti,h + 1 ~ 0 (i.e., (5.7) is true); when tm;,h,min < Ti,h < tm;,h,max, 

the real-time portion of the AP is unchanged and both (5.6) and (5.7) are true. 

The objective function and all constraints except (5.9) are linear. For (5.9) all 

values in 'Di,h's are integers, but 'Di,h may not include consecutive integers. We divide 

'Di,h into multiple subsets, each of which includes a sequence of consecutive integers. 

That is 'Di,h = LJ~:;,; 'Di,h,v, where 'Di,h,v is the v-th consecutive subset of Vi,h, and 

Vi,h is the total number of such consecutive integer sets in 'Di,h· This is done for all 

h = 1, 2, ... , Hi· The original optimization problem is then divided into Vi,1 x \!i,2 x 

... x Vi,H; subproblems, each of which is an integer linear programming problem. We 

can then use the branch-and-bound method to solve all the subproblems. We use 

[Ti,l, Ti,2, ... , Ti,H;] = X~1 ,v2 , ... ,vn to represent the solution to the Subproblem when 
' 

'Di,l is replaced with 'Di,1,v1 , 'Di,2 is replaced with 'Di,2,v2 , ... , 'Di,H; is replaced with 

'Di,H;,vn;, and the corresponding Trt is denoted as r:1,v
2

,. . .,vn;. The final solution to 

Problem 5.1 is the solution to the subproblem that gives the minimum r:1,v2,. . .,VH 
• 

among all the subproblems. 

5. 3 Numerical results 

In this section, we compare the CBS scheme with the connection-based optimum 

scheduling (OPT-CB), ABS, and OPT. We also compare these scheduling solutions 

with the earliest deadline first (EDF) scheduling scheme [46]. EDF is known to 
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Figure 5.1: Connection blocking rate: different schemes (C =lMbps, c = 9) 
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provide the optimal delay performance in the deterministic environment. When it 

is applied in a wireless mesh network, packets with less delay budgets available are 

given a higher priority in the timeline coordinations. This may happen when multiple 

packets from different links compete for the same AP, or transmissions of two links 

interfere with each other. We refer to this version of EDF as a modified earliest 

deadline first (MEDF) scheme. Real-time CBR connections arrive to the system 

according to a Poisson process (except for Fig. 5.19 which is based on snapshot 

experiments). We use the same default system parameters as in Section 3.5.1. 
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Figure 5.2: Average packet transmission delay: different schemes(C =lMbps, c = 9) 

5.3.1 Performance vs. traffic load 

We first consider the same 3 x 3 topology as shown in Fig. 3.1. Fig. 5.1 compares the 

connection blocking rates of different schemes. From this figure we observe that OPT 

achieves the best blocking performance, the blocking performance of ABS is slightly 

higher, the connection-based schemes (CBS and OPT-CB) have higher blocking rate 

than ABS, and MEDF has the worst blocking performance among all the schemes. 

As explained in Chapter 4, ABS first considers how to efficiently utilize the radio 

resources of individual APs, especially the ones with heavier traffic load, and leaves the 

performance of individual packet transmissions as the second consideration. Although 
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Figure 5.3: A WMN with 6 x 6 topology 

this makes ABS more complicated, it does improve the network capacity. In contrast, 

CBS must complete scheduling all hops of a connection before scheduling the next 

connection. During this process, it may have to sacrifice the resource utilization of 

the APs. Therefore, ABS can achieve better blocking rate performance (for a given 

offered traffic load) or capacity performance (for a given blocking rate requirement) 

than CBS. 

Meanwhile, we can also see from Fig. 5.1 that the connection blocking rate 

performance using CBS is very close to that using ABS. For a given mesh topology, 

there are two main aspects that can affect the packet transmission performance: the 

number of hops of the connections and traffic load distribution among the APs. 
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First, by giving a higher priority to the connections traversing more hops, the 

proposed CBS scheme reduces the probability that a connection is rejected because 

its delay requirement cannot be satisfied. Second, by giving the highest priority to 

the AP with the highest traffic load along the route of each connection, the 

proposed CBS scheme reduces the probability of connection rejection because there 

are not any available timeslots at the APs. 

It is also seen from Fig. 5.1 that the proposed CBS scheme achieves much lower 

connection blocking rate than MEDF, as MEDF does not take into consideration 

multihop transmissions of the packets and therefore results in poor connection 

blocking performance. For a given connection blocking rate requirement, using CBS 
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Figure 5.5: Connection blocking rate: 6 x 6 topology ( C =2Mbps, c = 3) 

can accept more real-time CBR connections than using MEDF. 
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We then look at the packet level performance. The maximum delay of all packets 

is guaranteed by admission control. Therefore in Fig. 5.2 we only show the average 

delay performance of admitted connections. CBS has better delay performance than 

ABS because CBS minimizes the delay at successive hops. We also observe that OPT 

has larger delay than all other schemes. This is because OPT sacrifices the delay 

performance in order to obtain the best capacity performance. Although MEDF 

provides the best mean delay performance, it is at a price of significantly higher 

connection blocking rate as shown in Fig. 5.1. 

Next we consider a WMN with more APs. Fig. 5.3 shows a WMN with 6 x 6 
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grid topology. Figs. 5.4, 5.5 and 5.6 show the connection blocking rate when c=36, 3 

and 1, respectively. With more frequency channels available, the connection 

blocking rate decreases since more timeslots are available for different APs to 

transmit simultaneously. All three figures show that the connection blocking rate 

using ABS and CBS is much lower than that using MEDF. This observation is 

consistent with that based on the 3 x 3 topology. When co-channel interference is 

moderate (c = 3) or there is no co-channel interference (c = 36), ABS achieves a 

slightly lower connection blocking rate than CBS, or the network capacity using 

CBS is very close to that using ABS. When there is strong co-channel interference, 

e.g., all APs share the same frequency channel, the performance gap between CBS 
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Figure 5.7: Average packet transmission delay: 6 x 6 topology (C =2Mbps, c = 3) 

and ABS becomes obvious. The system capacity is mainly limited by the AP with 

the highest traffic load. With ABS the AP with the highest traffic load is scheduled 

first, its scheduling is not subject to co-channel interference, and therefore its radio 

time is utilized with the highest efficiency. When co-channel interference becomes 

stronger, efficiently utilizing the AP resources becomes more important. In this 

case, ABS achieves much better capacity performance than CBS. 

Fig. 5.7 shows that CBS achieves lower average packet transmission delay than 

ABS, and MEDF has the lowest average packet transmission delay among the three 

schemes. This is consistent with the delay performance in the 3 x 3 topology. 

We now look at the performance of WMNs with randomly generated topologies. 
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Distance (m) 

We consider that co-channel interference is not present. This is either due to careful 

frequency planning, or one frequency channel is exclusively assigned to each AP. 

We randomly place 20 APs in a 400m x 400m area. These APs form an irregular 

topology. An example of such topology is shown in Fig. 5.8. Twenty different such 

random topologies are generated. In each topology, one AP is randomly selected 

as the root AP. MSs are uniformly distributed in the network area, and each MS 

is associated to the AP closest to it. The system performance shown in Figs. 5.9 

and 5.10 is averaged over the twenty random topologies. Fig. 5.9 shows that the 

connection blocking rates of ABS and CBS are very close to each other and a lot 

lower than that of MEDF. Fig. 5.10 shows that CBS achieves lower average packet 
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Figure 5.9: Connection blocking rate: random topology (C =2Mbps) 

transmission delay, and MEDF achieves lower delay than both ABS and CBS. 
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In the following, we investigate the capacity of WMNs and packet transmission 

performance based on both ABS and CBS, and find the effects of physical channel 

transmission rate, network topology, real-time traffic delay requirement on the system 

performance. 

5.3.2 Performance vs. physical transmission rate 

Fig. 5.11 shows that the connection blocking rate in the 6 x 6 topology is decreased 

significantly with the increase of the channel transmission rate. For example, when 

C is doubled from 5.5Mbps to llMbps, the connection blocking rate of ABS is 
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Figure 5.10: Average packet .transmission delay: random topology ( C =2Mbps) 

decreased from 0.2% to 0.01%. Another observation is that with the increase of 

channel transmission rate, the performance gap between the three heuristic schemes 

increases. This is especially obvious for the difference between MEDF and the two 

proposed schemes. 

5.3.3 Performance vs. latency requirements 

Now we look at the system performance for real-time CBR traffic with different delay 

requirements. Fig. 5.12 shows the connection blocking rate of real-time CBR traffic 

with delay budget from 30ms to 80ms in the 6 x 6 topology. We observe that when 

the delay budget is relatively tight, such as between 30ms and 50ms, the connection 
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blocking rate using both ABS and CBS is relatively high, and a more relaxed delay 

budget results in lower connection blocking rate. This implies that when the delay 

budget is tight, a new connection request can be rejected because its delay requirement 

cannot be satisfied. When the delay budget is 60ms or higher, further increasing the 

delay budget does not affect the connection blocking performance, meaning that the 

non-zero connection blocking rate is caused by insufficient bandwidth (number of 

timeslots). 

It is also shown that the blocking rate of MEDF is not much affected by the 

delay budget requirement. This is because MEDF always schedules the packet with 
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Figure 5.12: Connection blocking rate: different delay budgets (A =1 Erlang, c = 3) 

the smallest delay budget first. As a result, packet losses are seldom caused by 

unsatisfactory latency performance. This is true even when the delay requirement is 

as low as 30ms. 

5.3.4 Two types of connection blocking 

A connection may be rejected due to either of the two reasons: i) there is no sufficient 

bandwidth (or number of timeslots) available to serve the connection; and ii) the delay 

requirement of the connection cannot be satisfied. In the experiment below, we count 

the number of connections rejected due to each of the two reasons separately, then 

divide the number by the total number of rejected connections and generate the 
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blocking percentage due to bandwidth limit and blocking percentage due to delay 

budget. Fig. 5.13 shows that for all the three schemes, i.e., ABS, CBS, and MEDF, 

the majority of connection rejections is due to the bandwidth limitation in the 6 

x 6 topology. This demonstrates that bandwidth is the dominant factor restricting 

the system capacity in the considered system scenario. This is consistent with the 

conclusion drawn in Chapter 3 based on the optimal numerical results in the 3 x 3 

topology. 

In addition, Fig. 5.13 explains the capacity performance gap among ABS, CBS 

and MEDF. ABS has the lowest blocking percentage due to bandwidth limit. This 

implies that ABS is able to utilize the radio resources more efficiently. The blocking 
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percentage due to delay budget is the lowest for MEDF, since MEDF always gives 

the packet with the minimum delay budget the highest priority. On the other hand, 

MEDF has the highest blocking percentages due to bandwidth limit, and thus the 

highest connection blocking rate. The blocking percentages due to bandwidth and 

delay budget of CBS are between the corresponding ones of ABS and MEDF. By 

giving a higher priority to the AP with the highest traffic load along the route of each 

connection, CBS has better capacity performance than MEDF. By minimizing the 

latency at each hop, CBS has better delay performance than ABS. 

5.3.5 Performance vs. network topologies 

We then consider WMNs with three different topologies, the 3 x 3 topology as shown 

in Fig. 3.1, and the 1+2x4 and 1+4x2 topologies as shown in Fig. 4.10. In Fig. 5.14, 

we compare the connection blocking rate of CBS in the three mesh topologies. It is 

seen that the connection blocking rate is the lowest in the 1+2 x 4 topology, and 

highest in the 1+4x2 topology. For access traffic, the bottleneck of a WMN is the 

root AP or the APs one hop away from it [84]. The system bottleneck can be any AP 

from AP 1 to AP 5 in the 1+2x4 topology, APs 1, 2, 4, and 5 in the 3x3 topology, 

and from AP 1 to AP 3 in the 1+4x2 topology. We define the system bottleneck 

region size (BRS) as the number of possible system bottleneck APs in a WMN. The 

B RS is 5 in the 1+2 x 4 topology, 4 in the 3 x 3 topology, and 3 in the 1 +4 x 2 topology. 
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A larger BRS allows traffic to be more evenly distributed in the network, resulting in 

higher network capacity and lower connection blocking rate. 

Fig. 5.15 shows the average packet transmission delay in different topologies. The 

1+2 x 4 topology has the lowest average delay and the 1+4x2 one has the highest 

average delay. This is mainly due to the number of hops that connections have to 

traverse-a larger number of hops results in a longer delay. 

5.3.6 Performance vs. network sizes 

We compare the connection blocking rate in three topologies, 4x4, 5x5, and 6x6 

grids with 16, 25 and 36 APs, respectively. The 4x4 and 5x5 topologies are shown 
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in Fig. 5.16, and the 6x6 topology is shown in Fig. 5.3. Fig. 5.17 shows that the 

connection blocking rate of CBS increases slightly with the network size for a given 

traffic load. In other words, the system capacity decreases slightly with the increase 

of the network size. This is because with the increase of network size, the delay of 

each connection can be increased, which may increase the connection blocking rate. 

5.3. 7 Performance vs. number of frequency channels 

Co-channel interference prevents the APs that share the same frequency channel from 

transmitting simultaneously. Fig. 5.18 shows that with the increase of the number of 

frequency channels, the connection blocking rate is decreased accordingly, indicating 
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Figure 5.16: WMNs with 4 x 4 and 5 x 5 topologies 

an increase in the system capacity. With more channels available, more APs can 

transmit at the same time using different frequency channels. As a result, more 

connections can be supported in the WMN. 

We also observe that the connection blocking rate does not decrease much when 

the number of frequency channels is increased from 3 to 36. This indicates that 3 

frequency channels are sufficient to prevent most of the co-channel interference in 
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the considered network using the proposed scheduling scheme. Further increasing 

the number of frequency channels does not improve the system capacity, which is 

now limited by the number of available timeslots in each scheduling interval, or the 

capacity of individual APs. Adding more radios to the APs may further improve the 

system capacity as will be shown in Section 6.2. 

5.3.8 Running time of CBS and ABS 

Now we compare the running time of ABS and CBS. We consider the 6 x 6 

topology without co-channel interference. The system setting and parameters are 

the same as described in Section 4.4.3. Fig. 5.19 shows the running time of CBS and 
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Figure 5.18: Connection blocking rate: different number of frequency channels (ABS) 

ABS. The running time of CBS is lower than that of ABS, and the difference 

increases significantly with the traffic load. The figure shows that the running time 

of ABS may be larger than the tolerable delay (e.g. 1 or 2 seconds) for establishing 

a new connection when the number of connections is relatively large. In contrast, 

the running time of CBS increases linearly with the number of connections, as 

derived in (5.2). Therefore, CBS is more suitable for WMNs with a relatively heavy 

traffic load and is able to rapidly generate schedules for real-time connections. 

In summary, ABS can be used as an approximation of the optimum scheduling, 

and CBS archives slightly lower capacity performance than ABS but with much lower 

complexity. 
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In this chapter, we have proposed a connection-based scheduling (CBS) scheme for 

supporting real-time CBR traffic in a WMN. The scheme achieves connection 

blocking performance close to the ABS scheduling while providing satisfactory delay 

performance at lower complexity. Both ABS and CBS schemes can be extended to a 

WMN with multi-radio APs and to support VBR real-time traffic. These extensions 

are presented in the next chapter. 



Chapter 6 

Extensions of Proposed Scheduling 

Schemes 

The proposed ABS and CBS schemes in the previous two chapters are limited to 

schedule CBR traffic in a WMN with single-radio APs. However, these conditions 

can be relaxed. In this chapter, both the ABS and CBS schemes are extended to 

i) schedule real-time VBR traffic, and ii) schedule real-time traffic in a WMN with 

multi-radio APs. 
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6.1 Scheduling of real-time VBR traffic 

6.1.1 Introduction 

There are two basic approaches to serving real-time VBR traffic. One is to 

dynamically allocate network resources based on the instantaneous packet arrival 

rate and buffer status; the other is to allocate a constant service rate to the VBR 

traffic. The objective for the resource allocation methods is to satisfy the delay and 

packet loss requirements of the VBR traffic, while efficiently utilizing the network 

resources. 

Dynamic resource allocation for serving VBR traffic can utilize the network 

resources more efficiently and has been studied extensively for wireline networks, for 

example in [85] [86], and single-hop wireless networks, for example in [87] [88]. 

However, it is very difficult to implement these methods in WMNs. First of all, a 

packet transmission at any given time involves two APs, one transmitting and one 

receiving. In a WMN, the timeline arrangement of an AP affects that of the APs 

one hop away from it, i.e., the APs directly communicating with it, and may further 

affect the timeline arrangement of other APs in the same network. Moreover, APs 

sharing the same frequency channel may cause co-channel interference to each other. 

Thus adjusting the packet transmission time at one AP may change the interference 

condition of other APs and probably further the interference condition in the entire 
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network. In addition, signaling exchange for coordinating the timelines of the APs 

and distributing the scheduling decisions can be time consuming in the multihop 

mesh environment. Therefore, dynamically adjusting wireless resources allocations 

on a packet-by-packet basis is not practical for supporting real-time VBR traffic in 

WMNs. 

A more practical approach is to use relatively static resource allocation methods. 

In this section we propose to use a constant rate to serve each VBR connection so 

that a number of timeslots are allocated to each VBR connection periodically. In 

this way, updating the scheduling decisions is only required when the new connection 

arrives, but not needed before every packet transmission. This is reasonable since the 

initial access delay (e.g., 1 or 2 seconds) can be much longer than the tolerable packet 

transmission delay (e.g., a few tens of milliseconds). 

6.1.2 Scheme 

We consider homogeneous real-time VBR traffic. Each connection is modelled by a 

superposition of NP ON-OFF mini-sources, each of which has two states-ON state 

and OFF state [89] [90]. During the ON state the mini-source generates packets at 

a constant rate, Rp packets per second, and during the OFF state there is no packet 

generated. For each mini-source, let a and (3 be the transition probabilities from the 

ON state to the OFF state and from the OFF state to the ON state, respectively. 
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Both the ON and OFF intervals are exponentially distributed, and thus the average 

ON and OFF intervals are Ton= 1/a and Taff= 1//3, respectively. Each connection 

has strict delay and packet loss rate requirements. Each connection has a delay 

budget, denoted as d, and packet loss rate, denoted as p. A packet is dropped if its 

experienced delay exceeds d. Packet losses can also be caused by background noise 

and co-channel interference. Background noise is not considered, as it is usually much 

less than co-channel interference. Let Pd be the packet loss rate due to long delay, 

and Pc the packet loss rate due to co-channel interference. We assume that the buffer 

space at each AP is sufficiently large so that there is no packet loss due to buffer 

overflow. The required buffer size at the APs in order to achieve this objective will 

be given below. The relationship between Pd, Pc and pis given by p =Pd+ (1- Pd)Pc· 

We consider that a packet transmission is successful only if there is no other AP 

transmitting within the interference range of the considered receiver. Both ABS and 

CBS can ensure this condition. Therefore, Pc = 0 and p = Pd· 

Our approach to serving a VBR connection is to first convert it into a CBR 

connection. This is achieved by having the first hop AP to serve the VBR connection 

at a constant rate, Ce· In order to simplify the presentation we define the home hop 

as the first hop of the VBR connection. This is the hop from the MS to its home AP 

for the uplink, and from the root AP to the next downstream AP in the downlink. 

Other hops along the route of the connection are referred to as the mesh hops of 
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the connection. Once the connection has passed the home hop, it is converted to a 

CBR connection, and can be served based on scheduling decisions using either ABS 

or CBS. The QoS performance of the VBR connection can be found by combining 

the service quality along the home hop and along the mesh hops. Both the home hop 

and the mesh hops involve transmission delay. Let dh and dm = d - dh, respectively, 

represent the delay budgets allowed for the home hop and the mesh hops. For an 

admitted connection, packet losses only occur along the home hop, because beyond 

that the connection is equivalent to a CBR connection and the service rate is equal 

to the packet generation rate of the CBR connection. Therefore, only the home hop 

transmissions contribute to the value of Pd· Based on this, the rate Ce can be found 

by using the concept of effective bandwidth (EB) [91]: 

[
Rp (a+ {3)b] 

2 
aRpb 

2 - 2 ln(l/pd) + ln(l/pd)' 
(6.1) 

where 

(6.2) 

is the required buffer size at the AP of the home-hop. Ce is the constant rate to serve 

the VBR connection in order to guarantee the packet delay (for the home hop) and 

loss rate requirement and its value can be found numerically from ( 6.1) and ( 6. 2). 

Given the EB of each VBR connection, the scheduler virtually performs the ABS 

or CBS scheduling scheme along the mesh hops of the connections assuming each 

VBR connection is a CBR connection with rate Ce. The scheduling is done for all 
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existing connections and the new connection. The transmission delay along all the 

mesh hops for connection i, Wm,i, then can be found after the virtual scheduling is 

done. If Wm,i ::;; dm for all existing connections and the new connection, the new 

connection can be accepted. Otherwise, the connection is rejected. Note that upon 

the time when the new connection is admitted in the system, the scheduling decisions 

for the new connection have been done and those for existing connections have been 

updated. The overhead for making admission control and scheduling decisions occurs 

before a new connection starts. 

6.1.3 Numerical results 

We consider voice traffic with alternate active and silent periods. Each v01ce 

connection generates packets at a constant rate during the active periods and no 

packet is generated during the silent periods. We consider the WMN with the 6 x 6 

grid topology as shown in Fig. 5.3. Co-channel interference is not considered. 

Default parameters are shown in Table 6.1, where parameters related to the 

ON-OFF mini-sources are from reference [92]. We present numerical results of both 

connection and packet level performance. 

Fig. 6.1 shows the connection blocking rate of ABS, CBS and MEDF, where 

dh/ d = 25%. It is shown that both the extended ABS and CBS result in much lower 

connection blocking rate than MEDF. That is, for a given connection blocking rate 



6.1. SCHEDULING OF REAL-TIME VBR TRAFFIC 

Table 6.1: Default parameters 
Number of mini-sources in each VBR connection 

Average ON time of a voice connection 
Average OFF time of a voice connection 

Maximum packet loss rate 
Packet generation rate 

Physical channel transmission rate 
Maximum packet transmission delay budget 

1 
240 ms 
400 ms 

13 
50 

llMbps 
60ms 
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requirement, using the extended ABS and CBS can accommodate much more VBR 

traffic than using MEDF. 

We then take the extended ABS as the scheduling scheme and show the packet 

level performance. When a packet experiences a longer delay than the delay budget, it 

is dropped, and the packet loss rate is shown in Fig. 6.2. It is seen that the packet loss 

rate increases with the traffic load, but is always below the maximum tolerance of 13. 

This demonstrates that the CAC and packet transmission scheduling using extended 

ABS can guarantee the packet loss rate for VBR traffic. The gap between the actual 

packet loss rate ( < 0.83) and the required value ( 13) is due to the conservative 

estimation of EB in (6.1), which tends to over-allocate resources [91]. 

Fig. 6.3 shows the relationship between the home hop delay budget dh and 

connection blocking rate. There is an optimum range of dh, denoted as dfi. The 

connection blocking rate is minimized when dh is in this range. We observe that dfi 

is from 213 to 253 of d, i.e., from 12.6 to 15ms in the figure. Varying dh in the 
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Figure 6.1: Connection blocking rate of extended ABS, CBS and MEDF: VBR traffic 

range does not affect the connection blocking rate very much. This observation can 

be explained by looking at the two contradictory effects of dh on the system 

performance. First, when dh is increased, the effective bandwidth Ce is decreased 

due to the relaxed delay requirement at the home hop. Thus more connections can 

possibly be accommodated in the network. That is, the system capacity can 

potentially be improved, as long as the overall (home and mesh hops together) delay 

performance is not a problem. Because of this, increasing dh can potentially 

decrease the connection blocking rate. Second, when dh is increased, dm is 

decreased, leaving less delay budget for the mesh hops. This may increase the 

connection blocking rate due to the delay constraint. When dh is small, dm is 



6.1. SCHEDULING OF REAL-TIME VBR TRAFFIC 

10-3 ~-~-~~-~ _ __. __ _._ _ __,_ __ ....__ _ ___, 

~ 
Cl 
c: 

~ 10-1 

0 
:0 
c: 
0 

u 
Q) 
c: 
c: 
0 
(.) 

7 7.5 8 8.5 9 9.5 10 10.5 11 
Traffic load (Erlangs) 

Figure 6.2: Packet loss rate vs. traffic load 

10-2 '----'----'----'-----L--L---'----'----'----..J 
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 

dh/d 
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sufficiently large so that the connection blocking rate due to stringent delay budget 

along the mesh hops is very small, and the first effect of dh on the blocking rate 

dominates. As a result, the overall blocking rate decreases with the increase of dh, 

which is shown in Fig. 6.3 when dh < d'h. When dh is sufficiently large, further 

increasing dh results in too small dm, which then results in very high blocking rate 

due to the fact that the delay requirement cannot be satisfied, even though the 

system may have enough bandwidth. In this case, the connection blocking rate 

increases with dh, which is shown in Fig. 6.3 when dh > d'h. 

We also observe from Fig. 6.3 that the connection blocking rate does not decrease 

monotonically with dh when dh is relatively small. This is mainly due to the TDMA 

effect in packet transmissions. Although the EB of each VBR connection decreases 

continuously with dh, the number of timeslots in each SI can only take discrete values. 

Therefore, until the number of timeslots can be increased by 1, increasing dh does not 

increase the network capacity and therefore does not affect the connection blocking 

rate. We also find the blocking rate curve is smoother when dh is relatively large, 

because connection blocking is mainly caused by tight dm in the mesh hops, rather 

than limited by the available timeslots or bandwidth. 
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6.2 Scheduling in a WMN with multi-radio APs 

Having multiple frequency channels can increase the network capacity. However, the 

results in Section 5.3. 7 have shown that the system capacity for access traffic is limited 

by the capacity of bottleneck APs, which is independent of the number of frequency 

channels. Therefore, in order to further increase the mesh network capacity, the 

capacity at the bottleneck APs should be increased. Having more radios working at 

different frequency channels in the APs can potentially achieve this objective. This 

method becomes possible and practical with the low price of wireless adapters [93]. 

In this section, we extend the ABS and CBS scheduling schemes to WMNs with 

multi-radio APs. 

6.2.1 Schemes 

Both ABS and CBS make scheduling decisions based on the traffic load of the APs. 

For scheduling in a WMN with multi-radio APs, we define the relative traffic load of 

AP mas 

(6.3) 

where Zm is the number of radios at AP m. This is to reflect the fact that in a 

WMN with multi-radio APs, an AP with more radios should be able to process more 

packets. 

Since all Zm radios at the same AP work at different frequency channels, at most 
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Zm packets can be processed at AP m at any given time. We define a set of binary 

variables Am,z,t with Am,z,t = 1 representing that the z-th radio at AP m is available 

at timeslot t and Am,z,t = 0 otherwise. Similar to the single-radio AP, the real-time 

portion in one typical SI at the z-th radio of AP m is defined as 

Trt,z,m = lm,z,max - lm,z,min + 1, (6.4) 

where tm,z,max = argmaXt{Am,z,t = O}, tm,z,min = argmint{Am,z,t = O}, and tis in the 

considered typical SI of the z-th radio of AP m. Then the real-time portion of the 

AP is defined as 

(6.5) 

The scheduling process should ensure that Trt,m :=:; Ts1, or Trt,z,m :=:; Ts1 for all z = 

1, 2, ... , Zm. The real-time portion of AP m can also be defined using the same 

expression as in (4.1) with tm,max and tm,min, where tm,max = max;,:\ tm,z,max and 

t · Zm t m,min = m1nz=l m,z,min· 

Consider the hop h of connection i with AP m and AP n as the transmitter and 

receiver, respectively. Before determining Ti,h using ABS or CBS, Vi,h should be found 

first. In a WMN with multi-radio APs, if t E Vi,h, then at least one radio in AP m 

and one radio in AP n are available at t. Thus each timeslot t in Vi,h may correspond 

to multiple pairs of radios of AP m and AP n. Let the z-th radio of AP m and the 

y-th radio of AP n be one of such radio pairs, then Am,z,t = An,y,t = 1. Let f represent 

the frequency channel assigned to the z-th radio of AP m to transmit. If t E Vi,h, 
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then except for the z-th radio of AP m, no other radio of any AP that is within the 

interference range of AP n and assigned frequency channel f has been scheduled to 

transmit at time t. Meanwhile, except for they-th radio of AP n, no other radio that 

is within the interference range of AP m has been scheduled to receive at frequency 

channel f at time t. 

When extending ABS to a WMN with multi-radio APs, the basic steps are exactly 

the same as in Pseudocode 4.1, but only slight changes are required to Pseudocode 4. 2. 

Each timeslot t in Vi,h may correspond to multiple pairs of radios of AP m and AP 

n. Without loss of generality we assume that AP m has a higher relative traffic load 

than AP n, then ABS chooses the radio pair that results in the minimum real-time 

portion of AP m among all the available radio pairs. This is shown in Pseudocode 

6.1, where Pt= {(z, y)IAm,z,t = 1, An,y,t = 1} denotes a set of all radio pairs of AP m 

and AP n corresponding to the timeslot t E Vi,h· This code is to replace Lines 5-10, 

16-21, 28-33 and 40-44 in Pseudocode 4.2 so that the selected pair of radios in the 

transmitting and receiving APs results in the minimum real-time portion of AP m. 

In Line 6, the z*-th radio of AP mis selected as the transmitting radio and the y*-th 

radio of AP n is selected as the receiving radio. 

Pseudocode 6.1: Selecting transmitting and receiving radios 

1: Pt,O =Pt 

2: if t E Vi,h then 
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3: while Pt,o is not empty do 

4: if Trt,m :::; Ts1 and Trt,n :::; Ts1 then 

5: if Trt,m < Ttemp then 

6: Let Ttemp = Trt,m, Ti,h = t, z* = z, and y* = y 

7: end if 

8: Let Pt,o = Pt,o - (z, y) 

9: end if 

10: end while 

11: end if 
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When extending CBS to the multi-radio case, the basic steps are still the same 

as outlined in Pseudocode 5.1. When determining Ti,h for a given hop of connection 

i, the scheme chooses the timeslot which minimizes the delay between successive hop 

transmissions. After such a timeslot is found, if there are multiple transmitting

receiving radio pairs available, then the extended scheme chooses the pair of radios 

that minimizes the real-time portion of AP m (assuming AP m has a heavier load 

than AP n). This can be implemented by replacing Lines 8, 19, and 30 in Pseudocode 

5.2 with Pseudocode 6.1. 
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6.2.2 Numerical results 
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We consider the WMN with a 3 x 3 topology as shown in Fig. 3.1 and 3 frequency 

channels available. We adopt parameters as described in Section 3.5.1 but vary the 

number of radios at each AP. Fig. 6.4 compares the connection blocking rate of 

MEDF, CBS and ABS when each AP has 1 to 3 radios. Adding more radios to 

the APs can reduce the blocking rate significantly. It is shown that the connection 

blocking rates of the extended CBS and ABS schemes are close to each other and 

lower than that of the MEDF. This observation is consistent with that in the WMN 

with single-radio APs. The figure also shows that the difference between the blocking 
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rates of ABS/CBS and that of MEDF is larger as more radios are in each AP. This 

shows that the proposed schemes can take better advantage of the increased radio 

resources than MEDF. 

----- 1 +2x4 topology 
-e- 3x3 topology 
--*--" 1 +4x2 topology 

10-2~--~--~---~--~---~--~ 
1 1.5 2 2.5 3 3.5 4 

Number of radios at root AP 

Figure 6.5: Connection blocking rate vs. number of radios at root AP (A= 3 Erlangs) 

Next we consider 3 different mesh topologies: the 3x3 topology shown in Fig. 3.1, 

the 1 + 2 x 4 and 1 + 4 x 2 topologies shown in Fig. 4.10. We perform a different 

experiment by varying the number of radios at the root AP (AP 1) and fixing the 

number of radios at each of the other APs in the network to one. Fig. 6.5 shows the 

connection blocking rate vs. the number of radios (Z1) at the root AP. Increasing Z1 

from 1 to 2 in the 3 x 3 and 1+2x4 topologies reduces the connection blocking rate. 

However, further increasing Z1 to 3 and 4 does not lower the blocking rate. In the 
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1 + 4 x 2 topology, increasing Zi does not affect the connection blocking rate. 

This phenomenon can be explained as follows. First, we define a level-h AP as 

an AP that is h hops away from the root AP. Then the root AP with Zi radios 

can process at most K0 = Zi l Ts1 /2 J two-way connections, and each of the other 

(single-radio) APs in the network can process at most lTsJ/4J two-way connections, 

where Ts1 is normalized to the duration of a timeslot (or one packet transmission 

time). Note that each two-way connection requires 2 timeslots in the root AP and 4 

timeslots in a non-root AP in every SI. The maximum number of two-way connections 

that all level-h APs can process is Kh = MhlTsJ/4J, where Mh is the total number 

of level-h APs. When hi ::; h2, Mh 1 ::; Mh2 , thus Kh 1 ::; Kh2 • Therefore, the system 

capacity bottleneck is either at the root AP or the level-1 APs, depending on the 

values of K 0 and Ki. If K 0 =Ki, the root AP and the level-1 APs together form the 

capacity bottleneck of the network. Table 6.2 shows the capacity bottleneck in the 

three mesh topologies. It can be seen from the table that in the 3 x 3 topology, the 

capacity bottleneck is in the root AP when Zi = 1. Therefore, increasing Zi from 1 

to 2 increases the system capacity. Meanwhile, the capacity bottleneck is also moved 

from the root AP to the level-1 APs, and further increasing Zi does not increase 

the system capacity. The blocking rate curves for the 1+2x4 and 1+4x2 topologies 

can also be explained similarly. These results show that having more radios at the 

capacity bottleneck can increase the network capacity. However, care must be taken 
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Table 6.2: System capacity bottleneck 

Mesh topology Z1=1 Z1 = 2 Z1=3 Z1=4 
1+2 x 4 topology Root AP Level-1 APs Level-1 APs Level-1 APs 

3 x 3 topology Root AP Level-1 APs Level-1 APs Level-1 APs 
1+4x2 topology Root AP & Level-1 APs Level-1 APs Level-1 APs level-1 APs 

as the bottleneck can be changed when more radios are added. 

6.3 Summary 

Similar to scheduling for real-time CBR traffic, the scheduling for VBR traffic can 

also be done at the time of new connection arrivals and the results can be used for 

making admission control decisions. By combining the concept of effective bandwidth 

with the scheduling schemes for CBR traffic, both delay and packet loss requirements 

of VBR traffic can be satisfied. As the scheduling is done before a new connection is 

admitted into the system, the results can be easily used for admission control purpose. 

It is interesting to find that in a WMN with multi-radio APs, additional radios 

should be added in the capacity bottleneck in order to maximize the network capacity, 

and the bottleneck can be changed as radios are added to the network. 



Chapter 7 

Conclusions and Future Work 

7.1 Summary and Conclusions 

In this thesis we have studied packet transmission scheduling in wireless mesh 

networks for supporting real-time traffic. The main contributions of the thesis are 

summarized as follows. 

The packet transmission scheduling problem is formulated as a standard integer 

linear programming problem by taking into consideration timeline availability of mesh 

APs, co-channel interference, and packet transmission delay. The solution to the 

optimization problem provides a theoretical benchmark and direction for designing 

heuristic scheduling schemes. 

An AP-based scheduling scheme (ABS) is proposed. By giving a higher priority 

132 
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to the APs with higher traffic loads, ABS utilizes the wireless resources efficiently. 

It achieves capacity performance close to the optimum scheduler and satisfies packet 

transmission delay requirement with lower complexity than solving the optimization 

problem. 

A connection-based scheduling scheme (CBS) is proposed. By giving a higher 

priority to the connections with more hops, CBS achieves better delay performance 

than ABS. Although the capacity performance of CBS is slightly poorer than ABS, 

the connection-based scheme simplifies the timeline coordinations among mesh APs 

and requires much lower complexity than ABS. For each individual connection, the 

scheme can efficiently utilize the remaining resources from serving higher priority 

connections. It achieves capacity performance close to the connection-based optimum 

scheduling. 

The proposed ABS and CBS schemes are extended to handle VBR traffic. Both 

ABS and CBS guarantee the packet loss rate and delay performance of VBR 

connections once the connections are accepted in the WMN. 

The proposed ABS and CBS schemes are extended to WMNs with multi-radio 

APs. Both of the extended schemes achieve good system performance as in the 

WMN with single-radio APs. 

Packet transmission scheduling in a WMN can require much higher complexity 

than in single hop wireless networks. By giving a priority to APs with higher traffic 
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loads and to connections with more hops, it is possible to reduce the complexity 

significantly with little compromise to the system capacity. The proposed heuristic 

schemes, both ABS and CBS, update transmission schedules only at the time when 

new connections arrive. This not only avoids updating schedules on a timeslot basis, 

which can be time consuming in a WMN, but also makes it easy to perform 

admission control, which otherwise can be a very complicated problem. Therefore, 

the contribution of this thesis is not only for packet transmission scheduling but also 

for admission control in WMNs. 

A real-time connection can be rejected, or a packet can be lost, due to either 

insufficient bandwidth or unsatisfactory QoS. As most current WMNs have a 

relatively small number of mesh APs, especially when traffic with strict QoS is to be 

supported, latency performance is not very critical when using the proposed 

scheduling schemes. Therefore, arranging the timeline of bottleneck APs is 

important for accommodating more real-time traffic in a WMN. On the other hand, 

if there is a need to support traffic with very stringent latency requirement in a 

relatively large WMN, connections are more likely to be rejected due to 

unsatisfactory latency performance, even though the radio resources are not fully 

utilized. 

Although co-channel interference reduces the network capacity, its effect can be 

dramatically mitigated by carefully coordinating the timelines of mesh APs. By using 
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ABS and CBS, it is possible for a WMN with a moderate and low level of co-channel 

interference to achieve the capacity close to a WMN without co-channel interference. 

The capacity of a WMN can be further increased by adding more radios (working at 

different frequency channels) in the bottleneck APs. 

7.2 Future work 

The complexity of solving the global optimum scheduling problem in Chapter 3 is 

NP-hard. This makes it only possible to find optimum scheduling solutions for small 

size WMNs. Reducing the complexity of the optimum scheduling for large size WMNs 

will be helpful in the future as it will provide an important performance benchmark 

for heuristic scheduling schemes. 

Throughout this thesis we assume there is a central station available for 

collecting network and traffic information and making scheduling decisions. This 

type of centralized scheduling for WMNs is necessary, given the very high 

complexity of the scheduling problem. On the other hand, it is also desirable to 

design distributed scheduling schemes so that QoS support is possible in WMNs 

without a central station. The design of such scheduling schemes that can work 

with reasonable complexity is going to be a big challenge. 

The scheduling in this thesis assumes that the route for each connection is given 

and unchanged. As a result, a connection can be rejected due to insufficient resources 
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available at APs along the specified route, even though a different route can accept it. 

Joint routing and admission control/scheduling can potentially improve the resource 

utilization and reduce the connection blocking rate. 

Scheduling for multicast and broadcast traffic in WMNs is another important 

and interesting topic. Multicast traffic is expected to expand in the near future, 

especially with the increasing video applications over WMNs; and broadcast in the 

WMN also plays an important role for exchanging signaling messages and other 

purposes. Different from the scheduling for unicast traffic, scheduling multicast and 

broadcast traffic should consider that one transmitter may communicate with 

multiple receivers at the same time. 
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