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Abstract

Photodynamic therapy (PDT) has been considered a favorable approach in certain oncology applications for its little invasiveness and better targeting specificity compared to conventional therapies. In PDT, localized photosensitizers can be activated by light to produce cytotoxic oxygen species. However, the prescribed drug and light doses do not provide satisfying outcomes as the PDT efficacy relies strongly on the interplay between localized dose factors. Therefore, the fluorescence emission from active photosensitizers has been investigated extensively for real-time PDT dosimetry.

This dissertation focuses on characterizing fluorescence properties of two photosensitizers, Photofrin® and PpIX, in cellular models and discusses about their potential clinical applications. First, we introduce time-resolve fluorescence (TRF) of photosensitizers as a potential tool in PDT dosimetry. TRF acquires fluorescence decay profiles and it is sensitive to drug-microenvironment interactions that occur frequently in PDT. Therefore, it provides complementary information in addition to fluorescence spectra that could be subject to intensity artifacts. In this dissertation, we review TRF studies on PDT photosensitizers, and quantify TRF parameters of Photofrin® at various subcellular locations. Moreover, analytical solutions are developed to correct distorted TRF measurements from commonly used time-domain data acquisition.

Second, we report a new concept – integrated detection and treatment of Barrett’s Esophagus (BE). BE is a pre-cancerous lesion considered as a major risk factor in developing esophageal cancers. However, early intervention of BE has remained a challenging issue as tissue biopsy introduces significant sampling errors and the separate procedures between diagnosis and treatment add relocation errors. We proposed to use PpIX fluorescence to highlight morphological features at the cellular level for quantitative classification, followed by well-characterized treatment. Current proof-of-concept studies were performed separately, whilst the detection and treatment can be integrated using confocal endomicroscopy technology. Overall, these studies examine the potential benefits provided by fluorescence of photosensitizers for cancer diagnosis and treatment monitoring.
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Figure 7.1. 3D representation of CP-A and CP-B cells using image J. Cells were stained with PpIX and Hoechst 33258 to highlight mitochondria and nuclei, respectively. (a) 3D volume (246 µm x 246 µm x 30 µm) of CP-B cells. (b) Orthogonal view of the CP-B volume from 4(a). (c) Orthogonal view of CP-A volume.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-ALA:</td>
<td>5-Aminolevulinic acid</td>
</tr>
<tr>
<td>AFI:</td>
<td>Autofluorescence imaging</td>
</tr>
<tr>
<td>AOTF:</td>
<td>Acousto-optic tunable filter</td>
</tr>
<tr>
<td>APC:</td>
<td>Argon plasma coagulation</td>
</tr>
<tr>
<td>AUC:</td>
<td>Area under the curve</td>
</tr>
<tr>
<td>BE:</td>
<td>Barrett’s Esophagus</td>
</tr>
<tr>
<td>CLE:</td>
<td>Confocal laser endomicroscopy</td>
</tr>
<tr>
<td>EAC:</td>
<td>Esophageal Adenocarcinoma</td>
</tr>
<tr>
<td>EBL:</td>
<td>Endoscopic band ligation</td>
</tr>
<tr>
<td>EMR:</td>
<td>Endoscopic mucosal resection</td>
</tr>
<tr>
<td>FAD:</td>
<td>Flavin-adenine dinucleotide</td>
</tr>
<tr>
<td>FD:</td>
<td>Frequency-domain</td>
</tr>
<tr>
<td>FDA:</td>
<td>US Food and drug administration</td>
</tr>
<tr>
<td>FDOT:</td>
<td>Fluorescence diffuse optical tomography</td>
</tr>
<tr>
<td>FLIM:</td>
<td>Fluorescence lifetime imaging microscopy</td>
</tr>
<tr>
<td>FRET:</td>
<td>Föster resonance energy transfer</td>
</tr>
<tr>
<td>FSS:</td>
<td>Forward sequential selection</td>
</tr>
<tr>
<td>GERD:</td>
<td>Gastroesophageal reflux disease</td>
</tr>
<tr>
<td>GI:</td>
<td>Gastrointestinal</td>
</tr>
<tr>
<td>GLCM:</td>
<td>Gray-level co-occurrence matrix</td>
</tr>
<tr>
<td>HGD:</td>
<td>High-grade dysplasia</td>
</tr>
<tr>
<td>HpD:</td>
<td>Hematoporphyrin derivative</td>
</tr>
<tr>
<td>HPPH:</td>
<td>2-(1-Hexyloxyethyl)-2-devinyl pyropheophorbide-a</td>
</tr>
<tr>
<td>HRME:</td>
<td>High-resolution microendoscopy</td>
</tr>
<tr>
<td>hTERT:</td>
<td>Human telomerase reverse transcriptase</td>
</tr>
<tr>
<td>IC:</td>
<td>Internal conversion</td>
</tr>
<tr>
<td>ICCD:</td>
<td>Intensified charge-coupled device</td>
</tr>
<tr>
<td>ISC:</td>
<td>Intersystem crossing</td>
</tr>
<tr>
<td>IRF:</td>
<td>Impulse response function</td>
</tr>
<tr>
<td>KTP:</td>
<td>potassium-titanyl-phosphate</td>
</tr>
<tr>
<td>LGD:</td>
<td>Low-grade dysplasia</td>
</tr>
<tr>
<td>LOH:</td>
<td>Loss of heterozygosity</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>LY</td>
<td>Lucifer Yellow</td>
</tr>
<tr>
<td>MCP</td>
<td>Micro-channel plate</td>
</tr>
<tr>
<td>MLE</td>
<td>Maximum likelihood estimation</td>
</tr>
<tr>
<td>MLL</td>
<td>Mat-lylu cell line</td>
</tr>
<tr>
<td>MTG</td>
<td>Mito-Tracker Green</td>
</tr>
<tr>
<td>mTHPC</td>
<td>meta-tetra (hydroxyphenyl) chlorine</td>
</tr>
<tr>
<td>NADH</td>
<td>Reduced nicotinamide adenine dinucleotide</td>
</tr>
<tr>
<td>NBI</td>
<td>Narrow band imaging</td>
</tr>
<tr>
<td>Nd:YAG</td>
<td>Neodymium-doped yttrium aluminum garnet</td>
</tr>
<tr>
<td>NIR</td>
<td>Near infrared</td>
</tr>
<tr>
<td>NLLS</td>
<td>Non-linear least squares</td>
</tr>
<tr>
<td>NSCLC</td>
<td>Non-small cell lung cancer</td>
</tr>
<tr>
<td>OCT</td>
<td>Optical coherence tomography</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate buffered saline</td>
</tr>
<tr>
<td>PBR</td>
<td>Peripheral benzodiazepine receptor</td>
</tr>
<tr>
<td>PBG</td>
<td>Porphobilinogen</td>
</tr>
<tr>
<td>Pc</td>
<td>Phthalocyanine</td>
</tr>
<tr>
<td>PDT</td>
<td>Photodynamic therapy</td>
</tr>
<tr>
<td>PI</td>
<td>Propidium Iodide</td>
</tr>
<tr>
<td>PMT</td>
<td>Photo-multiplier tube</td>
</tr>
<tr>
<td>PPIX</td>
<td>Protoporphyrin IX</td>
</tr>
<tr>
<td>PS</td>
<td>Photosensitizer</td>
</tr>
<tr>
<td>RBF</td>
<td>Radial basis function</td>
</tr>
<tr>
<td>RdmB</td>
<td>Rhodamine B</td>
</tr>
<tr>
<td>RF</td>
<td>Radio frequency</td>
</tr>
<tr>
<td>RLD</td>
<td>Rapid lifetime determination</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver operating characteristic</td>
</tr>
<tr>
<td>ROS</td>
<td>Reactive oxygen species</td>
</tr>
<tr>
<td>SLIM</td>
<td>Spectral-resolved lifetime imaging microscopy</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-noise ratio</td>
</tr>
<tr>
<td>SVM</td>
<td>Support vector machine</td>
</tr>
<tr>
<td>TRF</td>
<td>Time-resolved fluorescence</td>
</tr>
<tr>
<td>TCSPC</td>
<td>Time-correlated single photon counting</td>
</tr>
<tr>
<td>TD</td>
<td>Time-domain</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
</tbody>
</table>
Chapter 1.

Introduction

Photodynamic therapy (PDT) has been used in various medical applications [1–3]. The photosensitizers used in PDT may accumulate preferentially in the targeted tissue, and be activated selectively by light of desired wavelengths to generate cytotoxic oxygen species [4]. Although this helps PDT achieve a better targeting selectivity, the PDT efficacy depends strongly on dose factors, such as the amount of localized light, drug, oxygen, and the interplay between them [5]. The fluorescence of photosensitizers has been studied as a potential non-invasive dosimetric tool to probe localized dose factors in real time [3]. In this dissertation, we focus on oncology applications of PDT and the benefit given by the fluorescent PDT photosensitizers. In particular, we introduce the potential advantage of using time-resolved fluorescence (TRF) of PDT photosensitizers for PDT dosimetry (Chapter 2 – Chapter 4). We also bring in a new application using fluorescence of PDT photosensitizer – integrated detection and treatment of Barrett’s Esophagus (BE). In this study, the photosensitizer serves as a contrast agent for automatic detection of high-grade dysplasia using the supervised classification algorithm (Chapter 5), and also serves as a therapeutic agent for real time treatment following the initial detection (Chapter 6).

In Chapter 1, we briefly introduce PDT and its clinical use (1.1), fluorescence properties of PDT photosensitizers (1.2), followed by introduction of the two applications mentioned above (1.3 – 1.4). Section 1.3 briefly introduces existing fluorescence and phosphorescence approaches for PDT dosimetry. As TRF studies of photosensitizers have not been extensively reviewed, we prepared a separate review manuscript that wraps up a more detailed background of TRF and its potential application in PDT dosimetry, as presented in Chapter 2. However, clinical and pre-clinical management for BE and its limitations have been reviewed comprehensively; therefore, we summarize these reviews in section 1.4 to provide a detailed overview of the proposed concept.
1.1. Introduction of PDT and its clinical use

The first success of photodynamic therapy (PDT) in oncology was back in the 1970’s, when Dougherty established the clinical efficacy of the photosensitizer, HpD (hematoporphyrin derivative), for treating cancer [6]. A detailed review of PDT history can be found in the review from Fukumura and Jain et al. [6]. In PDT, photosensitizers that may accumulate preferentially in malignant tissues are administrated to patients. A time delay allows for redistribution to the malignant tissues, where cellular uptake occurs. The light source that matches the absorption peaks of photosensitizers activates the process. Photosensitizers excited to the triplet state will interact with biological substrates and/or undergo energy transfer with oxygen molecules, creating reactive oxygen species (ROS, type I reactions) and cytotoxic singlet oxygen (\(^{1}O_2\), type II reactions), respectively. Owing to the preferential drug uptake and finite diffusion range of cytotoxic species, PDT has a higher targeting specificity compared to chemotherapy, radiation therapy, and surgical intervention [4]. Clinical applications of PDT in oncology [6] and other medical conditions [3] are summarized in Table 1.1.

<table>
<thead>
<tr>
<th>Approved clinical indications</th>
<th>Photosensitizers</th>
<th>PDT Activation wavelength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dermatology (e.g. actinic keratosis) [1]</td>
<td>5-aminolevulinic acid (5-ALA)</td>
<td>635 nm</td>
</tr>
<tr>
<td>Age-related macular degeneration [2]</td>
<td>Veteporfin (Visudyne(^{®}))</td>
<td>680- 695 nm</td>
</tr>
<tr>
<td>Localized infection (e.g. Periodontitis) [7]</td>
<td>Methylene blue</td>
<td>632 nm</td>
</tr>
<tr>
<td>Oncology [6,8]</td>
<td>Cervical, endobronchial, bladder, and esophageal cancers</td>
<td>Porfimer sodium (Photofrin(^{®}))</td>
</tr>
<tr>
<td>Head and neck tumors</td>
<td>m-THPC (Foscan(^{®}))</td>
<td>652 nm</td>
</tr>
<tr>
<td>Basal-cell carcinoma</td>
<td>5-ALA-methylester (Metvix(^{®}))</td>
<td>635 nm</td>
</tr>
</tbody>
</table>

1.2. PDT Photosensitizers and their fluorescence properties

PDT photosensitizers are fluorescent after activation by light of desired wavelengths. Fluorescence is a form of radiative energy released when the fluorophore returns to its ground state upon photo-excitation, and is considered to be proportional to the quantum yield and the concentration of the fluorophores [9]. Fluorescence lifetime is then defined as the time it takes for a fluorophore to return to its ground state, typically happening in nanoseconds.
1.2.1. Fluorescence properties of PDT photosensitizers

Fluorescence properties of photosensitizers, including the emission peak, spectral shape, and the fluorescence lifetime, may change while there are photobleaching, formation of photoproducts, structural changes of the compound, molecular aggregation, collisional quenching, and energy transfer [9]. These transitions and interactions occur frequently in PDT photosensitizers during treatment, and can be monitored through fluorescence measurements [10–12]. Table 1.2 summarizes the fluorescence properties of PDT photosensitizers compared to endogenous fluorophores that account for cellular metabolism [13]. Typically, photosensitizers have greater fluorescence emission in red and near-infrared regions, and exhibit slow fluorescence decay kinetics. In contrast, autofluorescence emission is in blue and green, with faster fluorescence lifetimes within 4 ns. This distinct spectral information enables fluorescence monitoring in vitro and in vivo to probe photosensitizer location, concentration, and mechanisms of PDT. Detailed review of autofluorescence can be found in work from Ramanujam [13]. Steady-state and time-resolved studies of PDT photosensitizers are reviewed more in detail in Chapter 2.

Table 1.2 Fluorescence properties of photosensitizers and endogenous fluorophores

<table>
<thead>
<tr>
<th>Common photosensitizers</th>
<th>Fluorescence emission peaks</th>
<th>Fluorescence lifetime*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photofrin [14]</td>
<td>635 nm, 700 nm</td>
<td>1 – 15 ns</td>
</tr>
<tr>
<td>m-THPC [15]</td>
<td>720 nm</td>
<td>4 – 10 ns</td>
</tr>
<tr>
<td><strong>Endogenous fluorophores</strong> [13]</td>
<td>(Typically &lt; 600 nm)</td>
<td>(Typically &lt; 4 ns [14,16])</td>
</tr>
<tr>
<td>NADH</td>
<td>440 nm, 460 nm</td>
<td>Unbound: &lt; 1 ns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bound: 3.6 ns</td>
</tr>
<tr>
<td>FAD</td>
<td>535 nm</td>
<td>Bound: &lt; 1 ns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unbound: 2.8 ns</td>
</tr>
<tr>
<td>Collagen</td>
<td>405 nm</td>
<td>350 ps, 2.8 ns</td>
</tr>
<tr>
<td>Porphyrins</td>
<td>635 nm, 700 nm</td>
<td>Typically &gt; 10 ns</td>
</tr>
</tbody>
</table>

* The fluorescence lifetime depends strongly on drug-molecular interactions, resulting in a wide range of measured values. This is discussed further in Chapter 2.

Photofrin® is a FDA-approved photosensitizer for various applications in oncology. 5-ALA (5-Aminolevulenic acid) induced protoporphyrin IX (PpIX) has been investigated extensively in clinical trials for its superior mucosal selectivity in the GI tract [17]. Therefore, these two photosensitizers are used in our work in an attempt to achieve easier translation from bench work to clinical
studies. In this thesis, Photofrin® is mainly used to investigate time-resolved fluorescence of photosensitizers (Chapter 3), while the fluorescence of 5-ALA induced PpIX is used in integrated detection and treatment of Barrett’s Esophagus (Chapter 5 and 6). The following sections briefly introduce Photofrin® and 5-ALA in terms of their indications, biological targets, and mechanisms of action.

1.2.2. Photofrin

Photofrin® (porfimer sodium) is a photosensitizing agent originally approved by the FDA to be used in photodynamic therapy for various types of solid tumors. It is a combination of oligomers includes monomeric hematoporphyrin, protoporphyrin, and oligomeric porphyrins, with an average molecular weight of 600 g/mol. During the manufacturing process, it is purified to contain more photoactive components in comparison to the earlier generation photosensitizer, hematoporphyrin derivative (HpD) [18]. The main indications of Photofrin®-based PDT are obstructing esophageal cancers, ablation of High-Grade Dysplasia (HGD) in BE, and endobronchial non-small cell lung cancer (NSCLC). In clinical usages, it is injected intravenously after mixing its dried powder with 5% Dextrose or 0.9% Sodium Chloride (FDA). An interval of 24 to 48 hours is given to allow drug uptake, followed by light treatment.

Mitochondria, which play important roles in cell metabolism and in regulation of cell death, are the final targets of Photofrin® after drug administration [19]. Several studies have examined the cellular uptake to understand its mechanisms of action [19–21]. Photofrin® is initially taken up by the plasma membrane. Then, it enters the cytoplasm and sensitizes enzymes such as pyruvate kinase, which affects cell metabolism. In a few hours, Photofrin® will bind to the receptor on the outer mitochondrial membrane, PBR (Peripheral Benzodiazepine Receptor), which is also a binding site for naturally occurring porphyrins and is usually overexpressed in many types of cancers. A voltage-dependent anion channel will be created at this point, which further causes accumulation of Photofrin® at cardiolipin in the inner mitochondrial membrane. At this stage, mitochondrial depolarization could happen which results in reduced energy production and drug relocation. Damage to mitochondria thus induces downstream events, such as release of cytochrome c and activation of the caspase 3 pathways that eventually contribute to cell apoptosis [21,22].

1.2.3. 5-Aminolevulenic acid (5-ALA)

5-ALA induced protoporphyrin IX (PpIX) has been approved by the FDA to be used in PDT for treating actinic keratosis [23]. ALA-PpIX holds some desired features as a clinical PDT photosensitizer, including easy administration (oral) with short activation time (4-5 hours) [24], minimized side effects due to the fast clearance rate within 24 hours [25], and most importantly, its mucosal
selectivity [26]. Therefore, BE is considered as a suitable application and clinical trials have been performed extensively on Barrett’s Esophagus [27–29].

To understand its mechanisms of action, haem biosynthesis pathways are illustrated in Fig. 1.1. Haem is a vital component in mitochondria; it plays a role in all biological oxidation reactions. 5-ALA works as a precursor for the endogenous photosensitizing agent, protoporphyrin IX (PpIX) during haem biosynthesis pathways [30]. As demonstrated in Fig. 1.1, 5-ALA is synthesized when the enzyme Succinyl CoA (from the citric acid cycle) is present with glycine. It is then condensed to form porphobilinogen (PBG) and water molecules in cytosol, where four PBG molecules are catalyzed by uroporphyrin I synthase to the intermediate compound, Hydroxymethylbilane. This will be mainly converted to uroporphyrinogen III in normal conditions while some uroporphyrinogen I can be formed as well. Through decarboxylation of the acetate groups, uroporphyrinogen III is converted to coproporphyrinogen III that re-enters the mitochondria. Eventually, PpIX is formed in the mitochondria and haem is synthesized by incorporating ferrous iron to PpIX. There are two important regulations during this process: (i) haem production activates the negative feedback to control the synthesis rate of 5-ALA, and (ii) Haem synthesis is a relatively slow process regulated by Ferrochelatase, the enzyme that chelates ferrous iron to PpIX. These regulations contribute to certain degrees of tumor selectivity using exogenous ALA because it overwhelms the negative feedback and leads to increased PpIX accumulation. Therefore, the photosensitizer PpIX accumulates more in tumor areas where ferrochelatase activity is limited [30,31].
Since the mitochondria is also the targeted intracellular organelle, 5-ALA induced PpIX works similarly to Photofrin® and results in mitochondrial depolarization and cascade apoptosis reactions [32]. However, cell death pathways vary between different cell lines and has been seen in cells demonstrating less apoptotic capability [33]. 5-ALA has also been investigated for its better diagnostic power than HpD [26]. However, the comparison of PpIX accumulation between normal and tumor areas did not show significant differences. For example, it has been demonstrated that the maximum concentration of PpIX was found earlier in BE (4.6 hrs) than in other sites (6.6 hrs), while normal squamous cells contain more PpIX than BE after prolonged incubation [34–36]. These results suggest other identification features should be investigated to improve detection sensitivity.

In section 1.3, we introduce the first potential application, PDT dosimetry, using fluorescence of photosensitizers.

1.3. Application I - PDT Dosimetry

As mentioned in section 1.1, PDT efficacy replies strongly on the precise control of localized dose factors, but is challenging to probe these factors accurately in real-time. In section 1.3, existing PDT dosimetric approaches are reviewed, including explicit, implicit [3], and singlet oxygen luminescence dosimetry [37]. Detailed reviews and comparisons of these approaches can be found in the review from Wilson and Patterson [3]. The limitations of these approaches and the potential use of time-resolved fluorescence for probing parameters in PDT dosimetry is reviewed and discussed in Chapter 2.

1.3.1. Explicit dosimetry

To date, explicit dosimetry is the most commonly used dose metric, which assumes that the product of local photosensitizer concentration and light fluence may be able to predict the treatment outcome. The overall concept of explicit dosimetry is to calculate three dose factors directly. Light fluence can be calculated by modeling the radiative transport equation [38] when tissue optical properties are known. Experimental measurements at some discrete points can be used to verify simulation results, and are considered important for measurements at tissue boundaries. As for probing the localized photosensitizer concentration, fiber-based fluorescence measurements have been reported [39,40], which could be suitable for both superficial and interstitial measurements. The major concern of explicit dosimetry is that singlet oxygen production is not just proportional to the light and drug product, but also dependent on local oxygen concentration and dose interdependencies (elaborated in section 2.1) that could be altered during the treatment. This leads to failure in predicting tissue responses in some cases by just measuring light-drug products.
1.3.2. Implicit dosimetry

Implicit dosimetry has been proposed to account for the dose interdependencies and the downstream photophysical and photochemical effects from PDT [5]. As the photosensitizer can be destroyed photochemically by highly reactive oxygen species generated from PDT, or interact with biological substrates (type I reaction), it is assumed that the extent of photosensitizer photobleaching can be related to the photobiological effect from PDT. This is then the key concept of implicit dosimetry – using an indirect parameter, photobleaching, to account for intermediate pathways that occur during the treatment process. Therefore, depending on how abundant the localized oxygen supply is, photobleaching is affected by various degrees of oxygen coupling, and can be interpreted using two extreme situations. First, uncoupled photobleaching usually occurs at hypoxic or anoxic areas, where no singlet oxygen is produced from PDT. In this case, the integration of fluorescence intensity over the treatment time represents the overall active photosensitizer concentration. On the contrary, fully coupled photobleaching can be related to the amount of singlet oxygen production. Therefore, a faster photobleaching kinetic indicates a stronger PDT efficacy. Although there is always some degree of coupling in practice, photobleaching is used in implicit dosimetry as an indirect parameter to correlate all intermediate transitions, and can be performed simply by fluorescence measurements. Detailed review of implicit dosimetry can be found in work from Wilson et al. [5], and the photobleaching kinetics of various photosensitizers have been modeled in vitro to correlate photobleaching with PDT effects [41–43].

1.3.3. Singlet oxygen luminescence dosimetry

In addition to the fluorescence measurements of photosensitizers mentioned in section 1.3.1 and 1.3.2, the amount of cytotoxic singlet oxygen can be measured directly by its phosphorescence at 1270 nm. The equation that describes singlet oxygen generation and its phosphorescence decay after a short excitation pulse can be simplified to Eq. 1.1 [37]:

\[ [^1O_2](t) = A \frac{\tau_D}{\tau_T} e^{-\frac{t}{\tau_T}} \]  

where \( A \) represents the coefficient term, describing the process of light absorption and singlet oxygen production. The concentration of singlet oxygen as a function of time is expressed by the exponential decay related to two pathways, the triplet state lifetime of the photosensitizer (\( \tau_T \)), as well as the singlet oxygen phosphorescence decay (\( \tau_D \)). Assuming that the luminescence signal is proportional to the singlet oxygen concentration, it is possible to recover \( \tau_T \) by fitting the curve of luminescent signal, and further estimate the ground-state oxygen concentration [37]. Although this approach can probe the singlet oxygen concentration and estimate ground-state oxygen depletion, it assumes that the
PDT efficacy is solely based on the amount of cytotoxic singlet oxygen, which is not always true. In reality, other factors such as vascular responses and inflammatory responses also play important roles [6]. In addition, it still suffers from technical challenges including low signal to noise ratio of measured decays, as well as complicated and expensive instrumentation involving detectors sensitive to this wavelength range and the short-pulsed light source that has to be coupled efficiently for interstitial measurements. In Chapter 2, we compare these dosimetric approaches and review the potential benefits of using time-resolved fluorescence for PDT dosimetry.

In section 1.4, integrated detection and treatment of Barrett’s Esophagus, a new application that uses fluorescence of photosensitizers, is introduced. Section 1.4 introduces the background and motivation of the concept in detail, followed by the introduction of its research methodology in section 1.5.

1.4. New application – Integrated detection and treatment of Barrett’s Esophagus

The incidence rate of esophagus adenocarcinoma (EAC) has increased by 300% in the US over the past few decades [44]. This has brought particular concerns as EAC has been reported to have an overall 5-year survival rate of just 12% [45], and this low survival rate is highly associated with the lack of early diagnosis and treatment [46]. Barrett’s Esophagus (BE) is a precancerous condition that is deemed the major risk factor for esophageal cancer. Studies have shown 0.5% of patients with BE develop esophageal cancer per year [47]. The malignancy transformation process of metaplasia-dysplasia-adenocarcinoma suggests that early detection and treatment of dysplasia in BE is essential to reduce the risk of cancer development. However, current clinical protocols perform tissue biopsy, histopathological analysis, and treatment in separate procedures, leading to significant mis-sampling and treatment rate [46]. The discrepancy between tissue level (endoscopy) and cellular level (histopathology) observation, as well as intra-observer and inter-observer variation further impede accurate diagnosis and treatment. Therefore, there is an urgent need to develop integrated diagnosis and treatment technique: the lesion can be visualized and classified robustly with cellular resolution imaging followed by real-time treatment plans. In section 1.4, we introduce a new application using fluorescence of photosensitizers – integrated detection and treatment of Barrett’s Esophagus. We start with histopathological progress of BE and limitations of clinical standards for BE diagnosis and treatment (1.4.1). Next, we review advances and limitations of recent biophotonics techniques for detecting and managing BE (1.4.2 – 1.4.4). In 1.4.5, we conclude our motivation behind integrated diagnosis and therapy and present the overall concept of the proposed research.
1.4.1. Introduction to Barrett’s Esophagus

Barrett’s Esophagus (BE) mostly develops as a result of chronic gastroesophageal reflux disease (GERD), which is a common condition with a prevalence of 10 to 20% in North America [48]. **Fig. 1.2** demonstrates the anatomical layers of esophageal mucosa [49]. The inner lining of esophagus is normally layered with squamous epithelium with flat and smooth surface. In GERD, gastric or bile acid leads to chronic inflammation and possible erosion of the esophageal-gastric junction and the lower end of esophagus. Prolonged GERD thus transforms normal squamous cells to intestinalized columnar epithelium that contains mucus-secreting goblet cells [50].

![Figure 1.2 Anatomical structure of esophageal mucosal layers. Mucosal layer (ML) is the inner surface of esophagus, which is normally composed of squamous epithelium (SE), lamina propia (LP), and muscularis mucosa (MU). Barrett’s Esophagus can develop with chronic GERD, where columnar epithelium (CE) replaces the SE surface. In addition, Goblet cells (GC), inflammatory cells (IC) and mucus-secreting glands (G) are also found. (Adapted by permission from Macmillan Publishers Ltd: Ref. [49], copyright (2003))](image)

Histopathological analysis following tissue biopsy is currently a clinical gold standard for confirming diagnosis: BE is diagnosed when there are positive histopathological findings of intestinal metaplasia from biopsied samples (American College of Gastroenterology), as this most common subtype of metaplasia demonstrates the highest malignant potential [51]. Pathological standards for diagnosis of metaplasia and dysplasia include cytological and architectural abnormalities, as summarized in **Table 1.3** [50,52].
Table 1.3 Summary of histopathological standards for BE diagnosis

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Histopathological Standards</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metaplasia</td>
<td>Cytology: well-spaced cell nuclei; rounder and basally oriented nuclei;</td>
</tr>
<tr>
<td></td>
<td><strong>Gross observation:</strong> non-distorted architecture, existence of goblet cells and less stratified morphology</td>
</tr>
<tr>
<td>Low-grade dysplasia (LGD)</td>
<td>Cytology: mild cytological atypia; nuclear overlapping; irregular contour</td>
</tr>
<tr>
<td></td>
<td><strong>Gross observation:</strong> mild architectural distortion; dystrophic goblet cells;</td>
</tr>
<tr>
<td>High-grade dysplasia (HGD)</td>
<td>Cytology: Loss of cell polarity; crowded nucleus distribution; nuclear pleomorphism; enlarged cell nuclei; immature cytoplasm; nuclear stratification</td>
</tr>
<tr>
<td></td>
<td><strong>Gross observation:</strong> Increased crypt complexity; no goblet cells</td>
</tr>
</tbody>
</table>

Upon diagnosis, routine endoscopic surveillance is performed using the biopsy interval of 2 cm for metaplasia and 1 cm for dysplasia [51]. In addition, advanced treatment to eliminate the dysplastic area (e.g. surgical intervention) is given to reduce the risk of developing esophageal cancer. Esophagectomy, a clinical routine used to treat high-grade dysplasia, has shown to cause increased morbidity and mortality (e.g. major respiratory complications). Detailed review of major complications has been documented in work from Low et al. [53,54]. Consequently, alternative optical imaging and photo-ablative techniques have been proposed to access and treat affected mucosa using minimally invasive ways [44,46,55–60], which will be reviewed later in this chapter.

Although the rationale of tissue biopsy, histopathology, and treatment followed by regular surveillance seems reasonable and practical for detecting and managing Barrett’s esophagus, the incidence of EAC still remains high. In other words, certain drawbacks of these procedures should be considered. (i) Sampling error: BE lesion can be focal and distributed irregularly, while the sampling procedures are usually performed at the most affected area [61]. This poses increased sampling errors and the errors are associated with the number of biopsies and the sampling area. For example, it has been reported that the sensitivity of 8 biopsies in a metaplasia segment away from the esophageal-gastric junction is just 68% [50]. (ii) Intra-observer variation of histopathological interpretation reduces robustness in diagnosis [61,62] (iii) Relocation errors: this is introduced from separate diagnosis and treatment procedures; in particular, the mismatch between the observation scales of histopathological analysis (microscopic) and endoscopy examination (macroscopic) results in potential relocation errors when giving treatment [46]. To address challenges mentioned
above, several biophotonics approaches have been proposed to improve the detection and treatment of Barrett’s esophagus. These techniques are reviewed in section 1.4.2 and 1.4.3.

1.4.2. Biophotonics approaches for BE detection

Biophotonics approaches for detection of BE include wide-field and optical biopsy techniques. The former one uses endoscopic observation with either endogenous fluorophores (e.g. narrow band imaging, autofluorescence endoscopy) [63] or exogenous contrast (e.g. chromoendoscopy) [64,65] to visualize the dysplastic region. The latter, on the contrary, illuminates the target at the cellular level to retrieve Barrett’s-associated characteristics by the use of point spectroscopy [66,67], high-resolution microendoscopy [62,68], or endomicroscopy [58,59,69].

1.4.2.1. Wide field Endoscopy

Autofluorescence endoscopy and narrow band imaging (NBI) are two common wide-field techniques without the use of exogenous contrast. Autofluorescence used to be a favored option in clinical diagnosis as no exogenous contrast agent is required, thus there is no safety concern. This technique takes advantages of proportional changes in endogenous fluorophore concentration due to neoplasia formation [67]. In general, neoplastic regions are found to have degraded collagen structure, and increased cell metabolism that affects a variety of enzymes such as NADH, FAD, and porphyrins. The spectral features of these endogenous fluorophores are shown in Fig. 1.3. Due to these characteristics, autofluorescence bronchoscopy has been approved by FDA as a supplementary technique for detecting early stage bronchial lesions [70]. Overall, the degraded collagen and mucosal thickening cause reduction of collagen fluorescence as well as increased attenuation. Therefore, neoplastic regions may appear more brownish when compared to normal tissue that shows greenish color. The technique has also shown promising results in differentiating precancerous polyps in colon [71] and BE [67,72]. Although it is not being listed as one of the discriminative characteristics in autofluorescence bronchoscopy, attenuation from absorption of hemoglobin also helps to reveal the microvascular pattern. This will be mainly used in narrow band imaging (NBI) discussed in the next paragraph.
Figure 1.3 Important endogenous fluorophores for autofluorescence endoscopy. Loosened structure and mucosal thickening lead to decreased signal of collagen. Increased signal of porphyrin, FAD, and NADH can be observed due to increased metabolism. The emission spectra demonstrated here are just for illustrative purposes, not the measured values.

In NBI, a broad band light source is passed through a filter disk containing red, green, and blue (RGB) band-pass filters, or more commonly the green (540-560 nm) and blue (400-420 nm) filters. The mucosa is illuminated sequentially by the RGB light source, and the narrow-band signal is collected by a monochrome CCD. The imaging contrast is built based on the altered attenuation of these wavelength bands. Due to absorption of hemoglobin at blue and green channels, it is capable of showing mucosal morphology and microvasculature of neoplastic areas. The blue band also helps with observing superficial layers due to its shallow penetration depth [63].

Instead of using endogenous fluorophores, white light chromoendoscopy or fluorescence endoscopy use organic or synthetic dyes in an attempt to highlight BE. Common dyes used in clinical GI endoscopy have been reviewed extensively by Song et al. [64], and summarized in Table 1.4. It should be noted that these dyes can also be used at microscopic scales.

Table 1.4 Common endoscopic contrast agents

<table>
<thead>
<tr>
<th>Contrast Agents</th>
<th>Properties and Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluorescein</td>
<td>Highlights vasculatures and intracellular space. Goblet cells and epithelial mucin appear dark</td>
</tr>
<tr>
<td>Methylene Blue</td>
<td>Highlights actively absorbing columnar epithelium but with little discrimination for HGD</td>
</tr>
<tr>
<td>Toluidine Blue</td>
<td>Stains nuclei of columnar cells</td>
</tr>
</tbody>
</table>
**Lugol’s Solution**  
Only stains normal mucosa for its affinity to iodinated agents.

**Cresyl Violet**  
Stains the cytoplasm, so also highlighting cell nuclei, while the staining pattern is not discriminative.

**Acriflavin**  
Stains cell nuclei directly, but is considered to be mutagenic.

**Acetic Acid**  
Highlights columnar mucosa, but low specificity for HGD.

**Indocyanine Green**  
Less used in chromoendoscopy, but only for marking locations.

### 1.4.2.2. Point spectroscopy and imaging

Fluorescence and autofluorescence spectroscopy are alternatives for endoscopy for its low cost and easier implementation. However, in the case of Barrett’s esophagus, spectroscopic techniques are not preferred owing to certain major challenges, such as individual variability and substantial artifacts from changes of imaging geometry [67], which will be discussed further in section 1.4.4.

Moving towards cellular resolution, optical coherence tomography (OCT) has been used to obtain cross-sectional images non-invasively using low coherence light. Similar to the concept of ultrasonic pulse-echo imaging, OCT is based on the scattering events from tissue microstructures due to the mismatch of refractive indices. The structures of the targeted volume can be reconstructed based on the interference patterns between the incident and reflected light [73]. Recently, high-resolution OCT has also been developed as a potential tool for imaging stratified layers of esophageal epithelium [74–77], achieving lateral resolution of a few micrometers, axial resolution down to 2 µm in tissue, and a penetration depth of 2 to 3 mm [75]. This allows visualization of tissue architecture such as crypts, blood vessels, etc., and differentiate BE from normal squamous epithelium. The greater imaging depth compared to confocal microscopy is particularly valuable for visualizing submucosal invasion and staging of neoplastic lesions [75]. However, as the contrast from OCT is built upon the mismatch of refractive index, subcellular organelles may not easily visible using this technique, thus classification within BE is challenging and further correlation may be required.

Based on the clinical standards of histological analysis, morphological features of cell nuclei may provide the most robust criteria for detection of HGD areas [50,52]. *In vivo* histology is a promising technique whose resolution approaches that of gold standard histopathological analysis. This includes the use of high-resolution microendoscopy (HRME) [62,78], and confocal laser endomicroscopy (CLE) [58,59,69,79]. Both HRME and CLE render imaging resolution down to cellular level.
In particular, CLE yields cytology-comparable resolution using miniaturized confocal optics placed at the distal end of the optical fiber, as shown in Table 1.5. The depth of imaging acquisition is up to 250 µm (EC3870CILK, Pentax, Tokyo, Japan), which allows microscopic visualization of mucosal layers and capillaries [79]. As a result, BE has become an important focus as the pathology is mostly limited to mucosal layers [47]. Unlike axial sectioning used in standard histopathology, the image sectioning using CLE is performed on the plane parallel to the surface (en face acquisition), which is similar to images acquired by laboratory confocal microscope. As the features of CLE images are in agreement with mucosal histopathology, Kiesslich and colleagues have shown that CLE is capable of differentiating BE and adenocarcinoma with the use of fluorescein for visualizing cellular and vascular patterns. Mainz Confocal Barrett’s Classification system was developed based on the morphological characteristics to stage BE [59]. This BE classification system achieved high diagnosis accuracy (97.5 %) and successfully enabled targeted HGD biopsy, while it is still considered to be highly dependent on intra-observer agreement [62].

The comparison of wide-field and point-biopsy technology is summarized in Table 1.5. These techniques make real-time diagnosis feasible, and may allow on-site detection and treatment when imaging devices and treatment technologies are integrated into the endoscopic head. To explore treatment options, common phototherapeutic technologies are introduced in the following section.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>FOV</th>
<th>Resolution (µm)</th>
<th>Classification techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wide-field</strong></td>
<td>100 – 300 K pixels</td>
<td>Lateral: 100</td>
<td>Visual observation by trained endoscopist. Requires histopathological analysis</td>
</tr>
<tr>
<td></td>
<td>FOV: a few cm²</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OCT</strong></td>
<td>FOV: up to 1 mm x 1mm</td>
<td>Lateral: 5.6 Axial: 2 Axial range: 2 – 3 mm</td>
<td>Visual observation by the trained endoscopist and pathologists</td>
</tr>
<tr>
<td><strong>CLE</strong></td>
<td>1024 x 1024 pixels FOV: up to 500 x 500 µm</td>
<td>Lateral: 0.7 – 3.5 Axial: 5 - 7 Axial range: up to 250</td>
<td>Gastroenterologists and pathologists perform classification based on cellular and vascular changes</td>
</tr>
<tr>
<td><strong>HRME</strong></td>
<td>400 to 850 K pixels 1400 µm x 530 µm</td>
<td>Lateral 4.4 µm</td>
<td>Using automatic image classification algorithm.</td>
</tr>
</tbody>
</table>
1.4.3. Phototherapeutics for Barrett’s Esophagus

As mentioned in section 1.4.1, esophagectomy has been considered to cause increased morbidity and mortality [45,53,54]. To avoid these adverse effects, alternative photo-ablative techniques have been proposed to access and treat affected mucosa using minimal invasiveness. The main concept is to remove the HGD epithelium and stimulate the regrowth of normal squamous layers in an anacidic environment [80]. It is also based on the rationale that metastatic rate in HGD is nil [81,82]. Endoscopic mucosal resection (EMR) for treating BE was initially adapted by Soetikino et al. to deal with the flat neoplastic lesions present in esophagus [83]. A plastic cap, typically used in the endoscopic band ligation (EBL) device can be used with a suction force from the endoscope to remove the lesion. Another method is to lift the affected mucosa by injecting saline into the submucosa, thus the HGD mucosa can be snared for electrocoagulation (multipolar electrocautery) [57,80]. The main advantage of this technique is that it may remove the pathological area including some of submucosa, which can achieve complete resection of lesion and help determine the stage of the disease. However, EMR is only practical when the lesion area is known, thus other photo-ablative techniques described below may be used to treat spotted lesions.

Current photo-ablative methods include the use of photochemical (e.g. photodynamic therapy, PDT) [17,28,84,85], photothermal (e.g. argon plasma coagulation, APC) [56,57,86,87] techniques, and radiofrequency ablation [88,89]. This section focuses on the review of PDT and APC, the most extensively studied photo-ablative techniques in treating BE.

1.4.3.1. PDT for treating Barrett’s Esophagus

Photodynamic therapy is based on the cytotoxicity generated by photochemical reactions [4]. PDT using Photofrin® (porfimer sodium) has been approved for treating patients with HGD in North America and Europe [85]. The specific applications of PDT in BE are reviewed in this section.

Overholt et al. compared results from multi-center phase III clinical trials in 2007 [85], where BE patients diagnosed with HGD were placed into two groups: a control group that only took proton pump inhibitors (Omeprazole), and an experimental group that received both Omeprazole and PDT. In PDT, Photofrin® of 2mg/kg was administrated intravenously. Light activation at 630 nm was delivered 40 to 50 hours after drug administration, using 130 J per centimeter of the cylindrical diffuser. The cylindrical diffuser fiber was introduced to the center of the targeted BE segment using an inflatable balloon device. The follow up light treatment was given 4 to 6 days after drug administration, and 1 or 2 more treatment sessions can be applied depending on the completeness of the treatment. This comparative study affirmed the PDT efficacy for treating Barrett’s esophagus, where the complete elimination was enhanced from 39 % to 77%, and
it eventually lead to FDA approval of using Photofrin® for Barrett’s neoplasia. 5-aminolevulinic acid (5-ALA) is another topical photosensitizer that has been studied extensively for treating BE owing to its better mucosal selectivity [28,29,34,90]. This unique advantage significantly reduces unwanted esophageal stricture from the low targeting specificity of Photofrin.

1.4.3.2. Laser ablation

Focal laser ablation techniques include a wide range of mechanisms from photothermal to plasma-mediated ablation using different combinations of light irradiance and exposure time [91]. Of these, photothermal reaction is the most commonly used technique in BE, where light of the wavelengths that matches the absorption peaks of tissue achieves mucosal coagulation in BE segment. It can be performed using Nd:YAG or KTP lasers, while more commonly with Argon plasma beam (APC) or multipolar electrocoagulation [57] in recent years. During clinical procedures, the APC probe is passed through endoscopic biopsy channel and placed at about 1 cm further to the distal end. The ablation is usually performed from the gastro-esophageal junction, and moved upward towards the upper boundary of the HGD segment. With APC, a mucosal strip of 2 mm wide can be coagulated at a time. Kelty et al. performed a large randomized controlled trial to compare the efficacy of PDT and APC in treating Barrett’s esophagus [56], where 68 patients were divided into a 5-ALA based PDT group, and the APC group. Patients receiving 5-ALA of 30 mg/kg were given the light fluence of 68 mJ/cm² during the treatment. APC group received light treatment with a power setting of 65 W. Results showed that both techniques led to a significant reduction of Barrett’s epithelium, while APC demonstrated a much better treatment efficacy in terms of complete reversal of squamous epithelium (97% vs. 50% of treated patients).

In summary, photochemical reactions are not limited to focal lesions and are intended to treat the entire BE regions. Other ablative techniques are more time-consuming when treating focal spots but demonstrated relatively better prediction of treatment results. These treatment technologies may be integrated with diagnostic techniques to achieve early detection and treatment. To examine clinical feasibility, potential limitations of these techniques in BE applications are discussed.

1.4.4. Clinical limitations

Although biophotonics techniques mentioned in 1.4.2 and 1.4.3 help approaching integrated in vivo diagnosis and real time treatment without taking tissue biopsy, commonly used wide field endoscopy (e.g. AFI, NBI, chromoendoscopy), and optical biopsy (e.g. point spectroscopy, endomicroscopy)
still yield insufficient detection sensitivity and specificity in the reported trials [68]. In general, current techniques pose certain major limitations, as detailed in the following:

(i) Autofluorescence-based techniques do not have adequate specificity mostly because non-dysplastic areas in esophagus also present high level of autofluorescence signal. Thus the pathological and normal areas do not show significant differences in terms of autofluorescence features [63,72]. As a result, combinations of multiple modalities, multiple spectral bands, or adding exogenous contrast agents are required.

(ii) Significant patient to patient variability is a major uncertainty when using spectroscopic techniques, thus making a robust detection algorithm almost impossible. Other technical difficulties were also reported [46]. For example, it is difficult to reproduce the same point of measurement when trying to perform tissue biopsy to validate spectroscopic results. The varied endoscopic observation geometry (particularly in esophagus) and artifacts from heartbeat lead to further variation in measurement. To deal with these problems, providing extra spectroscopic information (e.g. such as time-resolved fluorescence, detailed in Chapter 2) can be one of the options. Using imaging techniques can be a more preferred way to account for individual variability.

(iii) Clinical histopathological standards are mainly based on distinct nucleus contrast given by various pathological progresses. However, when attempting to use exogenous contrast in endoscopy (e.g. fluorescence endoscopy, chromoendoscopy), either organic dyes or PDT photosensitizers do not show sufficient targeting specificity [64,84] except for some nucleus stains that are considered mutagenic. For example, PDT used to be deemed as an approach with both diagnostic and therapeutic powers. Although 5-ALA based diagnosis achieved acceptable sensitivity (> 80%), the specificity is only up to 56 % [92]. Therefore, not only is a contrast agent demonstrating nucleus contrast desired, a proper quantitative algorithm should also be employed to alleviate problems from variability in targeting specificity. Limitations of the above biophotonics techniques are summarized in Table 1.6.

<table>
<thead>
<tr>
<th>Diagnostic Techniques</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autofluorescence Endoscopy</td>
<td>Insufficient contrast, scale mismatch (sampling errors)</td>
</tr>
<tr>
<td>Autofluorescence Spectroscopy</td>
<td>Insufficient contrast, large individual variability, no spatial information</td>
</tr>
<tr>
<td>Narrow-band Imaging</td>
<td>Insufficient contrast, scale mismatch</td>
</tr>
<tr>
<td>Chromoendoscopy*</td>
<td>Lacking safe dyes that highlight HGD, scale mismatch</td>
</tr>
</tbody>
</table>
OCT Lacking subcellular contrast
Molecular Imaging Requires extensive clinical trials to address safety concerns.

*including fluorescence endoscopy and the use of fluorescent PDT photosensitizers

To overcome these challenges, we proposed the integrated detection and treatment using a PDT photosensitizer as an exogenous contrast agent with potential treatment power. It is combined with microscopic-based imaging analysis and classification to address the issue of insufficient targeting specificity from the photosensitizer. We illustrate the overall concept of the proposed research and intermediate research objectives in section 1.4.5.

1.4.5. Integrated detection and treatment of HGD using photosensitizers

As mentioned in the preceding sections, integrated detection and treatment is in urgent need to address the sampling and relocation errors arising from traditional tissue biopsy, while the limitations from current biophotonics approaches still exist. These challenges lead to our research motivation for integrated detection and treatment. More specifically, it may be feasible to detect HGD areas with better sensitivity and specificity using statistical classification algorithms at a microscopic level. In addition, the diagnostic step is followed immediately by well-characterized treatment plans that avoid relocation errors and render predictable results. The schematics of the research concept are shown in Fig. 1.4.

Integrated detection and treatment compatible with current confocal laser endomicroscopy (CLE) techniques may improve the diagnostic accuracy. We propose to use the FDA-approved photosensitizer, 5-aminolevulenic acid (5-ALA) induced protoporphyrin IX (PpIX), as a nucleus contrast agent for highlighting the HGD area. 5-ALA is selected for its ability to stain peri-nucleus region (mitochondria), mucosal selectivity \textit{in vivo}, and fast clearance rate (less side effects). However, as mentioned in section 1.4.4, 5-ALA shows limited targeting selectivity due to heterogeneous PpIX synthesis. Therefore, instead of relying on the targeting selectivity by the contrast agent, machine learning and pattern recognition are more robust to extract histological features and distinguish HGD from normal areas. In other words, the integrated detection and treatment comprise two components: (i) quantitative morphological and textural extraction is performed based on the nucleus contrast given by PpIX (ii) Treatment immediately following the classification can be achieved through photodynamic therapy (PDT) or laser ablation. The use of photosensitizers with machine
learning techniques may solve the dilemma of selecting contrast agents, as well as the low selectivity of traditional “wide field” PDT.

Figure 1.4 Schematics of concepts. (a) Substantial sampling and relocation errors exist in endoscopic surveillance due to the mismatch of resolution between endoscopy and histology. The separate procedures between diagnosis and treatment can lead to undiagnosed focal dysplasia that increases the risk of esophageal cancer. (b) Integrated detection and treatment compatible with current confocal laser endomicroscopy (CLE) techniques may improve the diagnostic accuracy. We propose to use the FDA-approved photosensitizer, 5-ALA induced PpIX, as a nucleus contrast agent for quantitative morphological and textural extraction. Treatment immediately following the classification can be achieved through photodynamic therapy (PDT) or laser ablation.

The overall goal of this project is to enable an integrated diagnostic and treatment technique for early detection of Barrett’s esophagus. To achieve this goal, the logical intermediate steps include: in vitro models such as mono- and co-culture studies, organotypic (3D) mono- and co-culture studies; in vivo animal models, and eventually moving towards clinical studies. Towards this end, the flow of specific research objectives is summarized in Fig. 1.5.
Figure 1.5 The flow chart of individual research objectives.
We started with an *in vitro* platform to study quantitative detection and characterize treatment efficacy using 5-ALA. This *in vitro* characterization step can be divided to several step-by-step tasks, as shown in Fig. 1.5. These tasks include using machine learning techniques or time-resolved fluorescence imaging for quantitative detection. Current work is focused on investigating basic morphological and textural features provided by a low density co-culture model for classification of HGD cells. The preliminary features acquired from this simple platform can be expanded and adapted for high-density co-culture and organotypic platforms. In addition to quantitative detection, there are also research questions to answer in order to optimize the treatment efficacy. Treatment efficacy should be characterized when applying different treatment options (e.g. PDT or laser ablation). The work presented in this thesis used PDT as a main treatment option and characterized cell viability in the *in vitro* platform. Moreover, we investigated the feasibility of using time-resolved imaging for probing photosensitizer-molecular interactions, in an attempt to obtain information of drug concentration, intracellular localization, and cell function. This could also be potentially useful for classification as previous studies have reported that the fluorescence lifetime of PpIX in tumor area is significantly longer than normal area [93].

In section 1.5, we briefly introduce relevant background to the research methodologies used in the BE project, including BE cell culture platform (1.5.1), principles of pattern recognition and light treatment (1.5.2).

### 1.5. Background of research methodology

#### 1.5.1. BE experimental models

Several laboratory BE models have been used to investigate research questions in BE and esophageal cancer. These models are necessary for investigating diagnosis, preventive and treatment strategies. A detailed review of BE experimental models from *in vitro* platform to laboratory animals can be found in work published by Garman *et al* [94]. The selection of an experimental platform is usually based on the context of research questions. For example, an *in vitro* platform possesses a main advantage that research questions can be characterized in a controlled culture setting. This applies to the context of current work that ALA- PpIX is first used as a contrast agent for feature extraction and classification. In addition, a co-culture model is usually preferred to demonstrate the diverse cell types of Barrett’s epithelium [95,96]. Moving forwards, 3D BE cultures can provide sufficient closeness to the *in vivo* environment, and has advantages over the animal models. For example, animal models create
metaplasia by surgical anastomosis of jejunum of intestine and the distal end of the esophagus [97], which may cause atypical bile reflux and increased experimental variability. The requirement of surgical expertise is also an issue. As shown in the Fig. 1.5, we started our project using two-dimensional mono- and co-culture BE models to investigate how ALA-PpIX can be used for integrated quantitative detection and treatment. Characteristics of these cell lines are described below.

CP-A (metaplasia), and CP-B / CP-C / CP-D (high-grade dysplasia) are telomerase-immortalized (hTERT-immortalized) cell lines first developed by Palanca Wessels et al in 1998 [98,99]. Typically, primary esophageal squamous cells only survive for a week. Telemorase-immortalized cells can be maintained in culture environment for a longer period, thus enables studies of long term or organotypic (3D) cell culture. With this transformation, gene expression and morphological characteristics have been investigated to show genetic and morphological similarity to primary cells.

Molecular genetic abnormality is one of the hallmarks in neoplastic progression of BE. Such changes include nonrandom loss of heterozygosity (LOH) at some chromosome arms (9p, 17p) and mutation of certain cell-cycle regulated proteins (i.e. p53). Palanca-Wessels et al has demonstrated that all cell lines have close similarities as primary culture, where all HGD cell strains contain mutation of p53 and 17p LOH. Slight genetic differences were present among these cell lines: LOH was found at chromosome arm (9p) in just CP-A and CP-B, while CP-D exhibited consistent losses of one copy of chromosomes at certain homozygous sites. Also, mutations in p16 were only found in CP-B (missense mutation; leucine to glutamine) and CP-D (deletion of p16). Details of these studies can be found in work from Palanca-Wessels in 2003 [99].

Emphasis should be put on comparison of morphological patterns from in vitro platforms to in vivo observation, as the consistency in morphological features is essential for translating classification studies to tissue or in vivo levels. In terms of morphology, these cell lines have been well-characterized in co-culture and organotypic culture [95,100]. Mono-culture cell studies have demonstrated various cell shapes, doubling time, and metabolic activities between cell lines, while all cells exhibited large nucleus to cytoplasm ratio [98,99]. When grown in three dimensional environment, co-culture of BE cell strains with fibroblast-embedded collagen revealed distinct morphological patterns between these HGD cell lines and between HGD and metaplastic cells (CP-A). In particular, CP-A cells showed a significant difference in terms of goblet cell formation and the phenotype of columnar cells; multilayered stratified epithelium was formed in both CP-B and CP-D cells and CP-D cells were found to mildly invade the collagen matrix. In contrast, CP-C cells only spread in a single layer [100]. The morphological patterns of different experimental models are summarized in Table 1.7.
Table 1.7 Morphological patterns at different experimental models

<table>
<thead>
<tr>
<th>Levels</th>
<th>Literature review: Morphological features at different levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single cell lines</td>
<td>All cell lines exhibit enlarged nucleus to cytoplasm ratio. CP-A cells have rounder shape and well-spaced distribution, while other HGD cell lines exhibit slender morphology and crowded distribution.</td>
</tr>
<tr>
<td>2D co-culture</td>
<td>No obvious morphological changes when compared to single cell culture, while cells demonstrate competitive responses to the chemical stimulants [95].</td>
</tr>
<tr>
<td>3D co-culture (Organotypic culture)</td>
<td>Metaplasia and HGD yielded different growth patterns and behaviors similar to histopathological observation. Metaplastic cells formed goblet cells, and HGD lines become multilayered stratified epithelium except for CP-C cell line [100].</td>
</tr>
<tr>
<td>Ex vivo/ In vivo</td>
<td>Metaplasia demonstrates honey comb-like patterns with goblet cells. Cells have regular basal-oriented nuclei and basal border. Villiform shapes can be observed at the basal membrane layer. In contrast, HGD shows severe pleomorphism, nuclear membrane irregularity, large nuclei and no nuclear polarity [59].</td>
</tr>
</tbody>
</table>

The correlation between different experimental models is mainly based on nucleus distribution. The distribution in organotypic and tissue level leads to distinct patterns shown in a 2D culture. This is demonstrated using a simple cartoon illustration in Fig 1.6, where the xy plane represents en face acquisition using CLE or a confocal microscope, and the xz plane shows a regular axial sectioning performed in histopathological analysis.

![Image of Fig 1.6](image)

**Figure 1.6** Illustration of morphological features shown in different image acquisition planes.

As shown in the figure, the nucleus distribution of columnar metaplastic cells in xz plane (e.g. single layer, basal-oriented nuclei) yields well-spaced, rounder shape in xy plane. In contrast, the irregular cell shape and stratified layers of HGD cells in xz plane lead to crowded and uneven distribution seen in xy images. Therefore, microendoscopy (CLE) acquires images have been shown to yield meaningful information for differentiating HGD areas [59], and these nucleus
morphological features can be correlated between all levels of BE experimental models.

In summary, these well-characterized cell lines were shown to be genetically and morphologically close to in vivo BE, and provide a better platform to avoid unwanted contamination from endoscopically biopsied specimens. In this work, we use this cell culture platform as an initial model for studying cellular-resolution classification and treatment. The specific machine learning and light activation techniques are introduced in the next section.

1.5.2. Cellular-resolution classification and treatment

Section 1.5.1 introduces the experimental platforms used in our work. With cell mitochondria and nucleus patterns highlighted by fluorescent photosensitizers (PpIX), cellular resolution classification and treatment can be performed. For quantitative detection of HGD area, image processing combined with machine learning algorithms may be the most objective and robust approach. Image processing and feature extraction is first performed to extract morphological, textural, and pattern descriptors [101], thus the computer learning algorithm can be trained based on the extracted features. In this section, support vector machine (SVM), the classification technique used in our work will be presented. In addition, comparisons of potential treatment strategies using one-photon or two-photon light sources are reviewed.

1.5.2.1. Support vector machines (SVM)

Support vector machine (SVM) was introduced by Boser et al in 1992, and has been widely used as a supervised learning approach in bioinformatics for its capability of dealing with high dimensional data and data variability [102]. SVM is essentially a linear two-class classifier, as represented in Fig 1.7 (a), where data can be classified to two groups (+1, -1) using the separating line:

$$f(x) = w^T x + b$$  \hspace{1cm} (1.2)

where \(f(x)\) is the linear discriminant function; \(w^T x\) is the dot product between coefficient vectors \(w\) and sample vectors \(x\), and \(b\) is the bias that translates the line away from the origin. In most cases, training data cannot be divided to two groups easily in a two-dimensional space. Therefore, SVM projects training data into a higher-dimensional feature space, where the decision boundary is termed a hyperplane. As shown in Fig. 1.7 (b), SVM separates two training classes by optimizing the hyperplane: maximizing the margin \((1/||w||)\) as denoted in Fig. 1.7 (a), and minimizing the sum of errors. The training examples on the margin are called support vectors, noted by the concentric circle in Fig. 1.7 (a).
Typically, when a set of data is transformed from linear to non-linear space, it can be mapped using a non-linear function, $\phi(x)$, then the discriminant function becomes a soft margin:

$$f(x) = w^T \phi(x) + b$$  \hspace{1cm} (1.3)$$

However, computing non-linear functions explicitly can increase the use of memory and is considered computationally expensive. Therefore, kernel methods are proposed to solve this non-linear complexity. Assume the weight function $w^T$ can be represented as a linear combination of training data $(\alpha_i x_i)$, thus Eq. (1.2) and (1.3) can be rewritten to Eq. (1.4) and (1.5), respectively:

$$f(x) = \sum_{i=1}^{n} \alpha_i x_i^T x + b$$  \hspace{1cm} (1.4)$$

$$f(x) = \sum_{i=1}^{n} \alpha_i \phi(x_i)^T \phi(x) + b$$  \hspace{1cm} (1.5)$$

where $x_i$ is the $i^{th}$ vector of the dataset, which is associated with a class label, $y_i$. Therefore, a kernel $(k)$ can be introduced to replace the non-linear functions in Eq. (1.5) such that:

$$f(x) = \sum_{i=1}^{n} \alpha_i k(x, x_i) + b$$  \hspace{1cm} (1.6)$$

In particular, Gaussian kernel is commonly used to increase flexibility of the classifier [103], which can be expressed as:

$$k(x, x_i) = \exp \left( -\gamma ||x - x_i||^2 \right)$$  \hspace{1cm} (1.7)$$

Based on this Eq. (1.7), the radius of the kernel is controlled by $\gamma$. A small $\gamma$ (large variance) yields a nearly linear decision boundary. A proper setting of this value achieves moderate flexibility and avoids unwanted over-classification that is difficult to be generalized when more samples are recruited.

**Figure 1.7** Support vector machines.
In addition, as SVM is an optimization process to maximize the margin, the flexibility of the classifier can also be determined by the tolerance of misclassification, a penalty parameter, $C$. This parameter is also useful when processing datasets with unbalanced groups. Unbalanced groups can usually cause bias during classification because classifying most samples to the majority group may yield the best accuracy. Therefore, this issue can be solved by adjusting the tolerance of misclassification ($C$) proportional to the group size. An optimal classifier based on a Gaussian kernel can be achieved by using the grid search of parameters $\gamma$ and $C$ that yields the best SVM accuracy \cite{104}.

1.5.2.2. Light treatment and monitoring

To achieve integrated detection and treatment, cellular-resolution light treatment and monitoring is complementary to on-site detection, and can be achieved by the use of point-scanning instrumentation. We have mentioned confocal laser endomicroscopy (CLE) in 1.4.2. This section also introduces considerations of treatment strategies compatible with existing CLE platforms.

As mentioned in section 1.4.3, light treatment can be given by photodynamic therapy (PDT) or laser ablation requiring a high irradiance. PDT has some degree of selectivity from preferential accumulation of photosensitizers, while laser ablation of the whole cell or certain subcellular areas holds better precision in cell killing. The correspondence of power density and ablative mechanisms is shown in Fig. 1.8.

![Figure 1.8](image)

Figure 1.8 The power density and exposure time for laser ablation. (The figure was adapted from Ref. [105], with kind permission of Springer Science + Business Media).
One-photon and two-photon excitation are two common light activation principles used in fluorescence microscopy. One-photon excitation is usually coupled with confocal optics to achieve imaging sectioning capability. In contrast, ultra-short pulsed two-photon (or multi-photon) sources with high peak power of approximately $10^{11}$ W can provides better contrast due to the quadratic dependency of fluorescence emission on excitation [106]. Main differences between the two techniques are listed in Table 1.8. Among the listed characteristics, excitation volume, penetration depth, and ablation mechanisms are important considerations when using light as a treatment tool in BE. For example, a relatively larger excitation volume given by one-photon excitation may yield higher energy deposition and provide an overall better phototoxicity. However, two-photon activation can achieve a more suitable penetration depth for Barrett’s epithelium, and potentially provide immediate and targeted photo-disruptive effects when the power density is sufficiently high. Details of one-photon and two-photon principles can be found in work from Zipfel et al. and Karotki et al [106,107].

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>One-photon excitation</th>
<th>Two-photon excitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light sources</td>
<td>Deposit the energy using $cw$ or pulsed light sources in UV-VIS wavelength ranges ($e.g.$ UV or Argon-ion lasers).</td>
<td>Deposit the energy using ultra-short (fs) pulsed near-infrared light ($e.g.$ Mode-locked Ti:Sapphire lasers).</td>
</tr>
<tr>
<td>Activation</td>
<td>Single photon of higher energy is absorbed by the molecule. Linear dependence to excitation intensity.</td>
<td>Two-photons of equal energy and physical properties simultaneously produce the same energy level of single photon excitation. Quadratic dependence on excitation intensity</td>
</tr>
<tr>
<td>Excitation volume</td>
<td>The whole light path is activated, with the energy focused at the focal point.</td>
<td>Mostly activates the focal spot due to higher two-photon probability. Loss of ballistic photons in tissue may result in reduced two-photon capability.</td>
</tr>
<tr>
<td>Fluorescence emission</td>
<td>Linear dependence. Emission is summed from emitted photons of the light path.</td>
<td>Quadratic dependence. Emission is only from the focal spot.</td>
</tr>
</tbody>
</table>
Table:

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Lateral: diffraction limited</th>
<th>Axial: approximately 1 µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal Resolution</td>
<td>Lateral: diffraction limited</td>
<td>Axial: approximately 1 µm</td>
</tr>
<tr>
<td>Penetration depth</td>
<td>A few micrometers due to absorption of hemoglobin and increased scattering.</td>
<td>A few hundred microns more than one-photon excitation due to less absorption from endogenous chromophores. The actual penetration depth may be affected by loss of ballistic photons in tissue.</td>
</tr>
<tr>
<td>Ablation mechanisms</td>
<td>Typically contributes to photochemical or photothermal ablation</td>
<td>Common light sources for photo-disruptive and plasma-mediated ablation</td>
</tr>
</tbody>
</table>

In summary, cellular resolution detection and treatment can be achieved by quantitative imaging analysis and classification algorithms (e.g. SVM) based on the morphological and textural features given by the photosensitizer. Upon diagnosis, it is followed by appropriate light activation to achieve either PDT or ablative effects. Both detection and treatment technologies can be coupled to existing CLE systems in the future for in vivo applications.

1.6. Dissertation overview and organization

The overall background of research questions, motivation and specific aims of the study are presented in the introduction chapter. The dissertation is organized based on the two applications using fluorescence of PDT photosensitizers, which includes five journal papers. The presentation sequence starts with (i) PDT dosimetry using time-resolved fluorescence (Chapter 2 to 4), followed by (ii) quantitative detection (Chapter 5) and (iii) treatment (Chapter 6) of Barrett’s Esophagus. A short introduction to the paper is also given at the beginning of each article.

Chapter 2 is a review article regarding time-resolved fluorescence of PDT photosensitizers. This chapter reviews current limitations in PDT dosimetry, technologies time-resolved fluorescence, and provides literature review to examine the feasibility of using time-resolved fluorescence in monitoring PDT treatment efficacies.

Chapter 3 investigates changes of fluorescence lifetime during intracellular uptake of photosensitizers, which can be correlated with cell function and drug-molecular interactions. The results showed that the fluorescence lifetime of Photofrin is significantly shorter when it is bound to cell membrane compared
to other intracellular locations. This suggests fluorescence lifetime may be a potential indicator for drug-cell interactions.

**Chapter 4** follows the topic of time-domain fluorescence lifetime technology used in **Chapter 3**. It investigates the problems of incomplete fluorescence decays that could lead to inaccurate lifetime estimation, which can be substantial when using long-lived fluorophores such as PDT photosensitizers. Analytical solutions are developed to perform correction based on measured time-resolved parameters, and validated using bulk solution experiment. Results showed the lifetime estimation can be distorted significantly when two fluorophores have comparable concentration or large differences in decay rate.

**Chapters 5 and 6** investigate the feasibility of quantitative detection and treatment of BE using 5-ALA as a fluorescent marker. **Chapter 5** focuses on the detection part. 5-ALA uptake is first characterized in BE cell lines, followed by image processing, feature extraction, and classification using SVM. Results confirmed that 5-ALA does not yield targeting specificity during cellular uptake process, while yielding sufficient nucleus contrast for quantitative imaging analysis. Metaplasia and high-grade dysplasia (HGD) can be classified using two fluorescence features – eccentricity and contrast, with the sensitivity and specificity of 95% and 87%, respectively.

**Chapter 6** focuses on the treatment side using the same experimental platform. Subcellular treatment involving cell nuclei, mitochondria, or whole cell is given at 3 hours after 5-ALA is administered. Cell viability is then compared between various treatment regimens, and between one-photon and two-photon irradiation. Results showed that HGD cells are more susceptible to the photosensitizer when the same light dose is given. In addition, treatment involving the photosensitizer-localized area (mitochondria) provides better killing efficacy in both cell lines. One-photon excitation also led to more photo-toxicity than two-photon excitation due to its increased excitation volume.

**Chapter 7** concludes the dissertation and also presents future directions for both applications.

1.7. **Contributions to articles**

The research work in this dissertation is presented as five journal articles from **Chapters 2 – 6**. As for the first application – time-resolved fluorescence of photosensitizers, Professors Qiyin Fang, Michael S. Patterson, Kevin R. Diamond, and Joseph E. Hayward provided the initial ideas and guided the research direction, and I continued the development of initial ideas through literature searches, experimental design and data analysis. As for the second application – integrated detection and treatment of Barrett’s Esophagus, Professors Qiyin Fang, Michael S. Patterson, and David W. Andrews proposed the initial concept and the
cellular model, and I worked on the investigation of suitable experimental methods and data interpretation.

I prepared the first drafts of articles in Chapters 2, 3, 5, and 6 and the final manuscripts were revised based on all co-authors’ feedback. For the published articles, I made required changes and generated the preliminary responses according to reviewers’ comments, and the revisions were finalized by the co-authors.

In particular, Professors Michael S. Patterson, Qiyin Fang, and Joseph Hayward guided me through the initial outline of the review article (Chapter 2), and provided critical comments that contribute to a more comprehensive review. Prof. Kevin R. Diamond assisted in proofreading of papers in Chapters 3 and 6. Dr. Samir Sahli had provided valuable discussions for the paper in Chapter 5 regarding image processing and classification techniques. Prof. Andrews’ lab provided the mcerulean-3 plasmid for creating the stably transfected cell lines, and the stable cell strains were purified with the help of Liang Hong from McMaster flow cytometry facility. Cell imaging experiments were performed in McMaster Biophotonics Facility, with the initial guidance for troubleshooting from Dr. Tony Collins.

As for Chapter 4, Professor Qiyin Fang provided the initial ideas for the necessity of fluorescence lifetime correction. The paper was contributed equally by Regina W-K. Leung and I. I reviewed the concept of time-domain techniques and completed its introduction section. Regina guided me through the development of analytical solutions, performed data simulation, and completed the corresponding method and result sections. Then, I performed experimental validation, data analysis, and completed experimental result and discussion. The final manuscript incorporated the revisions from Prof. Qiyin Fang.
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Introduction to paper I

This chapter summarizes fundamental processes of photodynamic therapy (PDT) and associated PDT dosimetry schemes. Then, discusses the potential of using time-resolved fluorescence (TRF) technique in PDT dosimetry.

Recent time-resolved fluorescence studies on interactions between PDT photosensitizers and biomolecules both *in vitro* and *in vivo* are summarized and critically reviewed. From *in vitro* studies, TRF has been shown to be able to reveal drug bindings to subcellular molecules and the changes of active amount of photosensitizers, such as photoproduct formation or photobleaching. *In vivo* imaging also studies endogenous fluorophores for probing cell responses, and the effects of complex microenvironment such as oxygenation and pH.

Based on the outcome of the studies, potential PDT dosimetry scheme of incorporating time-resolved fluorescence from photosensitizers, their photoproducts, and endogenous fluorescence of the targeted tissue have been proposed. Moreover, challenges and advances of TRF-based PDT dosimetry are discussed, including issues in data analysis, tissue optics, and instrumentation development.

This work provides an overview of potential indications of TRF in PDT treatment monitoring, and addresses potential challenges. The targeted audience of this review may include researchers working on TRF-based cancer diagnosis and treatment monitoring using photosensitizers or any contrast agent, and/or using TRF as a potential tool to probe cellular and tissue responses, and/or TRF instrumentation development for clinical applications. The manuscript was prepared initially as an independent study course (BME 799) supervised by Dr. Hayward. The report was written by me and then further developed into a comprehensive review in this subject area by the co-authors.
Contents of Paper I

Abstract

Photodynamic therapy (PDT) has been used clinically for treating various diseases including malignant tumors. The main advantages of PDT over traditional cancer treatments are attributed to the localized effects of the photochemical reactions by selective illumination, which then generate reactive oxygen species and singlet oxygen molecules that lead to cell death. To date, over- or under-treatment still remains one of the major challenges in PDT due to the lack of robust real-time dose monitoring techniques. Time-resolved fluorescence (TRF) provides fluorescence lifetime profiles of the targeted fluorophores. It has been demonstrated that TRF offers supplementary information in drug-molecular interactions and cell responses compared to steady-state intensity acquisition. Moreover, fluorescence lifetime itself is independent of the light path; thus it overcomes the artifacts given by diffused light propagation and detection geometries. In this review, principles of PDT and TRF technologies are summarized, followed by elaborating the current progress in TRF-PDT research. In particular, in order to examine the feasibility of using TRF in PDT dosimetry, this report emphasizes on the correlation between time-resolved measurements and PDT dosimetric factors, as well as discussion of instrumentation and data analysis issues in the context of clinical implementation.

2.1. Introduction

Photodynamic therapy (PDT) has been applied in various clinical fields including dermatology [1], age-related macular degeneration [2], oncology [3], etc. In treatment of malignant lesions, it was first used for treating superficial bladder cancer [4], and subsequently approved for esophageal [5], lung [6], and high-grade dysplasia of Barrett’s Esophagus [7] by the use of the photosensitizer Photofrin®. Treating skin basal cell carcinomas with 5-aminolevulinic acid (5-ALA) administration has been shown to have high efficacy and was approved in Europe [5]. Other ongoing clinical trials include prostate [8], ovarian [9], and head/neck cancers [10,11]. The histories and principles of PDT were reviewed in detail by Dougherty [12], MacDonald [13], Brown [5], and Wilson [3].
Unlike traditional methods such as chemotherapy and radiotherapy, PDT allows a relatively higher degree of specificity by targeting malignant and premalignant cells. It is also preferred when surgical removal is considered risky in certain cases such as esophageal [14] and brain tumors [15,16]. The specificity of PDT is achieved by a two-fold process: the drug (i.e., photosensitizer, which will be used interchangeably here) is first “preferentially” retained in tumor cells due to higher metabolic activities and a leaky vasculature at the tumor sites [12]. In addition, preferentially treating malignant/tumor tissue over normal tissue can be achieved by selective illumination of the target tissue volume by light sources matching the absorption peak of the photosensitizer. PDT-induced cellular effect can be achieved through two pathways: (i) Drugs in their triplet excited state couple with ground stage oxygen molecules (Type II PDT) and produce cytotoxic singlet oxygen. Due to its short diffusion range, it ultimately leads to apoptotic cell death and reduces unwanted damage to normal tissue. There are different apoptosis pathways induced by PDT, including the activation of plasma membrane death receptors, mitochondria, lysosomes, and endoplasmic reticulum (ER), which are all potential photosensitizer binding sites. Photosensitizers binding to these subcellular organelles can trigger cascade reactions involving proteins regulating apoptosis (e.g., Bcl-2 family), release of cathepsins (binding to lysosomes) and Ca$^{2+}$ (binding to ER). These apoptotic mechanisms are preferred to necrotic cell death, but it is subject to cell types, intracellular photosensitizer localization, overall dose, and oxygenation [17–19]. (ii) Free radicals such as hydroperoxides can also be generated when photosensitizers in their triplet state interact with biological substrates (Type I PDT). This involves a one-electron oxidation-reduction reaction that produces reactive oxygen species (ROS), and consequently causes necrotic damage in most cases [20]. Photochemical processes of PDT have been reviewed extensively in work from Oleinick et al. and Calzavara-Pinton et al. [17,21].

2.1.1. Limitation factors in PDT dosimetry

As implied by its working mechanism, the efficacy of PDT depends strongly on factors that directly manipulate drug-tissue interactions, including (i) local concentration of the photosensitizer, (ii) the amount of light it absorbs (fluence), and (iii) oxygenation status of the lesion [3]. The effective dosage is eventually altered by additional biological factors such as different drug uptake [22–24], various tissue optical properties [25], changes in vasculature and perfusion [26,27], and inconsistencies in tissue oxygenation [28], as well as unexpected photophysical and photochemical changes of photosensitizers [29–31]. The schematics of the three main dose factors are illustrated in Figure 2.1(a), and the interdependencies of dose factors [32] are summarized in Table 2.1. These interdependencies yield a problem: an optimum dose cannot be
provided based on the current clinical standards using prescribed drug and light doses. In other words, real-time monitoring of dose parameters to account for the interdependency of these factors may minimize the risks of collateral damage (overdose) and cancer recurrence (underdose). Systematic reviews of PDT dosimetry can be found in work by Wilson and Patterson [3,32].

<table>
<thead>
<tr>
<th>Dose Factors</th>
<th>Interdependencies</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Photosensitizer</strong></td>
<td>Individual variability</td>
<td>Variation in uptake, local location and concentration;</td>
</tr>
<tr>
<td>Light fluence</td>
<td>Large extinction coefficient leads to self-shielding from light</td>
<td></td>
</tr>
<tr>
<td>Oxygen</td>
<td>Chemically deplete oxygen molecules</td>
<td></td>
</tr>
<tr>
<td><strong>Light Fluence</strong></td>
<td>Individual variability</td>
<td>Variation in distribution</td>
</tr>
<tr>
<td>Photosensitizers</td>
<td>High fluence rate can photobleach photosensitizers</td>
<td></td>
</tr>
<tr>
<td>Oxygen</td>
<td>High fluence rate can deplete oxygen molecules [33]</td>
<td></td>
</tr>
<tr>
<td><strong>Oxygen</strong></td>
<td>Individual variability</td>
<td>Variation in vasculature, perfusion and oxygen saturation</td>
</tr>
<tr>
<td>Photosensitizer</td>
<td>Variation in photobleaching rate</td>
<td></td>
</tr>
<tr>
<td>PDT treatment</td>
<td>Potential vasculature occlusion that reduces oxygen supply</td>
<td></td>
</tr>
</tbody>
</table>
Figure 2.1 (a) Schematics of PDT principles and the interdependencies between dose factors. The photosensitizers (PS) are pumped to an excited state (S\textsubscript{1}) by the light source (Y). With intersystem crossing, PS at the triplet excited state (T\textsubscript{1}) go through energy transfer with the ground state oxygen molecules (O\textsubscript{2}) and yield cytotoxic singlet oxygen (\textsuperscript{1}O\textsubscript{2}). \textsuperscript{1}O\textsubscript{2} eventually result in various treatment effect including apoptosis/necrosis, and vasculature occlusion. During the PDT procedures, all of the following factors contribute to challenges in dosimetry, including the interdependencies of dose factors (as indicated in Table 2.1), dynamics in the PDT process (various rate constants, \(K\)), and heterogeneous tissue optical properties (\(\mu_s, \mu_a\)) that affects both light delivery (Y) and detection (D). (b) Steady-state fluorescence only measures a single time point during the decay dynamics (as indicated by the black arrow). Time-resolved fluorescence decay measures the temporal profiles that are sensitive to non-radiative energy transfer such as the changes in microenvironment and drug-molecular interactions (as indicated by \(\tau_1\) and \(\tau_2\)).

As mentioned previously, local drug concentration is one of the major factors that affects treatment efficacy. Fluorescence emission of the photosensitizer has been considered as a good candidate to reflect local drug concentration in PDT [34,35], which may mitigate its dosimetric dilemma. These strategies include explicit dosimetric approaches that measure the main influencing factors independently [36]; implicit approaches, which take every interdependency into account and eventually model an indirect parameter (photobleaching) to reflect singlet oxygen production [29,37,38]; and direct
dosimetry that measures the phosphorescence to reveal singlet oxygen concentration [39]. Descriptions and limitations of each technique are summarized in Table 2.2. Nonetheless, there still exists a major challenge in steady-state fluorescence measurement: the measured fluorescence intensity suffers from intensity artifacts due to heterogeneity of tissue optical properties, changes in local environment, unknown chromophores and photoproducts of the original photosensitizing agents with overlapped spectra, and detection geometry [35]. That is, although analytical models have been proposed to solve light propagation before entering the detector [25], the corrected steady-state signal may not be sufficient to represent drug–molecular interactions and tissue response. As a result, investigation of physiological (e.g., local environment) and photosensitizer changes (e.g., photoproduct formation) is still required to interpret local drug concentration and effectiveness.

### Table 2.2 Dose metrics of PDT

<table>
<thead>
<tr>
<th>Dose metrics</th>
<th>Measured Parameters</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicit</td>
<td>Main dose factors:</td>
<td>Difficult to acquire complete data set and require a model to combine all these for the effective dose; ignored all microdosimetric changes induced from interdependencies of dose factors [32]</td>
</tr>
<tr>
<td></td>
<td>Photosensitizer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>concentration; light</td>
<td></td>
</tr>
<tr>
<td></td>
<td>fluence; oxygen</td>
<td></td>
</tr>
<tr>
<td></td>
<td>concentration</td>
<td></td>
</tr>
<tr>
<td>Implicit</td>
<td>Photobleaching</td>
<td>Need photosensitizers or a second reporter that can be photobleached; Need to know the degree of photosensitizer coupling to cytotoxic photoproduct (e.g. $^{1}\text{O}_2$); Accurate modeling in tissue optics is required</td>
</tr>
<tr>
<td>Direct</td>
<td>Singlet oxygen</td>
<td>Low SNR and technically difficult [39,40]</td>
</tr>
<tr>
<td></td>
<td>phosphorescence</td>
<td></td>
</tr>
</tbody>
</table>

### 2.1.2. The potential role of time-resolved fluorescence (TRF) for PDT dosimetry

TRF Fluorescence lifetime ($\tau$) can be defined as the average time a fluorophore remains in the excited state after excitation; in other words, lifetime is the time it takes for the number of excited molecules to decay to $1/e$ of the original population. The decay of the intensity as a function of time can be expressed as $I_t = Ae^{-\tau}$, where $I_t$ is the intensity at time $t$, and $A$ is the normalization term [41]. TRF parameters $\tau$ and $A$ have been used to probe a range of biological phenomena [42–44] due to the following reason. The rate of de-
excitation of the fluorophore depends on the total rate constant of both radiative (fluorescence) and non-radiative (i.e., energy transfer) processes, as illustrated in Fig. 2.1(a). In other words, the decay dynamics are sensitive to intermolecular interactions and changes of adjacent microenvironment, while relatively independent of the artifact existing in the steady-state measurements [42], as illustrated in Fig. 2.1(b). For example, photosensitizers can exhibit various degrees of toxicity when they bind to different intracellular organelles, or form aggregates and photoproducts. Nevertheless, these events yield similar emission spectra and cannot be detected using steady-state measurement. Therefore, additional contrast based on time-domain parameters may help distinguish these changes, and reveal the drug-molecular interactions for further correlation with treatment efficacy [31,45]. Note that TRF measurements of photosensitizers could be performed with the same wavelength used for treatment, providing convenience for treatment monitoring. In the following sections, the principles of time-domain fluorescence will be briefly summarized (Section 2.2), followed by a review of time-resolved fluorescence studies in PDT photosensitizers (Section 2.3) and a survey of its clinical challenges and feasibility in terms of instrumentation and data analysis (Section 2.4).

2.2. Principles of TRF Spectroscopy and Imaging

Time-resolved fluorescence spectroscopy (TRFS) is able to measure fluorescence decay profiles at each wavelength [41]. The time-domain parameters retrieved from each decay curve (as shown in Fig. 2.1(b)) can be a combination of \( n \) exponential terms from various fluorescence species, expressed as:

\[
F(t) = \sum_{i=1}^{n} A_i \exp\left(-\frac{t}{\tau_i}\right)
\]

(2.1)

where \( F(t) \) is the fluorescence intensity at time \( t \) and \( A_i \) are normalized coefficients that denote the relative contributions of individual fluorescence lifetime components (\( \tau_i \)). Non-linear least squares (NLLS) analysis is a widely used approach that estimates \( A_i \) and \( \tau_i \) using multiple exponential approximation [46,47]. With individual parameters, the average lifetime (\( \bar{\tau} \)) can be calculated using fractional or amplitude-weighted approaches to represent the decay dynamics [41]. The challenges of using NLLS will be further discussed in Section 2.4.

Since changes of fluorescence lifetime are subject to non-radiative and emission processes that occur between \( 10^{-13} \) to \( 10^{-8} \) s, TRFS has been widely used in chemistry for liquid samples to probe a variety of phenomena such as solvent dynamics, polymer photophysics, molecular reorientation, etc. [48]. For
biomedical applications, single-point spectroscopic analysis can be further extended to fluorescence lifetime imaging that measures the TRF parameters of each pixel with a point-scanning interface or wide-field detectors.

When measuring the TRF parameters of PDT photosensitizers in a complex microenvironment, time resolution and the measuring accuracy covering a broad range of decay times play key roles. For instance, most of the photosensitizers exhibit multiple exponential decay behavior with an average lifetime in the range of several nanoseconds [45]. The absorption-emission spectra of these photosensitizers also overlap with many intrinsic fluorophores (i.e., autofluorescence) with lifetimes ranging between hundreds of picoseconds to a few nanoseconds. Therefore, TRF measurement and analysis in this regime are challenging and only become feasible owing to advances in high-speed optoelectronics [49]. In this section, we briefly review two main approaches to measure TRF: time-domain and frequency domain techniques, followed by a discussion of their clinical feasibility. Detailed review of TRFS techniques and analysis were presented in references from Lakowicz [41] and Marcu [49].

2.2.1. **Time domain fluorescence spectroscopy and imaging**

In time-domain (TD) measurement, the use of short pulsed lasers enables the recording of the fluorescence emission after each pulse to establish the emission decay curve.

*Time correlated single photon counting (TCSPC)*

TCSPC is based on the detection of single photons after excitation by a pulsed source. A single photon is detected from an excitation pulse at random and the arrival time of each detected single photon relative to the excitation pulse is converted to voltage signals with a time resolution up to a few picoseconds. A probability histogram was then built from repetitive measurements of the arrival time of a detected single photon emission, as illustrated in Fig. 2.2(a) [50]. TCSPC is a well-established technique with single photon sensitivity and high temporal resolution. It is also a relatively low cost option comparing to other time-resolved measurement techniques in the nanosecond to picosecond regime. However, in order to achieve good statistical accuracy while maintaining low detection rate (1%) to avoid pulse pile-up, there are trade-offs between data acquisition time, SNR and the measurement accuracy. Since only a single photon is detected for each pulse, TCSPC is not an efficient detection method that requires high repetition rate excitation sources, and the sample may suffer photobleaching. Nonetheless, TCSPC is the most widely used time-resolved fluorescence measurement technique.
TCSPC-FLIM (Fluorescence Lifetime Imaging Microscopy) can be achieved by the combination of TCSPC electronics and a scanning interface, as shown in Fig. 2.2(a). It is also possible to perform multi-spectral TCSPC imaging by simultaneously recording several spectral bands with the photo detector arrays and multi-channel counting electronics. One problem associated with multi-spectral imaging may be the trade-off between the number of pixels and the number of detector channels because of a limited memory space [50].

**Pulse sampling techniques**

Fluorescence decay can also be measured using pulse sampling or time-gated techniques. In pulse sampling techniques, as shown in Fig. 2.2(b), the full decay profile after each pulse excitation is repetitively sampled by a photodetector (e.g., PMT or photodiode) followed by a digitizer. Since acquisition can be done with a single detector and digitizer pair, such measurements can be performed with good temporal and spectral resolution [41,49,51]. When the fluorophores exhibit high quantum yield, decay profiles from a single excitation pulse may be adequate for retrieving TRF parameters, which is considered one of the main advantages of the pulse sampling technique. The potential fast data acquisition (e.g., ns laser pulses) thus provides a unique advantage for clinical applications [51]. For example, flexible fiber probes can be coupled to endoscopy systems for clinical surveillance [52–56]. Multiple time-resolved spectra can either be acquired by sequentially scanning in the spectral domain (e.g., via a monochromator) [57] or using a multiple fiber delay arrangement [58]. Although this technique is more often used for single-point spectroscopy measurements, fluorescence lifetime imaging has also been reported recently [59,60].

Instead of sampling the full fluorescence decay, the time-gated technique only measures integrated fluorescence intensities in the gated window delayed by a different time relative to the excitation pulse. The whole fluorescence decay can be reconstructed by repeating the gated detection process. This is also a preferred FLIM (Fig. 2.2(b)) technology in clinical application as faster data acquisition can be achieved using an intensified charge-coupled device (ICCD) [61]. In particular, fast two-gate detection scheme (also termed rapid lifetime determination) is an efficient method to estimate fluorescence lifetimes, which measures the ratio of the integrated intensities acquired in two time windows with equal width. Detailed descriptions may be found in work from Sharman and Agronskaia [62,63]. Due to the low frame rate of the ICCD, only a limited number of time-delayed windows can be used in this technique, hence limiting its application to rather simple decay profiles. In addition, the spatial resolution of this technique is limited by that of the ICCD.
Figure 2.2 (a) The histogram built using TCSPC and the raster-scanning techniques used for fluorescence lifetime images. (b) Principles of high-speed sampling and time gated techniques. The fluorescence decay can be collected through different time gates ($I_1$ to $I_3$). In time-gated imaging technique, immediately after the excitation pulse, intensity information within several delays of gating pulse will attribute to a stack of intensity images ($I_1$ to $I_N$). Ultimately, for each pixel, the processed lifetime image can be constructed from the measured stack of the fluorescence images. (c) Principles of frequency domain spectroscopy, where the fluorescence lifetime can be calculated based on the phase delay ($\phi$) and the demodulation ratio, $m$. Fluorescence lifetime imaging can also be reconstructed using an ICCD with various phase delay ($\phi_1, \phi_2, \ldots, \phi_N$).
2.2.2. Frequency Domain Fluorescence Spectroscopy

Frequency domain (FD) measurement utilizes a periodically modulated excitation source to obtain the phase shift ($\phi$) between the emission and excitation waveforms, and the demodulation ratio represents the change in modulation depth of fluorescence signals with respect to the waveform of the exciting light [64], as illustrated in Fig. 2.2(c). Assuming a molecule with single exponential decay excited by the modulated source of an angular frequency, the estimation of fluorescence lifetime can be simply retrieved by the phase shift and demodulation ratio. These two parameters can be measured through a range of modulation frequency to resolve multiple exponential components [41]. FD-FLIM is usually implemented in wide-field techniques, but can also be used in the confocal scanning system [64]. Typically, the homodyne method is used, where the electronic gain of imaging intensifier is modulated at the same frequency as the excitation light. The coming fluorescence light with certain modulated frequency will mix with the modulated gain in the imaging intensifier to achieve phase shift and demodulation ratio at different locations. After acquiring a stack of steady-state phase images ($\phi_1, \phi_2, ..., \phi_N$) in which the detector phases are distributed between 0 and $2\pi$, the lifetime can be measured for each pixel by extracting the demodulation ratio and the phase lag (Fig. 2.2(c)).

2.2.3. Summary of instrumentation requirement for clinical implementation

As typical fluorescence lifetimes of organic fluorophores are around a few nanoseconds, lifetime changes caused by non-radiative energy transfer in hundreds of picoseconds are not trivial. Therefore, temporal resolution, fast acquisition, and accurate analysis are the main considerations in clinical settings. There are usually trade-offs in the selection of instrumentation. For example, TCPSC is capable of achieving time resolution down to tens of picoseconds, while the acquisition time is limited by detection efficiency. Time-gated or pulse sampling techniques are more desirable for clinical implementation due to their high data acquisition speed and the potential use of rapid lifetime determination (RLD) algorithms [63]. For example, pulse sampling and time-gated FLIM can rapidly acquire fluorescence decay in parallel. In addition, it is very efficient to reject unwanted background from short-lived fluorescence. This method is later used in time-domain endoscopic FLIM for real-time imaging acquisition [65]. However, higher fluence and fluorescence quantum yield are required to achieve sufficient signal-to-noise ratio (SNR). Their temporal resolution is also limited by the laser pulse shape, instrumental responses and the detection gate (i.e., down to ~100 ps) when compared to TCPSC. Table 2.3 summarized the advantages and limitations of TD technology. FD technique has less stringent requirements regarding electronics, light source (e.g., no ultrafast lasers), and computation (e.g., no deconvolution). In addition, time-domain yields certain artifacts while
detecting fluorophores with its fluorescence decay longer than the inter-pulse duration; therefore, frequency domain method used to be a more feasible way to perform lifetime analysis of long-lived fluorophores. However, repetitive measurements using various modulation frequencies are usually necessary to encompass the multiple fluorescence lifetime components in tissue; thus the long data acquisition time limits its applications in clinical settings. Phasor representation for fast FD-FLIM analysis is now under investigation and has been shown to achieve good performance [66].

Table 2.3 Summary of time-domain techniques [49].

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TCSPC</strong></td>
<td></td>
</tr>
<tr>
<td>High sensitivity and temporal resolution</td>
<td>Very slow data acquisition to achieve desired signal</td>
</tr>
<tr>
<td>Low systematic errors</td>
<td>Require post-processing to correct distortions in long fluorescence lifetimes [67,68]</td>
</tr>
<tr>
<td>Suitable for resolving complex decays</td>
<td></td>
</tr>
<tr>
<td>Easy implementation to existing scanning system</td>
<td>Cannot tolerate ambient light</td>
</tr>
<tr>
<td>Low cost</td>
<td></td>
</tr>
<tr>
<td><strong>Time-gated and pulse sampling</strong></td>
<td></td>
</tr>
<tr>
<td>Capable of single-shot detection</td>
<td>Difficult to predict instrument noise</td>
</tr>
<tr>
<td>Rapid data acquisition of fluorescence decays</td>
<td>Low sensitivity so requires sufficient quantum yield</td>
</tr>
<tr>
<td>Good for background subtraction</td>
<td>Time resolution is subject to the gate window</td>
</tr>
<tr>
<td>Immune to ambient lighting</td>
<td>High instrumentation cost</td>
</tr>
<tr>
<td><strong>General</strong></td>
<td></td>
</tr>
<tr>
<td>Broad excitation spectra of short pulsed lasers</td>
<td>Complex opto-electronic systems for detector and light sources compared to FD–FLIM</td>
</tr>
<tr>
<td>Can be operated at room light ( f *&lt; 10 Hz )</td>
<td></td>
</tr>
</tbody>
</table>

*\( f \) represents pulse repetition rate.
2.3. Applications of TRF on PDT photosensitizers

In this section, we review previous TRF studies on PDT photosensitizers. PDT photosensitizers were known to go through multiple transitions after drug administration, which include photoproduct formation, self-aggregation, and compound formation through binding with adjacent molecules. These changes could greatly alter the PDT effect as they hinder the energy transfer between the excited-state photosensitizer and the adjacent oxygen molecules. However, steady-state fluorescence measurements alone are not sufficient to probe the above changes as these fluorescence species present significant spectral overlap [45,69]. Therefore, TRF measurements have become an attractive complementary tool to characterize these transitions and drug interactions with biological molecules. *In vitro* studies then offer a good platform to initiate the investigation in molecular perspectives. *In vivo* studies, however, are still quite limited due to the limitations in technology development (further discussed in Section 2.4); TRF measurements on endogenous fluorophores will also be discussed along with photosensitizers.

2.3.1. Time-resolved studies of PDT photosensitizers in solution and in vitro

TRF studies relevant to different PDT photosensitizers have been reported by several research groups in the past decades [31,43,45,70–76]. FDA-approved PDT photosensitizers include Photofrin®, 5-aminolevulinic acid-induced protoporphyrin IX (ALA-PpIX), and verteporphyrin, Other photosensitizing agents in research stage, such as mTHPC (m-tetrahydroxyphenylchlorin, Foscan®), phthalocyanine (Pc) compounds, and chlorin-based compounds (*i.e.*, HPPH), also showed promising results in terms of their singlet oxygen yield and more red-shifted absorption bands [77]. We summarized TRF measurements of photosensitizers in Table 2.4. In addition, the cellular environment is a more complex system when compared to bulk solutions. Other than the solvent effect, the distinct microenvironment of subcellular organelles (*e.g.*, molecular binding) leads to various degrees of quenching effect on photosensitizers. Photosensitizers of various concentration and lipophilicity may result in self-aggregation, and the photodynamic process may generate a variety of photoproducts. Moreover, in an *in vivo* environment, a drastic change of oxygen level and abundant endogenous fluorophores also contribute to additional variations in TRF parameters. How these factors affect lifetime measurements of the photosensitizers will be further discussed.
Table 2.4 Summary of TRF studies of Photosensitizers

<table>
<thead>
<tr>
<th>PS.</th>
<th>Lifetimes (τ) / Localization</th>
<th>PS. Conc.</th>
<th>Ex/ Em (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HpD/Photofrin</strong></td>
<td>14 ns (Organic solution) [43]</td>
<td>5 µg/ml</td>
<td>364/615</td>
</tr>
<tr>
<td></td>
<td>10 ns (Organic solution) [70]</td>
<td>0.06 - 6 µg/ml</td>
<td>405/ &gt; 580</td>
</tr>
<tr>
<td></td>
<td>5.5 ns (Mitochondria, MLL) [70]</td>
<td>10 µg/ml</td>
<td>810/ 600-750</td>
</tr>
<tr>
<td></td>
<td>13.3 ns (Monomer, mitochondria) [70]</td>
<td>10 µg/ml</td>
<td>810/ 600-750</td>
</tr>
<tr>
<td></td>
<td>13.6 ns (Monomer, mitochondria) [45]</td>
<td>2 µg/ml</td>
<td>398/ 627-651</td>
</tr>
<tr>
<td></td>
<td>8.5 ns (Aggregates, mitochondria) [45]</td>
<td>2 µg/ml</td>
<td>398/ 651-687</td>
</tr>
<tr>
<td></td>
<td>8.0 ns (Aggregates, mitochondria) [78]</td>
<td>5 µg/ml</td>
<td>514/ 600-700</td>
</tr>
<tr>
<td></td>
<td>4.8 ns (Cell membrane) [78]</td>
<td>5 µg/ml</td>
<td>514/ 600-700</td>
</tr>
<tr>
<td></td>
<td>1.0 ns (Aggregates, mouse model) [31]</td>
<td>20 mg/kg</td>
<td>514/ 630</td>
</tr>
<tr>
<td></td>
<td>13 ns (Monomers, mouse model) [31]</td>
<td>20 mg/kg</td>
<td>514/ 630</td>
</tr>
<tr>
<td><strong>PpIX</strong></td>
<td>16.4 ns (Organic solution) [70] ;</td>
<td>10 nM</td>
<td>810/ 600-750</td>
</tr>
<tr>
<td></td>
<td>6.3 ns (Averaged. mitochondria) [70]</td>
<td>10 nM</td>
<td>810/ 600-750</td>
</tr>
<tr>
<td></td>
<td>7.5 ns (Averaged, mitochondria) [79]</td>
<td>1 mM</td>
<td>398/ &gt; 590</td>
</tr>
<tr>
<td></td>
<td>2 - 4 ns (Photoproducts, cytoplasm) [69]</td>
<td>1 mM</td>
<td>398/ &gt; 590</td>
</tr>
<tr>
<td></td>
<td>5.4 ns (PPp, Mitochondria) [71]</td>
<td>20 µM</td>
<td>670/ 674</td>
</tr>
<tr>
<td><strong>mTHPC</strong></td>
<td>10 ns (Ethanol solution) [72]</td>
<td>40 µM</td>
<td>355/ 456-794</td>
</tr>
<tr>
<td></td>
<td>8.4 ns (Methanol) [73]</td>
<td>15 µM</td>
<td>590/ &gt; 630</td>
</tr>
<tr>
<td></td>
<td>4.8 ns (Macrophages, V79) [73]</td>
<td>15 µM</td>
<td>380/ &gt; 630</td>
</tr>
<tr>
<td><strong>AlPcS₂</strong></td>
<td>4.0 ns (Macrophages, V79) [73]</td>
<td>100 µM</td>
<td>380/ &gt; 630</td>
</tr>
<tr>
<td><strong>ZnPcC</strong></td>
<td>2.5 - 3 ns (Macrophages, V79) [73]</td>
<td>10- 50 µM</td>
<td>380/ &gt; 630</td>
</tr>
<tr>
<td><strong>HPPH</strong></td>
<td>5.7 ns (PBS) [74]</td>
<td>100 µM</td>
<td>400/ 670-710</td>
</tr>
<tr>
<td></td>
<td>7.6 ns (liposome confined) [74]</td>
<td>100 µM</td>
<td>400/ 670-710</td>
</tr>
<tr>
<td></td>
<td>6.4 ns (tissue phantom) [75]</td>
<td>0.5 µM</td>
<td>660/ 720</td>
</tr>
<tr>
<td></td>
<td>4.3 ns (mouse tumor, before PDT) [75]</td>
<td>3 µM/kg</td>
<td>660/ 720</td>
</tr>
<tr>
<td></td>
<td>5.0 ns (mouse tumor, after PDT) [75]</td>
<td>3 µM/kg</td>
<td>660/ 720</td>
</tr>
<tr>
<td><strong>Chlorin-e6</strong></td>
<td>4.5 ns (Monomer, methanol) [76]</td>
<td>5 µM</td>
<td>800/ 635-740</td>
</tr>
<tr>
<td></td>
<td>0.5 ns (Aggregates, methanol) [76]</td>
<td>5 µM</td>
<td>800/ 740</td>
</tr>
<tr>
<td></td>
<td>0.5 - 3 ns (Aggregates, Lysosome) [76]</td>
<td>5 µM</td>
<td>430/ &gt; 710</td>
</tr>
<tr>
<td></td>
<td>0.1 ns (Aggregates, Lysosome) [76]</td>
<td>5 µM</td>
<td>430/ &gt; 710</td>
</tr>
</tbody>
</table>
2.3.1.1. Solvent effect

Solvent effect is related to the solvent relaxation that can lead to both spectral shifts and lifetime changes. As shown in Fig. 2.3, fluorophores at the excited states exhibit larger dipole moment ($\mu_E$) than ground state ($\mu_g$). The solvent dipole reorientation is then driven by the dipole moment of the excited fluorophores, and the solvent with a higher polarity leads to an increased energy relaxation with a more red-shifted emission.

Figure 2.3 Schematics of solvent relaxation. The excited fluorophores has larger dipole moment ($\mu_E$) than ground state fluorophores ($\mu_g$). The solvent relaxation phenomenon is due to the reorientation of solvent molecule surrounding the excited fluorophores. The more polar the solvent is, the emission energy is further reduced. This leads to solvent-dependent spectral shift and lifetime changes. Fluorescence lifetime can be affected by the increase of non-radiative decay rates in non-solvent environment. VR and IC denote vibrational relaxation and internal conversion. Note that both VR and IC are independent of solvent relaxation because these transitions occur in shorter time frame (10$^{-12}$ s). Non-radiative energy transfer (10$^{-10}$ s) and fluorescence (10$^{-9}$ s) are then affected by the solvent effect.

Connelly et al. investigated the fluorescence lifetime of mTHPC in living cells using time-gated fluorescence lifetime imaging technique in combination with the line-scanning confocal fluorescence microscope [73]. In vitro results showed mTHPC exhibited apparent photobleaching and had a significantly shorter lifetime (4.8 ± 0.3 ns) than in methanol solution (8 ± 0.4 ns). These results are found to be inconsistent with previous ethanol solution-based measurements using time-resolved excited-state absorption and emission spectra: the lifetimes of
10 ns correspond to the timescale of fluorescence ($S_1$), and are independent of oxygen concentration [72]. The inconsistency of the measurements in solution can be attributed to certain variables, including the solvent effect and the time resolution of the measurement techniques. In particular, as solvent effect is associated with energy relaxation from the surrounding solvent molecules, it also results in changes in non-radiative decay rates ($K_{nr}$). The increase of $K_{nr}$ to adjacent biomolecules and the consequent lower quantum yield is found in less polar solvent. Hence, when using solvents such as water, ethanol, or methanol sorted with descending polarity, fluorescence lifetime can be quenched further in less-polar environments [41].

### 2.3.1.2. Binding to Biomolecules

It is noted that the fluorescence lifetimes of the photosensitizers were shortened significantly when measured in biological environment, as shown in the mTHPC experiment discussed above. This dynamic quenching effect is also consistent between types of cell lines and photosensitizers, while the extent of quenching depends on the drug localization. This phenomenon may serve as one of the advantages of using TRF to probe drug-molecular interactions. Several photosensitizers have been tested in a variety of cell lines and different binding sites were reported including mitochondria [80–83], lysosome [73], and cell membrane-based PDT [84,85].

**Mitochondrial localization**

5-aminolevulinic acid (ALA) induced protoporphyrin IX (PpIX) and Photofrin® are two common photosensitizers approved for clinical PDT treatments; hence, more photophysical and photobiological studies regarding these photosensitizers have been done. Although different pathways were involved in the drug internalization processes [17], mitochondrial depolarization is the main mechanism that induces apoptotic cell death [81]. 5-ALA is an endogenous heme precursor that can lead to phototoxic PpIX synthesis through ferrochelatase inside the mitochondria. The nature of reduced ferrochelatase enzyme activities in tumor cells gives exogenous 5-ALA an advantage to accumulate extra PpIX. Maximum intracellular PpIX level is typically reached within six hours, but high variability between cell lines were observed [86–89]. Unlike 5-ALA, Photofrin® is integrated into mitochondria with a different pathway. It goes through plasma membrane and cytoplasm (pyruvate kinase activation) within three hours and contacts outer mitochondrial membrane to form the voltage-dependent anion channel within five hours; eventually the more hydrophobic components will reach the mitochondrial inner membrane and bind to cardiolipin [17,80,82,90]. Thus, several TRF studies were performed in an
attempt to characterize the changes of time-domain parameters due to mitochondrial binding, and correlate these changes with treatment efficacy (apoptosis).

For example, Russell et al. characterized the lifetimes of Photofrin® and 5-ALA-induced PpIX inside living MLL (Mat-Lyu) cells using TCSPC-FLIM with the intention to help regulate the dosage of PDT in real time [70]. The fluorescence lifetimes of both drugs in methanol or cells agreed well with previous studies [31,43,45], as summarized in Table 2.4. Among different experimental settings that employed various modalities, cell lines, and drug concentrations, the measured lifetimes typically exhibited an average lifetime of more than 10 ns in solvent that correspond to monomers, while significantly quenched lifetimes of less than 8 ns were found when bound to mitochondria. These results suggested that the fluorescence lifetime-based technique might be able to provide a quantitative measurement of intermolecular interactions and may be a good candidate for in vivo PDT dosage monitoring. Further discussion of the slight discrepancy in individual lifetime components (short- or long-lived components) will be mentioned later in the photoproduct and self-aggregation section.

Lysosome localization

Studies have shown that anionic porphyrins tend to localize in lysosomes [91], and lysosomal localization has been proposed as one of the critical subcellular targets in PDT [92]. Subsequent studies demonstrated that the lysosome-localized photosensitizers are also capable of causing apoptotic cell death by indirect activation of mitochondria-associated apoptotic pathways after destruction of the lysosomal membrane. Chlorin-based compounds and Phthalocyanine are the main photosensitizers internalized via lysosomes [93]. AlPc (aluminum phthalocyanine chloride) and ZnPc are also photosensitizers with great potential in PDT because of their red-shifted excitation spectra, which could allow for better tissue penetration during clinical interventions. Connelly et al. compared the fluorescence lifetimes of AlPcS2 in aqueous solution and in living V79 cells. Similar values of mean lifetime (4.8 ns) were obtained in bulk solution and in vivo, but a broad lifetime histogram was observed when the drug was incubated in cells. These results agreed well with the value reported by MacRobert et al., where the unquenched monomers exhibit the fluorescence lifetime of 5.4 ns in cells [94]. A short-lived component of 1 ns was also found and could be attributed to the quenching from non-fluorescence aggregates, which agreed with the cell measurement performed by Moan et al. [95].
Cell membrane localization

Cell membrane is a relatively uncommon target in PDT, while it remains an interesting target of PDT due to its fast-reaction PDT effect. The phototoxic effect can be observed within a short time frame after light irradiation, which can cease cell proliferation with low dose of Photofrin® (7 µg/mL) using light fluence of 10 J/cm². Although efficient, the plasma membrane-mediated PDT was reported to manifest necrotic cell death [84]. Cell phenotype demonstrated swelling, blebbing, and disintegration of the membrane [12] without signs of apoptosis such as DNA fragmentation. Yeh et al. studied the lifetime changes of Photofrin® through the uptake process and correlated the lifetime changes to subcellular localization. The fluorescence lifetime of Photofrin® was found to be significantly shortened when the drug is first bound to plasma membrane at 1 h of incubation (4.3 ns compared to 7.3 ns at cytoplasm). This phenomenon can be attributed to specific intermolecular reactions between Photofrin and the receptors at the plasma membrane. Another explanation is that the increased photobleaching of Photofrin® monomers might be caused by a much higher fluence required for sufficient SNR during the initial uptake of Photofrin® [78]. This leads to the shortened average fluorescence lifetimes from Photofrin® aggregates [31]. The effect of irradiance will be further discussed in the section on “prolonged irradiation”.

It is important to note that redistribution of the photosensitizers to the cell cytoplasm can occur in any types of photosensitizers that eventually disintegrate the membrane of subcellular organelles [81]. Therefore, characterization of lifetime changes throughout the drug uptake duration might provide an indicator for cell responses. Multiple endogenous fluorophores such as NADH and FAD should be taken into account together to represent cell function, and will be further discussed in Section 2.3.3.

2.3.1.3. Photoproducts and Self-aggregation

Photoproduction and self-aggregation could exhibit distinct fluorescence spectra, fluorescence lifetimes, and phototoxicity. These phenomena have been proved to be one of the major issues that introduce variability in PDT efficacy and inaccuracy during monitoring. Therefore, an effort has also been made to investigate their properties by manipulating drug concentration and the use of spectral-resolved TRF measurement.

In 1990, König et al. demonstrated aggregation studies by using different concentrations of Hematoporphyrin derivative (HpD), which is a previous generation of photosensitizer and is known to be a mixture of monomeric and aggregated porphyrins. Results showed that the short-lived component (~2 ns) increased while the photoproduction of HpD was formed. This phenomenon is
associated with the increase of photosensitizer concentration (10^{-5} to 10^{-3} M) and/or the light energy (80 mW for 0 to 120 min). This result first suggested the fact that photoproduct formation needs to be considered during lifetime imaging [31].

5-ALA induced PpIX is also known to produce several intermediate photoproducts, as shown in Fig. 2.4 [29,69]. Its photoproducts with varying lipophilic characteristics can localize at different locations in the cells, and some of the photoproducts (i.e., Ppp and its photoproducts) also play cytotoxic roles in treatment [30,96]. However, it is not easy to differentiate them with steady-state fluorescence measurements due to the significant spectrum overlap, while TRF may be an alternative candidate, as labeled in Fig. 2.4. Theodossiou et al. attempted to characterize the cell photosensitizing properties of Ppp in a murine keratinocyte cell line (PAM 212) by using fluorescence microscopy and time-resolved spectroscopy. Ppp is one of the photoproducts from 5-ALA induced PpIX and was shown to be effective in cell killing. Time-course fluorescence studies up to 400 min of incubation were performed to examine drug localization, quantum yields and decay times, and Ppp with the decay time of 5.35 ± 0.17 ns was found in cells after 4 h of incubation [71]. The study of photoproduct and self-aggregation can be further advanced with the development of spectral-resolved FLIM (SLIM). Lifetimes were obtained by TCSPC-FLIM and were further classified into eight wavelength channels. As a result, four-dimensional data including photon distribution (x, y), the wavelength (λ), and the lifetimes (τ) were built. SLIM studies measured in solution and cells both showed that different metabolites of 5-ALA exhibited significantly different decay rates compared to PpIX monomers, and also localized at different intracellular regions [69].

Figure 2.4 The emission spectrum of 5-ALA-induced PpIX and its photoproducts. The monomer and photoproducts of the photosensitizers demonstrate significant spectral overlap. Fluorescence lifetimes of different 5-ALA metabolites in cells are
also labeled. PpIX fluorescence lifetimes are quenched to 6.3 ± 1.2 ns \cite{70} and 7.4 ± 0.6 ns \cite{79} measured in different cell lines; Ppp (5.4 ± 0.2 ns) and its photoproduct (Product II, 5.5 ± 0.4 ns) have similar lifetimes, but both demonstrate faster decay compared to PpIX \cite{71}; Product III corresponds to Uroporphyrins and other intermediate metabolites that show significant shorter lifetime of 2 to 4 ns and can be easily differentiated from PpIX \cite{69} (Reproduced from data in \cite{29}).

Photofrin® has also been extensively investigated by the fluorescence lifetime-based technique both in bulk solution and \textit{in vitro} using SLIM \cite{45}. Photofrin® at a concentration of 2 µg/mL was first incubated in HepG2 cells (Human hepatoblastoma cell line) for 24 h. The decay traces were then calculated by the bi-exponential model. As known by spectroscopic studies, Photofrin® has its main fluorescence emission bands at the wavelength ranges of 627–639 nm, 639–651 nm, and 687–699 nm. Accordingly, lifetime results from these three emission bands were approximately 12 ns (11.2–13.6 ns); however, at the emission band of 663–675 nm and 651–663 nm, which correspond to the photoproducts of Photofrin®, the measured lifetime values were apparently shorter (~ 8.9–9.3 ns) than the monomers. Furthermore, the spectral range of 508–520 nm can be attributed to autofluorescence of flavin molecules inside cancer cells and exhibited the lifetime value of 5.2 ns. In other words, analyzing fluorescence lifetimes at different spectral ranges can be an important approach to realize mitochondrial metabolism under PDT treatments. This is further supported by later studies, where Photofrin® exhibited a slower component of 11.6 ± 0.5 ns coming from monomers and a fast component of 4.8 ± 0.9 ns from aggregates or photoproducts using bulk measurement. A significantly quenched lifetime of 5.5 ± 1.2 ns was also found in cells after incubation of Photofrin® at 10 µg/mL for 18 h \cite{70}. It should be noted that the concentration of the photosensitizer can affect the extent of aggregation, and different fitting algorithms can also lead to discrepancy in lifetime estimation, but a consistent finding of quenched lifetimes in aggregates and photoproducts can still be a distinct feature when probing fluorescence lifetime changes. The degree of lipophilicity is a factor that can alter photosensitizer distribution inside the cells, where lysosome distribution is usually found in strongly lipophilic sensitizers (\textit{i.e.}, Chlorin e6) and could lead to more aggregate formation \cite{76}.

\subsection*{2.3.1.4. Prolonged irradiation}

The fluorescence lifetime components of photosensitizers were also found to be dependent on the irradiation dose. Studies have shown that prolonged irradiation can result in the production of an extra short-lived component in the lifetime range of hundreds of ps. König \textit{et al.} performed \textit{in vivo} fluorescence measurements and the results clearly showed that the intensity of short-lived components (1.0 ± 0.3 ns) increased when the excitation fluence was raised. This phenomenon could be explained by the photoproduct formation due to
photobleaching of HpD monomers. This agreed well with later research using Photofrin® and chlorin compounds [31,76,78].

2.3.2. Time-resolved studies of PDT photosensitizer in vivo

Photosensitizers have been shown to undergo fluorescence lifetime changes in the cell environment. The changes are significant and relatively independent of fluorophore concentration. Efforts have been made to direct this technique towards clinical applications including the investigation of the instrumentation and analysis in tissue phantom and in vivo, although photosensitizer studies were still quite limited. To achieve time-resolved mapping of photosensitizers in a thicker tissue volume, time-domain (TD) NIR fluorescence diffuse optical tomography (FDOT) has become an attractive option to account for light propagation in tissue by the use of multiple source-detector pairs across the targeted area [75,97–99]. Imaging reconstruction was then performed based on the normalized Born approximation [100]. Mo et al. in 2012 used a time-gated fluorescence tomography system to characterize the fluorescence lifetime of a PDT photosensitizer, 2-(1-hexyloxyethyl)-2-devinyl pyropheophorbide-a (HPPH), in a tissue phantom as well as a human head-and-neck xenograft in a mouse model [75]. HPPH-based PDT has shown effective results in superficial cancers such as Barrett’s esophagus [101], head, and neck tumors [102]. In this experiment, the HPPH in a tube was embedded in a liquid phantom of which the optical properties match healthy mouse tissue. The correct location of the HPPH tube was extracted, which showed both the quantum yield and the mean lifetime of 6.4 ns. Results were further validated by consistent measurement from a standard fluorophore, Atto 655. Changes of fluorescence lifetimes of HPPH in vivo were characterized before and after PDT, with the scanning depth from 5 mm to 13 mm underneath the surface. Shorter fluorescence lifetimes were observed in vivo and an increase from 4.3 ns to 5.0 ns was obtained after treatment (Fig. 2.5). The tomographic results also showed a 20% increase in photosensitizer photobleaching at the surface of the tumor mass due to the increased fluence rate close to the irradiation plane. Fluorescence lifetimes of HPPH also increased by 16% after PDT treatment, which could be related to changes in physiological parameters. It is important to note that the change of physiological parameters, in particular oxygen level and blood perfusion, could all contribute to the changes in fluorescence lifetimes [103]. In addition, changes from the standard dose parameters—fluence distribution and photobleaching of the photosensitizers—should also be considered [75]. These influencing factors are discussed in the following sections.
Figure 2.5 In vivo imaging of the HPPH-targeted tumor in mice before treatment. The mouse was immersed in the optical matching fluid ($\mu_a = 0.4 \text{ cm}^{-1}$; $\mu'_s = 10 \text{ cm}^{-1}$). Note: $\mu'_s = \mu_s (1-g)$, which accounts for anisotropic scattering dominating in tissue. $g$ is the anisotropy factor with a typical value of 0.9). The reconstructed fluorescence lifetime and quantum yield at different depth agreed well with reported values (The figure is from [75], with permission from SPIE).

2.3.2.1. **Endogenous fluorophores**

Endogenous fluorophores that participate in oxidative phosphorylation are common fluorescence markers that reflect cell metabolism and mitochondrial function. These include reduced nicotinamide adenine dinucleotide (NADH), reduced NADH phosphate (NADPH), and flavin adenine dinucleotide (FAD) [104,105]. *In vitro* TRF measurement of photosensitizers focused more on the lifetime changes of the photosensitizers themselves; however, it is indispensable to take the interactions from abundant endogenous fluorophores into account for *in vivo* environment. In fact, though abundant endogenous fluorophores present in tissue provide insight for probing the phototoxicity of PDT, they also interfere with the fluorescence lifetime estimation to some extent, which will be further discussed in Section 2.4.1. With the potential to correlate biological effect (cell function) to the treatment dose, endogenous fluorescence lifetimes were studied alone or incorporated with photosensitizers to investigate cell function after PDT. Pogue *et al.* tackled the changes of NADH fluorescence lifetimes both *in vitro* and *in vivo* after the cell damage induced by verteporphyin-mediated PDT [104]. Results have demonstrated that the NADH fluorescence was reduced both *in vitro* and in murine muscle after a toxic PDT dose was given that introduced immediate mitochondrial damage. This can be more likely attributed to compromised mitochondrial membrane that ceased the accumulation of NADH molecules [18], or the oxidation caused by the singlet oxygen induced by the photodynamic reactions. Fluorescence lifetimes remained the same at approximately 1.5 ns throughout the time course and were found to be shorter than the no-drug control groups (2.1 ns). Later cell experiments performed by Wang *et al.* [106] further characterized the NADH lifetimes in an attempt to differentiate staurosporine (STS)-induced apoptosis from hydrogen peroxide-
induced necrosis, which could be essential for monitoring cell responses to the
treatment. It is noted that the fluorescence lifetime of NADH increased within 15
min after apoptosis was introduced, while no change was observed in necrotic
cells. The observed changes were much earlier than regular apoptosis detection
techniques that require 2 to 4 h for cytochrome c and caspase 3 activation [107].
These results are consistent with earlier work from Ghukasyan et al. that showed
a significant increase of protein-bound NADH occurred only in apoptosis that
caused an increase fluorescence lifetime to 3.6 ns [105]. Wang et al. further used
5-ALA-mediated PDT to induce cell apoptosis and have a consistent finding as
STS-induced apoptosis (increased NADH lifetime) [108]. With the alteration of
fluorescence properties of endogenous fluorophores during apoptosis, it is feasible
to perform noninvasive treatment monitoring and detection of cell death by
considering both the changes of fluorescence lifetimes from photosensitizer (the
drug–molecular interactions), and the endogenous fluorophores (the treatment
effect).

2.3.2.2. Microenvironment – oxygen level, vascularization, pH

The dynamic physiological factors induced by PDT can also alter
fluorescence lifetimes of the photosensitizers and inevitably increase the
complexity of data analysis. These factors include the size of tumor masses [75],
oxygen saturation [103], vascularization [109], and pH [110]. For example,
oxygen supplied by the surrounding capillary vessels plays an important role in
PDT treatment. Large tumor masses usually manifest an oxygen level of nearly
zero in tissue far away from the capillary supplies. Studies have been done to
show the oxygen diffusion capability into the tissue and the kinetics between
oxygen pressure and photosensitizer quenching using Photofrin [28,111],
Pd-porphyrins [112], and mTHPC [113]. However, the oxygen pressure and the
extent of oxygen depletion were not solely based on the blood perfusion, but also
on the local photosensitizer concentration and light dose. High local drug
concentration can bear multiple cycles of excitation before photobleaching and
can use up oxygen easily; a dose of high irradiance also aggravates the depletion
effect, thus limiting the overall PDT efficacy [33]. It is noted that these changes
associated with the depletion of oxygen through the photosensitizing processes
could possibly increase the fluorescence lifetime of photosensitizers in tissue due
to reduced quenching effects [114]. PDT-associated blood perfusion changes can
also cause consequent effects on oxygen supplies and photobleaching rates;
occlusion of vessels and reduced vasculature deep within the tumor mass also
affect delivery of the photosensitizers [32]. Changes in interstitial fluid pressure
induced by PDT can also result in changes in pH [103]. Correlating all of these
factors becomes essential to interpret fluorescence lifetime measurement in vivo.
### 2.3.3. Discussion

To discuss the feasibility of using TRF as a complementary tool for PDT dosimetry, one needs to first answer the following question: What information provided by TRF is relevant to PDT dosimetry? Abundant in vitro and some preliminary in vivo studies have demonstrated the capability of using TRF to probe the photosensitizers in a biological environment. Differences in TRF results were observed between photosensitizers and cell lines, but some key observations that are related to PDT dosimetry are summarized in Table 2.5.

<table>
<thead>
<tr>
<th>Key information for dosimetry</th>
<th>Information yielded by PDT-FLIM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Drug interactions with subcellular organelles</strong></td>
<td>Quenching of photosensitizer fluorescence lifetime while binding to biomolecules [73,115]. Changes of fluorescence lifetimes through the drug uptake process [78].</td>
</tr>
<tr>
<td><strong>Photoproducts</strong></td>
<td>FLIM is able to determine photoproduct species although significant spectral overlap exists. Understanding of photoproduct contribution is essential to avoid over- or under-dose estimation [31,45,69].</td>
</tr>
<tr>
<td><strong>Apoptosis</strong></td>
<td>NADH fluorescence lifetime would increase immediately after the initiation of apoptosis. This can be applicable to apoptosis-mediated PDT [105,116,117].</td>
</tr>
<tr>
<td><strong>Necrosis</strong></td>
<td>NADH fluorescence lifetime does not change through the necrosis procedures. This can be related to necrosis-mediated PDT (plasma membrane as a target) [116,117].</td>
</tr>
<tr>
<td><strong>Cell function</strong></td>
<td>Cell metabolism and mitochondrial malfunction can be revealed by the ratio of free NADH (short lifetime) and bound NADH [44,104,117].</td>
</tr>
<tr>
<td><strong>Oxygen Sensing</strong></td>
<td>Decreased oxygen level lead to increased lifetime [75]. Instrument with low laser repetition rate and CCD detection is under development for sensing oxygen concentration and fluorescence lifetime [118].</td>
</tr>
</tbody>
</table>

To correlate TRF with PDT dosimetry, we first consider what the most important factors are to build up the effective PDT dose. These encompass the
local drug concentration, effective light fluence, and oxygen levels [3]. However, the approaches to accurately quantify these parameters are still under investigation [25,119] with either indirect [29,38] or direct dosimetry [25,40,118]. As for direct dosimetry, it may be noted that phosphorescence measurements of singlet oxygen provide a direct indicator as well as a measure of oxygen depletion, but certain practical issues have to be considered. It is a challenging task to probe short-lived singlet oxygen species because the phosphorescence signal is so weak and there is a significant background due to fluorescence. More importantly, singlet oxygen may not be solely responsible for the treatment effect. The overall efficacy still relies on the interdependencies indicated in Table 2.1 and Fig. 2.1(a), and free radicals could potentially be significant in hypoxic or anoxic conditions. Although TRF does not probe any of the three parameters directly, it is able to reveal another key dosimetry factor: the biological effect at the molecular/cellular level, which includes several transitional steps such as drug interactions with its targets, photoproduct formation, singlet oxygen quenching, and cell function alterations. For example, it is able to probe the quenched fluorescence lifetimes and the contribution of photoproducts when drugs are bound to various subcellular organelles. Cell function alterations such as mitochondrial depolarization and cell death pathways can be characterized according to the proportional intensity and lifetime changes of autofluorescence [116,117]. This can lead to overall changes in the amplitude-weighted average lifetime of the photosensitizers. More specifically, TRF may help discriminate apoptotic and necrotic responses after treatment. For example, autofluorescence lifetime could be correlated to type II (singlet-oxygen) PDT when NADH exhibits increased lifetime immediately after apoptosis, or type I (free radicals) PDT if no such change is observed. However, the presence of both cytotoxic oxygen species, free radicals and singlet oxygen, may result in a quenched fluorescence lifetime for photosensitizers. In other words, fitting the data with multiple exponents could be essential to delineate the differences and dependencies when different types of photosensitizers (type I or type II) are used in PDT. Overall, dynamic relationships should be taken into account while interpreting the results in vivo, where the supporting vasculature plays a role in the PDT parameters, including oxygen and photosensitizer concentration. Is TRF measured in vitro going to be independent of these in vivo changes? It is unlikely that the in vitro time-resolved features are still completely applicable when measured in animal models. Efforts have to be made to characterize the effect of the surrounding in vivo environment (i.e., the change of oxygen level, drug delivery, light delivery, and pH) to the proportional changes of individual fluorescence lifetimes (i.e., photosensitizers, photoproducts, endogenous fluorophores, and the overall changes of average lifetimes). This further poses an inherent challenge: the complexity of data analysis (Section 2.4.1). Furthermore, the self-aggregation and photoproduct phenomena discussed in Section 2.3.1.3 raise another question: is fluorescence lifetime actually independent of fluorophore concentration and light delivery? In theory, within a
certain range of concentrations that do not cause aggregation of photosensitizers, the fluorescence lifetime of the fluorophore should remain unchanged. As a result, fluorescence lifetime alone cannot provide concentration information. In fact, it will be affected by the drug concentration accumulated at its target due to the formation of dimers at high concentration; the photobleaching of monomers also leads to an increase in the proportion of photoproducts, and changes the average fluorescence lifetime. These factors will play a more complicated role in animal models. To date, there is a lack of TRF studies that correlate TRF parameters to treatment efficacy. A practical question is how TRF may reflect treatment progress or the final effect. Contribution of the specific lifetime component can change significantly during the treatment progress and this eventually alters the amplitude-weighted average lifetime. Overall, the sensitivity of time-resolved parameters offers a great opportunity to look into biological responses after PDT, but also introduces significant complexity in terms of data analysis and interpretation. Development of clinical friendly instrumentation and analysis are in progress and will enable researchers to further tackle these questions (further discussed in Section 2.4).

2.4. Challenges and Advances of Using TRF for Clinical Applications

In vitro and in vivo results demonstrated the potential to employ TRF for dose monitoring. However, when implementing the in vitro technique at the tissue level or animal models, the questions become more complicated, as mentioned in section 2.3.3. In short, in vivo applications introduce the complexity in microenvironment, including diversity of fluorophores, variation in photosensitizer and light delivery, perfusion, etc. Therefore, the following perspectives must be taken into account:

(i) Robust data analysis that deals with substantial biological variables and low SNR. Time-domain parameters are typically retrieved from fitting the results with known decay dynamics. Fitting accuracy may be reduced in multiple exponential decay and low SNR from photosensitizer fluorescence. In addition, the typical fluorescence lifetime range of photosensitizers can be long enough to introduce pulse pile-up and incomplete decay problems using time-domain TRF techniques. To be practical, the first challenge to overcome is to have fast and robust algorithms to retrieve time-resolved parameters, $\tau_i$ (lifetime) and $A_i$ (coefficients).
(ii) Tissue optics that affects light focusing and drug targeting efficiency. This can be approached by modeling light transport using diffuse optical tomography.

(iii) Compatible instrumentation for clinical implementation. It is desired to have compact instrumentation with accessibility to desired tissue target (e.g. coupled to endoscopy). In addition, spectral-resolved analysis (e.g. hyperspectral TRF) may provide additional advantages in terms of interpreting multiple sources of fluorophores.

2.4.1. Data Analysis

Fluorescence emission profiles of photosensitizers have been shown to exhibit multiple exponential decays with a relatively lower SNR. SNR is particularly important when analyzing multiple fluorescence lifetime components, and is usually one of the major considerations for data acquisition in clinical settings. In this section, we mainly review approaches in analyzing time-domain TRF for its feasibility in clinical implementation.

In time-domain TRF, the measured fluorescence decay curve is a convolution of the true fluorescence decay, $F$ (Eq. 2.1), with the instrumental response function (IRF) of the optical system. The time-resolved parameters such as lifetime can be estimated through deconvolution [41]. Global analysis based on non-linear least squares (NLLS) [46,47] is a common approach that shows good accuracy in lifetime estimation. It assumes fluorescence lifetimes are spatially invariant, thus a high SNR decay profile averaged from all pixels can be used to retrieve fractional contributions of lifetime components. Another method particularly proposed in biological systems is the stretched exponential model [120]. This assumes a continuous distribution of lifetimes by using a single decay model that can be generalized, thus it does not require assumptions of the decay function and is considered computationally efficient compared to NLLS. However, the Fourier transform of the model for frequency-domain data cannot be expressed in analytical solutions, and numerical approximation has not been successfully presented. Also, data interpretation is challenging when considering a continuous lifetime distribution [121], thus limiting its use. When approaching complex tissue characterization in PDT, NLLS still suffers from certain limitations: (i) NLLS gives non-unique solutions of fluorescence decay times and their coefficients. The inaccurate local minima can be obtained due to the low SNR in multi-exponential fitting. (ii) The retrieved exponential components are usually not sufficient to represent the different types of fluorophores in tissue, and lead to difficulties in data interpretation [41,49]. (iii) Nonlinear optimization is computationally expensive. Therefore, several
techniques have been proposed to overcome computational challenges and estimation accuracy. For example, Maus et al. compared performance of maximum likelihood estimation (MLE) and NLLS on low SNR data and found that MLE resulted in better accuracy in multiexponential analysis with photon counts of 1000 to 20000, while NLLS underestimated the fluorescence lifetimes by about 5% [122]. Laguerre basis functions (LBF) are another alternative proposed in previous TCSPC and time-gated FLIM [123–125], where the intrinsic fluorescence decays are expanded to a set of orthonormal functions to provide unique estimation of fluorescence lifetime coefficients. To improve clinical compatibility, Jo et al. performed a global analysis based on a common LBF for data in every pixel obtained from a time-gated FLIM system. Results showed an improved computational speed in the order of a few seconds, which is at least two times faster than standard NLLS [125].

Incomplete decay of long-lived fluorophores can introduce estimation error in time-domain TRF using ultrafast lasers. As demonstrated in Fig. 2.6, when the fluorescence decay cannot be completed within the pulse duration ($t$), the decay tails from previous excitation pulses are superimposed to the currently measured decay curve, $I(t)$. The consequent estimation error can be critical when the lifetime changes of energy transfer can be as short as 0.1–0.2 ns [126]. Previous studies have used the forward model to estimate the measured parameters based on original values [67,68,127], as well as the inverse model to recover the original values from estimated results [68]. Leung et al. simulated the effect of incomplete decay using a bi-exponential model. It is noted that the pulse pile-up caused errors in individual coefficients ($A_i$), but not in the individual lifetimes ($\tau_i$). In addition, an increased estimation error can be caused when there is an increased discrepancy of original lifetime components ($\tau_2-\tau_1$), or a convergence of individual coefficients to 0.5 ($A_i=0.5$) [68]. The inverse model thus provided a way to correct the measured coefficients and the eventual average lifetimes for a more valid interpretation of fluorophore concentration and interactions.

**Figure 2.6** Schematics of incomplete decay when an ultrafast laser is used in time-domain TRF. Ultrafast laser pulses with an inter-pulse interval of $t$ yield
fluorescence emission that follows exponential decay profiles, as indicated by the decay curves \( A-D \), corresponding to each pulse. The tails of previous decays (\( B-D \)) are superimposed on the current decay (\( A \)) when \( t \) is not sufficiently long for a full fluorescence decay, causing distortion of the measured decay curve, \( I(t) \). The effect becomes more prominent when \( t \) is decreased or with a slow decay profile (adapted from [68], with permission from OSA).

**2.4.2. Tissue Optics in PDT and lifetime measurement**

In PDT, scattering dominates light transport when red to NIR light sources are used, although hemoglobin also plays a role in light absorption as a function of oxygen content. As turbid tissue is heterogeneous, spatial and individual variation of tissue optical properties is always one of the major concerns in light-mediated therapies. These factors alter PDT targeting efficiency due to attenuation of the effective light dose. For example, the fluence rate near the tissue surface could be several times greater than the delivered irradiance due to backscattering. This applies to both surface and intracavitary irradiation schemes. In interstitial treatment, the distribution of light dose is still affected by the effective attenuation coefficient, defined as \( [3 \mu_a(\mu_a + \mu_s')]^{1/2} \). The variation in light fluence can cause various extents of photosensitizer photobleaching and biological effect. Mathematical solutions to model light fluence and distribution in superficial, interstitial, and intracavitary applications were done to further account for the effect of scattering and absorption [25]. Detailed reviews of light propagation and modeling can be found in recent work from Zhu et al. and Jacques [25,128]. This may be further correlated with dose monitoring using time-resolved parameters.

In addition, light propagation of the emitted photons leads to distortion of measured data, although fluorescence lifetime estimation is supposed to be relatively more independent of light path when the propagation time is shorter than the fluorescence decay time. However, potential distortions still exist: (i) the measured fluorescence lifetime may not be attributed to the targeted location, and (ii) the penetration depth and the total light path can be increased when a NIR source is used. Therefore, both diffusion theories [129,130] and Monte Carlo simulations [131,132] can be applied in an attempt to retrieve intrinsic fluorescence yield and time decay based on source-detector geometries and tissue optical properties. A thorough modeling of these coefficients \textit{in vivo} is essential for accurate data interpretation, while keeping the computational speed reasonable. Recent improvement including the use of TD-FDOT (Fig. 2.5), frequency-domain [97,133–135], and asymptotic TD (ATD) approach [136] have been proposed to reduce the computational complexity when dealing with non-linear problems [41,136,137]. Time-domain analysis can lead to computational challenges in order to solve non-linear problems (Eq. 2.1). Thus, frequency-domain that calculates the phase shifts between the fluorescence emission and
excitation simplifies the problem to a linear solution \( Y(i) = Ax \). \( Y \) is the ratio of emission to excitation photon density from the measurements \( i \) that depends on the source location, detector location, modulation frequency, and wavelength. \( A \) represents the effect from each imaging voxel, where the two-point Green’s function yields for light propagation in tissue by taking into account parameters such as detection geometry and tissue optical properties. Eventually, the reconstruction is to solve quantum yield and the fluorescence lifetime represented by \( x \). The first approach to analyze time-resolved fluorescence tomography is using a normalized Born approximation, which was extensively reviewed to resolve 3D map of fluorescence distribution [133]. Ratiometric analysis of the excitation and emission sets is used to reconstruct the tomographic image, thus the normalized data are independent of parameters of the optical system and the coupling efficiency to the sample [97]. In addition to frequency-domain approaches, the asymptotic separation (ATD) approach has been proposed. Considering the contribution of each lifetime component (Eq. 2.1) is a function of time affected by light transport in tissue, it can be independent of time only when considering times longer than light propagation in the background medium. Therefore, ATD separates the analysis into temporal and spatial steps and has been shown to significantly simplify the complexity of the fitting process using NLLS on each source-detector pair. Performance of FD and ATD approaches were compared by Kumar et al. [136], where simulations and phantom studies were done to examine the accuracy of 3D fluorescence lifetime reconstruction. Results showed that ATD demonstrated better capability to resolve distinct lifetimes in the turbid medium, while the comparison of computation speed was not explicitly indicated in current FLIM tomography studies.

### 2.4.3. Instrumentation

To implement TRF technology for PDT treatment monitoring, it is necessary to have instrumentation that can access the treatment area other than superficial malignancies. In addition, instrumentation that can encompass spectral-resolved information may further improve data interpretation. The advances in these development are reviewed in sections 2.4.3.1 regarding FLIM endoscopy, and 2.4.3.2 regarding hyperspectral TRF.

#### 2.4.3.1. FLIM endoscopy

The output of light can be coupled to a flexible fiber bundle endoscope, which will be compatible with in vivo imaging of the gastrointestinal tract during PDT application. Wide-field time-domain FLIM has been proposed for clinical applications and a real-time flexible endoscopic FLIM system has been reported [61], which can achieve 29 frames per second when the RLD algorithm
is used. TCSPC-based FLIM endoscopy has also been developed to accommodate low SNR applications (i.e., FRET) [138] and can potentially be used depending on the acquisition speed required by the application.

Most current clinical FLIM applications use UV to blue emission lasers to acquire fluorescence decays of the endogenous fluorescence [139]; however, when photosensitizers and their interactions with biomolecules are the main fluorophores, red to NIR lasers play an important role in matching the photosensitizer’s absorption peaks and reducing unwanted autofluorescence background. In particular, absorption from hemoglobin typically reaches its minimum in the optical window between 600 and 900 nm. An NIR laser operating at this range provides an opportunity to achieve high-resolution optical imaging and better penetration depth comparable with the tissue thickness in histopathological analysis [139]. König et al. introduced the first multi-photon endoscope for clinical settings in 2003 using femtosecond two-photon excitation [140]; this has been tested on skin cancer diagnosis. Note that the mode-locked femtosecond Ti:Sapphire lasers are currently the primary light sources for multi-photon FLIM. Therefore, the incomplete decay effect should be considered when using it to probe photosensitizers and their interactions with biomolecules [67,68]. However, the two-photon endomicroscope is not widely used in current biomedical research field because several restrictions are posed when using optical fibers for delivering the femtosecond excitation pulses of the desired pulse energy.

2.4.3.2. Hyperspectral TRF imaging

As summarized in Section 2.3, photosensitizers go through photoproduct/aggregate transitions and an energy transfer with the microenvironment that lead to dynamic PDT efficacy. Moreover, when probing the biological, not only is the status of photosensitizers considered, but also the endogenous fluorophores that correlate with viability. In other words, the source of fluorophores can exhibit broad-band emission spectra with significant spectrum overlap, which leads to difficulties in data interpretation. Therefore, more comprehensive assessment may be required to deal with the complexity in vivo.

Spectral-resolved TRF techniques have been proposed by several research groups to probe the aforementioned biological reactions. The spectral partition can be achieved by scanning methods (hyperspectral) over the whole spectrum range, or parallel acquisition of multiple spectral bands. Typically, parallel acquisition is faster by using multiple band-pass filters [141] or multiple-delay optical fiber bundles [58], while it may not be sufficient to deal with significant spectral overlap in PDT application. In contrast, scanning methods such as grating-based monochromator [51], spectrometer with multichannel PMTs [142], and an acousto-optic tunable filter (AOTF) [57,59] can yield more detailed
spectrum information. Among these techniques, AOTF uses the acoustic wave to modulate spatial refractive index of a birefringent crystal, which diffracts light of different wavelengths [57]. The modulation frequency of acoustic waves is in the order of microseconds. Therefore, faster hyperspectral data acquisition becomes its main advantage for clinical implementation when compared to other approaches that typically need tens of seconds to complete a full spectral scan [51]. Moreover, Nie et al. reported an AOTF-based hyperspectral FLIM to render four dimensional data (x, y, τ, λ), and the system was validated using the standard fluorophores and porcine skin tissue [59]. Although current development is still used ex vivo, the development of hyperspectral TRF may render more thorough information and help the interpretation of PDT dynamics.

2.5. Conclusion and Outlook

In this report, we have reviewed dosimetric limitations in PDT as well as current progress of time-resolved fluorescence for its feasibility in PDT dosimetry. Up-to-date, explicit, implicit, or direct dosimetrics based on steady-state fluorescence measurement have been proposed to improve real-time monitoring of treatment efficacy, while the additional imaging contrast given by fluorescence lifetime can provide new information that looks into PDT dynamics. Towards this goal, time-resolved studies have been performed using common PDT photosensitizers in cellular and animal models. In particular, we reviewed influencing factors such as molecular bindings, photoproducts, irradiation doses, endogenous fluorophores, and the overall microenvironment that could lead to fluorescence lifetime changes of the photosensitizers. These studies have provided encouraging results that showed the potential to correlate changes of time-domain parameters to the eventual drug-molecular interactions and cell toxicity produced by PDT. Recently, time-resolved studies have been tested in vivo using mouse models and the retrieved 3D fluorescence yield and lifetime mapping demonstrated good agreement between phantom and animal studies. This advance has been successfully applied in PDT photosensitizer (HPPH) to study photobleaching and fluorescence lifetime changes before and after treatment. The eventual goal is to correlate “real time” biological effects at the molecular/cellular level to eventual tissue responses, and adjust treatment parameters based on the detected changes and this correlation. Hence, robust and rapid mapping of TRF results, the scope and speed of data acquisition, and penetration depth play key roles when considering the feasibility of PDT dosimetry in vivo. These challenges still exist and the use of TRF in PDT may actually introduce even more complexity for dosimetry. However, with the development of hyperspectral TRF, the use of TD-FDOT to account for tissue optics, robust data analysis for low
SNR data, and the rapidly emerging in vivo PDT-TRF studies, time-resolved fluorescence can still be promising in aiding PDT dosimetry.
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Introduction to paper II

In this chapter, photosensitizer-molecular interactions were studied in vitro using fluorescence lifetime imaging microscopy (FLIM). As a relatively new technique, FLIM may provide additional information on biochemical and physiological state of the targeted fluorophores and their microenvironments. PDT efficacy relies on the interplay between localized drug and light. Monitoring TRF for the subcellular location of photosensitizers yield information regarding the drug binding status, potential formation of photoproduct and aggregates, and may be eventually beneficial for probing cell damages.

In this work, a prostate cancer cell line (Mat-LyLu) was incubated with a FDA-approved photosensitizer, Photofrin®. We hypothesize that the fluorescence lifetime of photosensitizers will go through changes during drug uptake, from cellular membrane, cytoplasm, to mitochondria. The drug will be redistributed after mitochondrial depolarization, which initiates apoptosis. We analyzed the fluorescence decays using a bi-exponential model, followed by segmentation analysis of localized lifetime parameters. When Photofrin® was localized at the cell membrane, the slow lifetime component was found to be significantly shorter (4.3 ± 0.5 ns) than those at other locations (cytoplasm: 7.3 ± 0.3 ns; mitochondria: 7.0 ± 0.2 ns, p < 0.05).

This work shows that the time-resolved fluorescence imaging may change according to the subcellular location and the drug structure. The targeted audience of this work include researchers who are also investigating PDT dosimetry, photosensitizer-molecular interactions, and/or time-resolved fluorescence-based biomedical applications. This manuscript was prepared by me and revised by all of the co-authors.
Contents of Paper II

Abstract

Photodynamic Therapy (PDT) provides an opportunity for treatment of various invasive tumors by the use of a cancer targeting photosensitizing agent and light of specific wavelengths. However, real-time monitoring of drug localization is desirable because the induction of the phototoxic effect relies on interplay between the dosage of localized drug and light. Fluorescence emission in PDT may be used to monitor the uptake process but fluorescence intensity is subject to variability due to scattering and absorption; the addition of fluorescence lifetime may be beneficial to probe site-specific drug-molecular interactions and cell damage. We investigated the fluorescence lifetime changes of Photofrin® at various intracellular components in the Mat-LyLu (MLL) cell line. The fluorescence decays were analyzed using a bi-exponential model, followed by segmentation analysis of lifetime parameters. When Photofrin® was localized at the cell membrane, the slow lifetime component was found to be significantly shorter (4.3 ± 0.5 ns) compared to those at other locations (cytoplasm: 7.3 ± 0.3 ns; mitochondria: 7.0 ± 0.2 ns, p < 0.05).

3.1. Introduction

Photodynamic therapy (PDT) is a cancer treatment for various types of invasive tumors. The main advantages of PDT over traditional cancer treatments are attributed to the localized effects of the photochemical reactions. It involves the administration of a photosensitizer, followed by the activation of the drug by light that initiates the “phototoxic effect” – the coupling of drugs in the triplet excited state with ground state oxygen molecules. This reaction leads to the generation of the highly cytotoxic singlet oxygen (\(^{1}\)O\(_{2}\)) species, which has an extremely short lifetime and distribution radius, enabling localized therapeutic effects [1]. However, the therapeutic efficacy of PDT depends strongly on the local concentration of the photosensitizer and amount of light it absorbs, thus the current clinical standard of using prescribed drug and light dosages is insufficient. PDT dose is influenced by factors such as different drug uptake rates, tissue optical properties, variable tissue oxygenation, as well as unexpected photophysical and photochemical changes of the photosensitizing agents [2]. As a result, real-time monitoring of the drug distribution and its interactions with surrounding tissue has become a valuable approach in order to determine the dosage more accurately. Some potential dosimetric approaches using the steady-
state fluorescence spectra of photosensitizers have been studied to determine the
effective PDT dosage. Explicit dosimetry measures each dose factor independently by modeling input parameters (e.g. the photosensitizer concentration, light fluence, and oxygenation within the targets) to retrieve the proper PDT dose. In order to incorporate all of the dose determining factors into a single metric, including PDT pathways that may affect the individual treatment outcome, implicit dosimetry correlating photobleaching and cell viability has also been investigated [2–7]. Although these techniques tackled the underlying photochemistry and photobiology of the excited photosensitizers in the tumor site, the measured steady-state fluorescence intensity still suffered from artifacts arising from the heterogeneity of tissue optical properties [8], local environment, unknown chromophores with overlapped spectra, and the geometry of excitation and detection [9]. That is, the measured intensity does not truly represent what happens inside the tumor and direct measurements of tissue optics are still required. Therefore, under- or over-estimation of the drug concentration may happen due to individual variability if it is estimated by the amplitude of fluorescence signal alone. These problems may be overcome by the addition of time-resolved features (lifetime, fitting coefficients, etc.), which are independent of signal intensity [10]. Fluorescence lifetime, defined as how long a fluorophore remains in its excited state, is sensitive to intermolecular interactions and changes of microenvironment while it is independent of intensity variations and the problems suffered by steady-state fluorescence techniques. Fluorescence lifetime imaging microscopy (FLIM) makes it possible to distinguish these factors and reveal the drug interactions with the cellular environment [11]. Previous studies have shown that photosensitizers’ fluorescence lifetimes go through significant changes when bound to intracellular components. For example, the fluorescence lifetimes of photosensitizers such as Photofrin®, 5-ALA, and mTHPC were all shortened in vitro compared to those in solution [12–17]. These changes in lifetime provide opportunities to monitor the binding states of photosensitizers, and the microenvironment. In particular, it is known that drug distribution and its cytotoxicity have a strong correlation [18–21]. Despite this correlation, the relationship between lifetime changes and drug localization has not been well studied. Thus, characterizing the fluorescence decay time of the photosensitizer localized at a specific intracellular component may not only differentiate between different species of photosensitizers (e.g. monomeric or aggregated forms) located in a particular intracellular microenvironment [13], but also reveal the drug-molecular interacting process of PDT drug inside cells. In addition, as the conventional one-photon technique is subject to scattering and out of focus signals that confound fluorescence emission from various intracellular sources, two-photon laser excitation takes advantage of nonlinear optical effects from near-IR ultrafast lasers to confine the imaging spot size to femto-liter volumes with less scattering effect at this spectral window [22,23]. These small volumes enable more accurate data interpretation and analysis. Eventually, it is possible that the
combination of steady-state and time-resolved fluorescence could be correlated to cell viability, which may be a valuable tool for real-time PDT dosimetry.

The purpose of this study is to investigate how fluorescence lifetime changes when a photosensitizer is bound to specific intracellular components at specific stages of cellular uptake. Photofrin® (porfimer sodium) was used in this study as it is a photosensitizing agent used widely in PDT to treat solid tumors [1].

3.2. Materials and Methods

We characterized the time-lapse fluorescence intensity and lifetime distribution of Photofrin® (Axcan Pharma Inc., Mont-Saint-Hilaire, QC, Canada) in Mat-LyLu (MLL) rat prostate adenocarcinoma cell line. Cells were incubated with Photofrin® at 5 µg/mL for times ranging from 0.5 hour to 18 hours. The confocal microscope was used for visualizing the intracellular drug location and two-photon fluorescence lifetime imaging was performed for tracking fluorescence lifetime changes in vitro. The fluorescence lifetime information was correlated with the subcellular locations of the photosensitizer.

3.2.1. Cell culture

Mat-LyLu is a rat prostate adenocarcinoma cell line used in previous studies [5,14]. The cells were incubated in 25 cm² sealed vials [35-3108, Becton Dickinson Falcon™, NJ, USA] with 3.5 mL of medium that contains RPMI medium 1640 (11875-093, Gibco-BRL, Gaithersburg, MD, USA) with 2% antibiotic/antimycotic (15240-095, Gibco-BRL), 1% hepes buffer (15630-105, Gibco-BRL), and also supplemented with 10% Fetal Bovine Serum (FBS) (10437-010, Gibco-BRL) at 37 ºC in a water jacketed CO₂ incubator (Forma Series II, Thermo Fisher Scientific Inc, Waltham, MA, USA). Cells were passaged every 2 to 3 days until it reached about 60% of confluence.

3.2.2. Experimental preparation

Cells were removed from the original culture vials using 0.5% of 10X Trypsin-EDTA (15400-054, Gibco-BRL), and then seeded on a 25 mm glass coverslip (pre-washed with 99.9% ethanol (34964, Sigma Aldrich) to remove any possible coatings that may affect cell attachment and growth) in culture medium in a 35 × 10 mm dish. After 6 hours of incubation, the medium was replaced by one containing Photofrin® solution. To dilute Photofrin® properly, a stock solution of 2.5 mg/mL of the photosensitizer dissolved in PBS (14200-075, Dulbecco’s Phosphate Buffered Saline 10X Gibco-BRL) was diluted in the culture medium to a final concentration of 5µg/mL. Cells were incubated in the Photofrin® containing medium for the specified periods and then the coverslip was rinsed with PBS twice and placed in a metal chamber for imaging. 1 mL of Hanks buffer
solution with Ca\(^{2+}\) was added into the chamber to prevent cells from drying and undergoing apoptosis during imaging.

### 3.2.3. Confocal imaging and two-photon fluorescence lifetime imaging

The time-dependent Photofrin\(^{®}\) fluorescence emission was collected by a laser scanning confocal microscope (TSC SP5 & DMI 6000 B, Leica, Wetzlar, Germany) with a 63X oil-immersed objective lens. A built-in Argon-ion laser operating at 514 nm was used in combination with the emission range from 600 - 750 nm. The FLIM microscope was coupled to a Ti:Sapphire laser (Chameleon-Ultra, Coherent, Santa Clara, CA, USA) emitting at 810 nm with 80 MHz repetition rate. An integrated TCSPC module (SPC-830, Becker & Hickl GmbH, Berlin, Germany) was used to record fluorescence decay kinetics throughout 64 time channels. The fluorescence lifetime system has been described in a previous publication [14]. The average power used for fluorescence lifetime acquisition was around 45 mW with 1.5 ps pulse duration at the objective plane, which yields a peak power density of approximately 1.5 \times 10^{11} \text{ W cm}^{-2}. The total pixel dwell time for 60 seconds of acquisition was approximately 915 \mu s, which renders the total fluence of 4350 J/cm\(^2\) with the pixel size of 0.96 \times 0.96 \mu m\(^2\).

The images were acquired after 1 hour and 18 hours of incubation to characterize initial uptake of Photofrin\(^{®}\) and prolonged incubation, respectively. In addition, data were acquired every 30 minutes from 2 hours to 6 hours of incubation to examine the uptake process in vitro in more detail.

### 3.2.4. Data analysis

Time-lapse FLIM data were fitted with a bi-exponential model using the vendor supplied software (SPCImage, v3.0.8.0, Becker and Hickl). The sample measured decay trace and its fitting curve from a single pixel were demonstrated in Fig. 3.1. The retrieved individual lifetime and amplitude parameters of every pixel were then imported to MATLAB (Mathworks, Natick, MA) for further analysis using a program developed in-house. Three repeated trials for each incubation period were acquired, with each trial containing multiple regions of interest. From each lifetime image, the mean value and standard deviation of individual parameters such as the bi-exponential lifetime components (\(\tau_2, \tau_1\)), and corresponding coefficients (A\(_2\), A\(_1\)) of every pixel in the image were plotted. Using these values, the weighted mean and standard deviation of three repetitive measurements were calculated. The regions of interest, for example, mitochondria or cytoplasm, were segmented based on intensity. The segmentation was only performed on images collected at 4 hours and 4.5 hours of incubation, where the Photofrin\(^{®}\) localization was undergoing a “transition” stage, thus the FLIM images showed lifetime values from different locations. The classification of the intracellular components was first visually verified based on preliminary confocal images as shown in Fig 3.2(a), where the cells were stained with MitoTracker\(^{®}\)
Green (FM 7514, Invitrogen) to reveal the mitochondrial distribution. The segmentation was then done based on thresholding the histogram of pixel intensity (photon counts/pixel) in the intensity images. Intensity values ranging from 15 - 60 counts per pixel were classified as “cytoplasm”, and greater than 60 counts per pixel were classified as mitochondria. Sample confocal and segmentation images are shown in Fig. 3.2(c) and 3.2(d). As the signal of Photofrin® is extremely low and comparable with the autofluorescence at the beginning of incubation (less than 1 hour), the cell membrane was selected using the Matlab® built-in periphery detection function (bwperim) instead of segmentation.

Figure 3.1(A) Sample measured decay trace (blue dotted line) and the fitting curve (red line) from a pixel in data at 2.5 hours of incubation. Data was exported from the SPCImage software and plotted in Matlab. Each data point represents the total photon counts collected in that time channel. (B) Sample measured data and fitting curve from a pixel in data at 4.5 hours of incubation. It is noted that the peak intensity increases with the cellular uptake.
Figure 3.2 (A) A sample confocal image showing the distribution of mitochondria. MLL cells were stained with 100 nM of MitoTracker® Green, as indicated by the green color. (B) Histogram (photon count per pixel) used for segmentation of FLIM images. Based on the morphological features shown in confocal images, the main peak corresponds to the lower pixel intensities from the cell nuclei, and the minor peak corresponds to the intensities from the cytoplasmic region, as indicated by the arrows and the range covered by the dashed lines. (C) Original intensity image of a single cell. The cell was stained with Photofrin® for 4.5 hours, when Photofrin® presented at both mitochondrial and cytoplasm regions. Note the image was from a small area of a field of view, therefore the image seems pixelated. The thresholds used to segment the cytoplasmic region were marked by the black arrows on the color bar (D) The segmentation was performed based on the morphological features and histogram, where signals with intensity > 60 counts/pixel (mitochondria) and < 15 counts/ pixel (cell nucleus and background) were eliminated.

3.3. Results

Steady-state confocal images showed the location and cellular uptake rate of Photofrin® matched the literature, where Photofrin® first binds to the plasma membrane, then moves towards cytoplasm, and finally targets the inner membrane of the mitochondria [20,24,25]. These confocal results were also consistent with the FLIM images when cells were stained with 20 µg/mL of Photofrin® as shown in Fig. 3.3.
Figure 3.3 Sample time-lapse average lifetime images of Photofrin® (20 µg/mL) uptake by MLL cells between 1-18 hours. The color legend illustrates the corresponding lifetime values ranging from 1 ns (red) to 10 ns (blue). The pixels corresponding to the photosensitizer in the lifetime images are co-localized with the signal of the steady-state fluorescence images (data not shown). (A) The image shows Photofrin® uptake by the cell membrane at 1 hour of incubation; (B) 2 to 4 hours of incubation. This image was acquired at 2.5 hours of incubation when Photofrin® started to migrate into the cytoplasm; (C) Photofrin® has localized at the peri-nuclear region after 6 hours of incubation; and (D) After 18 hours of incubation, granular spots have appeared in the cells and the redistribution of the drug after prolonged incubation was observed.

The FLIM datasets acquired at different incubation times were then classified into four categories based on the intracellular distribution: namely membrane, cytoplasm, mitochondria, and redistribution groups. Various sources of fluorescence may contribute to the total exponential decay signal, such as photoproducts, different molecular constituents of Photofrin®, and autofluorescence. Rather than use the average fluorescence lifetime to monitor the Photofrin® uptake process, the fluorescence lifetimes and amplitudes were plotted separately. Fig. 3.4 shows the slow lifetime component of Photofrin® when it is localized at different intracellular components over various incubation periods. The values of the longer lifetime component ($\tau_2$) are consistent with previous spectral-resolved FLIM studies, where the fluorescence signals of photoproducts and aggregated Photofrin® (emission range at 651 nm – 687 nm) increased after irradiation and exhibited long lifetime components of approximately 8 ns [13,16]. In Fig. 3.4, $\tau_2$ did not change significantly from 2 hours to 18 hours of incubation. The individual standard deviation of $\tau_2$, however, was reduced from around 1 ns to 0.4 ns after 4.5 hours of incubation, when Photofrin® was localized in the mitochondrial regions. The overlap of cytoplasmic and mitochondria groups at 4 hours and 4.5 hours of incubation were analyzed based on the segmentation technique. At the transition stage, the values of fluorescence lifetime and standard deviation between two groups were similar. It should be noted that Photofrin® exhibited the slow decay time ($\tau_2$) of 4.3 ± 0.5 ns when it was bound to the cell membrane. The significant lifetime change compared to all other incubation periods ($p < 0.01$ except for redistribution group where $p < 0.05$) suggested that
the differences between the cell membrane microenvironment and other regions may result in more quenching of the fluorescence.

**Figure 3.4** Distribution of $\tau_2$ (slow component) as a function of different incubation times. The four different locations (cell membrane, cytoplasm, mitochondria, and redistribution) were determined based on the preliminary results from confocal images. Image segmentation was performed at 4 hours and 4.5 hours of incubation when Photofrin® localized at the mitochondria and cytoplasm. Significant short $\tau_2$ was observed (4.3 ± 0.5 ns) in the cell membrane group ($p < 0.05$), while Photofrin® exhibited the mean lifetime of 7.1 ± 0.3 ns for the remaining intracellular locations. It was observed that the standard deviation was reduced when Photofrin® localized at the mitochondria.

The time-lapse $\tau_1$ (short lifetime component) of Photofrin® was plotted in **Fig. 3.5**. It should be noted that all values of $\tau_1$ are less than 1.0 ns and mostly at 0.5 ± 0.1 ns when Photofrin® localized at the mitochondrial region. Although $\tau_1$ was found to be significantly shorter when comparing data at 1 hour and 3 hours of incubation ($p < 0.01$), it was also observed that the lifetime values in the cytoplasm group fluctuated more than other groups. The relatively small variations of short lifetime components over incubation time suggested that $\tau_1$ may not be a good option for monitoring cellular uptake of Photofrin®.

**Fig. 3.6** and **Fig. 3.7** show the normalized coefficients, $A_1$ and $A_2$, of the short and long lifetime components. As seen in **Fig. 3.6**, the significant increase of $A_2$ from 19% to 35% ($p < 0.01$) was observed when cells are taking up more Photofrin® over time, supporting the assertion that more aggregates and photoproducts of Photofrin® are formed after irradiation. At 18 hours, however, the images showed depolarization and swelling of mitochondria, therefore the
Photofrin® might be released and redistributed throughout the cells again. At early incubation times when intracellular concentrations of Photofrin® were low, the autofluorescence, mainly short component of porphyrin species that exhibit 1.7 ns of average fluorescence lifetime in the non-stained control group (with 70% of $\tau_1$ centered at 0.8 ns, and 30% of $\tau_2$ centered at 3.5 ns, data not shown), contributed more to the short lifetime component than Photofrin® itself. Therefore, as the $\tau_1$ is very close to the system response (0.2 ns), it may contain contributions from short autofluorescence signals and estimation uncertainties, especially in the case of low signal from Photofrin®. This can be seen in Fig. 3.7, where the short lifetime component contributed the most at the beginning of the incubation, and as the intracellular Photofrin® concentration increased, the relative amplitude $A_1$ decreased from 81% to 65%.

**Figure 3.5** Distribution of $\tau_1$ as a function of different incubation times. All values of $\tau_1$ are less than 1.0 ns and at 0.5 ± 0.1 ns when Photofrin® localized at the mitochondrial region.
Figure 3.6 Distribution of $A_2$ as a function of different incubation time. $A_2$ was increased from 19% to 35% as cells took up more Photofrin® as the incubation time increased, suggesting contribution of $\tau_2$ (mostly from photoproducts of Photofrin® under strong irradiation) increased. However, at the time of 18 hours, the images showed depolarization and swelling of mitochondria, therefore the Photofrin® may have been released and redistributed throughout the cells again.

Figure 3.7 Distribution of $A_1$ as a function of different incubation time. At 1 hour of incubation, because only trace of Photofrin® was taken up by the cells, short lifetime components such as autofluorescence and system response may contribute more signal than Photofrin® itself. As the intracellular Photofrin® concentration increased, the short component decreased from 81% to 65%. It should be noted that the $A_1$ increased after prolonged incubation.
3.4. Discussion and Conclusion

The hypothesis of this study is that FLIM is a potential complementary tool for dosimetry, that not only demonstrates the location and intensity of the drug, but also reveals the drug-cell interaction status. The changes in lifetime at different intracellular locations may then be correlated with cell viability in the future PDT studies. Using a two-photon FLIM system, fluorescence lifetimes of Photofrin® in MLL cells decay bi-exponentially, with a slow component (τ₂) that was found to be significantly shorter when localized at the cell membrane, and then increase when reaching their intracellular targets, all with a large amount (70%) of fast component (τ₁) ranging from 0.3 – 1.0 ns.

The measured τ₂ of Photofrin® agrees well with the reported values (8.0 ± 0.6 ns) of its photoproduct and aggregates at various subcellular locations [13]. Based on the spectrally-resolved studies done by Rueck et al., Photofrin® monomer in human HepG2 cells exhibited a slow decay time of 13.3 ± 0.3 ns; however, this was not observed in the present study. The measured values of τ₁ are also consistent with previous studies, which correspond to extremely short-lived components of Photofrin® aggregates that exhibited 0.1 to 1.2 ns fluorescence lifetimes under strong irradiation [16,26], autofluorescence of porphyrins [14,27].

In general, there are some factors that have an impact on the measured τ₂ and τ₁. For example, the drug concentration could yield different dark toxicity and phototoxicity. It has been reported that dark toxicity would exist when the Photofrin® concentration was more than 2 µg/mL [28]. Moreover, the relatively high laser power (6500 J/cm² and 4350 J/cm² for membrane and other groups, respectively) used to increase acquired photon counts may increase photodestruction of the monomers and photoproduct formation, which explains why monomer fluorescence lifetime was not observed in this study. The influence of phototoxicity was also discussed in another in vitro study of localized Photofrin®, where reduced cell viability was demonstrated using the two-photon fluence from 1600 J/cm² to 6300 J/cm² [29]. Therefore, in the present study, potential dark toxicity and the phototoxicity could lead to earlier onset of apoptosis, which was reported to be correlated with higher amounts of autofluorescence signal at the peri-nuclear regions [30,31]. As a result, the increased autofluorescence (the short lived porphyrin species [27]), and the photoproducts all potentially result in shortened lifetimes and large A₁ values [16] compared to the previous report [13]. In addition, due to the limitation of photon counts, only bi-exponential analysis was performed; therefore, the measured individual parameters are the average of a range of lifetimes distributed in the cell [13,14,16,26]. The localized lifetime values are discussed in the following sections.
When Photofrin® was bound to the plasma membrane, the increase of the short lifetime component (which can also be seen in Fig. 3.7) might be due to: (i) the binding of Photofrin® to specific receptors on the cell membrane, and more likely, (ii) photobleaching of the monomers, formation of photoproduct, and consequently the increase of the short components due to increased light exposure (over 90 s imaging, which correspond to 6500 J/cm²). The shortening of the fluorescence lifetimes at this stage of uptake could be particularly interesting because the plasma membrane-based regime might also play an important role in cell killing during PDT. This was also revealed in a previous study, where immediate ROS generation and fast activation of cascade apoptosis signalling were observed when Photofrin® targeted the cell membrane of the A431 cell line. However, the cell morphology seemed to be more necrotic than apoptotic [21,32]. The effect on cell viability of membrane-localized Photofrin® should be investigated further in future studies.

The individual standard deviation of the fluorescence lifetime measured in the cytoplasmic group was large compared to other groups. The variability exists for a variety of reasons. First, Photofrin® was still under the uptake process so the distribution and concentration of drug would be variable and low. In other words, the measured lifetimes of Photofrin® will be more affected by other contributions such as autofluorescence, which may lead to large variations of $\tau_2$ and $\tau_1$. The contribution of Photofrin® was also reflected in the $A_1$ and $A_2$ plots, where $A_1$ decreased over time whereas $A_2$ increased as more Photofrin® was taken by the cells. Second, cytoplasm is a relatively more hydrophilic environment than the cell membrane and mitochondria. Photofrin® in this environment tends to form various kinds of aggregates, which is reflected by the large standard deviation observed in the cytoplasm group in both Fig. 3.4 and Fig. 3.5. When looking at the lifetime values after segmentation, as observed from the datasets at 4 and 4.5 hours of incubation, there was not much difference between cytoplasmic and mitochondrial groups. This may have been a result of Photofrin® not being bound stably to mitochondrial inner membrane at 4 hours of incubation, which increased the standard deviation of the fluorescence lifetime of the mitochondrial group. In contrast, there was very little Photofrin® in the cytoplasm at 4.5 hours of incubation, which reduced the variations of the cytoplasm group. Although mitochondria location was confirmed by the MitoTracker Green, visual determination may also pose a source of error. In addition, the non-linear curve fitting process with lower signal-to-noise ratio (SNR) could also pose intrinsic inaccuracy in lifetime estimation. To tackle this issue, the SNR values were calculated by taking the ratio of the peak intensity of the decay curve to the root mean square of the noise before the rising edge of the decay curve. Average values from multiple cells of the four groups were compared in Table 3.1. It is noted that the values increase with the cellular uptake process when Photofrin® moved towards mitochondria (from 24.5 to 32.2), then drop back to 24.9 after prolonged incubation and redistribution of the drug. Therefore, in terms of the
possible contributions to differences of standard deviation between cytoplasmic and other groups, we would still consider the variability of microenvironment more than the discrepancy in SNR.

**Table 3.1** The SNR values from different intracellular groups.

<table>
<thead>
<tr>
<th>Intracellular Groups</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell Membrane</td>
<td>24.5</td>
</tr>
<tr>
<td>Cytoplasm</td>
<td>26.9</td>
</tr>
<tr>
<td>Mitochondria</td>
<td>32.2</td>
</tr>
<tr>
<td>Redistribution</td>
<td>24.9</td>
</tr>
</tbody>
</table>

Measurements taken at the redistribution time point (18 hours of incubation) were inconclusive due to effects of Photofrin® dark toxicity. Photofrin® was redistributed throughout the cells at this stage, as seen in the confocal and lifetime images, where the cytoplasmic granularity suggests that cell damage had also occurred [33]. Therefore, as observed in all figures, the standard deviation of individual lifetimes increased slightly. Although the dying cells may have exhibited higher autofluorescence signal, the individual lifetimes were not shortened significantly, likely due to an elevated intracellular Photofrin® concentration after prolonged incubation [29,34]. However, the reciprocal changes of $A_1$ (autofluorescence) and $A_2$ (Photofrin) after the drug arrived its intracellular target (mitochondria) can still be seen in Fig. 3.6 and Fig. 3.7, where the increased contribution of $A_2$ and decrease of $A_1$ were observed after 5 hours of incubation.

In conclusion, we investigated the time-lapse fluorescence lifetime changes of Photofrin® and studied the location-wise differences based on segmentation of the regions of interest. This study provided a different approach of assessing photobiology and photochemistry of the photosensitizer *in vitro*, and also rendered a potential application of using the plasma membrane-based FLIM as an indicator of cell apoptotic or necrotic responses. Current results showed the measured fluorescence lifetimes were significantly shorter when Photofrin® localized to the plasma membrane, while no significant difference was observed between the cytoplasm and mitochondria. Other photosensitizers may exhibit similar fluorescence lifetime characteristics *in vitro*, but it is necessary to be further verified. Future work may include: verifying the current study using Photofrin® in highly controlled, simulated plasma membrane environment; studying the effects of plasma membrane-mediated PDT in three dimensional cell cultures; investigation of cell line and photosensitizer variability; and combining the current work with an endomicroscopy technique, bringing FLIM-based PDT dosimetry towards tissue level.
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Introduction to paper III

Typical time-domain fluorescence lifetime techniques assume that each subsequent decay is independent. In this chapter, we studied the scenario when such assumption is invalid and the effect of incomplete fluorescence decay on the accuracy of fluorescence lifetime estimation. We also developed an analytical model to correct such effects.

Fluorescence lifetime imaging has been used extensively to probe biological microenvironment and interactions in biomedical sciences. For example, the photosensitizer studies we mentioned in the previous chapters. Fluorescence lifetime measurement can be achieved by the use of high repetition rate lasers. However, when the inter-pulse duration is too short to allow for complete fluorescence decay, the decay tails from previous excitation pulses can superimpose onto the subsequent measurement. As a result, the effect of incomplete decay distorts the measured decay curves and leads to inaccurate lifetime estimation.

We first developed a robust time-domain mathematical platform allowing accurate simulation of the process and manipulations of a number of parameters. This mathematical model was then validated using both simulation and experiments. Then, the effect of incomplete fluorescence decay on the accuracy of fluorescence lifetime estimation was characterized using this model. Based on these results, analytical solutions were developed to correct the distorted fluorescence lifetime for the typical a bi-exponential decay scenario.

This work is useful for researchers using ultrafast laser to study fluorophores with slow decay profiles, particularly for photosensitizers and newly developed nanomaterials in biomedical applications. It may also be beneficial for readers who work on time-domain instrumentation and software development to take the fluorescence lifetime distortion into account. The manuscript was equally contributed by Regina Leung and I, and edited by Dr. Qiyin Fang.
Contents of Paper III

Abstract

Fluorescence lifetime imaging has emerged as an important microscopy technique, where high repetition rate lasers are the primary light sources. As fluorescence lifetime becomes comparable to intervals between consecutive excitation pulses, incomplete fluorescence decay from previous pulses can superimpose onto the subsequent decay measurements. Using a mathematical model, the incomplete decay effect has been shown to lead to overestimation of the amplitude average lifetime except in mono-exponential decays. An inverse model is then developed to correct the error from this effect and the theoretical simulations are tested by experimental results.

4.1. Introduction

Fluorescence lifetime imaging microscopy (FLIM) has become a powerful imaging tool in cell and molecular biology research [1], drug discovery [2], and clinical diagnosis [3]. Fluorescence lifetime can be defined as the average time fluorophores stay in the excited state after excitation and described by multiple exponential decays [4]. Given sufficient signal, fluorescence lifetime is independent of fluorescent intensity such that it has been used to complement steady state imaging modalities, which are based on intensity and spectral features [4]. FLIM based techniques have been extensively investigated in a number of applications including Fluorescent Resonant Energy Transfer (FRET) [5, 6, 16, 17], ion mapping of intracellular environment [7, 8], as well as clinical diagnosis for malignant tumours [9, 10] and dosimetry for drug administration [11, 15].

In time-domain measurement, a short-pulsed laser is used to excite the fluorophores and the fluorescent emission is measured as a function of intensity decay over time [4]. The fluorescence decay may be modeled as the summation of multiple exponential components, as shown in Eq. (4.1).

\[ F(t) = a_1 e^{-t/\tau_1} + a_2 e^{-t/\tau_2} + a_3 e^{-t/\tau_3} + \ldots \] (4.1)

Where \( F(t) \) is the measured fluorescence intensity as a function of time \( t \); \( \tau_i \) are the individual exponential components; and \( a_i \) are the coefficients of each exponential term. The measured intensity decay is a convolution of \( F(t) \) with the
Instrument Response Function (IRF), thus deconvolution is sometimes necessary to recover the $F(t)$ when the IRF is not negligible [4].

Typical FLIM systems use either Time Correlated Single Photon Counting (TCSPC) based point scanning method [6, 11, 12, 15] or ICCD-based wide-field imaging technique [3, 7, 9, 13]. In TCSPC, only the first photon of a pulse is recorded. To build a probability histogram for each pixel in an image, a large number of pulses are needed. In ICCD based techniques, each pulse excites the whole field-of-view while a large number of excitation pulses are also needed to achieve sufficient signal-to-noise ratio (SNR). Consequently, both techniques require high repetition rate light source and detection systems in order to accurately determine the fluorescence lifetime while achieving sufficient imaging frame rate. Since short, sub-nanosecond pulsed excitation is also required in time-domain systems, mode-locked Ti:Sapphire lasers have become the most commonly used excitation sources in current FLIM systems. New picosecond diode lasers with various excitation wavelengths also holds promise for several biological applications.

In Ti:Sapphire lasers, the repetition rate is typically limited to 70-100 MHz due to the mode-locking mechanism. This limitation has caused concerns in measuring longer decays where the average fluorescence lifetime is comparable to the period of the excitation pulses [4, 13]. It has been advised that the interval between two excitation pulses should be more than four [4] or five [13] times of the average fluorescence lifetime in order to accurately estimate the lifetime from experiments. That is, if a fluorophore’s lifetime is longer than 3 ns and a 80 MHz (12.5 ns between excitation pulses) laser is used, the tails of decay curves from previous excitation periods may contribute significantly to the current decay curve, which may lead to inaccurate lifetime estimation [13,14]. This “incomplete decay” effect is illustrated in Fig. 4.1. To simplify the illustration, the commonly seen noise background or instrument offset is ignored here.
In practice, many fluorophores have long lifetimes that are subjected to the influence of the incomplete decay effect when excited by high repetition rate lasers. For example, a clinically-approved photosensitizer for photodynamic therapy (PDT), Photofrin®, is a typical long-lived fluorophore with its average lifetime of around 13 ns in bulk solutions or 6 -10 ns in live cells [11,15]. Incomplete decay may also cause problems in applications using short lifetime fluorophores. An example is FLIM based Föster Resonant Energy Transfer or FLIM-FRET, where protein-protein interactions is calculated from small changes of donor fluorophore lifetimes [16]. Many FRET pairs exhibit bi-exponential decays with fluorescence lifetimes of 2 - 4 ns [17], while the lifetime change in the order of 0.1 - 0.2 ns is critical.

**Figure 4.1** Simulated effect of incomplete decay on the measured decay curve is illustrated, where the tails of multiple previous decay curves (short dashed lines) excited by a high repetition rate light source contribute significantly to the current original curve, $I_0(t)$ (solid line), which lead to the distorted measured decay curve, $I(t)$ (long dashed line) that can cause inaccurate lifetime estimation. $t_0$ is the time interval between two consecutive excitation pulses. Note that the incomplete decay caused by the laser excitation prior to the current one contributes the most to the current measured decay curve as illustrated in the last decay curve.

**Fig. 4.1** simulated effect of incomplete decay on the measured decay curve is illustrated, where the tails of multiple previous decay curves (short dashed lines) excited by a high repetition rate light source contribute significantly to the current original curve, $I_0(t)$ (solid line), which lead to the distorted measured decay curve, $I(t)$ (long dashed line) that can cause inaccurate lifetime estimation. $t_0$ is the time interval between two consecutive excitation pulses. Note that the incomplete decay caused by the laser excitation prior to the current one contributes the most to the current measured decay curve as illustrated in the last decay curve.
The inaccurate lifetime estimation due to the ultrafast repetitive excitation is generally mentioned [4, 18] and Barber et. al, initially reported an analytical model in a conference paper [19] to describe the “incomplete decay” effect. This original work is crucial towards designing time-domain instrumentations and selection of light sources. In practical situations, however, excitation repetition rate is not a typical selectable feature. In addition, a large number of data has already been acquired using high repetition rate excitation sources. In this report, we established an analytical model similar to Barber et. al.’s to simulate the effects of the incomplete decay and quantitatively determine the influence of the incomplete decay to the accuracy of lifetime parameter estimation either in noise-free or noisy conditions. The theoretical simulation is experimentally tested using standard fluorophores with a multiphoton microscope and a 80MHz Ti:Sapphire laser. Most importantly, correction methods were developed to recover original lifetime parameters from the measured lifetime values. Table 4.1 illustrated the abbreviations used in the rest of this article.

<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_0 )</td>
<td>Original amplitude weighted lifetime</td>
</tr>
<tr>
<td>( \tau_{id} )</td>
<td>Simulated measured amplitude weighted lifetime due to incomplete decay alone</td>
</tr>
<tr>
<td>( \tau_{idn} )</td>
<td>Simulated measured amplitude weighted lifetime due to incomplete decay and with noise</td>
</tr>
</tbody>
</table>

### 4.2. Materials and Methods

#### 4.2.1. Analytical model of incomplete decay

The analytical model describing the incomplete decay effect is first reported by Barber et. al. in Ref [19]. As shown in Fig. 4.1, the original fluorescence intensity decay \( I_0(t) \) is different from the measured decay curve \( I(t) \), where the period of the excitation laser pulses are short compared to the fluorophore’s lifetime. If \( I_0(t) \) is represented with \( N \) exponential terms, it can be described as:

\[
I_0(t) = A_{01}e^{-t/\tau_{01}} + A_{02}e^{-t/\tau_{02}} + \ldots + A_{0N}e^{-t/\tau_{0N}} + \ldots + A_{0N}e^{-t/\tau_{0N}} 
\]

(4.2)

where for the \( i^{th} \) term, \( \tau_{0i} \) is the lifetime component. Then, the original amplitude weighted lifetime \( \tau_0 \) is determined by [4]:

---

*Table 4.1 Definition of the abbreviations for lifetimes*
\[ \tau_0 = A_{01}^n \tau_{01} + A_{02}^n \tau_{02} + \ldots + A_{0N}^n \tau_{0N} \]  
\[ \text{(4.3)} \]

where \( A_{0i}^n \) is the normalized coefficient defined as \( A_{0i}^n = A_{0i}^n / \sum_{i=1}^{N} A_{0i}^n \).

Similarly, the experimentally measured fluorescence decay \( I(t) \) and estimated lifetime \( \tau \) are [4]:

\[ I(t) = A_1^n e^{-t/\tau_1} + A_2^n e^{-t/\tau_2} + \ldots + A_N^n e^{-t/\tau_N} \]  
\[ \text{(4.4)} \]

\[ \tau = A_1^n \tau_1 + A_2^n \tau_2 + \ldots + A_N^n \tau_N \]  
\[ \text{(4.5)} \]

where \( A_i^n \) is the normalized coefficient defined as \( A_i^n = A_i^n / \sum_{i=1}^{N} A_i^n \).

Both the measured and original multi-exponential decay curves are characterized by their corresponding coefficients and lifetime components. To demonstrate how incomplete decay influences fluorescence lifetime measurement and estimation, a forward model was developed while assuming the original parameters \( (A_{01}, A_{02}, \ldots, A_{0N}, \tau_{01}, \tau_{02}, \ldots, \tau_{0N}) \) are known and that the measured parameters affected by incomplete decay \( (A_1, A_2, \ldots, A_N, \tau_1, \tau_2, \ldots, \tau_N) \) are unknown. In practice, one would always obtain the measured values experimentally and try to estimate the original set of decay parameters. An inverse model was then derived from the forward model and assumes the opposite: the measured parameters are known and the original parameters are unknown. The goal of the inverse model is to predict the original lifetime parameters from the measured data by correcting errors in lifetime estimation due to incomplete decay.

Please note that in the following analysis, we made an assumption that there are an unlimited number of fluorophores available in the system, while only a small number of them are excited at any given time. In practice, this assumption is probably valid especially for multiphoton FLIM measurements while only the focal plane is excited by high repetition rate (70-100 MHz) mode-locked Ti: Sapphire lasers. In these cases, photobleaching is also not significant. One should note that especially in TCSPC measurements where a large number of excitation pulses are used, this assumption may be invalid.

### 4.2.1.1. Forward Model

From Fig. 4.1, as a result of incomplete decay, \( I(t) \) is a summation of \( I_0(t) \) and the tails of the \( n \) previous decay curves where \( I_0(t) \) is the original decay curve,
\(I(t)\) is the resulting measured decay curve, and \(t_0\) is the time interval between two consecutive excitation pulses:

\[
I(t) = \lim_{n \to \infty} [I_0(t) + I_0(t + t_0) + \ldots + I_0(t + nt_0)]
\]  \((4.6)\)

Substituting in Eq. (4.2) into Eq. (4.6) to get,

\[
I(t) = \lim_{n \to \infty} \sum_{i=1}^{N} A_{0i} e^{-\frac{t}{\tau_{0i}}} + \sum_{i=1}^{N} A_{0i} e^{-\frac{t + t_0}{\tau_{0i}}} + \ldots + \sum_{i=1}^{N} A_{0i} e^{-\frac{t + nt_0}{\tau_{0i}}} = \sum_{i=1}^{N} A_{0i} e^{-\frac{t}{\tau_{0i}}} \cdot \sum e^{-\frac{nt_0}{\tau_{0i}}}
\]  \((4.7)\)

Since \(\sum_{n=0}^\infty r^n = 1/(1-r)\) for \(|r|<1\), While \(1-e^{-t_0/\tau_{0i}} < 1\) as \(t_0\) and \(\tau_{0i}\) are always positive, the final expression for \(I(t)\) can be significantly simplified to [20]

\[
I(t) = \sum_{i=1}^{N} \frac{A_{0i}}{1-e^{-\tau_{0i}/t_0}} e^{-t/\tau_{0i}}
\]  \((4.8)\)

Therefore, by comparing Eq. (4.8) with Eq. (4.4), the measured parameters can now be expressed as a function of the original parameters where

\[
A_i = \frac{A_{0i}}{1-e^{-\tau_{0i}/t_0}}
\]  \((4.9)\)

\[
\tau_i = \tau_{0i}
\]  \((4.10)\)

The measured amplitude weighted lifetime due to the effect of incomplete decay \((\tau_{id})\) can be calculated from original parameters by substituting Eq. (4.9) and (4.10) into Eq. (4.5):

\[
\tau_{id} = \sum_{i=1}^{N} \frac{A_{0i}}{\sum_{k=1}^{N} A_{0k} / (1-e^{-\tau_{0k}/t_0})} \tau_{0i}
\]  \((4.11)\)

Finally, to quantify the difference between measured and original amplitude weighted lifetimes, the fractional error is defined as:

\[
\% E = \frac{\tau_{id} - \tau_0}{\tau_0} \times 100\%
\]  \((4.12)\)

4.2.1.2. **Inverse Model**
The inverse model is derived from the forward model by rearranging Eq. (4.9) and (4.10) to describe original parameters in terms of measured parameters as shown in Eq. (4.13) and (4.14).

\[
A_{oi} = A_i (1 - e^{-\frac{t}{\tau_i}}) \tag{4.13}
\]

\[
\tau_{oi} = \tau_i \tag{4.14}
\]

As shown in Eq. (4.15), the original amplitude weighted lifetime can be expressed in terms of the measured parameters by substituting Eq. (4.13) and (4.14) into Eq. (4.3) as indicated by:

\[
\tau_o = \sum_{i=1}^{N} \frac{A_i (1 - e^{-t/\tau_i})}{\sum_{i=1}^{N} A_i (1 - e^{-t/\tau_i})} \tau_i \tag{4.15}
\]

Finally, to quantify the difference between original and measured amplitude weighted lifetimes, the fractional error is defined as:

\[
\% E = \frac{\tau_o - \tau_{oi}}{\tau_{oi}} \times 100\% \tag{4.16}
\]

The inverse analytical model can be applied directly to the measured parameters to correct for the effects of incomplete decay and obtain the original amplitude weighted lifetime value. The analytical model is also further examined to create guidelines for lifetime measurements to determine whether or not incomplete decay is significant to require correction.

From the results given by Eq. (4.8), Eq. (4.15), and Eq. (4.16) in the mono-exponential decay case, incomplete decay does not affect the estimated amplitude weighted lifetimes (\(\tau_{oi}\)) since the \(\tau_{oi}\) is the same as the original individual lifetime while the coefficient is normalized.

As most of the commonly used fluorophores exhibit multiple-exponential decay, this study focuses on how the incomplete decay contributes to incorrect lifetime estimation in the bi-exponential cases, which is mostly seen in practical FLIM experiments. Nonetheless, the inverse model can be applied to more complex cases where more than two exponential components are present. The general analytical model for multi-exponential incomplete decay developed above can be applied to the specific bi-exponential case as shown below where \(N = 2\).
Expressing the measured coefficients and component lifetimes affected by incomplete decay in terms of the original parameters using Eq. (4.9) and (4.10):

\[ A_1 = \frac{A_{01}}{1 - e^{-\tau_0/\tau_0}} \quad (4.17) \]
\[ A_2 = \frac{A_{02}}{1 - e^{-\tau_0/\tau_0}} \quad (4.18) \]
\[ \tau_1 = \tau_{01} \quad (4.19) \]
\[ \tau_2 = \tau_{02} \quad (4.20) \]

The measured amplitude weighted lifetime is given by:

\[ \tau_{id} = A_1^n \tau_1 + A_2^n \tau_2 \quad (4.21) \]

\[ \tau_{id} = \frac{A_{11}}{1 - e^{-\tau_1/\tau_0}} \tau_1 + \frac{A_{21}}{1 - e^{-\tau_1/\tau_0}} \tau_2 + \frac{A_{12}}{1 - e^{-\tau_2/\tau_0}} + \frac{A_{22}}{1 - e^{-\tau_2/\tau_0}} \tau_2 \quad (4.21a) \]

where the measured amplitude weighted lifetime \( \tau_{id} \) as shown in Eq. (4.21a) is expressed in terms of the original parameters by substituting Eq. (4.17) to Eq. (4.20) into Eq. (4.21). Again, applying the general analytical model developed above, the inverse model is applied to the bi-exponential case where \( N = 2 \) to obtain the following equations to express the original parameters in terms of measured parameters:

\[ A_{01} = A_1 (1 - e^{-\tau_1/\tau_0}) \quad (4.22) \]
\[ A_{02} = A_2 (1 - e^{-\tau_2/\tau_0}) \quad (4.23) \]
\[ \tau_{01} = \tau_1 \quad (4.24) \]
\[ \tau_{02} = \tau_2 \quad (4.25) \]

The original amplitude weighted lifetime is:

\[ \tau_0 = A_{01} \tau_{01} + A_{02} \tau_{02} \quad (4.26) \]
\[ \tau_0 = \frac{A_1(1-e^{-\tau_1/\tau_0})}{A_1(1-e^{-\tau_1/\tau_0}) + A_2(1-e^{-\tau_2/\tau_0})} \tau_{\text{meas}} + \frac{A_2(1-e^{-\tau_2/\tau_0})}{A_1(1-e^{-\tau_1/\tau_0}) + A_2(1-e^{-\tau_2/\tau_0})} \tau_{\text{id}} \]

where the original amplitude weighted lifetime as shown in Eq. (4.26a) is expressed in terms of the measured parameters by substituting Eq. (4.22) to (4.25) into Eq. (4.26).

### 4.2.1.3. Incomplete decay simulations

To further investigate the analytical models and develop guidelines to determine the significance of incomplete decay on amplitude weighted lifetime measurements, bi-exponential incomplete decay curves of different lifetimes are simulated in Matlab under various conditions. Conditions include varying the repetition rate, coefficients, and differences in lifetime components. The fractional error between the original (\( \tau_0 \)) and simulated measured amplitude weighted lifetime (\( \tau_{\text{id}} \)) as defined in Eq. (4.12) or (4.16) is calculated using the derived analytical models and examined under each condition.

### 4.2.2. Noise simulation

To understand the effect of the incomplete decay in practical experiments, noise simulation has been performed to see whether lifetime estimation error caused by random experimental noise is comparable to errors from incomplete decay. Typical experimental noise sources in FLIM measurements include shot noise (Poisson noise) from the photo detector, digitization error from the digitizer, ambient light, and other electronics noise from the amplification process. In general, the signal amplitude is low and instrumentation noises significantly surpassed the shot noise. In this work, we assume the errors arise from these processes are independent of each other. Consequently, although each process may have a different error distribution, the overall error can be considered to be Gaussian [21]. Therefore, in the noise simulation, Gaussian noise is generated and added to the simulated mono- and bi-exponential incomplete decay curves at different SNR values. Specifically, the SNR is defined as the average signal amplitude divided by random Gaussian noise with standard deviation “sd” [22]. Curve fitting was then performed on the noisy simulated curves to determine the lifetime parameters and the fractional errors.

To simulate mono- and bi-exponential incomplete decay curves, all the parameters were defined according to the experimental conditions. For mono-exponential, two cases were simulated: Case 1 with \( \tau_1 = 1.5 \) ns and Case 2 with \( \tau_2 = 4.9 \) ns which correspond to the lifetimes of Rhodamine B (RdmB) and Lucifer Yellow (LY) respectively. For bi-exponential, various cases were generated with different \( A_1:A_2 \) ratios where \( A_1 \) ranged from 0.1 – 0.9 and \( A_2 \) is normalized to be
\[ 1 - A_1. \] In all the cases, the original coefficient values were chosen such that \( A_1 + A_2 = 516, \tau_1 = 1.5 \text{ ns (RdmB)}, \text{ and } \tau_2 = 4.9 \text{ ns (LY)}. \) The absolute original coefficient values were set as 516 based on typical original peak decay intensities obtained from the real TCSPC experiments; however, it will not affect the actual calculation of amplitude weighted lifetime, where the normalized coefficients were used. Although the fitting coefficient \( A \) in mono-exponential decay is not critical, we performed and plotted simulation to demonstrate the effect of noise on parameter estimations.

Gaussian noise was then generated with a mean of 0 and a standard deviation (SD) based on the signal to noise ratio (SNR) where SNR was defined as the average signal amplitude divided by SD of random Gaussian noise. The range of SNR in our simulations ranged from 16-182 and was determined by our typical experimental data measured using a 2-photon microscope and a TCSPC FLIM module. The generated Gaussian noise at various SNR is then added to the simulated incomplete decay curves.

Curve fitting to the simulated data was then performed using the curve fitting toolbox (Matlab v2010, Mathworks, Natick, MA), where the non-linear least squares method using the Trust-Region algorithm was applied. Fitted parameters \((A_1, A_2, \tau_1, \tau_2)\) were used to calculate lifetime values and the fractional error for various SNR. The fractional error between the data with and without the noise is defined as \((\tau_{idn}-\tau_0)/\tau_0 \times 100\), where \(\tau_{idn}\) represents the amplitude weighted average lifetime of the noisy incomplete decay curve and \(\tau_0\) represents the amplitude weighted average lifetime of the original decay curve.

4.2.3. Time-domain multi-photon fluorescence lifetime measurements

To validate the theoretical model and simulations, we measured the fluorescence lifetime of standard fluorophores using two fluorescence lifetime measurement modalities: a time-domain FLIM microscope using 80 MHz laser excitation and a second set of measurements using a frequency domain lifetime fluorometer.

The time-domain FLIM instrument is a two-photon microscope (TSC SP5 & DMI 6000 B, Leica, Wetzlar, Germany) equipped with the TCSPC fluorescence lifetime acquisition module (SPC-830, Becker & Hickle GmbH, Berlin, Germany) and a femtosecond mode-locked Ti:Sapphire laser pulsing at 80 MHz (Chameleon-Ultra, Coherent, Santa Clara, CA). In this system, fluorescence emission channels are selected by a prism and several variable-width slits in front of detectors. The fluorescence intensity decay was fitted to a bi-exponential decay model using the Matlab curve fitting toolbox to calculate the lifetime parameters.

The frequency domain instrument is a lifetime fluorometer (ChronosFD, ISS, Champaign, IL) using a laser diode centred at 470 nm (90099, ISS) with the
modulation frequency between 8 to 200 MHz. The fluorescence was transmitted through a band pass filter centred at 580 nm (580/DF30, XF3022, Omega Optical, VT), and the detected signal was analyzed using the included software (Vinci, ISS) to retrieve the time-domain parameters.

Two standard fluorescence dyes, Lucifer yellow (LY) (L0259, Sigma-Aldrich, St. Louis, MO) with a lifetime of 4.9 ns and Rhodamine B (RdmB) (R6626, Sigma-Aldrich) with a lifetime of 1.5 ns were diluted in purified water to the concentration of 2 µM. The two fluorescence dyes were then mixed at appropriate ratios and their lifetimes are measured using both instruments for comparison. In the frequency-domain measurements, Coumarin 6 (546283, Sigma-Aldrich) was used as a reference dye with the fluorescence lifetime of 2.5 ns and excitation and emission spectra overlapping with LY and RdmB. It was diluted in 99.9 % Ethanol (34964, Sigma Aldrich) to appropriate concentration that provides comparable signals with respect to the samples. To provide references for the original amplitude weighted lifetime calculation, the fluorescence lifetimes of LY and RdmB were then retrieved by mono-exponential fitting using Vinci (data not shown). In the time-domain measurements, the samples were illuminated with the laser at 860 nm and the emission channel was set from 500 nm to 700 nm to ensure the optimum excitation and detection efficiency. Three separate measurements have been performed and all the acquisition parameters remained the same throughout the acquisition processes to eliminate artefacts from sources other than the incomplete decay. Quantum efficiency correction was also performed after the data acquisition by comparing the integrated photon intensities of each fluorescence dye; therefore the real contribution of individual lifetimes can be restored.

4.3. Results

4.3.1. Simulated results of the incomplete decay

According to Eq. (4.8), incomplete decay only affects the coefficient values, while the measured individual lifetime components are the same as the original individual lifetime components, as indicated in Eq. (4.9) and (4.10). Therefore, amplitude weighted lifetime estimation for mono-exponential decay is unaffected by incomplete decay because its amplitude weighted lifetime estimation does not depend on the coefficient. For bi-exponential decays, however, the measured amplitude weighted lifetime (\(\tau_{id}\)) does depend on the coefficients \(A_1\) and \(A_2\), where \(\tau_{id} = A_1\tau_1 + A_2\tau_2\). Thus, measured parameters from bi-exponential decay must be interpreted carefully and corrected for incomplete decay. The rest of the report will focus on examining the analytical model for incomplete decay for bi-exponential cases. The illustration of the effect of incomplete decay on mono- and bi-exponential decay is shown in Fig. 4.2 where both the original (\(\tau_0\))
and measured (τid) decay curves are shown on a linear and log scale. As shown in Fig. 4.2, incomplete decay only affects the estimation of amplitude weighted lifetimes for bi-exponential decays. Table 4.2 shows the time-domain parameters distorted by the incomplete decay in mono- and bi-exponential cases used in Fig. 4.2.

The difference between the ith measured and original coefficients which is defined as the fractional error $E_i = \left( A_i - A_{0i} \right) / A_{0i}$ where $i = 1, 2$ for bi-exponential cases. According to Eq. (4.9), $E_i$ can be rewritten as:

$$E_i = \frac{1}{1 - e^{-\tau_i / \tau_{0i}}} - 1$$

(4.27)

As a result of the dependence of amplitude weighted lifetimes on the individual coefficients given by Eq. (4.20), parameters that result in less than 5% fractional errors between the individual measured and original coefficients which would then result in less than 5% uncertainty in lifetime estimations are investigated. Given the typical temporal resolution of about 200 ps in time-domain instruments, we consider 5% uncertainty in lifetime estimation can be considered as acceptable error. As a result, when the fractional error caused by incomplete decay is less than 5%, it is considered insignificant and can be neglected. One should note that this 5% cutoff value is somewhat arbitrary and, depending on the application, it should be used with caution. Consequently, since the magnitude of the ith fractional error ($E_i$) is only dependent on the ith individual lifetime ($\tau_i$), the threshold value of individual lifetimes ($\tau_{i(thld)}$) that would give fractional errors of 5% is determined by rearranging Eq. (4.26). The threshold value is expressed as:

$$\tau_{i(thld)} = -\frac{t_o}{\ln(0.05/1.05)}$$

(4.28)

Also, as shown in Eq. (4.27), $E_i$ is a monotonically increasing function with respect to $\tau_i$, which means if $\tau_i < \tau_{i(thld)}$, the estimation errors due to incomplete decay are less than 5% and may be negligible. The $\tau_{i(thld)}$ values corresponding to various laser repetition rates are shown in Table 4.3. As expected, the higher the repetition rate, the lower the threshold individual lifetime value, and thus the more likely incomplete decay will cause fractional errors between coefficients and cause errors in lifetime parameter estimation.

It is also useful to note that the fractional error $E_i$ scales linearly with the laser repetition period $t_o$ and thus the individual threshold lifetime values ($\tau_{i(thld)}$) that would give fractional errors of 5% can instead be expressed as a fraction of the repetition period, $t_o / \tau_{i(thld)}$. This threshold ratio between repetition period $t_o$ and threshold lifetime value $\tau_{i(thld)}$ can be denoted as $R_{i(thld)}$. By re-arranging Eq. (4.28), $R_{i(thld)} = t_o / \tau_{i(thld)} = -\ln(0.05/1.05) = 3.045$. Since $E_i$ is a monotonically decreasing function with respect to $t_o / \tau_i$, this means that as long as the time interval between laser pulses ($t_o$) is 3 times longer than the individual lifetime $\tau_i$. 

117
the estimation errors due to incomplete decay are less than 5% and may be negligible.

**Figure 4.2** Simulation of the original (solid line) and measured (dashed line) decay curves for both mono-exponential (top) and bi-exponential (bottom) cases at repetition rate of 80 MHz (12.5 ns). For the mono-exponential case, \( \tau_{01} = 12 \) ns, \( A_{01} = 0.5 \). For the bi-exponential case, \( \tau_{01} = 2 \) ns, \( \tau_{02} = 20 \) ns, \( A_{01} = 0.8, A_{02} = 0.2 \). The corresponding log scale plots of each decay curve are also shown as the top two curves of each graph with the log plot axis on the right.

**Fig. 4.2.** Simulation of the original (solid line) and measured (dashed line) decay curves for both mono-exponential (top) and bi-exponential (bottom) cases at repetition rate of 80 MHz (12.5 ns). For the mono-exponential case, \( \tau_{01} = 12 \) ns, \( A_{01} = 0.5 \). For the bi-exponential case, \( \tau_{01} = 2 \) ns, \( \tau_{02} = 20 \) ns, \( A_{01} = 0.8, A_{02} = 0.2 \). The corresponding log scale plots of each decay curve are also shown as the top two curves of each graph with the log plot axis on the right.

When the individual lifetimes are longer than those specified in **Table 4.3** for corresponding repetition rates, the superposition from previous decay can affect lifetime parameter estimation significantly. To develop guidelines that determine the significance of incomplete decay in lifetime measurements, it is of great interest to investigate incomplete decay in various experimental conditions (e.g. repetition rate, coefficients, difference in lifetime components).
Table 4.2 Original and measured parameters for mono- and bi-exponential decay

<table>
<thead>
<tr>
<th></th>
<th>Mono- Exponential</th>
<th>Bi-exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original</td>
<td>Measured (τ_{id})</td>
</tr>
<tr>
<td>$A_{01}$</td>
<td>0.50</td>
<td>$A_1$ = 0.77</td>
</tr>
<tr>
<td>$\tau_{01}$</td>
<td>12 ns</td>
<td>$\tau_1$ = 12 ns</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>12 ns</td>
<td>$\tau_{id}$ = 12 ns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\tau_{02}$ = 20 ns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\tau_0$ = 5.6 ns</td>
</tr>
</tbody>
</table>

Table 4.3 Threshold amplitude averaged lifetime values (for bi-exponential decay) at various time windows ($t_o$) between consecutive excitation pulses

<table>
<thead>
<tr>
<th>$t_o$ (ns)</th>
<th>$\tau_{ithresh}$ (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 (100 MHz)</td>
<td>3.28</td>
</tr>
<tr>
<td>12.5 (80 MHz)</td>
<td>4.11</td>
</tr>
<tr>
<td>16.7 (60 MHz)</td>
<td>5.49</td>
</tr>
<tr>
<td>25 (40 MHz)</td>
<td>8.21</td>
</tr>
<tr>
<td>50 (20 MHz)</td>
<td>16.4</td>
</tr>
</tbody>
</table>

As shown in Fig. 4.3, the fractional error between original and measured amplitude weighted lifetimes as defined in Eq. (4.12) corresponding to a set of original parameters ($A_{01} = A_{02} = 0.5$, $\tau_{01} = 1$ ns, $\tau_{02}$ varies from 0 to 20 ns) was plotted with respect to $\tau_2$ at various repetition rates as shown by the multiple curves. It was observed that at each $\tau_2$ value, the error increased as the repetition rate increased. For example, the error of the $\tau_{id}$ at $\tau_2$ of 20 ns at the highest repetition rate (100 MHz) resulted in the maximum error of all cases with 40% error from the original average lifetime value ($\tau_0$). Fig. 4.3 also illustrated the negligible incomplete decay effect when $\tau_1 = 1$ ns and $\tau_2 < \tau_{ithresh}$; the error is always less than 5%. Similarly, Fig. 4.3 illustrates that when the time window between laser excitation pulses ($t_o$) is around three times longer than both $\tau_1$ and $\tau_2$, the error due to incomplete decay is less than 5%.

The effect of measured coefficients and lifetime component values on the absolute fractional error between $\tau_{id}$ and $\tau_0$ values as defined in Eq. (4.16) was also investigated at a constant repetition rate of 80 MHz as shown in Fig. 4.4. Fig. 4.4 shows a contour plot where the y-axis corresponds to $A_1$ and is varied from 0 to 1 ($A_2 = 1 - A_1$) and the x-axis corresponds to the difference between measured lifetime components ($\tau_1 - \tau_2$) where $\tau_2$ (10 ns) was chosen to be constant and $\tau_1$
varies from $\tau_2 - 8$ (2 ns) to $\tau_2 + 8$ (18 ns). The varying gray scale colour of the contour map corresponds to the calculated absolute fractional errors for the various corresponding measured coefficient and lifetime component values where the darker the colour, the larger the error.

Examining the effect of measured coefficients on the fractional error for the bi-exponential case, it can be seen from Fig. 4.4 that regardless of the values of the measured lifetime components, the error increases (grayscale colour becomes darker) as $A_1$ approaches 0.5. In other words, since $A_2 = 1 - A_1$, the fractional error increases as $A_1$ and $A_2$ approach 0.5.

However, the nature of this error trend is not symmetric with respect to $A_1$. The behavior, as observed in Fig. 4.4, follows this pattern: if $\tau_2 > \tau_1$ (negative difference), the maximum error tends to occur at values greater than $A_1 = 0.5$ whereas if $\tau_2 < \tau_1$ (positive difference), maximum error tends to occur at values less than $A_1 = 0.5$. Therefore, it is difficult to determine the specific $A_1$ values that would give the maximum error for all cases. However, it is clear that the error from incomplete decay increases for measured coefficients that converge towards 0.5. It is also interesting that although all cases of measured parameters in Fig. 4.4 followed this error trend with respect to amplitude variations, the magnitude of the error varied drastically between different cases. The reason for this large difference between different cases of measured parameters (lifetime components) will be investigated in the following section.

![Figure 4.3](image_url)

**Figure 4.3** The predicted fractional errors defined by Eq. (4.12) are plotted as a result of incomplete decay at various original amplitude weighted lifetime values at various repetition rates for bi-exponential decays. For each curve, $\tau_1$ remains constant at 1 ns and $\tau_2$ is varied from 0 to 20 ns as shown on the x-axis. The coefficients are fixed at $A_{o1} = A_{o2} = 0.5$. 
Figure 4.4 Illustrating the dependence and trends of absolute fractional error (as defined in Eq. (4.16)) on measured coefficient and lifetime component values using a contour plot. Y-axis corresponds to $A_1$ and is varied from 0 to 1 ($A_2 = 1 - A_1$). X-axis corresponds to the difference between measured lifetime components ($\tau_1 - \tau_2$) where $\tau_2$ (10 ns) was chosen to be constant and $\tau_1$ varies from $\tau_2 - 8$ (2 ns) to $\tau_2 + 8$ (18 ns). The varying gray scale color of the contour map corresponds to the calculated absolute fractional errors where the larger the error, the darker the gray scale color as defined by the color bar.

As shown in Fig. 4.4, the absolute fractional error between measured ($\tau_{id}$) and original ($\tau_0$) amplitude weighted lifetime values (as defined by Eq. (4.16)) also depends on the measured lifetime components. However, where incomplete decay has an effect, the error does not depend on the magnitude of the measured lifetime components but actually on the differences between the measured lifetime components ($\tau_1 - \tau_2$). It can be observed from Fig. 4.4 that as the difference between $\tau_1$ and $\tau_2$ increases, the error increases as well. The error trend is not symmetric with respect to the difference between measured lifetime components where positive differences will result in lower error values. This is an indication that larger lifetime component values with the same differences will result in relatively lower fractional error values. Moreover, Fig. 4.4 demonstrate that in cases with small differences in measured lifetimes (i.e. 4 ns), incomplete decay effects may be negligible (< 5 %) for all possible coefficient values, which further verifies the threshold values determined by the model.
4.3.2. The dependency of measured lifetimes ($\tau_{idn}$) on the SNR level

In practical FLIM measurements, the data always includes significant amounts of noise. We performed noise simulation in our model to investigate how noise affects the estimation of amplitude weighted lifetime values. To do this, the simulated noisy incomplete decay curves with the SNR varying from 16 to 182 for various $A_{01}:A_{02}$ ratios ($\tau_{01} = 1.5$ ns (RdmB), and $\tau_{02} = 4.9$ ns (LY)) were fitted using the nonlinear least squares algorithm to obtain the predicted measured amplitude weighted lifetimes (affected by incomplete decay) with noise ($\tau_{idn}$). The corresponding residuals were plotted (data not shown) and at each SNR level showed no pattern, indicating the good quality of fitting process. The original amplitude weighted lifetime values ($\tau_0$) for various $A_{01}$ to $A_{02}$ ratios were also calculated for the original decay signal. Using the inverse model on $\tau_{idn}$, the corrected amplitude weighted lifetimes were obtained ($\tau_{corr}$). The original amplitude weighted lifetime ($\tau_0$), predicted measured amplitude weighted lifetimes (with noise) ($\tau_{idn}$), and corrected amplitude weighted lifetimes ($\tau_{corr}$) for various $A_{01}:A_{02}$ ratios at SNR = 16 are shown in Table 4.4 below. As shown in Table 4.4, it is demonstrated that the corrected amplitude weighted lifetimes ($\tau_{corr}$) by the inverse model under low SNR = 16 are almost equivalent to the original amplitude weighted lifetimes ($\tau_0$) (less than 1% difference). This further verifies the accuracy of the inverse model and indicates that the effect on estimation error from noise itself is actually minor in comparison with the effect of incomplete decay and is always negligible. This shows that the correction for incomplete decay is indeed necessary.

<table>
<thead>
<tr>
<th>Original (%)</th>
<th>Predicted Measured (ns)</th>
<th>Correction using inverse model on $\tau_{idn}$ (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{01}$</td>
<td>$\tau_0$</td>
<td>$\tau_{idn}$</td>
</tr>
<tr>
<td>0</td>
<td>4.90</td>
<td>4.90</td>
</tr>
<tr>
<td>25</td>
<td>4.05</td>
<td>4.14</td>
</tr>
<tr>
<td>50</td>
<td>3.20</td>
<td>3.29</td>
</tr>
<tr>
<td>75</td>
<td>2.35</td>
<td>2.42</td>
</tr>
<tr>
<td>100</td>
<td>1.50</td>
<td>1.50</td>
</tr>
</tbody>
</table>
4.3.3. Experimental results

The fluorescence lifetimes of Lucifer yellow (LY) and Rhodamine B (RdmB) were measured by the time domain TCSPC and the frequency domain ChronosFD systems, which correspond to cases with incomplete decay (in TCSPC, 80MHz laser is used) and without (in the ChronosFD), respectively. The average lifetime of LY is 5.07 ns ± 0.30 ns (TCSPC) and 4.9 ns ± 0.06 ns (ChronosFD), respectively when fitted with mono-exponential model. RdmB exhibits a fast decay with the fluorescence lifetimes at 1.55 ns ± 0.13 ns and 1.50 ns ± 0.03 ns respectively. In order to determine the original amplitude weighted lifetimes ($\tau_0$) without the effects of incomplete decay, the dye mixture was calculated with respect to the original fluorescence lifetime of each dye obtained from the frequency domain system (4.9 ns and 1.5 ns). Also, to determine the real relative contribution of RdmB and LY (i.e., correct original coefficients to obtain real original coefficients), the quantum efficiency (QE) of each fluorescence dye was also determined by taking the average of integrated photon intensities from three repetitive LY and RdmB measurements using TCSPC. The results showed the relative QE of RdmB is 36% against LY. Therefore, the quantum efficiency corrected original coefficients can represent the real relative contribution of RdmB ($QE_c A_{01}$) and LY ($QE_c A_{02}$) where $QE_c A_{02} = 1 - QE_c A_{01}$.

Table 4.5 lists the quantum efficiency corrected amplitude weighted lifetimes obtained from frequency domain measurements ($\tau_0$), the TCSPC measurements ($\tau_{idn}$), and correction of $\tau_{idn}$ using the inverse model ($\tau_{corr}$). Except for the measurement at $QE_c A_{01} = 59.1\%$ ($\tau_0 = 2.89$ ns), the measured TCSPC lifetime ($\tau_{idn}$) consistently overestimated the original amplitude weighted lifetime of the solution ($\tau_0$) as obtained from the frequency domain system. The overestimation of measured amplitude weighted lifetime values is predicted and agrees with the incomplete decay model. Using the inverse model, the measured amplitude weighted lifetime values ($\tau_{idn}$) were corrected and is close enough to the original amplitude weighted lifetime ($\tau_0$) to be within the uncertainties of the experimental measurement. Differences between $\tau_0$ and $\tau_{idn}$ ($\text{Diff}_{id}$) and between $\tau_0$ and $\tau_{corr}$ ($\text{Diff}_{corr}$) were evaluated to see whether lifetime estimation error caused by incomplete decay is comparable to errors from random experimental noise. As shown in Table 4.5, $\text{Diff}_{id}$ is always larger than $\text{Diff}_{corr}$ for all mixtures indicating that the effect on estimation error from incomplete decay is larger than the effect on error from noise and that the correction for incomplete decay is indeed necessary. The outlier value at 59.1% ($\tau_0 = 2.89$ ns) may be due to low SNR in the experimental measurements, which led to large uncertainties in lifetime estimation for bi-exponential decays.
Table 4.5 Experimental values: Time domain amplitude weighted lifetimes of Lucifer Yellow (LY) and Rhodamine B (RdmB) mixture solution were measured experimentally using TCSPC ($\tau_{idn}$) and frequency domain lifetime spectrometer ($\tau_0$). Based on the inverse model, the TCSPC measurements were corrected ($\tau_{corr}$) based on an 80MHz repetition rate excitation. Differences between $\tau_0$ and $\tau_{idn}$ (Diff$_{id}$) and between $\tau_0$ and $\tau_{corr}$ (Diff$_{corr}$) were evaluated to see whether lifetime estimation error caused by incomplete decay is comparable to errors from random experimental noise.

<table>
<thead>
<tr>
<th>Frequency domain measurements</th>
<th>TCSPC with 80 MHz excitation</th>
<th>Correction using inverse model on $\tau_{idn}$</th>
<th>Differences in $\tau$ values</th>
</tr>
</thead>
<tbody>
<tr>
<td>QE, $A_0$ (%)</td>
<td>$\tau_0$ (ns)</td>
<td>$\tau_{idn}$ (ns)</td>
<td>$\tau_{corr}$ (ns)</td>
</tr>
<tr>
<td>0</td>
<td>4.90</td>
<td>5.07</td>
<td>5.07</td>
</tr>
<tr>
<td>8.2</td>
<td>4.62</td>
<td>4.85</td>
<td>4.76</td>
</tr>
<tr>
<td>19.4</td>
<td>4.24</td>
<td>4.84</td>
<td>4.34</td>
</tr>
<tr>
<td>35.2</td>
<td>3.70</td>
<td>3.79</td>
<td>3.76</td>
</tr>
<tr>
<td>59.1</td>
<td>2.89</td>
<td>2.55</td>
<td>2.49</td>
</tr>
<tr>
<td>100</td>
<td>1.50</td>
<td>1.55</td>
<td>1.55</td>
</tr>
</tbody>
</table>

4.4. Discussion and Conclusion

Applications of fluorescence lifetime in imaging and spectroscopy have become an active research and technology development area owing to the recent advances of short pulsed lasers and high speed photo detection systems. One of the key technologies that pushing FLIM into a user friendly microscopy modality is the development of turn-key Ti:Sapphire laser systems. Although their high repetition rate enables fast image/data acquisition the short interval between consecutive excitation pulses causes concerns that fluorescence lifetime may not be accurately estimated.

In this report, we developed a general mathematical model to quantitatively estimate how incomplete fluorescence decay affects the measured fluorescence decay curves and subsequent estimation of lifetime values. In addition, an inverse model allows the correction of errors caused by incomplete decay. Specifically, the simulation results show that incomplete decay does not affect estimation of individual lifetime component in multi-exponential decays but rather the coefficient terms, which in turn lead to underestimation of average lifetime. As expected, the extent of error strongly depends on the ratio of amplitude weighted lifetime and the interval between excitation pulses. For example, in the case of bi-exponential decay excited at 80MHz, if both lifetime components are less than 4 ns, the simulation results suggest that the error can be neglected and no correction is required. If at least one lifetime component is larger than 4 ns, the measurement errors would be significant but can be corrected by the proposed mathematical model. Taking individual parameters into account, our results demonstrated that the fractional error between the original and
measured lifetime values \( E_{\text{id}} \) became significant with (i) increased laser repetition rate, (ii) converge of coefficients to be equal, and (iii) increased difference between individual lifetime components, while the error is not significantly increased by the noise. These facts offer guidelines that allow researchers to have a better idea for measurement values that may require correction for incomplete decay.

The incomplete decay effect is most profound for fluorophores with long lifetimes such as Photofrin\textsuperscript{®} and ALA induced protoporphyrin IX (PpIX), which are clinically approved photosensitizers with fluorescence lifetimes of more than 10 ns [11]. As a result, invalid interpretation of experimental results can easily happen when the average lifetimes of photosensitizers are measured by short-pulsed lasers with repetition rate more than 20 MHz.

It should be noted that artifacts in lifetime estimation from incomplete decay effect is not significant in microscopy where the lifetimes of most fluorescence probes are short. Nonetheless, in the case of FLIM-FRET, where the majority acceptor-donor pairs have average lifetimes of less than 4 ns while exhibit bi-exponential decay [17], small errors in lifetime estimations may be critical since 5 % of lifetime change may corresponding to significant errors in inter-molecular distance calculation.

In addition to applications in microscopy, quantitative analysis of incomplete decay is also useful in other time-domain fluorescence techniques. For example, Yuan et. al. described a technique that uses fibers with different lengths to multiplex multiple spectral channels of fluorescence decay using a single detector [23]. The multiplexed fluorescence decays were separated by the different propagation time introduced by the different fiber lengths. The detected signal is the superposition of signals from decays from adjacent pulses and also suffers from the incomplete decay effect. The inverted model from this work can also correct the superposition of incomplete decays in this case to provide more accurate lifetime estimation.

It should be noted that the reported results were simulated in a scenario with the assumptions that photobleaching is insignificant and the instrumental response function (IRF) is negligibly small. In practice, these assumptions may break down. Therefore, future work includes investigating the models with photobleaching effect and convolution of IRF.
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Introduction to paper IV

Early detection/diagnosis and intervention of high-grade dysplasia (HGD) in Barrett’s esophagus (BE) is considered to be critical in treatment of esophageal cancer. We proposed the concept of integrated detection and treatment of HGD using endomicroscopy. In this chapter, in a proof-of-principle in vivo cell imaging study, we developed image processing and analysis techniques to detect HGD cells from benign BE cells using morphological features in confocal images.

Currently, clinical diagnosis and treatment procedures for HGD in BE are separated by in vivo endoscopic screening and ex vivo histopathological analysis. This results in significant sampling and relocation errors during intervention, leading to increased risks of developing esophageal cancer.

We report using a FDA-approved photosensitizer, 5-ALA, as a fluorescent contrast agent for cellular level classification of high-grade dysplasia (HGD) in Barrett’s esophagus (BE). The cell nucleus stain is one of the gold standards for diagnosis of HGD in BE. Using a clinically approved photosensitizer holds a particular advantage because it can highlight nucleus morphology without adverse effects from mutagenic DNA targeting stains, and still yield comparable information to histological standards. More importantly, morphological / textural feature extraction, and classification using supervised learning approach provide a more robust detection that mitigates inter- and intra-observer variation during diagnosis. Our results demonstrate sensitivity of 95% and specificity of 87% for detection of HGD.

This work shows a new application of PDT photosensitizers as a nucleus contrast for automatic detection. It may be beneficial for readers who work on cancer diagnosis using any contrast agent, and/or endomicroscopy-based instrumentation development and fluorescence studies on gastrointestinal neoplasia. The manuscript was written by me and edited by all of the co-authors.
Contents of Paper IV

Abstract

Early detection and treatment of high-grade dysplasia (HGD) in Barrett’s esophagus (BE) may reduce the risks of developing esophageal adenocarcinoma. Confocal endomicroscopy (CLE) has shown advantages over routine white-light endoscopic surveillance with biopsy for histological examination; however, CLE is compromised by insufficient contrast, and by intra- and inter-observer variation. In this study, a FDA-approved PDT photosensitizer was used to reveal morphological and textural features similar to those found in histological analysis. These features were then combined with machine learning for a more robust detection of HGD. Our results showed 95% sensitivity and 87% specificity using the optimal feature combination and can be further extended to 3D cellular models.

5.1. Introduction

Esophageal adenocarcinoma (EAC) is a malignant cancer with a low 5-year survival rate of 12% due to the limitation of early diagnosis. [1–3] EAC is associated with high-grade dysplasia (HGD) in a setting of Barrett’s esophagus (BE), a pre-malignant condition in which the normal squamous epithelium is replaced by intestinal metaplasia that may eventually progress, via low grade dysplasia (LGD) to HGD. [4] Although endoscopic surveillance is performed regularly on patients with BE in an attempt to achieve early diagnosis, substantial sampling and relocation errors still exist due to the nature of the random four-quadrant biopsy protocol and temporal separation of the diagnostic and treatment procedures. [5] Therefore, integrated real-time diagnosis and treatment (“seek-and-treat”) is an ideal strategy to overcome these challenges. Optical biopsy is an emerging technique that probes the optical properties of targeted lesions during the examination, with the potential for achieving real-time diagnosis. [3,6] However, there are still certain major challenges when investigating BE. In general, the diagnostic accuracy of point-spectroscopy is strongly affected by patient-to-patient variability. [5] Also, insufficient sensitivity and specificity are found particularly in autofluorescence BE imaging due to poor signal-to-noise ratio. [7] To overcome these limitations, in vivo histology, using subcellular resolution microscopic imaging and an suitable exogenous contrast agent holds advantages in showing real time cytological information of clinical histology
standards, in which HGD cells are characterized by certain cytological features of atypia, including, particularly, the nucleus pattern as well as loss of cell polarity, crowded cell nucleus distribution, overlapping of the cell borders, nuclear pleomorphism with irregular nucleus shape and size, enlarged cytoplasm to nucleus ratio, nuclear stratification, etc. On the contrary, intestinal metaplasia demonstrates well-spaced, rounder and more basally-oriented nuclei; gross observation shows non-distorted architecture, existence of goblet cells and less stratified morphology. [8,9]

In recent years, machine learning has emerged as a potential technique to automate the detection of pre-malignant lesions. [10,11] Muldoon et al. used HRME (high-resolution microendoscopy) and a nucleus contrast agent, proflavin, to perform automatic imaging recognition of neoplastic lesions and obtained sensitivity and specificity of 0.87 and 0.85, respectively. [10] Although these cellular resolution technologies have been extensively investigated and have demonstrated desirable sensitivity and specificity, use of a contrast agent capable of highlighting HGD remains controversial. For example, nucleus stains exhibit better cytological patterns to identify HGD, [9] but are considered mutagenic. Other commercial dyes are relatively safer but yield poor selectivity for HGD area. [12] Common markers for the GI tract and their properties are summarized in Table 5.1; unfortunately, most do not provide sufficient contrast for the identification of HGD. [5,10,12–17]

As a result, FDA-approved PDT (photodynamic therapy) photosensitizers that cause fluorescence of mitochondria become attractive alternatives to “nucleus” contrast agents, and the fluorescence lifetime of photosensitizers may also be an additional contrast for probing cellular uptake [18]. More importantly, PDT photosensitizers also provide potential treatment selectivity. [19,20] In addition, the development of automatic recognition based on cellular features can be a promising technique to mitigate variability in subjective observation and improve detection sensitivity and specificity. To study this “seek and treat” strategy, we started with a well-characterized in vitro BE model [21] that demonstrated cell line competition in 2D and 3D co-culture [22,23] with close cytogenetic similarities to BE in vivo [21,24] and less experimental variability than animal models. [23,25] The eventual goal of this study is to translate knowledge gained from this co-culture platform to clinical data for detecting HGD using clinically available CLE [26]. In a pilot study, using 5-ALA induced protoporphyrin IX (PpIX) as a contrast agent, we began with morphological and textural features at a single-cell level in mono-culture, and the capability of generalizing the training algorithm was further evaluated in co-culture, which could be further extended to be compatible with histology standards [9] using high-density cell culture.
Table 5.1 Common contrast agents in esophageal chromoendoscopy

<table>
<thead>
<tr>
<th>Contrast Agents</th>
<th>Properties and Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluorescein</td>
<td>Highlights vasculature and intracellular space. Goblet cells and epithelial mucin appear dark. [12,13]</td>
</tr>
<tr>
<td>Methylene Blue</td>
<td>Highlights actively absorbing columnar epithelium but with little discrimination for HGD. [16,17]</td>
</tr>
<tr>
<td>Toluidine Blue</td>
<td>Stains nuclei of columnar cells. [17]</td>
</tr>
<tr>
<td>Lugol’s Solution</td>
<td>Stains only normal mucosa for its affinity to iodinated agents. [14]</td>
</tr>
<tr>
<td>Cresyl Violet</td>
<td>Stains the cytoplasm and, also, highlights cell nuclei; the staining pattern is not discriminative. [15,26]</td>
</tr>
<tr>
<td>Acriflavin</td>
<td>Stains cell nuclei directly, but is considered to be mutagenic. [10]</td>
</tr>
<tr>
<td>Acetic Acid</td>
<td>Highlights columnar mucosa, but low specificity for HGD. [5]</td>
</tr>
<tr>
<td>Indocyanine Green</td>
<td>Less used in chromoendoscopy, but only for marking locations. [17]</td>
</tr>
</tbody>
</table>

5.2. Materials and Methods

We studied 5-ALA induced PpIX synthesis in both metaplasia and HGD cell lines to investigate its potential as a contrast agent to highlight cellular patterns in CLE. Then, imaging analysis was performed to extract morphological and texture features based on PpIX fluorescence. Finally, we trained the support vector machines (SVM) to classify co-cultured cells and the classification performance was characterized.

5.2.1. Mono-culture and Co-culture

CP-A (non-dysplastic metaplasia, ATCC® CRL-4027™) and CP-B (high-grade dysplasia, ATCC® CRL-4028™) are two well-characterized, hTERT immortalized human Barrett’s esophageal cell lines [21–23] that were selected as an in vitro platform to study the fluorescence pattern of 5-ALA induced PpIX. In order to provide the ground truth for the classification results in co-culture, parental CP-A cells were further transfected with a cytosolic mCerulean3 construct to achieve cyan fluorescence that does not overlap with the PpIX spectrum. The stably transfected CP-A cells were expanded using the complete culture medium containing 5 µg/mL selective antibiotics (Blasticidin S HCl, R210-01, Gibco®, Canada), and further purified using a flow cytometer (FACSCanto™, BD Biosciences, CA). Stable cells were then maintained using complete medium supplemented with 3 µg/mL of Blasticidin S.

The complete medium used for all cell lines was composed of MCDB 153 base medium (M7403, Sigma), supplemented with 5% Fetal Bovine Serum (16000-036, Gibco®), 0.25 µg/ml Amphotericin B (A2942, Sigma), 1% Penicillin/Streptomycin (15140-122, Gibco®), 0.4 µg/ml Hydrocortisone (H0888,
Sigma), 140 µg/ml bovine pituitary extract (P1476, Sigma), 20 mg/L Adenine (A8626, Sigma), 0.1% Insulin-transferrin-sodium selenite (I1884, Sigma), 20 ng/ml Recombinant EGF (E9644, Sigma), 4mM Glutamine, and 1nM Cholera Toxin (C8052. Sigma). Cells were grown in a 25 cm² culture flask and maintained at 37 °C in a water jacketed CO₂ incubator (Forma Series II, Thermo Fisher Scientific Inc, Waltham, MA). The subculturing procedures followed the recommendation from ATCC, where cells were immersed in 1 mL Trypsin-EDTA solution (2.5X, 0.5%, 15400-054, Gibco®) until fully detached; neutralized by complete culture medium followed by a mandatory centrifugation process at 125g in order to re-suspend cells in fresh trypsin-free culture medium.

5.2.2. Sample Preparation

5-ALA (A3785, Sigma) is a photosensitizing agent, but it served as a fluorescent marker to highlight cell mitochondria and create nucleus contrast in this study. A 100 mM stock solution dissolved in PBS (14190-144, Gibco®) was stored in aliquots in the dark. A working concentration of 0.5 mM was prepared before every experiment by further diluting the stock solution in the serum-free complete culture medium. Cells were seeded on glass-bottom dishes (P35G-1.5-14-C, MatTek, MA) one day before the experiment. Before imaging acquisition, individual cell lines were incubated with 5-ALA for various periods of time between 3 to 6 hours to yield different mitochondrial PpIX concentrations for training of the classification algorithm. This variable was introduced intentionally to characterize intracellular PpIX concentration, and account for variability in fluorescence intensity during classification. Co-culture preparation used a total of 0.3 x 10⁵ cells containing mCerulean-CP-A and parental CP-B in 1:1 with the incubation of 5-ALA for 6 hours.

5.2.3. Imaging Acquisition

The fluorescence emission of 5-ALA induced PpIX was collected between 625 nm – 750 nm by a laser scanning confocal microscope (TCS SP5 & DMI 6000 B, Leica, Wetzlar, Germany) equipped with an Argon-ion laser operating at 514 nm. The emission spectral band starting from 625 nm was used to maximize the detected PpIX intensity whilst avoiding overlap with the m-cerulean spectrum. A 63X objective lens was used to yield a field of view (FOV) of 246 µm x 246 µm with lateral resolution of approximately 300 nm, comparable to current confocal endomicroscopy systems. [12] The acquisition channel for transfected CP-A cells in co-culture used 458 nm laser excitation with the emission spectral range of 465 nm to 500 nm to match the fluorescence emission peak of m-cerulean. Sample fluorescence images of both cell lines in monoculture and co-culture are demonstrated in Fig. 5.1 and 5.2.
Figure 5.1 Sample CP-A and CP-B cells labelled with the fluorescent PpIX in mono-culture conditions. Cells were loaded with 5-ALA and the PpIX fluorescence was examined within 6 hours of incubation. The fluorescent area (mitochondria distribution) is highlighted by the solid line and the real cell shapes based on the bright field images are indicated by the dashed line. PpIX fluorescence thus yielded distinct morphological and textural patterns in (a) CP-A cells and (b) CP-B cells, where CP-A cells yielded a more concentrated fluorescence accumulation towards the peri-nuclear region, while CP-B cells demonstrated a more elongated shape. Further imaging processing and segmentation was performed for classification of CP-B cells.

Figure 5.2 In co-culture condition, stably transfected CP-A cells were used for validation of the classification results; therefore, the CP-A cells in the co-culture image can be identified based on the images acquired from the emission band of 465 nm to 500 nm (CP-A-m-cerulean channel).

5.2.4. Quantifying Intracellular PpIX in mono- and co-culture

To investigate the feasibility of using PpIX as a contrast agent, the cellular uptake was compared for metaplastic and high-grade dysplastic cells. Both cell lines were incubated with 5-ALA solution for a specified time and fluorescence images were acquired every hour using both one-photon (5.92 J/cm²) and two-photon excitation (9911 J/cm²) until the intracellular PpIX reached a plateau. PpIX intensities in co-culture were only compared at 6 hours of incubation. All acquisition parameters including the fluence, magnification, emission spectral range and the detector gain remained the same in repetitive trials using different batches of cells. The acquired images were pre-processed with consistent
preprocessing procedures to segment out the fluorescent area using Matlab (Mathworks, Natick, MA), then the average PpIX intensity per pixel was plotted against the incubation period.

5.2.5. Segmentation and Feature Extraction

Fluorescent PpIX served as the main fluorescence marker to highlight cell mitochondria and create nucleus contrast. The imaging data were imported to Matlab for further image processing and extracting quantitative features. Due to the low signal to noise ratio provided by PpIX, all fluorescence images were preprocessed to reduce the shot noise and uneven background. Contrast was enhanced by three iterative adjustment of imaging threshold, followed by further smoothing and morphological operations to segment out binary images of each cell. The segmentation results are demonstrated in Fig. 5.3. Then, mitochondrial distribution was analyzed using various morphological features based on the binary images to illustrate the shape eccentricity, irregularity, and the nucleus to mitochondria ratio [9,27]. PpIX fluorescence patterns of each cell were explored using statistical calculation of the intensity histogram. Further textural analysis was achieved using the gray-level co-occurrence matrix (GLCM) [28] along perpendicular and diagonal axes of the bounding box to extract intensity contrast, correlation, homogeneity and energy. The key features and their descriptions are summarized in Table 5.2.

**Figure 5.3** Examples of morphological and textural features. (a) A binary image is used to extract morphological features. The bounding box, convex area (area within dashed lines), and the ellipse are noted. (b) The original 8-bit image of mitochondria distribution was obtained based on the binary mask. This image shows the line used for extracting line scan intensity profile, as listed in Table 5.2. (c) The intensity contrast can be revealed based on the slope of cumulative intensity along the line a small value was a result of higher contrast close to the cell nucleus. The slope (L) is from the line shown in 5.3(b), and the slope (R) is obtained from the line in opposite direction.
<table>
<thead>
<tr>
<th>Morphological Features</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eccentricity of the ellipse&lt;sup&gt;1&lt;/sup&gt;</td>
<td>Measuring the ratio of the length between the two foci to the major axis length of the ellipse. Larger values indicate slender shapes.</td>
</tr>
<tr>
<td>Major to minor axis ratio&lt;sup&gt;5&lt;/sup&gt;</td>
<td>Measuring the two axes of the ellipse. Larger values indicate slender shapes.</td>
</tr>
<tr>
<td>Extent&lt;sup&gt;7&lt;/sup&gt;</td>
<td>Calculated by the binary pixel area divided by the bounding box area. Slender cells with various orientation lead to smaller values.</td>
</tr>
<tr>
<td>Solidity&lt;sup&gt;6&lt;/sup&gt;</td>
<td>Calculated by the binary pixel area divided by the convex area to demonstrate shape irregularity.</td>
</tr>
<tr>
<td>Roundness</td>
<td>$\frac{(4 \pi \times \text{Area})}{\text{Perimeter}^2}$. The value of 1 indicates a perfect circle.</td>
</tr>
<tr>
<td>Nucleus to mitochondria ratio&lt;sup&gt;3&lt;/sup&gt;</td>
<td>The binary pixel area of the segmented cell nucleus to PpIX localized mitochondria</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intensity/Textural Features</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line scan intensity profile&lt;sup&gt;2°&lt;/sup&gt;</td>
<td>The intensity profile along the line from the centroid to one end of the ellipse. A single value of slope was obtained to represent the intensity increment along the line.</td>
</tr>
<tr>
<td>Standard deviation&lt;sup&gt;8&lt;/sup&gt;</td>
<td>Standard deviation of the pixel intensity in the segmented region shown in Fig. 5.3(b).</td>
</tr>
<tr>
<td>Smoothness&lt;sup&gt;10&lt;/sup&gt;</td>
<td>$1 - \frac{1}{1+\sigma^2}$. $\sigma$ represents variance of intensity histogram.</td>
</tr>
<tr>
<td>Third moment&lt;sup&gt;9&lt;/sup&gt;</td>
<td>Measuring the symmetricity of intensity histogram of the segmented region.</td>
</tr>
<tr>
<td>Entropy</td>
<td>The randomness of intensity values within the segmented region.</td>
</tr>
<tr>
<td>GLCM Contrast&lt;sup&gt;2°&lt;/sup&gt;</td>
<td>The contrast of pixel intensity to adjacent pixels over the segmented area</td>
</tr>
<tr>
<td>GLCM Correlation</td>
<td>The correlation of neighbor pixel intensity over the segmented regions</td>
</tr>
<tr>
<td>GLCM Homogeneity</td>
<td>The closeness of the gray-level co-occurrence matrix elements to its diagonal</td>
</tr>
<tr>
<td>GLCM Energy&lt;sup&gt;4&lt;/sup&gt;</td>
<td>The sum of the squared elements of the matrix over the entire region</td>
</tr>
</tbody>
</table>

Note: Superscript numbers indicate the recruiting sequence during feature reduction, as described in Sec. 5.2.6. * showed comparable discriminant capability returned by sequential forward feature selection.
5.2.6. Feature Reduction and Classification

125 datasets containing 62 CP-B and 63 CP-A cells from mono-culture were used for training the SVM to achieve the desired generalization capability and prediction of high-grade dysplastic (CP-B) cells in co-culture. Vectors of 15 features were selected to characterize the cells; however, most of the features contain redundant information that is highly correlated. Therefore, reduction of feature dimensionality was first performed using a built-in forward sequential selection (FSS) algorithm (sequentialfs), where the best combination of feature subsets can be selected for classification. In the feature selection process, individual features were sequentially recruited for classification and tested for prediction accuracy using 10-fold cross-validation. This operation splits the whole training set into 10 subgroups, followed by iterative classification on every single subgroup using the training algorithm obtained from the other nine-tenths of datasets. This feature reduction step renders a combination of feature subsets that yields the smallest misclassification error (as shown in Fig. 5.4a).

Using the best feature subsets returned from the feature selection step, support vector machines (SVM) were then trained to classify each cell in the co-culture to CP-A (metaplasia) or CP-B (HGD). In particular, SVM mapped the input features to a higher dimensional space to find the best hyperplane that yields the largest margin between the two classes. The RBF (Gaussian radial basis function) kernel was applied to deal with potential non-linear relationships between the feature attributes and the class, thus yielding a soft margin. [29] Given the training sets, the RBF kernel radius \( R \) and the box constraint \( C \) were optimized using 5-fold cross-validation. A total of 109 CP-A and 135 CP-B cells in co-culture were used for testing the classification performance. The classification sensitivity was defined as the ratio of correct HGD detection to true CP-B numbers, and the specificity corresponds to the ratio of correct metaplasia detection to true CP-A numbers. Performance of the classification algorithm was further demonstrated by plotting the receiver operating characteristic (ROC) curve and represented by the area under the curve (AUC), as shown in Fig. 5.5 – 5.7.

5.3. Results

5.3.1. Evaluation of Time-lapse PpIX fluorescence intensity

To evaluate the use of 5-ALA for detection of dysplastic cells, we first characterized the cellular uptake behavior of the two cell lines. The intracellular PpIX intensities were calculated against the incubation time using mono-culture, and the co-culture intensity difference was compared after 6 hours of incubation. The comparison of PpIX fluorescence intensities between metaplasia and HGD cell lines is shown in Fig 5.4(a) and 5.4(b). The results showed that CP-B cells reached maximum PpIX concentration faster (within 3 hours) than CP-A cells, where the PpIX intensities at 3 hours were 32 ± 3 in CP-B and 23 ± 2 counts in CP-A using 1-photon excitation (p < 0.01). The data acquired using 2-photon
excitation demonstrated a similar trend. In addition, it was clearly shown that there was no selective accumulation of PpIX in HGD cells with neoplastic characteristics; instead, both cell lines exhibited similar saturation intensities after 5 hours of 5-ALA incubation. As shown in Fig. 5.4(c), the lack of selectivity (p = 0.51) was also observed in co-culture environment, where the PpIX intensities in both cell lines agreed with the mono-culture results. Although we are comparing metaplasia versus high grade dysplasia, the results are consistent with a previous study that BE tissue exhibited a faster PpIX accumulation within 4 hours compared to normal epithelium, and the eventual maximum intensity was higher in normal epithelium. The conversion and saturation intensity of PpIX may depend on the activity and amount of ferrochelatase [20,30]

![Figure 5.4](image_url)

**Figure 5.4** (a) The averaged intracellular PpIX intensity of each cell line in monoculture was plotted against the incubation time from 0 to 7 hours using one-photon (solid line) and two-photon excitation (dotted line). It was noted that CP-B cells exhibit a higher PpIX intensity than CP-A, where the PpIX intensities in CP-B and CP-A are 32±3 and 23±2 counts, respectively using 1-photon excitation at 3 hours of incubation. The intracellular PpIX intensity eventually reached a plateau. The standard deviation of each data point was not shown in the figure for easy visualization. (b) PpIX intensity of CP-B and CP-A in monoculture measured at 3 hours (P < 0.01) using 1-photon excitation. (c) Intracellular PpIX intensities were compared between the two cell lines grown in co-culture environment after 6 hours of 5-ALA incubation (p = 0.51). The error bars represent the standard deviation of the mean.

### 5.3.2. Reduction of Dimensionality

The rank of features in the recruiting process is indicated by the superscript numbers in Table 5.2. During sequential feature recruiting from the mono-culture training group, combinations of a range of feature numbers were examined for their classification performance. As shown in Fig. 5.5(a), the misclassification rates (MCR) were plotted against the feature numbers selected sequentially from mono-culture. The same subsets of feature combination returned by feature selection were then tested in co-culture classification. It is noted that the MCR converged to 0.10 when more than 4 features were used for the mono-culture group, while only 2 features (eccentricity and line scan intensity profile) were required to produce the MCR of 0.09 when the same feature subsets
were used in co-culture classification. With the reduced feature dimensionality, the performance of SVM for co-culture classification was further demonstrated in Fig. 5.5(b), where ROC curves were plotted for various feature numbers. The best prediction performance using two features achieved the AUC of 0.95. There is a trend that the error of co-culture classification is almost doubled after 3 features. This could be due to the fact that the other features are not so representative and also added noises to the datasets. Extraction of features can be a time-consuming task since that requires computing geometric, intensity and texture features from each individual cell. Obtaining such a high AUC with only two features selected via sequential feature recruiting is a promising result since the SVM can now only use these two identified features for classifying CPA versus CPB cells in the context of 2D co-culture. From computational point of view, this result opens the way for online implementation of CPA-CPB classification, which may be beneficial for validation in vivo as a logical next step.
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**Figure 5.5** (a) Misclassification rates were plotted against up to 10 features used for classification. The results from the training set using mono-culture yielded the MCR of 0.10 when 4 features were used. It is noted that classification results using the same feature subsets in co-culture yielded the MCR of 0.09 when only the eccentricity and line scanned intensity profile were employed. The error bars represent standard deviation of co-culture testing sets from 3 separate acquisition trials. (b) ROC curves were obtained from SVM classification on all co-culture samples, and the AUC of 0.95 can be achieved using the two features returned by feature selection, as indicated by the bold black line.

### 5.3.3. Classification Performance Using Support Vector Machines

Without any specified stopping criterion, the feature selection process returned the subsets including eccentricity and line scan intensity profiles, or eccentricity and the GLCM contrast. Fig. 5.6 and 5.7 demonstrate the training results using mono-culture cells and the corresponding classification results on the co-culture cells, where CP-A and CP-B were seeded in the same dish. Fig. 5.6 shows the training results based on eccentricity and GLCM intensity contrast.
using the SVM with a Gaussian kernel. The two optimized parameters, \( R \) (2.21) and \( C \) (1.07), account for the radius of the Gaussian kernel and the imbalance of group population, respectively. Although the training result demonstrates sensitivity of 90\% and specificity of just 74\%, the combined classification results from all co-culture images of repetitive trials showed 94\% sensitivity and 82\% specificity. The ROC curves that demonstrate the trade-off of sensitivity and specificity are shown in Fig 5.8. Fig 5.7 shows the training results based on eccentricity and the slope obtained from the line scan profile. This training result was obtained with sensitivity of 95\% and specificity of 70\% with \( R \) and \( C \) of 2.17 and 0.78, respectively; however, the classification produce an improved prediction on the co-culture set, for which 95\% sensitivity and 87\% specificity were obtained with an AUC of 0.95 (Fig. 5.8). Table 5.3 summarizes the classification results from both mono-culture and co-culture, indicating a good generalization capability of the classifier from mono-culture to co-culture environment.

**Figure 5.6** (a) The training results based on eccentricity and intensity contrast, which yields sensitivity of 90\% (True CP-B) and specificity of 74\% (True CP-A) (b) The training model was tested on a combination of co-culture imaging trials. The classification results demonstrated 94\% sensitivity and 82\% specificity, with the AUC of 0.94.
Figure 5.7 (a) The training results based on eccentricity and the slope obtained from the line scan profile using the same training set and testing set. This training showed sensitivity of 95% (True CP-B) and Specificity of 70% (True CP-A) (b) The results from co-culture images showed 95% sensitivity and 87% specificity.

Figure 5.8 Performance of SVM using two features: the combination of eccentricity and intensity contrast (AUC = 0.94), and the combination of eccentricity and the slope obtained from the line scan intensity profiles (AUC = 0.95).

Table 5.3 Summary of the classification results

<table>
<thead>
<tr>
<th>Features</th>
<th>Groups</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eccentricity vs. Contrast</td>
<td>Mono-culture</td>
<td>90%</td>
<td>74%</td>
</tr>
<tr>
<td></td>
<td>Co-culture</td>
<td>94%</td>
<td>82%</td>
</tr>
<tr>
<td>Eccentricity vs. Line Scan</td>
<td>Mono-culture</td>
<td>95%</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>Co-culture</td>
<td>95%</td>
<td>87%</td>
</tr>
</tbody>
</table>
5.4. Discussion

We used a PDT photosensitizing agent, 5-ALA to induce PpIX as a fluorescence marker to highlight mitochondria and generate nucleus contrast in Barrett’s esophageal cell lines. Imaging contrast induced by PpIX is promising for its safety compared to regular nucleus stains, and its ability to delineate the nucleus in contrast to the highlighted mitochondria. Our results indicated that the HGD cells (CP-B) can be distinguished from metaplastic (CP-A) cells based on their mitochondrial distribution (morphology) and intensity patterns, with an ROC curve AUC of 0.95. Although the current study was based on an in vitro platform, the feasibility of using photosensitizers as contrast agents for automatic detection of pre-malignant cells in co-culture has been demonstrated. The quantitative imaging analysis and classification yielded a better selectivity when compared with previous clinical studies solely based on 5-ALA preferential uptake, [31] where the confounding PpIX fluorescence found in non-dysplastic regions led to high misclassification errors. The current study also provides promising results when compared with the previous imaging analysis study using other contrast agents in vivo, [10] but an extension from the current study to 3D environment is necessary for a more direct comparison.

Due to the first use of 5-ALA for automatic detection, we started with investigating the cellular uptake behavior in mono-culture and co-culture environments. The intensity variation over time and the lack of selective uptake both reveal the need for robust detection algorithms based on morphological and textural features. For example, in clinical applications, the inadequate detection accuracy may be attributed to lack of drug selectivity, [32] varied uptake rate, and artifacts from detection geometry. [33] In other words, training procedures that took the intensity variation into account may improve the classifier. Feature extraction and classification in this study were initially performed at the single-cell level in an attempt to have a thorough understanding of the morphological and cellular textural features that could potentially be retained in the next step that will conform to histological standards. [9] In order to establish a connection towards the 3D model, we also acquired images of high density cell culture, where the cell-cell interaction is more prominent and could yield distinct distribution patterns for classification. Fig. 5.9 demonstrates high-density mono-culture and co-culture images stained with fluorescent PpIX. It is clear that the nucleus contrast highlighted by PpIX can yield compatible features with both single-cell features and histology guidelines. For example, the intrinsically greater eccentricity and more homogeneous intensity distribution of HGD cells were still observed in high cell density environment (Fig. 5.9(b)), which actually serves as hidden information to describe more randomly orientated nuclei and overlapped structure in a region of HGD. More importantly, irregular nucleus size, orientation, and the formation of crowded and non-uniform stratified pattern were observed in CP-B (Fig. 5.9(b)) compared to CP-A cells (Fig. 5.9(a)), which is consistent with histological analyses. [8,9] This preliminary study thus provides baseline features
for investigating high density and multi-layered cell culture for identification of HGD regions as indicated in Fig. 5.9(c).

Figure 5.9 Sample images of high density mono-culture and co-culture cells incubated with 5-ALA for 6 hours. (a) mono-layer CP-A (metaplasia) cells. (b) CP-B cells (HGD) that always form nodes of multiple layers before expanding. (c) Co-culture image containing both CP-A and CP-B cells where certain CP-B areas are highlighted by the dashed line. (d) The same field of view as (c) where CP-A cells were stably transfected with mcerulean-3 for the ground truth channel.

In this study, higher sensitivity and lower specificity were observed during the training process but the specificity was increased during the classification using co-culture datasets. From a drug uptake perspective, a maximum level of PpIX can be accumulated in mitochondria within 5 to 6 hours. The more accumulation of PpIX in mitochondria, the better intensity contrast of mitochondrial distribution can be achieved. This phenomenon improves the classification of CP-A cells that exhibit greater intensity contrast compared to CP-B. It may be beneficial to further investigate the classification results on the testing co-culture sets at various incubation times. Moreover, it is also observed that the use of fewer features can achieve better classification performance in co-culture compared to mono-culture, as shown in Fig. 5.5(a). It may be attributed to the fact that co-culture environment provides a better control over experimental variability on both cell lines. Therefore, comparable classification performance can be achieved using simpler feature combinations.

Relatively small numbers of cells were used to develop the classification algorithms. A larger sample population more likely represents population variability better. To conquer this issue, mono-culture and co-culture images in this study were obtained from multiple independent experiments using different batches of cells growing in identical condition with the same imaging acquisition
settings. Individual cell lines from various batches were observed to have very similar morphology and drug uptake rate, suggesting a consistency in morphological and fluorescence intensity patterns within each cell line. Furthermore, the use of stably transfected CP-A cells could also lead to additional variability of CP-A cells. However, the transfection-associated changes in morphology and intensity texture can be validated by preliminary flow cytometry results: the forward scattering (size) and the side scattering (granularity) of transfected cells yielded a totally different distribution pattern from CP-B cells, but the same distribution as CP-A cells (Fig 5.10). In other words, the transfection did not alter cell morphology and granularity considerably. This can also be observed in Fig 5.6 and Fig 5.7 where the CP-A (training set) and transfected cells (in co-culture testing set) in the classification showed significantly overlapped distribution.

![Figure 5.10](image)

**Figure 5.10** Cell size and granularity demonstrated by the flow cytometry measurements. (a) Parental CP-A cells (b) Parental CP-B cells, and (c) Co-culture of transfected CP-A and parental CP-B cells using 1:1 seeding ratio. The same gate was used to collect the cell count and the CP-A cells were also separated by the m-cerulean emission. Both transfected and parental CP-A showed overlapping distributions in terms of size and granularity, in which the granularity is associated with the fluorescence intensity contrast in the cell. On the contrary, CP-B cells are of small cell size and less granularity than CP-A cells.

It should be noted that BE *in vivo* is a highly heterogeneous environment where different types of cells co-exist. In this case, the discrimination would not only be between two cell lines, but multiple. In clinical practice, the endoscopist take biopsy samples based on visual observation of “metaplasia”, characterized by salmon pink color different from other normal squamous epithelium. Within metaplasia tissue, the pathologist has to confirm the presence of HGD, as metaplasia and dysplasia are not easily distinguished by wide field observation. Therefore, we aim to distinguish these two very similar cell lines (metaplasia and HGD) as a starting point, which essentially could be a more challenging task compared to classification between normal and BE cells.

### 5.5. Conclusion

In conclusion, this preliminary study suggests that using a clinically approved photosensitizer as a contrast agent with the aid of machine learning may
be a feasible approach for robust determination of HGD or pre-malignant cells. This approach overcomes the poor selectivity of clinical photosensitizers for BE, provide safer nucleus contrast detection and, potentially, reduce inter-observer variability. This is the first time that a PDT photosensitizer was employed as a potential contrast agent; therefore, we investigated the cellular uptake patterns, and extracted features at a single cell level. However, the experimental methodology and the classifier were designed to account for intensity variations that can be challenging \textit{in vivo}. This two-dimensional cell culture platform, thus, served as a baseline research tool for us to tackle cell behavior and relevant features in organotypic models. Optimization of a 5-ALA based classification algorithm using high-density 2D and 3D co-culture is currently under investigation. In addition, using the PDT photosensitizer may provide potential selectivity in treatment due to a faster PpIX accumulation in HGD cells. Therefore, it might be interesting to investigate the potential benefits for integrated strategies that combine detection and treatment.
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Introduction to paper V

This chapter focuses on the treatment aspect of the “seek and treat” concept. We characterized the dose response curves of Barrett’s esophagus cell lines to 5-ALA and various irradiation regimes. This is considered a complementary study to the BE detection part using quantitative image processing.

Although PDT has been used clinically as one of the treatment approaches for BE, in a macroscopic way. This is the first time to study the treatment efficacy at the microscopic level, in order to characterize cell responses when the photosensitizer is used as a contrast agent for automatic detection. We compared the difference in viability between high-grade dysplasia (HGD) and metaplastic cell lines by retrieving dose response curves. In addition, in order to investigate the optimal cellular-based treatment, we also compared irradiation regimes with or without mitochondrial activation, using one-photon or two-photon light sources. We found that HGD cells are more sensitive to the treatment due to more photosensitizer accumulation at earlier time. Also, treatment involving more activation of mitochondria provides the best killing efficacy.

This work shows that PDT can lead to various extent of cell death between cell lines, and between treatment strategies. It may be beneficial for readers who work on cellular-based ablation with the aid of photosensitizers or other therapeutic contrast agents. The manuscript was written by me and edited by all of the co-authors.
Contents of Paper V

Abstract

High-grade dysplasia (HGD) in Barrett’s esophagus poses increased risk in developing esophageal adenocarcinoma. To date, early detection and treatment of HGD regions is still challenging due to the sampling error from tissue biopsy and relocation error during the treatment after histopathological analysis. In this study, CP-A (metaplasia) and CP-B (high-grade dysplasia) cell lines were used to investigate the “seek and treat” potential using 5-ALA induced PpIX. The PDT photosensitizer then provides both phototoxic effect and additional image contrast for automatic detection and real-time laser treatment. Complementary to our studies on automatic classification, this work focused on characterizing subcellular irradiation and the potential phototoxicity on both metaplastic and HGD. The treatment results showed that the HGD cells are less viable than metaplastic cells due to more PpIX production at earlier times. Also, due to mitochondrial localization of PpIX, better killing effect was achieved by involving mitochondria or whole cells compared to just nucleus irradiation in the detected region. With the additional toxicity given by PpIX and potential morphological/textural differences for pattern recognition, this cellular platform serves as a platform to further investigate real time “seek and treat” strategies in 3D models for improving early detection and treatment of Barrett’s esophagus.

6.1. Introduction

Barrett’s esophagus (BE) is a precancerous condition occurring in the lower esophagus, where the original squamous epithelium undergoes metaplastic transformation and is replaced by the intestinalized columnar cells. [1,2] BE can progress through low-grade dysplasia to high-grade dysplasia (HGD), which significantly increases the risk of developing esophageal adenocarcinoma if early treatment is not provided. [3–5] Although various interventions have been studied extensively, [6–11] the diagnostic techniques are still inadequate and suspected areas of HGD may be missed because of sampling errors for the initial biopsies or because of an inability to locate the same target areas on repeat endoscopy. This is a common problem because pathological analysis following four-quadrant biopsy is the current gold standard for evaluating suspected lesions. Because it can take several days to process, stain and examine the biopsies, diagnosis and treatment are commonly separated into two steps, which leads to difficulties in accurate relocation of the lesions in separate procedures. [4] Optical biopsy is an emerging technique that takes advantages of distinct tissue optical properties of
targeted lesions to enable real-time diagnosis. [12] In particular, the cellular-based optical biopsy retrieves subcellular Barrett’s-associated characteristics by the use of point spectroscopy or endomicroscopy. [4,13] However, there are substantial challenges in detecting dysplasia in Barrett’s esophagus with optical biopsy including poor signal-to-noise ratio and low specificity in fluorescence endoscopy imaging [14] and significant patient-to-patient variability. [4] To address these challenges, microscopic-based visualization of subcellular morphology with the addition of an exogenous contrast agent is desirable to enhance the contrast between normal, metaplastic and HGD regions. Aiming for translation of such techniques to future clinical applications, using fluorescence from FDA approved photosensitizers as a contrast agent becomes an attractive option. [15,16] In addition, the use of photosensitizers may provide additional treatment efficacy. In other words integrated detection and treatment can be achieved using well-characterized light illumination immediately following a robust detection with quantitative feature extraction and classification (Chapter 5). Palanca-Wessels et al. have developed metaplasia (CP-A) and HGD (CP-B, CP-C and CP-D) cell strains from Barrett’s esophagus. The morphological features and cellular behaviors of these cell lines have been investigated along with normal squamous epithelial cells in both co-culture and organotypic culture models. [17–19] Therefore, these cell lines could potentially serve as a cellular-based platform to study the integrated early detection and treatment of Barrett’s Esophagus.

In this study, we have focused on characterizing the subcellular irradiation efficacies in order to understand the potential PpIX phototoxicity on both metaplasia and HGD cell lines after detection. The microscopic images obtained at subcellular resolution would be comparable to microendoscopic technologies in development. [13,20,21] Among potential PDT “contrast agents,” 5-aminolevulinic acid (5-ALA) is an endogenous heme precursor that localizes well in mucosal tissues. [10] It produces preferential accumulation of cytotoxic protoporphyrin IX (PpIX) at the mitochondrial membranes, [22,23] which can potentially lead to treatment selectivity; more importantly, PpIX provides nucleus contrast for detection of HGD [13]. To date, although 5-ALA has been studied extensively for treating BE in vivo, limited selectivity was noted for dysplastic cells. [11,24–29] Our goal is to use the BE cellular platform to investigate the feasibility of integrated detection and treatment. The quantitative imaging analysis, feature extraction, and classification have been investigated in our group, followed by the characterization of localized, subcellular treatment efficacy in this study to examine the optimal irradiation scheme.

6.2. Materials and Methods

We characterized the dose response curves of two Barrett’s esophagus cell lines (CP-A and CP-B) to various doses of light fluence using one-photon and two-photon irradiation. Three irradiation regimes were applied at each light dose
in the presence or absence of 5-ALA in order to investigate the treatment efficacy as a result of targeted subcellular PDT.

6.2.1. Cell Culture

CP-A (non-dysplastic metaplasia, ATCC® CRL-4027™) and CP-B (high-grade dysplasia, ATCC® CRL-4028™) are both hTERT-immortalized epithelial cells derived from human esophagus. [17] These well-characterized pre-malignant cell lines were selected as an in vitro platform to study subcellular treatment efficacy. Both cell lines were cultured under identical conditions using the same batch of MCDB 153 base medium (M7403, Sigma), supplemented with 5% Fetal Bovine Serum (16000-036, Gibco®, Canada), 0.25 µg/ml Amphotericin B (A2942, Sigma), 1% Penicillin/Streptomycin (15140-122, Gibco®), 0.4 µg/ml Hydrocortisone (H0888, Sigma), 140 µg/ml bovine pituitary extract (P1476, Sigma), 20 mg/L Adenine (A8626, Sigma), 0.1% Insulin-transferrin-sodium selenite (I1884, Sigma), 20 ng/ml Recombinant EGF (E9644, Sigma), 4mM Glutamine (G7513, Sigma), and 1nM Cholera Toxin (C8052, Sigma). Cells were maintained at 37 ºC in a water-jacketed CO₂ incubator (Forma Series II, Thermo Fisher Scientific Inc, Waltham, MA) and passaged as recommended by ATCC. All experimental data were acquired using cells within 10 passages after cryopreservation to minimize the variability due to cell degradation. [30]

6.2.2. Experimental Preparation

In this study, 5-ALA (A3785, Sigma) served as a fluorescent marker as well as a PDT photosensitizer. A stock solution of 100 mM 5-ALA dissolved in PBS (14190-144, Gibco®) was prepared and stored in 1 ml aliquots in the dark. Fresh photosensitizer-containing medium was prepared by further diluting the stock solution in the serum-free complete culture medium to a working concentration of 0.5 mM that provides sufficient contrast without yielding dark toxicity.

Cells were detached from a 25 cm² culture flask with 2.5 X Trypsin-EDTA solutions (0.5%, 15400-054, Gibco®). Centrifugation process at 125g was used to re-suspend cells in fresh trypsin-free culture medium. A total of 1 x 10⁵ cells were seeded on a gridded glass-bottom dish (P35G-2-14-CGRD, MatTek, MA) 24 hours before the experiment. The culture medium was then replaced by the 0.5 mM 5-ALA-containing medium for a specified incubation period before the experiment. Samples were rinsed with Hanks balanced salt solution (14025-092, Gibco®) supplemented with 20 mM of Hepes buffer (15630-106, Gibco®) before imaging, and were immersed in 1 mL of Hanks-Hepes buffer during the imaging acquisition procedures.
6.2.3. Imaging Acquisition

The fluorescence emission of 5-ALA induced PpIX was collected by a laser scanning confocal microscope (TSC SP5 & DMI 6000 B, Leica, Wetzlar, Germany) equipped with an argon-ion laser operating at 514 nm for one-photon irradiation, and a femtosecond Ti:sapphire laser (Chameleon-Ultra, Coherent, Santa Clara, CA) pulsing at 810 nm for two-photon excitation. The emission spectral band was set as 600 – 750 nm to maximize the detected PpIX intensity, in combination with a transmitted light detector to acquire bright field images.

6.2.4. Subcellular PDT Treatment

Both cell lines were incubated with 5-ALA for 3 hours before imaging and subcellular treatment. The light fluence levels used for imaging and dose response curves are summarized in Table 6.1, where the fluence was calculated based on the average power (P) measured at the sample plane, total exposure time (t), and the field of view (FOV): 246 x 246 µm². In order to understand the cytotoxic roles played by light fluence and PpIX and eventually to select an appropriate ablative approach, the dose response curves were compared between three treatment schemes selected manually based on the bright-field and 5-ALA images using the built-in software of the microscope: (i) Nucleus treatment: only cell nuclei were illuminated; (ii) Mitochondrial treatment: only a portion of peri-nuclear region highlighted by PpIX was irradiated, with the size of the irradiation field being similar to its cell nucleus; (iii) Whole cell treatment: the light was applied through the whole FOV without any selection. All treatment schemes were applied at the focal plane of the cells only, which focused on the center section of approximately 1 micron in thickness. To compare the treatment efficacy after various regimes, a cell viability dye, propidium iodide (P3566, Invitrogen, Canada) at a working concentration of 300 ng/mL was used to stain the nuclei of cells which had a compromised cell membrane at 2 hours after the initial irradiation. The fluorescence intensity from propidium iodide (PI) was collected using the excitation light at 488 nm in combination with the emission range of 600 - 700 nm. Therefore, dead cells are highlighted by PI, and the cell viability was obtained based on the ratio of the remaining cells (non-stained by PI) to the original cell count in the same FOV indicated by the gridded dish. Cell counts were obtained with the highlight of PpIX fluorescence in the experimental groups, or using the bright-field images in the control groups. Cells were grown to a density that precluded cell overlap to yield accurate counting results.
Table 6.1 Light doses applied to cell imaging (*) and dose response curves.

<table>
<thead>
<tr>
<th>One-photon excitation</th>
<th>Two-photon excitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>P (µW) × t (s)</td>
<td>P (mW) × t (s)</td>
</tr>
<tr>
<td>0.15 × 6.4</td>
<td>45 × 1.28</td>
</tr>
<tr>
<td>28 × 5.12</td>
<td>45 × 5.12</td>
</tr>
<tr>
<td>70 × 10.24</td>
<td>45 × 25.6</td>
</tr>
<tr>
<td>70 × 25.6</td>
<td>45 × 51.2</td>
</tr>
<tr>
<td>70 × 51.2</td>
<td>45 × 102.4</td>
</tr>
</tbody>
</table>

6.3. Results

6.3.1. Fluorescence of PpIX

Sample PpIX fluorescence images of metaplastic (CP-A) and HGD (CP-B) cells are shown in Fig. 6.1. Differences in cell line morphology were observed when cell mitochondria were highlighted by PpIX; CP-A cells showed dense mitochondrial distribution close to the peri-nuclear region demonstrating a rounder shape, whilst the mitochondria of CP-B cells spread out through the cells demonstrating a more elongated morphology. Further analysis of the cellular fluorescence images identified a small set of features that differentiated metaplastic (CP-A) and dysplastic (CP-B) cells with a sensitivity of 95% and specificity of 87%, yielding an AUC of 0.95 for the ROC curve (Chapter 5).

Figure 6.1 Sample PpIX fluorescence images of metaplastic (CP-A) and HGD (CP-B) cells. (a) CP-A cells were incubated with 5-ALA for 6 hours. (b) CP-B cells were incubated with 5-ALA for 3 hours. The red pseudo-color at the mitochondria was PpIX fluorescence excited by an Argon ion laser at 514 nm and collected at the spectral range between 600 – 750 nm. Cell regions selected for PDT treatment were highlighted, including cell nuclei (solid line), partial mitochondria (dotted line), and the whole cell region that can be visualized in bright field images (dashed line).
6.3.2. Subcellular irradiation

Light treatment was given at 3 hours after 5-ALA incubation, where the metaplastic and HGD cells exhibited significantly different intracellular PpIX intensity (p < 0.01) in our imaging analysis study (data not shown). We employed various regimes to investigate and characterize their treatment efficacy, which could be relevant when the cellular-based treatment or ablation is integrated with endomicroscopic technology. Fig. 6.2 to Fig. 6.5 demonstrate the dose response curves of CP-B (HGD) and CP-A (metaplasia) cells to various laser irradiation doses using 514 nm (Fig. 6.2 – 6.3) or 810 nm (Fig. 6.4 – 6.5) irradiation, and the cell survival rate associated with three subcellular treatment approaches.

![Figure 6.2](image)

Figure 6.2 Cell survival rates of ALA-stained (a) HGD and (b) metaplasia cells after various subcellular treatment regimes are plotted against five laser irradiation fluences operating at 514 nm, ranging from the fluence for imaging acquisition (0.002 J/cm²) to 5.92 J/cm². Error bars in all figures represent weighted standard deviation from three repetitive trials of each set.

Since both drug and light contribute to cell toxicity, the following comparisons of PDT treatment responses were made: (i) the dose responses of different cell lines, (ii) the dose responses of subcellular treatment, (iii) 5-ALA groups and control groups without drug administration, and (iv) the effect of one-photon and two-photon illumination.
When comparing the dose response between two different cell lines incubated with 5-ALA (Fig. 6.2), it was observed that the HGD cells (CP-B) exhibited a significantly lower survival rate than CP-A cells when the light fluence is greater than 2.96 J/cm$^2$ (p < 0.01): CP-B cells showed an approximately 20% reduction in viability comparing to CP-A cells when using either mitochondria or whole cell treatment. When a light fluence of 5.92 J/cm$^2$ was given, CP-B cells were observed to be 37% and 51% less viable than CP-A cells with the mitochondria and whole cell treatment, respectively. These facts suggested the dysplastic cell line was more sensitive to the treatment. The proportional cytotoxic contribution from the light irradiation and the photosensitizer will be discussed further when comparing 5-ALA groups to control groups.

Various extents of phototoxic effects from subcellular PDT treatment were also observed. In general, when cells were incubated with 5-ALA, whole cell and mitochondrial irradiation yielded better efficacy when compared with nucleus treatment. This trend is obvious when the light dose is higher than 2.96 J/cm$^2$ for CP-B (p < 0.01) and 5.92 J/cm$^2$ in CP-A (p < 0.01). This indicates that the irradiation regime involving mitochondria may enhance treatment efficacy in HGD while keeping most of metaplasia cells unharmed. For example, when mitochondria of CP-B and CP-A were both irradiated with light at 5.92 J/cm$^2$, CP-B cells were observed to be less viable (p < 0.01). This selectivity may be further enhanced when integrated with quantitative feature extraction and detection.
Figure 6.3 Cell survival rates of non-stained (a) HGD and (b) metaplasia cells after various subcellular treatment regimes were plotted against five laser irradiation fluence levels operating at 514 nm, ranging from the dose of imaging acquisition (0.002 J/cm$^2$) to 5.92 J/cm$^2$.

The dose response curves were also collected using cells without 5-ALA administration (Fig. 6.3). The results observed from non-stained CP-A and CP-B cells indicated that both cell lines had equivalent responses to the photothermal and photochemical laser effect in no-drug controls. Both cell lines were observed to have greater than 80% of viability with good morphological appearance after being exposed to the a high fluence of 5.92 J/cm$^2$, indicating the light-induced photochemical and photothermal reactions at this level corresponded to approximately 20% cell death, with no difference observed between cell lines and subcellular regimes (p > 0.05). In other words, when comparing the results with 5-ALA groups, 20% of cell death caused by mitochondrial and whole cell treatment was attributed to the laser effect, which agrees with the observed 20% cell death from the nucleus-only treatment in the 5-ALA group. The relationships between different treatment regimes are described and summarized in Table 6.2.
Table 6.2 The difference in cell viability between treatment regimes using 1-photon PDT (5.92 J/cm²)

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Viability</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPA to PpIX</td>
<td>CPA_{PpIX}^whole 59% CPA_{control}^whole 79%</td>
<td>-20% due to CPA responses to PpIX⁴</td>
</tr>
<tr>
<td></td>
<td>CPA_{PpIX}^mito  74% CPA_{PpIX-nucleus} 77%</td>
<td>-3% (PpIX was partially activated)²</td>
</tr>
<tr>
<td>CPB to PpIX</td>
<td>CPB_{PpIX}^whole 8% CPB_{control}^whole  82%</td>
<td>-74% due to CPB responses to PpIX³</td>
</tr>
<tr>
<td></td>
<td>CPB_{PpIX}^mito  37% CPB_{PpIX-nucleus} 72%</td>
<td>-35% (PpIX was partially activated)⁴</td>
</tr>
<tr>
<td>Cell sensitivity</td>
<td>CPB_{PpIX-whole} 8% CPA_{PpIX}^whole 59%</td>
<td>CP-B are more sensitive to treatment⁵</td>
</tr>
<tr>
<td></td>
<td>CPA_{PpIX}^mito  74% CPA_{PpIX-nucleus} 74%</td>
<td>CP-B are more sensitive to treatment⁶</td>
</tr>
<tr>
<td>Cell to light</td>
<td>CPA_{control-nucleus} 75% CPA_{PpIX-nucleus} 77%</td>
<td>Laser effect dominates⁷</td>
</tr>
<tr>
<td>fluence</td>
<td>CPA_{control}^whole 82% CPA_{PpIX}^whole 79%</td>
<td>Equivalent response to laser fluence⁸</td>
</tr>
</tbody>
</table>

(¹-⁸) subscript numbers in the table correspond to the item numbers discussed in the main text.

As demonstrated in Fig. 6.4 and Fig. 6.5, the dose response curves were also collected using two-photon irradiation. The relationships between different treatment regimes are described and summarized in Table 6.3. It was noted that the dose response curves were consistent with the results obtained from one-photon treatment, where CP-B cells were more susceptible to PpIX phototoxicity. In addition, because the focal volume of two-photon irradiation is much smaller than one-photon irradiation, the difference in viability of CP-B caused by PpIX was observed to be smaller than it was with one-photon treatment, as summarized in items 3 and 4 of Table 6.2. This was consistent with one-photon treatments for 5-ALA stained HGD showing better efficacy than 2-photon treatment, as observed in Fig. 6.2 and Fig. 6.4 (p < 0.05). CP-A cells showed similar viability between one- and two-photon regimes, which could be attributable to less intracellular PpIX concentration or more resistance to the photosensitizing toxicity.
Figure 6.4 (a) HGD and (b) metaplasia cells after various subcellular treatment regimes were plotted against five fluence levels operating at 810 nm, ranging from the dose for imaging acquisition (124 J/cm$^2$) to 9911 J/cm$^2$.

Figure 6.5 (a) Non-stained HGD and (b) metaplasia cells after various subcellular treatment regimes were plotted against five fluence levels operating at 810 nm.
Table 6.3 The difference in cell viability between treatment regimes using 2-photon PDT (9911 J/cm²)

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Viability</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPA to PpIX</td>
<td>CPA_{PpIX\text{-}Whole} 54% CPA_{control\text{-}whole} 70%</td>
<td>-16% due to CPA responses to PpIX\textsuperscript{1}</td>
</tr>
<tr>
<td></td>
<td>CPA_{PpIX\text{-}mito} 71% CPA_{PpIX\text{-}nucleus} 81%</td>
<td>-10% (PpIX was partially activated)\textsuperscript{2}</td>
</tr>
<tr>
<td>CPB to PpIX</td>
<td>CPB_{PpIX\text{-}Whole} 9% CPB_{control\text{-}whole} 65%</td>
<td>-54% due to CPB responses to PpIX\textsuperscript{3}</td>
</tr>
<tr>
<td></td>
<td>CPB_{PpIX\text{-}mito} 58% CPB_{PpIX\text{-}nucleus} 87%</td>
<td>-29% (PpIX was partially activated)\textsuperscript{4}</td>
</tr>
<tr>
<td>Cell sensitivity</td>
<td>CPB_{PpIX\text{-}whole} 9% CPA_{PpIX\text{-}whole} 54%</td>
<td>CP-B are more sensitive to treatment\textsuperscript{5}</td>
</tr>
<tr>
<td></td>
<td>CPB_{PpIX\text{-}mito} 58% CPA_{PpIX\text{-}mito} 71%</td>
<td>CP-B are more sensitive to treatment\textsuperscript{6}</td>
</tr>
<tr>
<td>Cell to light</td>
<td>CPA_{control\text{-}nucleus} 81% CPA_{PpIX\text{-}nucleus} 84%</td>
<td>Laser effect dominates\textsuperscript{7}</td>
</tr>
<tr>
<td>fluence</td>
<td>CPB_{control\text{-}whole} 70% CPA_{control\text{-}whole} 66%</td>
<td>Equivalent response to laser fluence\textsuperscript{8}</td>
</tr>
</tbody>
</table>

\textsuperscript{1-8} subscript numbers in the table correspond to the item numbers discussed in the main text

### 6.4. Discussion

In this study, subcellular irradiation of two Barrett’s esophagus cell lines were investigated as a potential in vitro model for “seek and treat” of esophageal dysplasia. It has also been demonstrated that intracellular PpIX could serve as a contrast agent to highlight both types of esophageal cells (Fig. 6.1), while acting as a photosensitizer for selective treatment (Fig. 6.2 and 6.4). Imaging processing and classification has been performed in co-culture model (Chapter 5). The specific PDT efficacy achieved by subcellular irradiation was also characterized and correlated with the relative amount of intracellular PpIX activation and the light fluence applied to the cells. Using confocal fluorescence images of these cells, we found both CP-B and CP-A cells achieved their maximum PpIX formation at mitochondria within 5 to 6 hours, while the dysplastic cells (CP-B) demonstrated faster PpIX production than the metaplastic cells (CP-A), especially at 3 hours of incubation (data presented in Chapter 5). Treatment was given and characterized at an earlier time frame (3 hours); therefore, even a false positive of detection occurs, it may not be harmful for the falsely treated metaplastic cells.
Correlating the discrepancy of intracellular PpIX to treatment efficacy, CP-B cells were found to be more susceptible to PpIX activation when different light fluence and subcellular treatment regimens were given. In contrast, both non-stained cell lines were observed to demonstrate similar viability when the same fluence was applied. According to the results from Fig. 6.2 to Fig. 6.5, comparison between groups and the corresponding explanations were summarized in Table 6.2. It is clear that the viability reduction between the 5-ALA groups and control (non-stained) groups was solely due to the photosensitizing effects from PpIX. This conclusion is further supported when comparing the viability between the nucleus treatment and mitochondrial treatment because nucleus treatment irradiated the part “without PpIX”. As shown in Table 6.2 from items 1 – 4 of one-photon irradiation, it was observed that CP-B cells demonstrated 51% lower viability than CP-A cells after PpIX activation. This was consistent with the comparison between 5-ALA incubated CP-A and CP-B cells with whole cell and mitochondrial irradiation (items 5 and 6 in Table 6.2). Although cell death was attributed to both photothermal and photochemical interactions, an additional 50% decrease in CP-B viability compared to CP-A cells may have been related to the discrepancy in intracellular PpIX intensity, where approximately 50% more PpIX intensity was observed in CP-B cells at 3 hours of incubation (data presented in Chapter 5). It should be noted that the difference in survival rate can also be affected by the intrinsic PDT resistance and sensitivity of CP-A and CP-B, respectively. However, CP-B viability is comparable to the previous 5-ALA based cell study in well-oxygenated environment. [31] Furthermore, equivalent cell responses to laser irradiation were found to be consistent between group comparisons as shown in items 7 – 8 of Table 6.2. The nucleus treatment on 5-ALA and non-stained groups caused no difference in viability, and the whole cell treatment between both no-drug controls also led to less than 5% difference in viability. Table 6.3 summarizes the results from two-photon PDT, which are similar to the one-photon irradiations except that the CP-B was less susceptible to the treatment, as PpIX was activated less efficiently. For instance, in items 1 and 3 of Table 6.3, CP-B only yielded approximately 40% decrease in viability when compared to CP-A (16 % vs. 54 %), which could also be partly attributed to the discrepancy of intracellular PpIX (23%, data presented in Chapter 5) and the intrinsic cell responses. The biological (cytotoxic) effect that is linearly proportional to the photosensitizer concentration was also in agreement with previous fluorescence-based studies on pharmacokinetics and localization of PpIX accumulation in vivo. In those studies, the PDT induced necrosis was significantly greater than in the control group and the intra-tissue PpIX fluorescence was correlated with the tissue damage after treatment. [32,33]

When comparing whole cell treatment to mitochondrial treatment on 5-ALA stained cells, it is necessary to account for the ratio of the photosensitized areas because only a partial activation was used in mitochondrial treatment. We compared the ratio of activated area and the corresponding changes in cell
survival rate to obtain a more valid comparison of the two subcellular regimes. Table 6.4 showed the calculated values and standard deviation measured from multiple regions of interest, suggesting that both whole cell and partial mitochondrial treatment achieved comparable PDT efficacy although the whole cell treatment resulted in a lower survival rate due to additional energy deposition. Moreover, according to the treatment efficacy measured from single-plane one-photon (~0.8 micron in thickness) and two-photon (up to 0.5 micron in thickness [34]) subcellular treatment at the fluence range, it is straightforward to come up with an assumption that one-photon excitation demonstrated a better killing efficacy as more PpIX along the light path was excited to induce the phototoxic effect. However, it should be noted that the photosensitizing effect would not be proportional to the fluence if the fluence rate applied to the sample depleted the ground state photosensitizers. The fluence rates used in this study were up to 0.12 W/cm$^2$ in one-photon treatment, which have negligible depletion effects on ground state photosensitizers in either high or low oxygen condition. [35] On the other hand, two-photon excitation with the fluence rate of 96.8 W/cm$^2$ exceeded the reported limit, thus it was possible that the ground state photosensitizer was depleted during the treatment. [35]

<table>
<thead>
<tr>
<th>Groups</th>
<th>Fractional Area (Partial / Total Activation of PpIX)</th>
<th>*Fractional Changes in Survival Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-photon excitation</td>
<td>**45 ± 11%</td>
<td>47 % ± 4 %</td>
</tr>
<tr>
<td>Two-photon excitation</td>
<td>**54 % ± 11%</td>
<td>54 % ± 11%</td>
</tr>
</tbody>
</table>

* Calculated using the ratios of item 4 to item 3 (Table 6.2 and 6.3, values in “notes”). **Calculation from a single plane. The one-photon excitation volume will be further affected by the sample thickness.

Propidium iodide was used as a necrotic stain to quantify cell death a short period of time after irradiation (2 hours). It has been reported that apoptosis could be the main biological effect induced by PDT, while it depends on the cell types, overall doses, etc; [36,37] As the cell morphological features shown in Fig. 6.6, cells tended to demonstrate a necrotic cell death within 2 hours after exposure to a high fluence. This phenomenon could be the consequence of PpIX induced oxidative stress [38]. This agreed with a previous report that oxidative stress induced necrosis happens shortly after irradiation; the affected cells change morphology in less than one hour and go through necrosis within two hours. [39]
B cells seeded on the culture platform and three dimensional cell culture s will be the logical next step.

Excessive phototoxicity for non-mitochondria may further enhance treatment selectivity without introducing this indicates that appropriately irradiation only exhibited little phototoxicity. With the aid of automatic detection, cell and mitochondrial treatment induced comparable PDT effect while nucleus due to increased accumulation of PpIX at earlier times. More importantly, whole cell and mitochondrial treatment induced comparable PDT effect while nucleus irradiation only exhibited little phototoxicity. With the aid of automatic detection, this indicates that appropriately-targeted irradiation schemes directed at mitochondria may further enhance treatment selectivity without introducing excessive phototoxicity for non-HGD cells. Verifying these strategies in a co-culture platform and three dimensional cell cultures will be the logical next step complementary to quantitative imaging processing and classification.

### 6.5. Conclusion

In conclusion, the pre-malignant Barrett’s esophagus cell lines provide a platform to investigate detection and treatment strategies using a PDT photosensitizer. In addition to the distinct morphological patterns revealed by PpIX fluorescence imaging, this study demonstrated potential subcellular treatment strategies and their corresponding efficacies for cellular-based PDT, which will be an important component in real-time integrated detection and treatment of Barrett’s esophagus using endomicroscopic technology. Our results demonstrated that HGD cells were less viable than metaplastic cells after PDT due to increased accumulation of PpIX at earlier times. More importantly, whole cell and mitochondrial treatment induced comparable PDT effect while nucleus irradiation only exhibited little phototoxicity. With the aid of automatic detection, this indicates that appropriately-targeted irradiation schemes directed at mitochondria may further enhance treatment selectivity without introducing excessive phototoxicity for non-HGD cells. Verifying these strategies in a co-culture platform and three dimensional cell cultures will be the logical next step complementary to quantitative imaging processing and classification.
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Chapter 7.

Conclusions and future work

7.1. Summary

Fluorescence of PDT photosensitizers has been an important tool in PDT drug monitoring and dosimetry [1–5], and also provides certain contrast for visual determination of neoplastic margins [6–9]. In this dissertation, we use the fluorescence of photosensitizers, and investigate two potential clinical applications – (i) PDT dosimetry, and (ii) integrated detection and treatment of Barrett’s Esophagus (BE).

As for PDT dosimetry, we provided a review of TRF studies associated with PDT photosensitizers, and specified certain challenges and advancement to date. The goal of this review is to help people in the field grasp the current status of TRF-PDT, and bring up research questions and logical next steps for clinical translation. Experimental validation was also performed in vitro to study fluorescence lifetime changes of photosensitizers when going through various drug-molecular bindings during uptake processes. It is interesting to see that the fluorescence lifetimes measured in subcellular organelles correspond well to various contributions from molecular binding, photoproducts, and aggregate formation. This study also showed the potential effect of photobleaching of monomers when longer exposure time was used. In addition to experimental validation, we also studied one of the challenges rising from time-domain TRF techniques, where the measured TRF parameters can be distorted when long-lived fluorophores (e.g.) are used. An appropriate correction based on the proposed analytical solutions enables more accurate estimation of the measured results. Overall, it is important to note that TRF studies up to date still lack correlation between TRF measurements and treatment effects, which is actually the most important consideration when proposing TRF as a tool for dosimetry; therefore, we will further discuss about this issue in Section 7.2.1.
Another application is based on the subcellular “location” of fluorescent photosensitizers. Mitochondrial targeting of 5-ALA induced PpIX provides a unique advantage: being a nucleus contrast without inducing DNA mutation. The nucleus pattern is essential in histopathological analysis when diagnosing Barrett’s Esophagus, a pre-cancerous lesion of esophageal adenocarcinoma. Hence, the nucleus pattern is also one of the desired features when people are developing diagnostic tools using optical biopsy. We take advantage of the fluorescence contrast provided by PpIX to acquire morphological and textural features of cells. With the help of statistical classification using support vector machines (SVM), it is possible to achieve more robust detection of high-grade dysplasia (HGD) compared to existing optical biopsy approaches. We also characterized the potential toxicity and treatment effects given by PpIX in an attempt to provide well characterized treatment regimens when using PpIX as a contrast agent. Integrated detection and treatment is then feasible using confocal endomicroscopy, which enables a more precise management of the lesion. The purpose of current studies is to examine the feasibility of the concept. Going back to the topic of clinical translation, significant efforts should be put, including the employment of larger sample population into experimental models closer to real situation, and real-time detection algorithms. We will discuss about these issues and potential future work in Section 7.2.2.

Overall, this thesis reports two applications using fluorescence of photosensitizers. These are valuable as they serve as feasibility studies for proof-of-concept, and may eventually enhance the overall cancer detection and treatment accuracy noninvasively. In section 7.2, we discuss about potential challenges, ongoing studies and future work of these two applications.

7.2. Discussions and future work

7.2.1. TRF for PDT dosimetry

As discussions associated with each paper (Chapter 2 - 4) have been included in individual chapters, here we focus on the discussion about certain underlying questions when using TRF for PDT dosimetry. A straightforward question coming from TRF for PDT dosimetry is: What is the actual relationship between the measured TRF components and treatment effects? In other words, is there a unique TRF element that can be directly correlated to treatment progress? There are two potential parameters that can be employed from TRF measurements, including contributions of various components, and the drug-molecular binding conditions. For example, there may be fractional changes of each time-resolved component (e.g. photosensitizer monomer, photoproducts, autofluorescence, etc.) during the cellular uptake or treatment progress, and these changes could be further correlated to the final treatment efficacy. This can be seen in Chapter 3.
that shows significant changes in photosensitizer contribution (coefficients of $\tau_2$) during cellular uptake, corresponding to more drug-molecular interactions and photoproducts. Correlation between TRF parameters and cell viability will be a logical next step for Chapter 3. In fact, it may be possible to use just one parameter, “averaged fluorescence lifetime” that can be calculated based on individual lifetime and coefficient [10], and correlate it with tissue responses, so that one parameter can represent all. As the averaged value is from proportional changes of several lifetime components in biological environment, including changes of photosensitizers, autofluorescence, and physiological conditions, there may not be such a specific element whose decay alone would correspond to the treatment final effect. Correlating the measured TRF parameters with treatment effects will require more experimental validation either ex vivo or in vivo.

Studies to date, although mostly in vitro and do not provide a systemic connection between measurements and treatment outcome, fluorescence lifetimes of specific components have been well characterized in cellular environment. Therefore, these studies can be helpful for future TRF-PDT studies to interpret the results. For example, dose interdependencies have been considered as important variables during PDT dynamics, as stated in Chapter 2. Previous studies have shown that TRF is able to reflect these interdependencies, including vascular responses that affect perfusion and oxygen supply, O2 depletion from photosensitizers or high fluence, photosensitizer depletion and photobleaching from high fluence, and uptake variation. We discussed about the effects of uptake variation and photosensitizer depletion on lifetime estimation in vitro in section 2.3.1, and also summarized potential fluorescence lifetime components existing in cells. These factors are further validated in Chapter 3 that studies TRF changes during cellular uptake of Photofrin® in a prostate cancer cell line. In section 2.3.2, we also reviewed the potential effects from oxygen depletion and vascular responses in vivo. So far, there is no quantitative data verifying how each in vivo variable affects the measured TRF lifetime and coefficients; however, this analysis should be an ongoing direction along with the development of robust data analysis and time-resolved fluorescence tomography.

Moreover, when TRF is used for dosimetry, what guidelines should be used to constitute an “optimal dose”? Several indicators should be taken into account to constitute an optimal dose using TRF, including cellular responses (necrosis/apoptosis), and vascular responses. It is noted that apoptosis and necrosis can start in a time frame of 1 to 4 hours, but vascular responses can happen within 15-30 minutes that causes insufficient supply of oxygen. In other words, TRF may be able to probe the effect of oxygen during the treatment; however, cellular responses (apoptosis/necrosis) should be correlated with some “real time” indicators such as singlet oxygen quenching effect, photoproduct formation, binding to targeted molecules, and mitochondrial function. As mentioned in previous paragraphs, these correlations are logical next steps and will need to be verified in vivo. Moving forwards, how does TRF information
avoid overdose and underdose? Overdose could be a relatively minor problem in cancer treatment when compared to underdose, although it is critical in certain applications such as brain tumor. However, the overdose problem is not only caused by the PDT dose factors and interdependencies, but also caused by intrinsic tumor selectivity of photosensitizers. For example, both Photofrin® and 5-ALA-PpIX have been reported to also stain normal tissue to some extent [11,12], which may yield inaccurate tumor margins and potential collateral damages. This will require the use of more selective photosensitizers, or computer-aided diagnostic criteria and other features that are independent of fluorescence intensity. The latter option is also the motivation of Chapter 5 (though a different application), and one of the reasons to use intensity-independent TRF measurements. On the contrary, underdose is critical in cancer management. Underdose could be associated with depletion of effective photosensitizers. This leads to the reduced contribution of photosensitizer monomers, and can reduce the averaged fluorescence lifetime significantly while the steady-state intensity may not change much due to spectral overlap between the photosensitizer and its photoproducts. It is noted that photobleaching, the decrease of fluorescence intensity, can be due to more amount of cytotoxic oxygen species, indicating greater treatment effect in aerobic conditions. In other words, the combination of TRF and intensity parameters can be helpful to delineate the results. Another factor leading to underdose is the depletion of oxygen or insufficient oxygen supply. This actually could lead to increase of photosensitizer lifetime, and less quenching of fluorescence intensity. However, it is not clearly known/studied so far that how prominent oxygen quenching can affect the average lifetime, and which lifetime component can be used to account for this effect. Advancement in data analysis and more in vivo validation would be valuable to investigate this issue. Overall, it is true that in vitro results may not be carried completely towards in vivo measurements as there is whole lot more complexity present in vivo. However, well controlled in vitro experiments are able to study most of variants in biological environment that potentially affect the measured TRF parameters, and this is valuable information when delineating in vivo results in the next step.

Eventually, how would TRF be employed clinically and what are the challenges in terms of clinical translation? Potential challenges and ongoing studies include the capability of accurate and robust multi-exponential analysis for TRF data of low SNR, and the need of appropriate modeling and reconstruction of tomographic maps. Taking data analysis as an example, an inverse model was proposed to correct the measured TRF parameters (Chapter 4), but we only focused on bi-exponential analysis, which may not be sufficient in practice. To date, estimation of multiple exponential component beyond bi-exponential decay is difficult and usually with large estimation error. Nonetheless, the forward analytical model and the inverse model are generally applicable to more than bi-exponential decay. In general, improvement in data analysis and tomographic
modeling helps explain relative contributions, location, and changes of multiple fluorophores, which render a list of dosimetric indicators described in Table 2.5, including cell function, photosensitizer and oxygen status, and drug-molecular bindings.

In addition to improvement in “reliability” in data analysis, there are two advancements for potential clinical translation. The first one is FLIM endoscopy, which enables data acquisition of gastrointestinal tract – one of clinical indications of Photofrin®. Another one is hyperspectral TRF, which further deals with problems of multiple fluorophores in a biological system. Hyperspectral TRF provides more thorough information, but for sure, significant effort is required for reduction of data dimension, feature extraction, and final data interpretation in terms of PDT dosimetry. In conclusion, these are feasible requirements to bring TRF towards clinical applications, and therefore research in this field is still under development for two-photon endoscopy [13–15], hyperspectral TRF [16], TRF data analysis [17,18], and TRF tomography [19,20].

7.2.2. Integrated diagnosis and treatment for BE

To study the feasibility of using photosensitizers for integrated detection and treatment for clinical applications, in vitro characterization is a logical first step towards in vivo and clinical models. Current work answered certain important research questions at this characterization (in vitro) stage. (i) Photosensitizers may not demonstrate sufficient selectivity. In other words, what image features can we use to robustly perform quantitative image processing and detection of HGD? (ii) Photosensitizers produce phototoxicity as well. How to characterize cell responses to this type of new “contrast agent”? When laser ablation or PDT is used, what type of treatment strategy is the most efficient way of cell killing? These questions are answered in Chapter 5 and 6. Although performed using low density cell culture, current work is valuable as: (i) we characterized PpIX fluorescence in Barrett’s cell lines and studied its morphological and textural features; (ii) the detection is independent of fluorescence intensity. Therefore, it accounts for individual variation of drug uptake that always occurs in vivo; (iii) the optimal features obtained from feature selection, including eccentricity (morphological) and intensity contrast (textural), are comparable with histological standards [21]. This combination can also be extended to applications in high-density co-culture; (iv) we characterized cellular responses to PpIX activation and irradiation of various subcellular targets. This is an important complementary aspect for integrated detection and treatment, so that an efficient treatment strategy can be given immediately after detection. All of these demonstrate that it is promising to extend current work for the next stage.

Going beyond current work, a logical next step is to combine detection and treatment with increased sample population (high density cells in high content
screening), 3D cellular culture, or animal studies. It can be an obvious question that fluorescent background or fluence distribution can be changed significantly in 3D models and even worse \textit{in vivo} due to interference from tissue optical properties. One of the advantages of current work is to use PDT photosensitizers as the contrast agent for pattern recognition of HGD region (\textit{Chapter 5}), not to quantify its true intensity. This can be applied to images acquired from confocal microendoscopy, where nucleus patterns can be clearly resolved and processed. In terms of treatment perspectives, \textit{Chapter 6} only studies cellular responses to PDT. Laser ablation was not performed in current work because of the lack of high power lasers on site. However, it is certainly feasible and can also be coupled with fiber optics for endoscopic applications [22,23]. Therefore, it will be valuable to characterize the dose of laser ablation [24] when cells are stained with photosensitizers, as it may provide less collateral damages and offers more predictable cell responses compared to photochemical effects from PDT. Although it may sacrifice a certain portion of benign cells due to the false-positive detection, this damage is actually not that critical when the treatment is performed at the cellular level. With a typical epithelial layer of 500 microns, it is possible to mitigate this challenge by the use of multi-photon illumination to obtain well-sectioned images [25]. Image processing of multi-photon co-culture images using high-density cell culture are currently performed, as shown in the discussion of \textit{Chapter 5}. So far, we have not proceeded to organotypic models, but z-stack imaging acquisition on high-density co-culture was performed to investigate potential image features for detection, as shown in \textit{Fig. 7.1}. It is clear that the HGD (CP-B) cell line tends to form stratified layers and irregular nucleus morphology compared to single-layered, oval-shaped CP-A nuclei. This agrees well with histological standards as well as the image features obtained from current work (\textit{Chapter 5}). For example, it can be observed that a greater eccentricity in HGD is related to irregular morphological patterns seen in high-density co-culture. In addition, a higher intensity contrast of the whole cell (or less homogeneity) from mitochondrial distribution is still clearly seen in non-HGD (CP-A) cells. Although the original feature combinations still exist, it is still useful to determine boundaries of HGD in real applications. This requires further feature sets describing boundary conditions for the training of SVMs. In addition to morphological and textural features, TRF parameters may potentially provide additional features for classification and treatment monitoring. The rationale is that TRF is dependent on cell metabolism (alteration in autofluorescence) and drug interaction with individual cell lines (alteration in photosensitizer fluorescence).
Figure 7.1. 3D representation of CP-A and CP-B cells using image J. Cells were stained with PpIX and Hoechst 33258 to highlight mitochondria and nuclei, respectively. (a) 3D volume (246 µm x 246 µm x 30 µm) of CP-B cells. (b) Orthogonal view of the CP-B volume from 4(a). (c) Orthogonal view of CP-A volume.

7.2.3. Using cellular models for large-scale studies

Overall, characterizing fluorescence of photosensitizers in cellular models is valuable for proof-of-concept in a more controlled experimental setting, as demonstrated in Chapters 3, 5, and 6, but these models suffer from variability rising from complex biological systems. Therefore, once the small-scale experiments verify the research concepts, large sample population is required to yield statistical significance. A possibility to include large sample population using cellular models is the use of high-content screening (HCS), which can be used to acquire high throughput confocal fluorescence and time-resolved fluorescence images [26,27]. HCS utilizes arrayed cells in multi-well plates to build large-scale cell biological studies, and is an automated process from sample preparation, image acquisition, to data archiving. Typically, it allows a throughput of $> 10^6$ cells from each experiment. This is a significant larger amount compared to conventional microscopic imaging of less than a hundred cells per image. The number of cells is further reduced when high magnification objectives are used (e.g. a 63X objective lens is used in current work, yielding just tens of cells). The automated process also reduces the experimental variability introduced by manual operation from each repetitive measurement. More importantly, HCS is able to incorporate several experimental variables identified in the small-scale studies to yield more comprehensive results.

Taking TRF studies as an example, the experimental variables include cell lines, types of photosensitizers and PDT reactions, drug concentrations, drug incubation time, oxygenation conditions, light exposure, and so on. Such variables are listed in Chapter 2. These parameters are difficult to be systemically examined \textit{in vitro}, and can be complicated by complex microenvironment \textit{in vivo}. 
Therefore, before the maturation of TRF data analysis and tomography, HCS could be a good option to investigate these dose variables.

HCS can also be a good transition for the BE project (Chapters 5 - 6) before in vivo models are available. As mentioned, the logical next step is to combine the detection and treatment in an experiment. HCS allows for large-scale analysis of cell morphology, fluorescence patterns, and additional features such as TRF parameters. Treatment, ideally in laser ablation schemes, can be programmed after detection of HGD cells in co-culture, which yield statistical results of killing rates. Another bonus given by HCS is that cell competition behaviors in co-culture [28] can be more easily studied compared to conventional microscopic techniques. Cell competition in co-culture include changes in proliferation speed, drug uptake rate, and viability of individual cell line, and the competition behaviors could be altered by the original cell density in co-culture [29]. For example, it has been observed that high density BE cell culture (monolayer) exhibits higher PpIX intensity compared to low density cell culture (data not shown). That being said, it is challenging for small-scale experiments to investigate this population effect. Although flow cytometry can provide data from large sample population and has been tried earlier to study cell competition effects (data are not included in the thesis), spatial information provided by HCS is particularly important in the BE project.

7.3. Conclusion

In conclusion, this thesis provided two potential clinical applications by information from fluorescence of photosensitizers. The review and first-stage studies using cellular models are presented in each paper from Chapters 2 – 6, and the preliminary results are promising. Ongoing studies such as advancement in instrumentation, data processing, and the development of experimental models make it more feasible for clinical translation.
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