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SCOPE AND.CONTENTS: This thesis describes the design of a digital wave-
form synthesizer based on the Walsh series represent­

ation of a signal. By designing the unit to operate serially, 
simplicity and economy have been achieved. Although basically 
meant to be used as a speech synthesizer to be interfaced to a 
computer, the unit can operate independently as a low frequency 
function generator capable of producing essentially any finite 
waveform having a frequency from zero to 200Hz. The mathematics 
behind the Walsh Aeries is develop~d and para~eters are adjusted 
Lo suit speech syn~hesis by a short investigation ot the properties 
of speech. Evolution of the hardware design, including detailed 
analysis of the final circuitry, is also given. Sources of error 
are investigated and compared to error measurements made from 
basic waveforms generated by the synthesizer. Finally, a discussion 
of potential uses of the synthesizer is included. 
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. 'ABSTRACT 

'lllis thesis describes the design of a digital waveform synthesizer 

based on signal representation by the Walsh series. The evolution of the 

machine design is given, along with a short error analysis. The instrument 

was constructed and preliminary measurements indicate output waveforms 

well within the bounds given by error analysis. 
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CHAPTER 1 

INTRODUCTION 

There are several methods, of varying complexity, commonly used 

for the synthesis of waveforms. Techniques range fr.om the simplest, 

allowing the ~eneration of only a small class of basic waveforms, to more 

sophisticated devices which are program.able and. can synthesize virtually 

any arbitrary waveform. Function generators producing sines, pulses and 

ramps are examples of the simplest methods while a unit such as described 

by Boawetter (6)* for synthesizing speech is indicative of the more complex 

methods. 

This thesis describes a unique, all digital device, suitable for 

operation as a programable waveform synthesizer and ultimately as a speech 

synthesizer. In the design, such factors as cost, simplicity and maximum 

flexibility were sought. Also, the prerequisite of minimizing the com-

outer memory needed to produce acceptable speech was an overriding consid-

eration in this work. The result is a waveform ·synthesizer performing the 

Inverse Walsh Transform. The detailed design is described in Chapter 3. 

To more clearly illustrate why this method of synthesizing waveforms was 

chosen, consider the following possibilities. 

The simplest kind of synthesizer that can be interfaced to a com-

* Numbers in brackets ref er to the list of references given at the · 
end of the thesis. 
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puter works in the time domain and consists of a word register and a 

digital-to-analog converter. Biriary numbers, representing the amplitude 

of the desired output signal, are fed into the word register and then 

converted. to the correct analog voltage. Such a method has been success-

fully used iri the generation of electronic music (1). The accuracy of 

this system is dependent on the number of bits in the word register, which 

determines how accurately the amplitude is.represented, and the rate at 

which .numbers are fed into the word register. 

There is a minimum acceptable sampling rate for quantizing analog 

data which is given by Shannon's sampling theorem. For intelligible speech, 

a minim.um bandwidth of 3kllz is required •. This is the standard usually 

adopted by telephone companies. If the sampled speech is then limited to 

a 3kHz bandwidth, the sampling theorem requires that the sampling rate be 

· at least 6kHz. Thus, the word register would have to be updated at least 

every 167 µsec. This·techniqu~ requires a great deal of computer memory 

to generate the simplest words. Since the average spoken word has a dur~ 

ation of approximately five to seven tenths of a second (16), the minim.um 

number of computer words needed would be: 

106 
p = o.s x 167 

= 3000 words (1-1) 

Obviously, if the computer is to have a speech vocabulary of any 

appreciable size, a reduction in the number of computer words needed per 

spoken word is desirable. One possible method is _to break speech down into 

its basic sounds, or formants (2). The required formants are then generated 
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sequentially to produce the desired words. This results in a reduction in 

memory requirements by a factor of up to fifty. On the other hand, there 

are increased software problems related to ordering the formants and blend-

ing them together. The problem of analysis of the speech to determine the 

correct formants also becomes sizeable. 

The simplest of the time domain systems consists of a bank of com-

puter-controlled analog tape recorders on which are recorded the desired 

speech., The computer is used to locate the required word or phrase on the 

tapes. Such a system has been used at the London International Airport for 

several years to handle routine messages on the public address system. It 

offers the advantage of good fidelity and is quite suitable if a long series 

of words is often reproduced. However, its lack of flexibility and tendency 

to break down due to its electromechanical nature make it unsuitable as a 

general purpose waveform synthesizer. 

To reduce the amoµnt of computer memory needed to form a given word, 

some type of data compression is needed. This is not feasible in the time 

domain so it is now necessary to consider the frequency domain. By applying 

the Fourier Transform, all time-varying, periodic waveforms can be converted 

to the frequency domain. The original signal can be 'reconstructed by.a sum-

mation of the components in the frequency domain. This is a straight-forward 

application of the well-known Fourier series representation of a signal f(t). 

·f(t) = b + E an sin(2;nt) + _'f bn cos(
2
;nt) (1-2) 

0 n=l , / u-1 \ 

where f (t) is the original signal (or resynthesized signal) 

T is the period of waveform f(t). 
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More detail concerning the Fourier series is given in Chapter 2. 

The coefficients a and b are found by applying the following formula to n n 

the original signal f(t). 

2 
T 

·~(2•;t) dt an = - f f(t) T 
0 

(1-3) 

b 
·2 1 f (t) cos(

2
;nt) dt = -n T 

0 

(1-4) 

For non-periodic waveforms, a similar transform can be made by 

arbitrarily choosing T and mathematically assuming that the waveform 

within T repeats outside of T. The transform must then, of course, be 

updated after every interval T. The analysis is usually carried out using. 

a Fast-Fourier Transform (3). The waveform is sampled at a rate determined 

by the sampling theorem (approximately 6k.Hz for speech). To calculate 
............ 

the first N coefficients, N samples are used simultaneously by the Fast-

Fourier Transform algorithm. Thus, for speech, a new set of N coefficients 

is calculated every N/6000 seconds. These coefficients can then be stored 

in a computer and recalled when desired to generate the original signal 

f(t) by using equation (1-2). Note that the amount of data stored in the 

computer is the same as with the time domain systems. _The computer must. 

supply N coefficients every N/6000 seconds, or one word every 1/6000 seconds, 

which is equivalent to the 167µsec rate for the time domain system. 

The amount of data stored in the computer can be reduced without 

appreciable degradation of the output signal simply by saving only the 

most dominant terms of the summation of equation (1-2). For instance, 

for speech (11), generally the first sixty-four coefficients are calculated 
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using the Fast-Fourier Transform (N=64). Thus, the coefficients are up-

dated every 64/6000 seconds, or 10.67 milliseconds. Of these sixty-four 

usually only eight of the dominant* terms in the Fourier domain are suf-

ficient to reproduce speech so that it may be understood. Previously 

published work done by Campanella and Robinson (11) demonstrates the 

feasibility of this approach. Their work has shown that the original sig-

nal can be reconstructed with sufficient accuracy to be suitable for sat-

ellite transmission of voice using only eight data words every 10.67 milli-

seconds. This gives a factor of eight saving on the amount of computer 

space needed to reconstruct the output signal. 

However, a system of waveform synthesis using the Fourier series 

is generally not practical. The computer must not only supply the correct 

coefficients at the proper time, but it must also control the generatioh 

. of the sine and cosine waves. Typically, eight out of a possible sixty-

four sine and cosine waves must be generated and these must have accurate 

phase and frequency relationships. Such a system is very difficult to 

f 
realize in hardware form since the digital computer must control the analog 

· circuitry generating the waveforms, requiring a great deal of digital-to-

analog and analog-to-digital conversion. A more simple solution is the 

generation of the sine and cosine waves by software. However, this ties up 

a great deal of computer time and essentially eliminates the advantages of 

* Those coefficients a and b having the largest absolute value are 
said to be dominant.· The la¥gest aRsolute valued term is the most dominant, 
the second largest absolute valued term the second most dominant, and so on. 
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Fourier Series synthesis. Ideally, a hardware device, easily interfaced to 

the computer, and capable of producing the required phase and frequency re-

lated waveforms, should be developed to carry out the synthesis. 

The obvious solution would be to search for waveforms; other than 

sines and cosines, that can.be used to perform transformations, but which 

are more .suitable to computer control. The property of sines and cosines 

that make them useful in the Fourier series is that they have the math-

ematical property of orthogonality. In 1923, J. L. Walsh discovered 

another set of orthogonal functions which became known as Walsh functions 

(4). These functions are binary in nature, having yalues of either +l 

or -1. Thus, they lend themselves nicely to digital logic by assigning 

the value +1 to logical 1 and -1 to logical O. A Walsh function genera-

tor that can generate any of the first sixty-four Walsh functions with 

proper phase and frequency relationships can be designed quite simply. 

A typical generator is describe~ in Chapter 3~ The mathematical repres-

entation of the Walsh series.is almost exactly analogous to the Fourier 

series. This relationship is discussed further in Chapter 2. Thus, the 

desired signal can be derived from the following infinite series which 

is defined as the Walsh series expansion of f(t). 

f (t) = 00 

E c(n) WAL (n,0) (1-5) 
n=O 

where WAL(n,e) is the nth Walsh function. 

Again, in a practical situation, the signal can be reconstructed 

using only the most dominant terms, allowing a reduction in the amount 

of computer memory needed to derive the speech output signal. Computer 



interfacing is much simpler than it would be for a Fourier series syn­

thesis since the Walsh function generator, and indeed all of the Walsh 

series circuitry, can be made out of digital logic. There is one other 

advantage to using Walsh functions instead of sine and cosine waves. 

From a Fourier analysis of the Walsh functions, it is obvious that all 

7. 

of them contain a large number of high frequency components (5). A great 

many speech sounds also contain a large number of high frequency compon­

ents. Thus, a more accurate reproduction of speech can be obtained from 

the first sixty-four Walsh functions, for example, than the first sixty­

four sine and cosine functions. For these reasons,. it was decided that 

the design of the speech synthesizer should be based on the storage of 

data in the Walsh domain and resynthesis of the speech by performing the 

mathematics of equation (1-5). 

In the last few years, research in speech synthesis by Walsh 

functions has been actively pursued by BBBwetter (6). His preliminary 

results, choosing dominant terms from among the first sixteen Walsh func­

tions, and using a constant update time of 4 milliseconds, have shown that 

speech synthesis using one or two dominant terms per interval produces 

good sounding speech which is highly intelligible. 

This previous work demonstrates the feasibility of synthesizing 

speech using the Walsh Transform. However, this device and others like 

it do not fully take advantage of the binary nature of Walsh functions in 

that t~e circuitry used is, to some degree, analog. The device to be de­

scribed in this thesis is completely digital except for the digital-to-
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analog converter on the output. Great efficiency and simplicity have been 

achieved by this method of design. 

In the following chapters, the evolution of the design of the de­

vice is given, along with the results obtained. Chapter 2 deals with the 

mathematical fundamentals of the Walsh series and includes an algorithm for' 

the generation of Walsh functions. Some mention is made of the properties 

of speech and how they influenced the design of the apparatus. Chapter 3 

gives the system layout and the detailed design. The results obtained and 

a discussion of errors can be found in Chapter 4 while Chapter S discusses 

the potential uses of the device and what work is l~f t to be done. 



CHAPTER 2 

A THEORETICAL BACKGROUND FOR ORTHOGONAL TRANSFORMATIONS 

The previous chapter contained a brief outline of the mathematics 

involyed in the design of a speech synthesizer based on the Walsh series. 

In the following ~ages, a more thorough examination of the mathematics 

is given, starting off with general theory of orthogonal functions followed 

by the specific cases of the sine and cosine functions, Walsh functions 

* and Hadamard functions. Finally, there is some discussion concerning 

those properties of speech that must be considered in adapting the Walsh 

series into a practical speech synthesizer. 

2.1 Orthogonal Functions 

A system of functions {f(n,x)} is defined as being orthogonal in 

the interval a ~ x ~ b if the following is true: 

where 

b 

f f (m,x)f (n,x)dx • C 6 m m,n 
a 

6 = 1 if m=n m,n 

0 if ~n 

C is a constant. 
m 

If the constant C is equal to unity for all m, then the system of 
m 

(2-1) 

functions is said to be orthonormal. A thorough discourse on orthogonal 

* Hadamard and Walsh functions are related in a manner to be dis-
cussed later. 
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functions is given in a recent book by H.F. Harmuth (7). 

An important property of orthogonal functions is that they are 

linearly independent. It is this property that leads to their usefulness 

in the series representation of a function. For instance, the function 

F(x) can be represented by a series of orthogonal functions as follows: 

F(x) = 
()() 

E c(n) f (n,x) (2-2) 
n=O 

This series representation is useful only if the coefficients 

e(n) can be evaluated. To determine a particular coefficient c(k), both 

sides of (2-2) are multiplied by f (k,x) and both sides integrated over 

the interval of orthogonality. 

b b 
.{ F(x)f(k,x)dx = OCI 

.r E c(n)f(n,x)f(k,x)dx 
n=O a a 

co 

= E 
n=O 

b 
.{ c(n)f(n,x)f(k,x)dx 

a 

(2-3) 

Due to the orthogonal nature of the functions, f(j,x), all terms on the 

th right side of the equation will vanish except for the k term. There-

fore, 

b b 

I F(x)f (k,x)dx = c(k) [ f (k,x) f (k,x)dx (2-4) 

Furthermore, if the functions are orthonormal, the integral on the right 
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side will be unity. Thus, the value of the coefficient is: 

b 
c(k) = J F(x)f(k,x)dX (2-5) 

a 

The other coefficients can be evaluated in the same way. Once all the 

coefficients have been evaluated, the original function F(x) can be re-

_constructed using equation (2-2). Specific examples of systems of ortho-

gonal functions will now be consi~ered. 

2.2 The Fourier Series. 

The Fourier series is based on the fact that the sine and cosine 

functions are orthogonal over th.e interval 0 to 2ir. This is evident from 

the following trigonometric relations: 

2ir ;; sin(mt)sin(nt)dt • ircS m,n 

""0 

j" cos (mt)cos(nt)dt = 
0 

1T cS m,n 

Ill 2ir 

Jr cos(Jnt)sin(nt)dt ~ 0 

0 

n,m,'O (2-6) 

n or m = 0 

n,mjO 

m and n "" 0 

(2-8) 

Thus, the set of functions {sin(mt), cos(mt)f are orthogonal over the 
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interval 0 to 2TI. Similarly, the set of functions 

I sin (2;mt) cos (2;mJ I 
are orthogonal over the interval 0 to T. This second set of functions is 

useful in a Fourier series for the reconstruction of a waveform having a 

basic period of T. The waveform may then be evaluated by using the 

following Fourier series: 

f (t) = 
co 
E 

n=O 
. (2Tint) + an sin --T-

co 
E 

n=O (
2TTint) b cos 

n 
(2-9) 

Note that, for n=O, the sine function is zeru and the cosine functlon is 

unity so equation (2-9) may be rewritten: 

(2-10) 

The term b represents the DC offset to the signal f(t) since it 
0 

is time independent. 

It is now necessary to evaluate the coefficients aj and bl~TI·~\ 

determine aj, both sides of equation (2-10) are multiplied by sin\~} 

and integrated over the interval of orthogonality. Thus, the coefficient 

aj is given by: 

J f (t) sin (
2"i t) dt 

0 

Similarly, the coefficient b. is given by: 
J 

(2-11) 
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2 T 
bj = T f f(t) cos (¥) dt (2-12) 

0 

Finally, the coefficient b must be evaluated. 

integrating both 

ality giving: 

= 1 
T 

0 

sides of equation (2-10) over 

T 

f f (t)dt 

0 

This is done by simply 

the interval of orthogon-

(2-13) 

This represents the average value, or DC offset, of the signal f(t). 

In summary, then, all periodic functions of time can be represented 

by a Fourier series. This series is a summation of sine and cosine waves 

of varying amplitudes having fixed phase and frequency relationships. 

The amplitude of each of the terms is given by their coefficients which 

are determined by equations (2-11), {2-12) and (2-13). Note that the sum-

mation is made up of two classes of functions, sines and cosines, which 

are odd and even respectively. It is evident that by introducing a phase 

term the summation can consist of only one of these classes: 

f(t) 
00 

I: (2-14) 
n=O 

However, it is often convenient to keep the functions separated 

as in equation (2-10). In dealing with Walsh functions, it is also 

possible to keep the odd and even functions separated, as will be discussed 

in the next section. Other considerations make it practical not to do so, 
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however, and the Walsh series finally used will consist of only one class 

of functions. 

2.3 Walsh Functions 

As was mentioned in Chapter 1, there are several problems in the 

hardware implementation of the Fourier series. Thus, it is desirable to 

use another set of orthogonal functions more adaptable to a practical 

system. Such a set of functions are the Walsh functions. 

Figure 2-1 illustrates the first sixteen Walsh functions. The 

functions alternate between +l and -1 in value. The functions repeat 

after the basic time interval. Notice that they haye been subdivided into 

two classes, SAL(n,e) and CAL(n,0) representing the odd and even functions 

respectively in accordance with Harmuth's notation (7). The functions 

can also be considered as being of one class of functions WAL(n,e). The 

relationship between the two notations is: 

WAL(2n,6) = CAL(n,e) (2-15) 

WAL(2n-l,9) = SAL(n,0) 

n = 1, 2, 3, •••••• 

It is obvious that, in general, the locations of the zero cross­

ings of the Walsh functions are not evenly spaced. For this reason, the 

standard concept of period and frequency used for sine waves is not valid 

for Walsh functions. Instead, a new parameter, called sequency, is de­

fined. This number, n, is defined as one-half the average number of zero 

crossings per second. The Walsh functions in Figure 1-1 are ordered by 

their sequency, from zero to eight. Note that the concept of sequency is 

difficult to apply to the WAL(n,0) notation since adjacent pairs of the 



15. 

I 
Figure 2-1. First Sixteen Walsh Functions 

I e + 

WAL{ O,Q) +l 

WAL{ 1,Q) +l SAL{ l,Q) 
-1 

WAL{ 2 ,Q) +l CAL{ 1,9) 
-1 

WAL{ 3,Q.) +l,. SAL( 2,Q) 
-1 

WAL( 4,Q} +l CAL( 2,Q} 
-1 

WAL { 5 ,Q} + 1 I SAL{ 3,Q} 
-1 

WAL( 6,Q) +l CAL{ 3 ,Q) , 
-· 

WAL( 7 ,Q) +ll I SAL( ~,Q) 
-1 

WAL ( 8 , g) + l ---, 
-1 

I I I CAL( 4,Q) 

WAL( 9,9) +lr-i 
-1 

n__J L SAL( 5,Q) 

WAL(lO,Q) +l CAL{ 5,9) 
-1 

WAL(ll,Q) +l SAL( 6,Q) 
-1 

WAL (12, Q) + l CAL{ 6,Q) 
-1 

WAL(13,Q) +l SAL( 7 ,Q) 
-1 

WAL(14,Q) +l CAL( 7,9) 
-1 

· WAL ( 1 5, g) + l SAL( 8,9) 
-1 - - . 
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functions WAL(n,e) have the same sequency. In any event, for the CAL(n,e) 

and the SAL(n,e) notation, the first number listed is the sequency and 

the second number is the position variable, ranging from zero to one. 

For funct.ions of time, e can be defined as 

where T is the interval of orthogonality, or the period of the Walsh 

functions. 

Walsh functions are usually formed from the product of Rademacher 

th n · 
functions (9).· Then Rademacher function is WAL(2 -1,e). These functions 

are easily generated since they are simply square waves having 2n zero 

crossings .per interval. Using the following relation, one can obtain. 

other Walsh functions from the Rademacher functions: 

WAL(h,e) x WAL(k,e) = WAL(h. k,6) (2-16) 

where • represents conversion to binary and a bit-by-bit modulo-2 add-

ition and a conversion back. 

The sole exception is WAL(0,6) which is defined to be +l through-

out the interval. For example, consider the product of the second and 

third Rademacher functions, WAL(3,6) and WAL(7,6). 

WAL(3,6) x WAL(7,6) = WAL(3 e 7,6) (2-17) 

The e operation is carried out as follows: 

710 = 1112 
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-A 

Therefore, WAL(4,e) = WAL(3,e) x WAL(7,e) (2-18) 

Similarly, other Walsh functions can be generated. This technique can 

easily be adapted to a hardware realization (8). Figure 2-2 shows a 

typical circuit. The Rademacher functions are generated by a binary count-

er and the multiplication is carried out by exclusive-or gates. 

The above technique becomes quite complicated when high order 

Walsh functions are to be generated. Thus, another approach must be de­

veloped. To this end, Siemens and Kitai (9) produced an algorithm for 

the generation of Walsh functions using a reverse-order Gray code to de-

termine which Rademacher functions should be combined to produce the de-

st red Walsh functions. For its imp] em~ntati.on, the tjme interval T must 

be divided up into equal sub-intervals during which all Walsh functions 

under consideration will maintain a constant value. For instance, if, the 

first eight Walsh functions are to be generated, the interval T will be 

divided up into eight sub-intervals labelled zero to seven. These are 

th called the position numbers. Refer to Figure 2-3. The value of the j 

Walsh function at position number k is found by manipulating the binary 

codings of the numbers j and k in the following manner: 

1. Convert the Walsh number j to binary form. 

2. Convert the binary coding of j to Gray code. 

3. Reverse the order of the bits of this number. 

4. Convert the position number k to binary form. 

5. Form a bit-by-bit logical product of the numbers formed in 

steps three and four. 



Figure 2-2. Walsh Generator Based on Products of 

Rademacher Functions 
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Figure 2-3. Illustration of Position Numbers for WAL(S,0) 
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Figure 2-4. Binary to Gray Code Conversion 
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f = a I b 
g = b • c 

h = c ' d 

where t represents modulo-2 addition 
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6. Calculate the parity of the number formed in step five. 

7. If the parity is even, the value of the Walsh function is +l. 

If the parity is odd, the value is -1. 

F.or a numerical example, the following is a calculation of the 

value of the fifth Walsh function at position number 3. 

1. 510 = 101 

2. 101 = 111 

3. 111 

4. 310 = 011 

s. 011 

Binary Code - Walsh number 

Gray Code 

Bit order reversed 

Binary Code - Position number 

Bit-by-bit logical product 

6. Parity is even (there are an even nu~b~r of ones) 

1 •. The fifth Walsh function has value +lat position number 3. 

The binary to Gray code conversion is carried out by modulo~2 

·addition of the adjacent bits of the binary coded number. Figure 2-4 

details this concept.· 

This algorithm adapts very well to both software and hardware 

implementation. A very. simple Walsh function generator based on this 

algorithm is described in the next chapter. 

2.4 The Walsh Series 

The usefulness of Walsh functions in the series representation 

of a signal is based on the fact that they are orthonormal over the in­

terval 0 ~ e < 1. The orthonormality of the Walsh functions can be proven 

quite easily. 

Consider equation (2-16). By integrating this equation over the 
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interval 0 ~ e < 1, the following result is obtained: 

1 1 J WAL(h, e) x WAL(j, e)de = f wAL(h @ j, e) de (2-19) 

0 0 

The right side of this equation represents the average value or 

DC offset of the function WAL(h • j,0). Since all Walsh functions (except 

WAL(0,0)) are made up of the product of Rademacher functions having an 

average value of zero, the average value of any Walsh function is zero 

except for WAL(O,e). Thus, the right side of equation (2-19) is zero 

except when h • j = O. If h • j = O, then h = j. Thus: 

1 I WAL(h, S) x WAL(j ,6)d0 - 0 
h "' j (Z-20) 

0 

1 1 J WAL(j, e)WAL(j ,e)de 

0 

= J WAL(j (I) j ,e)de 

0 (2-21) 

1 
= f WAL(O,e) 

0 

... 1 

The above is true since WAL(O,e) is equal to one throughout the 

interval zero to one. It is the only Walsh function to have a DC off set 

value. Thus, the Walsh functions are proven to be orthonormal over the 

interval 0 ~ e < 1. 

Being orthonormal, the Walsh functions can be used in a series 

expansion of a signal. This series is sometimes referred to as the 
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Walsh-Fourier series but in this thesis it will be designated the Walsh 

series and is defined as: 

co 

f,{t) = E c (n)WAL(n, 0) . (2-22) 
n=O 

Alternatively, the series can be written in terms of the odd and 

.even functions, analogous to equation (2-10) for the Fourier series: 

co 

. f(t) = a
0 

WAT.(0,E.\) + E 
n=l 

. (2-23) 

For simplicity, the form of equation (2-22) will be used. The 

coefficients c(n) of equat:ion (2-22) can be derived by minimizing the 

mean squar.ed error {~) between the function f ( t) and its series repre-

sentation. 
1 

~ = J [f(t) - E c(n)WAL(n,e)] 2de 
o n=O 

.1 1 

f 2 co f = · f (t)de - 2 I: c{n) f(t)WAL(n,e)de 
0 n=O 0 

co co 
+ E E c(n)c(m) 

n=O m=O 

From equation (2-20) and (2-21), 

1 

J WAL(n,0)WAL(m,0)d0 = tSn,m 
0 

Therefore, 

1 

f WAL(n,e)WAL(m,e)de 
0 

(2-24) 

(2-25) 
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1 1 
~ = J f 2

(t)d0 - 2 t c(n) f f (t)WAL(n,0)d0 
0 

(2-26) 
O n=O 

To determine a specific coefficient c(j) minimize the mean square error 

with respect to c(j). 

a~ 
1 

= -2 f f(t)WAL(j.,0)d0 + 2c(j) = 0 ac(j) 
0 

Therefore, 

1 
c(j) "" f f(t)WAL(j,0)d0 (2-27) 

0 
Thus, the coefficients can b~ evaluated by equation (2-27) and the 

original waveform f(t) reconstructed by applying equation (2-22). 

The integral on the right side of equation (2-27) can be approxi-

mated by a finite series by sampling the signal f(t) a finite number of 

times. If the signal is sampled N times during the interval 0 ~ 0 < 1 

then the coefficient can be approximated by the following: 

c(j) (2-28) 

where fk is the value of f(t) at the kth sampling instant and WAL(j,0k) 

th is the value of WAL(j,0) at the k sampling instant. 

This technique was applied to calculate, by computer, the co-

efficients of the first sixty-four Walsh functions for common waveforms 
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such as sines, cosines, triangle waves, ramps and rectangular pulses. 

The algorithm developed by Siem.eris and Kitai described earlier was used 

to software generate the Walsh functions required in equation (2-28). 

The results of the calculations are given in Appendix A. 

2.5 Hadaniard Functions 

The question should be posed as to whether Walsh functions are the 

' optimum set of orthogonal functions to be used in the series representation 

of a signal. The Siemens-Kitai algorithm for Walsh function generation 

mentioned earlier is seen to contain a great deal of code conversion. 

For instance, in step two of the algorithm, the Walsh function number is .. 

converted from binary code to Gray code •. In the following step, there 

is a rever·sal of the order of the bits which is another code conversion. 

Since both these steps are really a one-to-one mapping from one set of 

numbers to another, it is obvious that, if functions were generated by 

the algorithm omitting steps two and three, these new functions would also 

be orthonormal. In fact, they would be Walsh functions that have been 

reordered. The second Walsh function in one system might become the third 

in another system, for instance. The code conversion was originally_ in-

eluded in the algorithm so that the Walsh functions would be ordered in 

terms of their sequency. Although this is a useful property from a math-

ematical sense, its elimination can greatly simplify the generation of the 

orthonormal functions. 

The new set of functions that are not ordered in terms of their 

sequency are called Hadamard functions. The first sixteen of these are 
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shown in Figure 2-5. lf the Hadamard functions are represented in matrix 

form, with the rows representing the function numbers and the columns 

representing the position numbers, certain symmetries become evident, 

making the matrix easily generated by software techniques. Figure 2-6 

shows a sixteenth order Hadamard matrix. 

The Hadamard functions can also be generated using an algorithm 

similar to that used for Walsh functions: 

1. Convert the Hadamard number j to binary form. 

2. Convert the position number k to binary form. 

3. Form a bit-by-bit logical product of th~se numbers. 

4. Calculate the parity of the number formed in step three. 

5. If the parity is even, the jth Hadamard function at position 

k is +l. Otherwise, it is -1. 

Due to the similarity of the algorithm for the generation of Walsh and 

Hadamard functions, a single hardware generator, with suitable gating, 

can be used to generate both. Such a generator is described in the 

following chapter. 

In summary, then, Hadamard functions are useful in the series 

representation of a signal due to the ease in which they can be generated, 

both in software and hardware. Walsh functions are also used since they 

are sequency ordered and thus more mathematically attractive. 

2.6 Application of the Walsh Series to Speech Synthesis 

The major problem in using the Walsh series in the generation of 

speech is the determination of the coefficients c(n) in equation (2-22). 
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Figure 2-5. First Sixteen Hadamard Functions 
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Figure 2-6. Sixteenth Order Hadamard Matrix 
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For basic functions that can be described mathematically, such as sines, 

ramps and triangle waves, equation (2-27) can be applied directly to . 

evaluate the coefficients. However, speech waveforms are generally more 

complicated and cannot be described mathematically. Therefore, a sampling 

technique must be used. The amplitude of the waveform is sampled regularly 

and, by using algorithms such as the Fast Walsh Transform, the coefficients 

can be evaluated. The Fast Walsh Transform is analogous to the Fast Fourier 

Transform. The latter is used to evaluate the coefficients needed for the 

Fourier series representation of a signal (10). 

Using the Fast Walsh Transform, N samples ~f the signal are used 

simultaneously to generate N coefficients. The process is continuously 

repeated to generate other sets of N coefficients. This is necessary 

because generally speech waveforms are not periodic. Thus, the coefficients 

will change in value with time and must be updated by the algorithm. These 

sets of N coefficients may then be applied to equation (2-25) to generate 

the output signal. 

The question obviously comes to mind as to how often should the 

· sets of coefficients be updated. Also, how large should N be? Both of 

these factors will affect the accuracy of the generated output signal. 

If this signal is changing form rapidly, then a high update rate is needed. 

If the analysis of the signal shows that there are many high sequency com­

ponents, then the value of N should be large. Both the update rate and the 

value of N will affect the rate at which the original signal is sampled. 

Obviously, the determination of the update rate and the value of 
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N will be dependent on the nature of the speech waveform being analysed. 

This poses a difficult problem since very little speech analysis in the 

Walsh domain has been carried out. For this reason, the determination of 

these parameters is largely based on educational guess-work and some prelim-

' * inary results of other researchers at McMaster University • The hardware 

device described in the next chapter was designed to be flexible enough to 

allow relatively easy modification of the update rate and the value of N. 

Recall also that not all N coefficients need be used in the generation 

of the speech waveform. Data compression is carried out by choosing only the· 

M most dominant coefficients, in absolute value. T~us, equation (2-25) be-

comes: 

;M 
. f(t) ::: I: Ck WAL(kn,0) 

n=l n 
(2-29) 

where ck 
n 

is the nth most d i ff i i 1 d f f h om nant coe c ent se ecte rom a set o t e 

first N coefficients. The value of M must also be chosen, based on the 

characte~istics of the speech waveform. 

To select an appropriate value for N, a 'worst-case' speech waveform 

should be used. Analogous to the square wave requiring many terms to be 

reproduced accurately by a Fourier series, a sine wave requires many Walsh 

function terms to be reproduced accurately by a Walsh series. The vowel 

* Y. Y. Shum and A. R. Elliott are developing a Fast Walsh Transform 
working on real-time analog signals with the capabilities of varying the 
number of samples N, as well as the time interval for the update. This will 
be applied to the analysis of speech. 
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sounds such as lul most closely approximate a sine wave. A sequency analysis 

of this sound is given by Campanella and Robinson (11) and their results, 

shown in Figure 2-7, illustrate that the coefficients of Walsh functions of 

high order are generally quite small. Thus, if N is set to be sixty-four, 

this should be adequate to represent most speech waveforms. 

The update frequency is a compromise between accuracy of the gen- . 

erated waveform and the number of coefficients that must be produced in a 

given 'interval of time. As mentioned in the previous chapter, the sampling 

theorem implies a minimum update rate of 10.67milliseconds for a signal of 

bandwidth 3kHz. For flexibility, a factor of 2 was included in the hard-

ware synthesizer leading to an update rate of 5milliseconds. A possibility 

to be considered at this time is the use of a variable update frequency. 

If the speech waveform were rapidly changing, such as it would with the 

hard consonant sounds, a high update frequency would be used. For vowel 

sounds, a lower frequency would. oe used. While this adds slightly to the 

complexity of the system, the saving in data needed to produce the sounds 

could be substantial. However, there is a basic limitation associated with 
I 

using a variable update frequency which is discussed in section 4-1. For 

simplicity, a variable sample rate feature was not implemented in the hard-

ware and a fixed rate of Smilliseconds was used. 

With N = 64 and an update rate of Smilliseconds, the Fast Walsh 

Transform will require the original waveform to be sampled at a rate of 

12.SkHz -3 (64/(5 x 10 )Hz). 

The next parameter to be evaluated is M. Again referring to the 
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Figure 2-7. Seguency Analysis of the Vowel Sound lul 
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'worst-case' signal of the vowel lul it is seen that the.largest six co-

efficients have substantially greater amplitudes than the remainder. 

Again, leaving a margin of flexibility, it was decided that the eight 

most dominant coefficients for speech sounds analysed in the Walsh Domain 

(see Campanella and Robinson (11)) would probably be sufficient for in-

telligible speech reproduction. This conclusion is supported by indepen-

dent speech synthesis accomplished by B6Swetter (6) using one or two 

cominant terms. 

Finally, the range in the value of the coefficients must be 

chosen. Both positive and negative valued coeff icletlts can be used. 

Within, the field of sixty-four Walsh coefficients, the system presented 

here can only use the eight most dominant. Within this set of eight 

most dominant terms the ratio of the absolute value of the most dominant 

coefficient to the least dominant coefficient (ignoring any zero valued 

coefficients) for some basic waveforms is listed in Table 2-1. As can 

be seen, the maximum ratio is 48.5 to 1. Thus, again including a mar-

gin of flexibility, a ratio of 64 to 1 was chosen for the coefficients. 

They can have any integral value from -63 to +63. 

In sunnnary, the waveform synthesizer will be required to calculate 

the summation of equation (2-29) once every five milliseconds. The sum-

mation will consist of a maxi.Plum of eight terms selected from the first 

sixty-four Walsh functions. If only six terms are actually needed, for 

example, the remaining two can be set to zero with no detrimental effect. 

The value of Ck can vary from -63 to +63. The· next chapter discusses 
n 



Table 2.1 Ratio of Walsh Coefficients for Basic Waveforms 

Waveform 

Sine 

Triangle 

Ramp 

Speech lul 

Most Dominant 
CoeffiCient 
(Abs. Val.) 

63 

48 

32 

36 

Least Dominant 
Non-Zero 
Coefficient 
(Abs. Val.) 

1.3 

1 

1 

10 

Ratio X 
(X:l) 

48.5 

16 

32 

3.6 

33. 
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the hardware implementation of such a synthesizer. 



CHAPTER 3 

SYSTEM DESIGN AND IMPLEMENTATION 

In order to generate the series of equation (2-29), subject to. 

the constraint of using only the dominant eight terms of the first sixty-

four Walsh functions, the design must be able to handle programable Walsh 

function inputs, multiply them by their coefficients, and add these terms 
. . / 

together. It would be advantageous to do the total operation digitally 

since it has been presumed that the coefficients will be produced in bin-

ary form by a computer. Assuming a programable Walsh function generator 

exists, the system of Figure 3-1 will generate the required Walsh series. 

Each of the eight Walsh functions are multiplied by their coefficients 

and the results are summed in a binary adder. This sum is converted from 

a binary number to the required amplitude of _the waveform by the digital-
J 

to-analog converter. The process is repeated each time any of the Walsh 

functions changes value so the output can be updated. The coefficients 

themselves would be periodically updated by the driving computer so the 

output will reproduce the required waveform. 

Although this system is attractive in that it is entirely digital, 

it is not very efficient in that eight distinct Walsh function generators 

and multipliers are required. in the interests of economy, a multiplexing 

system, which would use one Walsh function generator and one multiplier 

to sequentially produce the required terms of the sum, is desirable. It 

now becomes necessary for the binary adder to have a memory element in it 

- 35.;... 
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Figure 3-1. Digital Waveform Synthesizer 
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Figure 3-2. Multiplexed Digital Waveform Synthesizer 
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to store the partial sums as each additional term is being calculated. 

Such a system is shown in Figure 3-2. 

37. 

This system is somewhat simpler than the first in that only one 

Walsh function generator and one multiplier are needed. On the other 

hand, it is made more complex in that some sort of storage element is 

needed in the adder to hold the partial sum as each additional term is 

added sequentially by the multiplexer. The multiplexer itself will also 

have to store eight words containing the desired eight coefficients and 

their corresponding Walsh function numbers. Control logic to sequentially 

select the coefficients is also necessary. 

The other consideration with the mnltiplexed system is speP.d. It 

takes eight times as long to arrive at the sum to send to the D/A con­

verter with the multiplex system than with the first system. However, 

since only audio waveforms are being generated, this is not a serious 

problem. · More mention will be made of the timing problem in multiplex 

systems later in this section. 

The major drawback to the system of Figure 3-2, however, is the 

multiplier. A circuit to multiply two binary numbers of arbitrary sign 

together is generally quite complex and slow. Great simplification can 

be obtained with the realization that the absolute value of the Walsh 

function is always unity. Thus, instead of multiplying the two numbers 

together, the Walsh function and sign of the coefficient can be logically 

combined. If the Walsh function and coefficient have the same sign, then 

the absolute value of the coefficient can be directly added to the partial 
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sum in the binary adder. If the signs are different, the absolute value 

of the coefficient should be subtracted from the partial sum in the adder. 

This system is shown in Figure 3-3. 

The complexity of the adder circuitry has increased substantially 

from the first system. It would be desirable to modify this circuitry in 

order to simplify.the system. One technique to do this is to convert the 

absolute value of the coefficient into a series of pulses. For instance, 

if 1~n1 = 37, then thirty-seven pulses would be produced. These pulses 

could then be simply counted in a binary up/down counter. The direction 

of the count would again be determined by the Walsh function generator 

and the sign of the coefficient. By using such a sy8tem, the complex 

adder/subtractor with memory is replaced by a binary up/down counter, whose 

circuitry inherently contains the required memory. 

A circuit is now needed to convert the absolute value of the co-

efficients into a string of pulses. Such a circuit is the rate multiplier 

to be described in section 3.3. Basically, the rate multiplier is a 

'black box' having a clock input, a series of k control lines and an out-

put. A binary number (in this case ISc.nl ) is placed on the control lines, 

and a clock signal of frequency fIN is placed on the clock input. The 

output consists of a series of pulses having frequency f 0UT. 

f f x ~ 
OUT = IN a 

where a is the binary number on the k control lines and a = 2k. 

(3-1) 

For instance, if a six bit rate multiplier is fed with a lkHz 

clock input and the number sixteen is placed on the control lines, the 



Figure 3-3. MultiplE!Xed Digital Waveform S}mthesizer 
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output ·frequency would be: 

16 = lkHz x 64 

= 250Hz 

"40. 

(3-2) 

Thus, by correct clocking of the rate multiplier, the output will 

consist of a series of pulses bearing a direct relationship to the binary 

number placed on the control lines. A system of waveform synthesis using 

a rate multiplier and an up/down counter is shown in Figure 3-4. This is 

essentially the layout of the synthesizer to be discussed in the following 

pages. A more detailed diagram of the system layou~ with additional timing 

and interfacing circuitry, is given 1n Figure 3-5. 

The eight input registers are loaded sequentially either directly 

from the computer or manually through the use of panel switches. A multi-

plexer is used to determine which register is being loaded with the data. 

The multiplexer can be computer controlled or advanced with the 'buffer 

select' switch in the manual mode. 

At the beginning of the interval between updates of the coef fic-

ients, the Walsh function generator is set to the zero position number and 

a LOAD signal is sent to the registers. Titis transfers the data in the 

input registers to a set of intermediate registers. Thus, the loading of 

the input registers can be carried out entirely independently of the rest 

of the device as long as all eight input registers have been loaded in the 

time between updates of the coefficients. Titis length of time (which is 

5 milliseconds for the system) will be referred to as the basic time 
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interval and will be denoted by +• 

To more easily understand the operation of the instrument, refer 

to the timing diagram, Figure 3-6. A multiplexer connected to the output 

of the intermediate registers is initially set to connect register one to 

the following circuitry. The coefficient in register one is applied to 

the rate multiplier which in turn provides from zero to sixty-three pulses 

in the interval +/(64x8). These are then fed to the up/down counter. The 

direction of the count is determined by the sign of the coefficient and the 

value of the Walsh function. At the end of this interval, a pulse is sent 

from the rate multiplier to the three bit counter, changing the levels on 

lines A, B and C. This advances the ~ultiplexcr to register 2 and the pro­

cess is repeated. Finally, after an interval +/64, all eight registers 

will have been sampled and the up/down counter will contain the correct sum 

to be converted to the output signal. A synch pulse is derived from the 

states of lines A, B and C and results in the contents of the up/down 

counter being transferred to the output register, which in turn is connected 

to the digital-to-analog converter used to produce the analog signal f(t). 

At the same time, the counter is cleared so that a new sum can be evaluated. 

Finally, a signal is sent to the Walsh function generator to advance it to 

the next position number. The eight intermediate registers are again 

sequentially sampled to produce a new sum after another interval of +/64. 

This process is repeated a total of sixty-four times during the basic 

interval. Thus, sixty-four sums are evaluated and the output is updated 

sixty-four times during +. This is necessary since the highest order 

Walsh function to be generated will change value sixty-four times in the 
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Figure 3-6. Timing Waveforms for the Synthesizer 

• 

• 
• 
• 

0 

:z ca:· co <...> - ..... 0:: 0:: 0:: 0 
::> ..... N 00 CD t- t- LLJ <C 

°' .. ::r: z z: ...... 0 
c..!J c..!J c..!J ...,. <...> <...> <...> V') -I 
LLJ LLJ LLJ '° z. z: 
0:: 0:: 0:: ...... >- 0:: 0 ~ -I V') -I <C 

:i <...>· 0 t-
-I 



44. 

basic interval. At the end of the interval, a LOAD pulse is derived which 

transfers new data from the input registers to the intermediate registers 

and the whole process is repeated. 

In suI!llllary, then, the basic interval ~ of Smilliseconds is divided 

into sixty-four sections. A new sum is evaluated at the end of each of 
. 

these sections (every 5/64milliseconds or about 78microseconds) and the 

output is updated. These sections are in turn subdivided into eight sub~ 

sections of approximately 9. 8microseconds, each devoted to one of .the eight 

intermediate registers. During the interval of one of these subsections, 

up to sixty-four pulses must be provided by the rate multiplier. Thus, 

the period of the input waveform must be one sixty-fourth of the length 

of the suQsection. This leads to a period of approximately 153nanoseconds 

or a frequency of 6.6MHz. The actual ratio of the interval time ~ and the 

input clock period is zlS or 32,768. 

The following sections will deal individually with each part of 

the system in more detail than given above. 

3.1 Input Registers and Multiplexing 

Being a programable waveform synthesizer, the machine must have 

facilities for interfacing to a computer. For maximum flexibility, it 

was decided to include a set of buffer registers which could be loaded 

from the computer on a time basis completely independent of the rest of 

the speech synthesizer. The synthesizer itself would have to have a set 

of buffers also from which the appropriate coefficients could be obtained 

to generate the output signal. Data would be transferred from the first 



Figure 3-7. Input Word Organization 
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set of registers to the second once every five milliseconds by a LOAD 

signal generated at the end of each basic interval by the synthesizer. 

46. 

The data to be held in the registers must include a six-bit Walsh 

function number, a six-bit coefficient number and a sign bit. The word 

layout is shown in Figure 3-7. • 

As an optional feature, it is desirable to be able to load the 

registers manually. This facilitates check-out and allows the generation 

of basic waveforms whose coefficients can be determined mathematically as 

described in the previous -chapter. For this reason, a set of thirteen 

switches, representing the thirteen bits of the data word, is included in 

the synthesizer. 

Figure 3-8 shows the input registers and the input gating for the 

data. Data is fed to the input registers from either the thirteen switches, 

Sl-Sl3, or the thirteen computer lines, Cl-Cl3, depending on the position 

·of the 'Mode' switch. The D-type flip-flops of the input registers are 

sequentially clocked by signals Ll-L8 generated by the multiplexing cir­

cuitry. This is carried out until all eight registers have been filled. 

Note that the timing for the loading of the input registers is determined 

solely by the signals Ll-L8. These, in turn, are controlled either man­

ually, if in the manual mode, or by synch signals from the computer. 

Thus, the loading timing is independent of the rest of the synthesizer 

circuitry. 

Signals Ll-L8 are generated by the multiplexing circuitry shown 

in Figure 3-9. The recirculating shift-register has eight outputs, one 



47. 

Figure 3-8. Input Registers and Data Control 
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Figure 3-9. Input Multiplexing 
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and only one of which is high at any given time. These output lines can · 

be used to select which of the eight input registers is to be loaded. 

In the computer mode, the falling edge of a SYNCH signal will advance the 

shift-register. In the manual mode, two methods can be used to advance 

the shift-register. The push-button switch 'Buffer Select' will directly 

advance the shift~register when pressed, or, if the 'Auto Advance' switch 

is on, the 'Load' switch will also advance the register. The advance will 

take place on the falling edge of the signal. The automatic advance fea­

ture is useful when loading data sequentially into the registers. Pressing 

the 'Load' switch will load the input register and releasing the switch 

will automatically advance the shift-register so loadiil.g of the next iuput 

register can take place. 

After the shift-register has selected the correct input register, 

the loading takes place by strobing the lines Ll-L8. This is done in the 

manual mode by the 'Load' push-button or in the computer mode by the SYNCH 

signal from the computer. 

When the eight registers have been loaded, the shift-register will 

be in the state with its first output line high. Th.is line is monitored 

and forms an outgoing SYNCHOUT signal to the computer to signal that all · 

the registers have been loaded. 

Figure 3-10 shows the intermediate registers and the multiplexing 

used to sequentially connect them to the synthesizer circuitry. The data 

~nputs of the intermediate register flip-flops are connected to the out­

puts of the input registers. The data is strobed into the intermediate 
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Figure 3-10. Intermediate Buffer Regi§ters and Multi~lexing 
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registers once every 5milliseconds (the update rate) by the LOAD signal, 

derived from the Walsh function generator. Note that if the data inputs 

are changed while the LOAD line is activated the outputs of the inter­

mediate registers will also change. For this reason, loading of the input 

registers should not occur when transfer of data is taking place. The 

LOAD line could be monitored by the computer as a BUSY signal to prevent 

.the computer from sending new data to the input registers during this 

interval. 

The digital switches shown in Figure 3-10 are used to select the 

required one of eight intermediate registers. The level on the output 

line will be the same as the level on one of the input lines. Level~ on 

A, B and C form a binary number from zero to seven that determines which 

of the eight inputs is monitored by the output line. By connecting A, B 

and C to a three-bit binary counter, therefore, inputs zero through seven 

will be sequentially 'connected' to the output line. Thus, the thirteen 

switches, all controlled by lines A, B and C, are used to sequentially 

connect intermediate registers one through eight to the synthesizer cir­

cuitry. Signals A, B and C are derived from the clock chain to be des­

cribed in a later section. Figure 3-6 shows their relative timing and 

how the eight intermediate registers are sequentially monitored. It can 

be seen that lines A, B and C toggle through their eight states sixty-four 

times during the basic interval. 

3.2 ·walsh and.Hadamard Function Generator 

The Walsh and Hadamard function generator· is based on the algor-
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ithms discussed in sections 2-3 and 2-5. Due to the similarity of the 

algorithms, one generator can be.used to generate bot~ the Walsh and Had­

amard functions. Suitable gating is used to select the correct output. 

Since the position numbers are sequentially incremented from zero 

to sixty-~hree, a six-bit binary counter can be used to store the position 

number. Since the counter must be incremented sixty-four times during the 

basic interval, the signal on line C serves as a clock pulse to update the 

generator. · 

The binary coding for the Walsh (or Hadamard) function number is 

available from the output lines of digital switches one through six. For 

the Hadamard functionz, the logical product of the function numbers and 

position numbers must be taken. This is done with six two-input NAND 

gates. Figure 3-11 shows the circuitry of the Walsh-Hadamard generator. 

The parity is monitored by a six-bit parity checker, which is essentially 

a series of exclusive-OR gates contained in one integrated circuit pack-

age. 

The choice of type of function is made with a function selector 

switch. This controls the gating network shown at the bottom of Figure 

3-11. 

For Walsh functions, it is. necessary first to convert the incoming 

binary coded number to a Gray code. This is done with five exclusive-OR 

gates performing modulo-2 addition as required by the algorithm of Figure 

2-4. Finally, the order of the bits must be reversed before the logical 

product can be taken. 
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The six-bit binary counter, whose state represents· the position 

number, can be reset to position zero with the RUN line. This is done 

every time the machine is started or stopped in order to reset all the 

circuitry to its initial value. 

At the end of the basic interval, the six-bit counter will have 

returned to state· zero. At this time, a new set of data must be loaded 

into the intermediate registers so that the output speech waveform can 

be updated. The LOAD signal to do this is generated by monitoring the 

counter for the zero position number. Then, the short SYNCH 1 pulse, 

derived from the clock chain, will be gated through to the clock inputs 

of the intermediate registers and the new data will be transferred. 

As mentioned earlier, the Walsh-Hadamard function is used in con­

junction with the sign of the coefficient to determine if the output 

binary up/down counter is to count up or count down. The output of the 

function generator is high to represent a functional value of +l and zero 

to represent a value of -1. By combining this output with the coefficient 

sign bit, a signal is derived giving the direction of count for the output 

up/down counter. The three gates at the output of the function generator 

are used to derive the UP/DN signal whlch is used to control the output 

binary up/down counter. 

3.3 Binary Rate Multiplier 

Figure 3-12 shows the circuitry of the binary rate multiplier used · 

in the synthesizer. It consists of a six-bit binary counter and a system 

of output gating. The counter can be. reset at the. beginning of operation 

by the RUN line. 
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The RUN Signal, coming from the output of a 'RUN/STOP' switch, is 

also used to toggle a J...;K flip-flop. Thus, activating the switch once 

will set the flip-flop and activating the switch a second time will reset 

the flip~flop. The output of the flip-flop is used to gate the incoming 

clock sighal, provided by an external pulse generator, to the rate multi:-

plier counter. Since all signals used when the synthesizer is running are 

derived from the rate multiplier counter, interrupting the incoming clock 

signal will effectively stop the synthesizer. Because the binary counter 

• 
employed in this binary rate multiplier is not truly synchronous in that 

there is an accumulation of gate delays in each succeeding stage, the 

counter can be operated with a maximum c.lock input frequency of about 

7.SMH.z. However, for a basic interval of five milliseconds, the clock 

has to run at about a megahertz less than this so no problems were en-

countered. To improve the counter's speed, a fully synchronous circuit 

should be used. 

To understand the operation of the binary rate multiplier, refer 

to the simple three-bit rate multiplier of Figure 3-13. Most of the 

counter circuitry has been eliminated for simplicity. For a three-bit 

counter, there will be eight states. The timing diagram of Figure 3-13 

therefore shows eight clock pulses driving the rate multiplier. 

Signals X, Y and Z represent the outputs of the three flip-flops. 

Signals X', Y' and Z' are derived from these and the clock pulses. Note 

that line X' produces four pulses in the basic interval, line Y' produces 

two; and line Z' produces one. Since no two pulses occur at the same time, 
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Figure 3-13. Three Bit Binary Rate Multiplier 

J l J l l 

K x K y 

c 0 c 0 

CLOCK · 

· f ;n 

A B c 
X' Y' Z' 

1out 

TIMING 

CLOCK f ;n n n n n n n n n 
x I I 
y I 
z 

X' = CLOCK·X n n n n 
Y' ·= CLOCK·X·Y n n 
z• = CLOCK·Y·Z n· 



58. 

lines X', Y' and Z' can be combined through gating to produce an output 

having any from zero to seven pulses. The lines are combined by gates 

controlled by A, B and C. Table 3-1 shows the relation between the number 

of pulses on the output line and the levels on lines A, B and C. It can 

be seen that the binary number given by A, B and C is the same as the 

number of pulses produced at the output of the rate multiplier in the 

interval required for the counter to toggle through all its states. The' 

same principles can be applied to a six-bit (or e-bit) rate multiplier. 

In general, the input and output frequencies are related by equation (3-1) 

which is repeated here for convenience: 

a 
x - . 

B 
(3-1) 

where a is the binary number on the control lines and B is the number of 

states of the counter used with the binary rate multiplier. 

For a six-bit binary rate mult.iplier: 

(3-3) 

In.this particular application, a is determined by bits eight through 

thirteen of the intermediate registers. Thus, in the interval ~~64x8) 

the rate multiplier is fed with sixty-four pulses and provides from zero 

to sixty-three pulses depending on the absolute value of the coefficient 

being sampled. More detail concerning binary rate multipliers and their 

tises is available in the literature (12, 13). 
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Table 3-1. Ratio of Input and Output Frequencies for a Three Bit Binary 

Rate Multiplier 

Inputs Lines Activated Output Ratio 
(4 pulses) (2 pulses) (1 pulse) Pulses fIN/fOUT 

a· A B c X' Y' Z' 

0 0 0 0 0 0 

1 0 0 1 x 1 1/8 

2 ·o 1 0 x 2 2/8 

3 .0 1 1 x x 3 3/8 

4 1 0 0 x 4 4/8 

5 1 0 1 x x 5 5/8 

6 1 1 0 x x 6 6/8 

7 1 1 1 x x x 7 7/8 
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3.4 Clocking System 

No matter how many pulses are produced by the rate multiplier, its 

counter must toggle through all sixty-four states during every interval 

~/(64x8). From the timing diagram, it is seen that the three-bit counter, 

producing signals A, B and C, must change states once at the end of each 

of these subintervals. ntus, the three-bit counter can be dt~ven directly 

by the six-bit counter of the rate multiplier. This is shown in Figure 3-14. 

Ute primary use of A, B and C is to supply the binary number to the digital 

switches so the correct intermediate register is connected to the synthesizer 

circuitry. Line C, which goes low once every ~/64, is also used to clock the 

Walsh-Hadamard function generator. Finally, SYNCH 1 is formed from A, B and 

C to mark the beginning of each interval ~/64. 

SYNCH 1 = A.B.C (3-4) 

'lllis signal is used in conjunction with the Walsh-Hadamard function generator 

to produce a LOAD pulse to transfer data from the input registers to the 

intermediate registers. 

The SYNCH 1 pulse is also used to generate the LOAD CNTR, CLR CNTR 

and TRANSFER signals. The last signal is used to trans'fer the number in the 

binary up/down counter to the output buffer register. This must be done 

sixty-four times during the basic interval ~· After transfer takes place, 

the up/down counter must be prepared to make a new count. For reasons to be 

discussed in the next section, two signals, LOAD CNTR and CLR CNTR, one 

being the inverse of the other, are needed. 

Since the synthesizer is designed to run continuously, the transfer 
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and resetting of the up/down counter must occur quickly at the end of 

every interval ~/64. For this reason, the SYNCH 1 pulse is combined with 

a short pulse that occurs at the beginning of each interval ~/(64x8). Such 

a short pulse can be formed by moriitoring the state of the six-bit counter 

associated with the rate multiplier. When it is in its zeroth state, and 

the SYNCH 1 pulse is on, the TRANSFER pulse should be formed. This pulse 

will last for only <'p/2 16 • After that, when the rate multiplier counter i's 

in its first state, the CLR CNTR and LOAD CNTR pulses can be generated. 

Unfortunately, due to timing problems caused by unequal gate delays, it was 

necessary to use the second and third states of the rate multiplier counter 

instead of the zeroth and first to produce the TRANSFER and CLR and LOAD CNTR 

pulses re~pectively. These pulses, and their method of generation, are shown 

in Figure 3-15. The numbers on the lines feeding the gates represent the 

. outputs of the six flip-flops in the binary counter of the rate multiplier. 

For instance, 2 represents the~' output of the second least significant 

flip-flop while 6 represents the 'O' output of the most significant flip-flop. 

The TRANSFER and CLR and LOAD CNTR pulses occur during the interval 

when the rate multiplier is producing pulses according to the coefficient 

in register one. If pulses are produced by the rate multiplier before or 

during the generation of the synch pulses, they will not be counted by the 

up/down binary counter. For this reason, it is desirable to restrict the 

pulses being generated for the coefficient in register one to the interval 

a.f ter the CLR CNTR and LOAD CNTR. pulses have been generated. By observing 

the operation of the rate multiplier, it becomes obvious that the only pulses 
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Figure 3-15. Generation of Synch Pulses 
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that would arrive from the rate multiplier before the CLR CNTR and LOAD CNTR 

pulses are those generated by the first and second flip-flops in the rate 

multiplier counter. If the coefficient in register one is restricted to a 

value of 15 or less, no pulses will be generated in this time interval. 

This limitation is discussed in the next chapter and is seen to be unimportant. 
~ 

3.5 Output Circuitry 
' \ 

The output circuitry, shown in Figure 3~'1.Q.,r,consists of three parts; 

the binary up/down counter, the output register and the digital-to-analog 

converter. Also associated with it is some overflow sensing logic. 

The up/down counter consists of three cascaded four-bit up/down 

counters available in MSI integrated circuit form. The counters can be 

cleared or preset to any four-bit number independently of their clockings. 

They have two inputs, down count and up count. These two signals can be 

formed by gating the UP/DN signal from the Walsh function generator with 

the output of the rate multip:Her as shown in Figure 3-16. 

The number of bits required in the up/down counter is partly deter-

mined by the size of the digital-to-analog converter. Since eight coefficients, 

having absolute values from zero to sixty-three, are being sunnned, worst 

case design implies a maximum of 63x8 = 504 pulses being applied to the 

counter between resets. Since these can be counted either in the up or down 

direction, a total of 1008 different states are possible in the counter 

after the sunnning has been completed. A ten-bit counter and. ~gital-to­

~nalog converter would then be able to handle this range since 210 = 1024. 

Unfortunately, only an eight bit digital-to-ana1og converter was available. 
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Thus, two four-bit up/down counters are used to feed the converter. The 

counter therefore has a total of 28 • 256 useful states (O to 255). To 

guarantee that the output will lie in this range, the sum of the absolute 

values of the coefficients should be no greater than 127. The factor of 

one-half is necessary since the coefficients can either be positive or 

negative. 

In order to facilitate the handling of positive and negative numbers, 

it is necessary to have the digital-to-analog converter centred in its range 

for a zero output signal. This is done by resetting the eight-bit up/down 

counter to the centre of its range at the beginning of every interval '/64. 

Therefore, the counter is set to the state 128 by the CLR CNTR and LOAD CNTR 

pulses. The eight output lines will then have the values 1000 00002. 

To facilitate the addition of a ten-bit digital-to-analog converter 

another four-bit up/down counter was included. It is referred to as a 

scratch-pad counter since it can conceivably be used with the eight-bit 

digital-to-analog converter. Since only the final sum must be in the range 

of ~he eight bits, it is conceivable that the partial sum, after the first 

five coefficients have been added, for instance, may exceed this range. The 

scratch-pad counter is used to accommodate these larger partial sums. This 

will not occur if-the restriction of the sum of the absolute values of the 

coefficients being less than 127 is observed. The scratch-pad counter is 

also set to the centre of its range (10002) by the LOAD CNTR pulse to facil­

itate over-r~ges in both the up and down directions. 

The state of the scratch-pad counter is monitored by the overflow . 
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sensing logic.. If, at any time, its state is other than 100_02, indicating 

a partial sum outside the range of the digital-to-analog converter, the 

line O/R DRIVE, feeding a lamp driver, will go high. If the state of the 

scratch-pad counter is other than 10002 at the time of transfer, indicating 

a final sum outside the range of the digital-to-analog converter, the O/R 

DRIVE line is gated by the SYNCH 1 signal to set a J-K flip-flop whose output 

is connected to another lamp driver. This informs the operator that the 

output signal is erroneous. The output of the flip-flop could also be used 

to flag the controlling computer to indicate an error if the synthesizer is 

in the computer mode. 

After the final sum has been calculated in the up/down counter, a 

TRANSFER pulse, derived from the clock chain, is used to transfer the data 

to an eight-bit output register consisting of eight D-type flip-flops. This 

register acts as a sample-and-hold, storing the final sum for the interval 

~/64 until the next final sum has been evaluated. 

The outputs of the register are connected to a conventional eight­

bit digital-to-analog converter consisting of a resistive ladder network 

and an operational amplifier. The output range is zero to pl1l8 five volts 

for an input from 0 to 255. Specifications for the digital-to-analog con­

verter used are given in Appendix E. More general information on digital­

to-analog conversion is given in the literature (14, 15). 

3.6 Construction Details 

Figure 3-17 shows a front view of the synthesizer. The upper panel 

contains the switches used to manually load the data. The 'Auto Advance' 
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Figure 3-17. Digital Speech Synthesizer - Front View 
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switch, the 'Mode' switch and the 'Function' switch are also contained here • 
./ . 

The bottom panel contains the lights indicating which register is 
.. 

to be loa~ed, the 'Buffer . Select' s~tch, the 'Load' switch, .and .the 'Run-

· Stop' switch. Connectors for power, clock inpu~, computer interfacing and 

· the output of the synthesiz'er. ar:e also o~ this panel. 

In the ce~treof · the unit is the rack containing seven printe.'4 
I·:, '-f 

·\ . 'S 
· ,. 

.. circuit boar~s on which ··all ·the (.figital circuitry is wired. For Uxiaua 

·ease in · chec~-out, the con~ectors for the boards were left · comple~~tt ''.:: e]cposed. 
. .. .:,.,: . Y;· :.- .~ 

• ··: ;:i 

· To facilitate chang_ing ) of . the wi~ing, wire-wrap sockets were used , ; .II;_~· the 
. , :' .. :· •"' 

.J .. ... ,. 

printed circuit boards .to mount the integrated circuits. A typical}"ard 
l, ; ·. '. :· f.. 

• '-1.· . 

is shown in Figure . 3-18. Its dimensions, like the other six. hoar'•.:;tJ. : ;a~e 
. - ~- .. 

·. 4" 6" ·. x • . Boards with cladding on both sides were used so ground pl- . 
\ ·. 

. u · . -
,-, .-.- - .' 
• ·• "#-. .' \. . . 

could be formed to isolate the circuitry. The seven board layouts '\•re 
• • ·1 

given in Appendix C. The signals on the pins of the board connect4ifa·. are 

shown in Appendix D. 
' t , p ' . 

· .. .. 

\ , 

~-

1 . . 

The actual circuitry used dlffers very little from that aescri~ed · 
.... 

in the previous sections. Major differences are due to the signal ~uff-

' 
ering required on several of the lines that must drive a · large number of 

..- . I 

gates .or .flip-flops. For example, . signals Ll-L8 are buffered·· to form 

. . . ~ . 

signals AL1-AL8 and BL1-BL8. · All the wiring, except for the switches and 
I . 

' 

.connectors, was done on the seven printed circuit boards.' The schematic 
l ~ . 

I · ;·•. l 
diagrams ,associated with these boards are given rinAppendix· E. 

\ 

) 

f. 

./ 
/ 

;· 

·. '(. 

" . . , .. 

.·., 

,, 
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Figure 3-18. Typical Printed Circuit Board 
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·. . CHAPTER . 4 

. . ( 

RESULTS AND MACHINE ·11MITATIONS -_ 
.... 

_ ,.£\t ~h• pres~nt;, Gie, , t~• · ·.aynthe~izer has aeen censtructei and 
. . . ··, . . . • . , ... .. ".;. . ~. ,< . ~ "' , ~ .. ;; j r~:r ' , ·_;I<: . · . . :_:· . , . . . . , .. :_· ·.·· . . · ... 

aanually . testei . for ·wavefot.,. sint:hesis. }i ; It has ne't-yet 9een interfaced 
. . i . . . . ~ . --
' .· .. r,_,,: 

. . ·: ,; l · · · I 

to a ceaputer. _ An o_sci_llescope is used to meniter th~ eutp~t:· . Using the . 
. ; '. . ' ' y . I . ! : ' • . '7 . . \ ; ' • > <~- ., . . , { . 

Walsh · functi•n ceefficient~ listed in Appe~iix .'.A, it ~a-s ,..pe--si9le .to re-
• • • •• ' :.· •• • '_:. , .. - • \ :-----' .;-·,. ·.j 

\ ,, . . . . . 
1 : . . 

construct 'Dasie "aveforinS . with .the synthesizer_~:·~ As -Haciaaarci ·arialysis 
r ~ . . ·~ 

" '· '• : 

·. \ 
.. \' 

: i . 

~ · . . r . . "'; ·. . . : . . . . . .. · . . . 

had nat b~en done .• on ·s_i1n._1s for .. this thesi,s ,i Walsh\. functiena . were used · 
• 1 ~ • 1' '~ ; • ·. • t -. '\ ~ • I 

. • ! "!' . '\. ... i. .. ' ~ -..:.. 

for all ·waveforil ~ynth~i•. . ' ,~ ·(·-.. ·· ;J .' ~ . , . {» ,·
1 
(. / : " 

.! • . . . • . • ., • ; 1 ··. ·. . .·· ... ·_· . . ),, i. >' .. -~· '. ) . f . 'j ~,r ·~ "(< . 

Fi1ure 4~1 - sh•W$ - the sys~em in eperat~·· · aen~ratina . a . ramp function. 
~ 

SynchreniZ~t;J.•Jl •£ the. 'e,scilles~.pe is iiCco;.,~f:ahed 'ltfi usinc the LOAD pulses 
', °'c.'· r ' . ' " "'··, ; !, ',~ • ··. . ·. i " , '. ·;: J~:~·'__ ~ '. , , 

which occur . once e.very basic interval +. ·. Figure 4-2 __ s~•ws tha· same system 
• . .• · • . (_ ' • t ~ '- ~' 

{ . ' 

. : I .. 

used t• generate tria.n&le waves • .. 
. . ) . 

. . ' ; 

. I 
J ~ I .· 

··;..-_' -.'. _, . 
. . • "' J . . . ' 

In order to .. Pr•iJ.1ce_ hari-.copy represept~tio~• ·of, th~ _output, a 
·' . r . . I . . . -./ .. 

Sanborn 322 DC Amp~ff.ier-lte~eriar, , was used. ~nfort~~tely, i 1 ~his ievice 
,. ' J . . . 

. . . \' ' . ' : i. '.: . . . ~ ~ t '·, ' ' . 
has a liaited aanfiiith "resultlns in overshoot an• reuniin1' of cerners of 

-· 

square waves which are not _ true representations of the output signal. 

However, by slowing the recorder down to a time axis speed of one milli-
. I 

-

metre .per second and operating the synthesizer at a factor of approximately 

104 slower than normal, reasonable traces were obtained. It is possible 

to alter the ·_ Qasic interval· in this way by merely changing the input clock 

frequency since all other timing signals are deriv~d from it. To double 

the length of the basic interval, it is only necessary to run the clock 

.. - 7'1 -

' . 

\ 
\ 
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Figure 4-1. System Used to Generate a Ramp Function 

Figure 4-2. System Used to Generate a Triangle Function 
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.. . ' . . 

at half its normal frequency. · The results obtained with the Sanborn ·re-

corder on the uait ·runniacat .l.w speei"are iiscussei in section two of 

this chapter •. : · · · · . ' 
: i : ' ... 

..... . 

" ' .:: . \ ·: : 

' :4.1 SGurces ·ef Err•~ •.-: . ·. . .· .. . . . . 
. i. , . . . ~ 

·' ~ . 

~ . -
•. : .. ·i 

~ :: . . ."' \ .. .. ~. . 

' ·.~ . ··~ ~ . ,_: 

· .... 

.. .'. 

' . I 

. ~ 

· There · are : ess~ntiai1y tw• classes of. errer · in a . iaachlne of this 
' I 

type. Thefitst can be referreci 
\ ' .. ' 

to ·as mathel'lat"ical error.'. Xhis is due 
. ' . 

. . ( ' ; 

to the fact that a finite series representati•n ·of a s.i1nal f (t) can only 
.. 

· be approximate. · For truly a,ccurate reproductien, an infinite number of •. 
. ( . . . . . . 

,, .· ·~ 

terms would have to be sunmed. ·., Accuracy is furth.er limited in a mathe- · · 

matical sense ·9y the· quantization of the values ef the cee.ff.icients ·used • 
. · ~ .: 

In tlie case of the syntl1~sizer constructeO. for t:his thesis, the amplitudes 

are quant~zed into 127 segments. Similarly, in the determination of the· 

' 

coefficients, the ori1inal sicnal -was alse quantized. , Finally, for true · 
"· 

. ·• . ·' '.\ • • > . <!. 

representation of the ·eutputsicnal, it.1 weul4 'De necessary ito ins~ant-
\ .. . ) ... :, . ' . 

aneously update ·the series. In other worci~, + 'sheul&i· lte .recluced to an 

infinitesimal value •. · 
. . ) 

The other class of errors can l»e ' referrei to ' as uchine errors. 

These are a result of the limitation of the. co~onent• 'in·. carryin1 out 

the mathematical operations required to evaluate the output signal. 

Such errors can be ' reauced_sicnificantly 9y careful .desi1n ·of ·the synthe- · 

sizer • . · In fact, in this aachine, there are essenti.ally ••ly .two sources 
. " 

of machine errors. The first is the digital-to-analog converter whose 

output can only be approximately related to the binary number on its input 

leads. · As its error is quoted as being plus or minus one half of the 

·\ 
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least significant bit (approximately 0.2%) this error is insignificant • 
• 

Generally, speech is ~uite intelligible .to the av~rage • 1tlsl:ener if allip-
. . . 

1 

l 

litude errors are lessr than 5% rms (16). The other squ~de . of machine 
• • 

. I 

error is due to the finite time ~equired to transfer dat~ from the up/down 
'· 
·~ "• 

counter to the output .register and to reset · the up/down ~ounter. As men-
. . 

tioned earlier, · there will be no error in transferrin& · tqe clata (i.e. loss 
I 

of data) if the coefficient _' in register one is restricted to an absolute 
~ 

I 
•. ~-

value of fifteen · or less. For the worst case, when the .coefficient in 

register one is sixty-three, a total of four pulaes will ~e . lost. If this 
. .. ! 

. - ( . . 
is the only coefficient being. used in the sum, the total ·error due to these 

lost pulses would be 4/63 x 100% = 6.35% which would be significant. How-

ever, by ordering the coefficients so that the smallest is placed in reg-

ister one, the -only time sixty-three would be place« there would 'be if all 
. j 

. the coefficients had absolute va;lue : sixty-three. <· ·-Thus, f _our pulses would 
I 

be lost out of ·a total of .63 x 8 = S04 pulses leading to a data transfer 

error which will appear at the output as an amplitude error of less than 

0.8%. 

Actually, the above case would never arise becaus.e only an eight-

bit digital-to-analog converter is used. Thus, the -total number of pulses · 

produced during the ~~sic interval is limited to therange of 0 to 127. 

Therefore, · if ·coefficients are ranked so the smalfest appears in register 

one, its maximum size can only be fifteen. In this case, no pulses will 

be mis~ed from register one. 

The limit on the value of the coefficients imposed by the sum of 
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"· ·.I .• 

. . . 

_I( • . 

. . ... .... .. _ . '\'\<.,. •• <--..: . • 

,- . . 
\ 

their absolute values being less than 128 can be met by s~itable scaling 
. . : • ... • • • • , • . • ·~ ,•, -: > t. ·, . • ·-:_;:.. ', '$. I : . • \ ( I • 

of the· coefficients-. ·, In . practice,~hewever, · it is hilhl.y unlikely that _:: 
. > • • • • ' ~ 

•• ., . .· ... , \ ii:-JC: , . - ( 

extreme, .. scali Wfl.11> ~c . I1i:Jfact, for =the "1aveforms ·shown ·in. the· 
.. . • • . ,..- .. _ .. ;tt 

- ', '· . . t ,. 9- • . ~ 
' • . . - 5: 1 . I , . 

next , s~tion, -jl4f .sc~ling ----a · foun~ ~o. '~ _' n _
1 

"- --~ :r . · a ·most cases, . ·the 
. I 

•• •I ~·~ '"' ' ~ ._, '- ~ ~ • ~ • ~ .\, , ' ' • • "' II '\. 
0 

' ' '• ..... 

coeffici_ents were · actul111y ~~aled U:P , ~t~ ,give ·"a -_1ar- .. -•1'p1itude t ·o --the ..... - ~ · 
. . .! . • • 'i • I . :.: ' • "-; , .- J • 

. • '~'. >- . ! . 1 . l . . • ~ • • 

output signal. ,. . .. t ~- • -
~ .. ...-:- " :"I>! .. f!: .; .. 

. . , . . . ,,, . . ""\.· ., - . . 

' -, . . ~ ; . ...,. " ·. . . .: ...... ' / • . . . . & .t • . 

... ~, Along _- vtt~. · .~e · _qu~nt_i_~at~o·n o.f J the co~ffic~eq.ts, there ·· is a quant-:- · . 
' I -,. 'l.i _ . ., ' } . ' ~ . !. . • 

• •. • ' "I' t --0 • • • · _,.._ ~· ~¥ • " l •. l r • 'I' r • • 

ization ·of the --~ signal~· ; -~· - ~~ ~~ght-~it ~ig~tal-to-analog · 
' .. . .• / '... ·.. . . 'j . ., _,, .. "· ,· (' . , . \ . . . . . 

·. converter is ua--· .. _ ,the '. output ' i~:quant~ed . into 25S . t rte ... . Th~s results :· 
/ --~ . . :"'_'< " . ' ., . ' . . . ~ . . , ~ ' . \ . - - ·~. . ) t l' • ' : . : • 

in an error of approximately . -~~·4'1 . \ - ,1~ · s~ary~ tQep,' -th~ ·quantization . of '_ . . 
. . . . ., . . .. . . . ... . - .:J l , \ ... . 1 . . ' 

the coefficie~ts leads 'to a 'quantization of the o'.tJtput giving an error of. 
) 

0.4% of the maximum peak-to~pe$k value of the ~u~put signal • . It_ was in- . 
. i . . .. ·'t . .. . . . 

I ··t .~i \ -. - . 
~· ' t . . ' ,,..· •. " _, t ' ~ • .. 

dicated · that 8cali.na -:•f~'" coefficien~s, ·.~oul4 intro u_,~efurther error. · ·~ 
/ . . : . - ,. ~. ' - . . 
• •' • '.. •'!'- ; .• •. , :-: ~ • 

...... \:: .- . . .. ~ 

However~ if scaling ·is done only to •nsure ·that thc! O)ltl)ut aignai do~s · not 
........ • .... 4 ..... - • '\ ' ~ • i ' . , . .. . . ,, . . 

' . . .·. . . . . . ·. -~ . . ... , .. . . . . . .... . t . 
exceed the r anee ~f tU. digital~to"'"'anal~g c~~~- - thi• i;ror 'will be 

. . . ' .,....._, ~ --- .. 
·- - • \ ; . ;,,Y ,,,, j •• 4 • ~ .. ' ( , • 

contained in tiMl,' ~·!~- ---~4i. -~·in· iaft.(:: ~i the PU:t, t signal since 
' . ?f ~ . . t • ~.- \.. , 

\ . (t~ ~ . ' .... . ;.-; . i ~. . ~ ' ' ... .,. ~ ..,:, 
the sum· of the· absolute valu~S :Of the CoaffiC.ieat81 giV.S· the peak.' Val~e 

. /. ~ : : ... . . · .. .-. ' _> .. ' -' "' . .. : d~\ ~- ~ ..• : . ~ ~/ . - --.' - . ·. . l . ' • . . . . 

of the output ·, •1&1'81·:··. ::·) : .. :) \ -~ ~· ··. . , - · -. 
. . - . ;.- '. . . " . ~~ . . '<-. .. . . ,.1 . :· • . ,, . • • ;: __ ·, - . ~"'.' < • -~ ~ ~-~: ( • • 

. ·Referrtng -·t•. equatµ,n (2-29), ~ it ~ -•11•~- - t .. "'llain ~ource · 
. . . . : . . : ~- : . _.. . " .. . ~ : . " / . " ' . ~ . . / . . . \ ~ .. .. "'~ . : . ,_,. .. - ; -_ . . ~l~.' . . 

of error in the_:··re,tueatatiea:o _f _ ~(t~ is _due·,to ib~f~~t :· 1epgtf"of 
1 

... . . . . ... } . \ ' • . - . • ' , .. . ! , '. . \ ,. -~ \. .. , ~· . "~:. . . . ·" . . 

the· series: T\. .. . \ . , , .. - '· . 
' ;' '(:. . .\ (' 

M· .. ; 
f (t) ~ l: ck WAL(kn,e) 

n=l . n 
'(2-29) 

\ . 

,/ . 

. '· . 
.. . \ 

. . \:'. 

~ . . . 

/ .' 

. . i 

. - ~ . . . -

. . . 
·• . 

) 

·· . 

. ' 
. . ·· 

·' 
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In this case, M has been chosen to be eight. The amount of error 

associated with ignoring ~he terms of orde~ nine and higher will differ 

according to the nature of f(t). For, rectangular pJJ.lses, of duty cycle 

0.5, 0.25 and 0.125, there is no error caused by this truncatiqn. The 

amount of .error can be calculated by summing the coefficients of order 

higher than nine and comparing them to the sum of the eight most dominant 

coefficients. Analogous to the square wave requiring many terms to be re­

produced accurately by a Fourier series, a sine wave requires many·walsh 

functions to be reproduced accurately with a Walsh series. Analysis of the 

sine wave, given in the next section, will ther~for.e .give a good indication 

of the maximum error to be expected due to the truncation of the series given 

in equation (2-29). 

Recall that the eight terms used to make up the sum representing 

the output signal can be selected from only the first sixty-four Walsh 

functions. This means that the highest sequency component will be sixty-

four. The output signal is, .therefore, chan~ed at a maximUm rate of '/64 

or approximately 78microseconds. The amount bf error induced by this time 
; 

quantization will depend on the rate of change of f(t). Assuming f(t) is 

limited to 3kHz, the sampling theorem predicts that there will be adequate 
I 

representation of the signal. The upd~ting of the output every 78micro­

seconds will lead to an erroneous frequency content of apout 12.8kHz super-

imposed on f(t). This can be eliminated by passing f(t) through a low 

pass filter. 

Figure 4-3, using a ramp function as the desired output illustrates 



Figure 4-3. Sources of Error Due to Quantization 

of the Output Signal 
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how amplitude quantization of the output signal, and time quantization 

affect the amplitude of the signal output from the speech synthesizer. 

Figure 4-3(a) assumes that co~fficients are rounded off to the nearest 

integer values. 
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Whert the speech synthesizer is interfaced to a computer, new sets 

of data will be loaded every five milliseconds. If the original signal· 

being sampled is not periodic, or if its period is not a multiple of +. 

each set of coefficients will be different. This means that the output 

signal will change shape once every Smilliseconds as it attempts to follow 

the original signal. The result is that there will.be an error signal 

having a frequency of 1/5000 = 200Hz, superimposed on f(t). The magnitude 

of this error signal will depend on how abruptly f (t) changes with each 

update at the end of the basic interval +• Since most information con­

tained in speech is in the band fTom 300Hz to 3k.Hz, this error signal can 

be reduced by incorporating a high pass filter on the output to remove 

signals of frequencies below 300Hz. Alternatively, a band pass filter 

cutting off at 300Hz and 3k.Hz would eliminate this error signal and the 

one occurring at the rate of +/64. Note that if a variable update rate 

were used, as mentioned in section 2.6, the maximtun rate would be about 

250Hz or an interval of 4milliseconds. This would allow filtering to 

separate the error signal from the desired speech signal. 

It was stated earlier that ideally the basic interval + would be 

very short. This would allow the output signal to follow more accurately 

abrupt changes in the original signal. However, a compromise between the 
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desirability of a short inter\Tal $ and the limitation of a maximum update 

rate of 250Hz leads to an interval of approximately 4milliseconds. Thus, 

there can be a maximum of a 4millisecond delay ~n the change of the out-

put sign~l. Although no experimental work has been done on this, it is 

expected that this delay will have an insignificant effect on the sound 

of the speech generated by the synthesizer. Due to the fact that the 

maximum allowable clock frequency used to drive the counter in the rate 

multiplier circuit was around 7MHz, a basic interval of Smilliseconds was 

chosen. 

4.2 Generation of Basic Waveforms 

With an understanding of the various sources of error, expcri-
. 

mental results of some waveforms obtained from the unit are presented• 

These are taken directly from the digital-to-analog converter so no 

filtering has been done on the sign~, except that inherent in the re-

corder. As a result, there is a strong 12.8k.Hz signal superimposed on 

the outputs. Since the periods of the waveforms were chosen to coincide 

with ~' there will be no 200Hz error signal. 

Figure 4-4 shows the generation 0£ a sine wave. As mentioned 

earlier, this.waveform is one of the most difficult to generate with a 

Walsh series. Thus, the greatest source of error is due to the truncation 

of the number of terms used in the series. This is shown by how quickly 

the output signal improves as more terms are added to the series. Figure 

4~4 shows the sine wave generated with the seven most dominant terms. 

The total error in this s.ignal wa.S measured to be less. than 2% of peak 

·value. This is well within the acceptable range for speech. 



Figure 4-4. Generation of the Sine Wave Using the Seven 

Most Dominant Terms 
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Figure 4-5. 
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Figure 4-5. (cont'd) 
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Referring to Appendix A for the sine wave coefficient analysis, it is 

seen that the remainder of the first sixty-four coefficients total in 

absolute value 3.6% of the sum of the absolute value of all the co­

efficients. This would represent a peak-to-peak value error giving an 

error of 1.8% of peak value. Thus, it is seen that most of the 2% error 

measured for this ·waveform was due to truncation of the Walsh series 

which would be expected for the sine wave. 

Figure 4-5 shows the sine wave generated with fewer of the dom­

inant terms being used. As can be seen, the quality of the sine wave 

quickly deteriorates. In Part F, only the most dominant term is used 

(WAL(l,6)). This term defines the sine w~ve as being an odd function. 

The next function to be analyzed is the ramp, shown in Figure 4-6. 

Again, it is obvious that the waveform is better represented when more 

coefficients are used. Note in this case, however, that there are only 

six non-zero coefficients among the first sixty-four Walsh functions. 

Thus, the error in the waveforms is not primarily due to truncation of 

the Walsh series but due to the restriction on the range of the Walsh 

functions available. In other words, the error is due to time quantiz­

ation rather than ampltidue quantization of the output waveform. When 

all six terms are used, the error is approximately l/(63x2)x 100% = 0.78% 

of peak-to-peak value or 1.56% of peak value. This value was arrived at 

by considering the fact that the difference between quantization levels is 

1/64. Thus, the output signal will differ by a value of plus or minus half 

of 1/64. 



Figure 4-6. Generation of the Ramp Function 
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Figure 4-6. (cont'd) 
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Figure B-7. Circuit Diagram Board G 
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APPENDIX C 

CIRCUIT BOARD LAYOUTS 

115. 

The.following pages show the physical layout of the seven circuit 

boards. The diagrams are of the top side (integrated circuit side) of 

the boards as opposed to the pin side. Numbers refer to Texas Instrument 

part numbers for the integrated circuits with three exceptions. The 

digital switches on boards C, E and G are National Semiconductor part 

numbers DM8210 and the shift-register on board A is a National Semicon­

ductor part number DM8570N. The digital-to-analog converter is a Beckman 

unit, part nu~ber 845-US. All integrated circuits are mounted with pin 

one towards the front (connector edge) with the exception of the digital­

to-analog converter. Figures shown near the connector edge of the board 

refer to pin numbers for external connection. The numbers and letters 

shown surrounding the boards form a grid system for identifying the in­

tegrated circuits. These correspond to the identifying figures on the 

circuit diagrams of Appendix B. 
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Figure C-2. Circuit Board Layout - Board B 
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. . APPENDIX D 

CIRCUIT BOARD CONNECTOR.SIGNALS 

The following diagram shows the signals that appear on the seven 

circuit board connectors. Bracketed signals indicate that their source 

or destination is.external (to lights, switches, etc.) The source of all 

other signals is the board at which the signal name is underlined. Sig­

nals with a double underline are test points only and do not connect to 

other boards. 



Pin Board A Board B Board C Board D 
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B 2 MAN Ll MAN Dl Ll Dl . (+lS) WALOUT 

c 3 (RlL) L2 (Cl) D2 L2 D2 (-=lS) B7 
lo;! ..... - - (IQ 

D 4 (R2L) L3 (S2) D6 L3 D6 (RUN GRN) CLR CNTR ~ - - (1) 

E S (R3L) L4 (C2) D7 L4 D7 (OUTPUT) (O/R) t:I - - I 
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..... 
rt 
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C1 - Ill 
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c:i... 
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Pin Board E Board F Board G 
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. "APPDIDIX E 

DIGITAL-TO-ANALOG CONVERTER SPECIFICATIONS 

126• 

The table below gives th.e specificati.ons of the Beckman model 

845-U5 digital-to-analog converter. The next page gives a block diagram 

of the circuitry. 

Table E-1. Digital"'to.;.Atialog·convertet·specifications 

Parameter Min. Typical Max. Units 

. VIN(l) 2.0 ·- volts 

VIN{O) * 0.5 vol Ls 

Output Current ±2.5 mA 

Output Slew Rate 0.3 0.5 V/µsec 

Transfer Accuracy ±0.25 ±0.5 LSB 

Power Supply Voltage 

·v+ +14.55 +15.0 +15.75 volts 

v- -14.25 -15.0 -lS.75 volts 

Power Supply Current 

I+ 60 mA 

I- 10 mA 

Power Supply Dissipation 1.11 watts 

Output.Voltage 0 +5.o volts 

Input Word 8 bits 

Operating Temperature -20. +85 oc 

* Data not supplied by manufacturer 
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.. APPENDIX F 

DIGITAL SPEECH SYNTHESIZER SPECIFICATIONS 

1. Type of Transform: Walsh or Hadamard (manually selected) 

2. Input: 

a) Up to· 8 input registers can be loa~ed serially, either manually 

or by computer. 

b) Each register contains the Walsh or Hadamard function number 

and its coefficient with sign: 

BITS 1-6 Walsh (Hadamard) Number 

? Sign 

8-13 Coefficient 

c) Coefficients can have an integer value from -63 to +63. 

d) Walsh functions can be selected from any of the first 64 

Walsh functions. 

3. 91ocking: 

a) An external pulse generator supplies the clocking signal. 

Maximum frequency: 6.67Mllz 

Minimum frequency: none 

Pulse width: 40-70nanoseconds 

Amplitude: 0 to +5 VDC 

b) The update frequency (having period <f>) is related to the 

clock frequency by the following: 

UPDATE FREQ. '"' 2-1 s· x CLOCK FREQ. 

~ 3.05 x 10-s x CLOCK FREQ. 
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4. Output: 

a) Output range: 0 to +5 VDC, centred at +2.5V DC (no signal) 

b) Maximum Output Current: 2.5mA 

c) Error: Less than 4% of peak value for sine wave 

5. Power Requirements: 

+5V DC @ 3.SA regulated 

±15V DC @ 200mA 

6. Environmental Operating Range: 

0 - 70°c ambient 

7. Dimen~ions: 

2l"W x 23"H x l3"D 
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An interesting feature about the ramp function is that if the 

most dominant term is removed a new ramp function, having twice the fre-

quency and half the amplitude, is generated. This is illustrated in 

Figure 4-7. In general, by removing then most dominant terms from the 

original ramp function, a new ramp function is formed having n times the 

frequency and l/n. times the amplitude. Another feature of the ramp 

0 function is that its phase can be shifted 180 by changing the sign of 

the most dominant term. 

The triangle wave of Figure.4-8 has much the same error charact-

eristics as the ramp function. Again, the error is not due to the 

truncation of tba W~lsh series but to the limited r~ngc of the Walsh 

functions. In Part A of Figure 4-8, five terms are used to generate the 

outpltt signal. In the region 0.25 ~ e <0.75 there are thirty-two differ-

ent quantization levels. Thus,, the error in this representation is 

l/C2x2) x 100% = 1.56% of peak-to-peak value, or 3.12% of peak value. 

The generation of the triangle using fewer dominant terms is 

shown in parts B through E of Figure 4-8. The deterioration of the wave-

forms is evident. In fact, the error approximately doubles every time 

one coefficient is removed. This is obvious by observing that the number 

of quantization levels is cut in half every time a coefficient is removed. 

The ramp and triangle functions are in a rather small class of 

waveforms in that they have a sparse number of low order terms in their 

Walsh series. For this reason, their representation is limited by the 

number of Walsh functions available from the synthesizer. Such a condition 
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Figure 4-7. Ramp Function With Period !/2 
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Figure 4-8. Generation of the Triangle Function 

A. Five most dominant terms 

B. Four most dominant terms 
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Figure 4-8 (cont'd) 

D. Two most dominant terms 
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is not expected to happen with speech waveforms. In any event, for both 

the triangle wave and ramp functions, the total error is much less than 

the maximum allowable for speech. Moreover, most of this error can be 

eliminated by low pass filtering of the output signal. 

With a Fourier series, waveforms such as sines and cosines can 

be represented exactly with only one term in the series. This is true 

since the orthogonal functions on which the Fourier series is based are 

the sine and cosine wavefor:llis. Similarly, it is possible to represent the 

Walsh or Hadamard functions with only a single term in the Walsh 

series. Thus, the synthesizer can be used as a convenient, programable . . 

source of Walsh and Hadamard functions. . 

The Walsh series can also represent other waveforms exactly with 

a finite number of terms. Figure 4-9 shows the generation of a series of 

· pulses of varying duty ratios, all represented exactly by a small number 

of terms in the Walsh.series •. The square wave of Part A is obtained by 

using only one term. The puise train, having duty ratio of 0.25, is formed 

with three terms, all having the same coefficient, while the pulse train 

of duty ratio 0.125 is formed with seven terms. In each case, the only 

source of error is that associated with the digital-to-analog converter. 

In summary, the basic waveforms shown in this section can easily 

be generated by using eight or less terms in the Walsh series represent-

ation. Error.can be substantially reduced by putting the output signal 

through a bandpass filter to eliminate the 200Hz and 12.SkHz error signals. 

It is expected, then, that intelligible speech waveforms can be generated 
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Figure 4-9. Generation of Pulse Trains 

A. Duty Ratio = 0.5 

B. Duty Ratio = 0.25 
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with the synthesizer once it is suitably interfaced to a computer. 



. ·cHAPTER 5 

. CONCLUSIONS 

Th.e purpose of this project was to design and construct a hardware 

implement~tion of a Walsh series synthesizer to eventually be used in 

conjunction with a computer for speech synthesis. At the present time, 

the device has been built and checked out by generating the basic wave­

forms illustrated in the preceding chapter. An estimate of the errors 

to be expected with the machine was made and confirmed by measurements 

taken on the generated waveforms. There is no reason to believe that the 

unit will be unable to generate acceptable quality speech when interfaced 

to a computer. Unfortunately, this generation cannot be carried out un­

til the required set of coefficients is available from the computer. This 

data can be obtained from a Fast Walsh Transform which is presently being 

developed. Suitable computer interfacing will also have to be done in 

order for speech to be generate·d. However, this should be a relatively 

easy job due to the flexibility of the input circuitry of the synthesizer. 

Another feature to be added is an audio output stage driven by the digital­

to-analog converter which will allow subjective testing of the quality of 

the speech waveforms produced by the machine. Incorporated with this 

would be the bandpass filter used to eliminate the 200Hz and 12.BkHz error 

signals. 

Once this work has been carried out, it should be possible to 

generate audible speech waveforms. Optimization of the system can then 

- 93 -
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be carried out on a qualitative basis. Parameters that should be adjusted 

to improve the efficiency of the·synthesizer are the basic interval '' 

the number of terms used in the Walsh series, the range in values of the 

coeffici~nts and the range of available Walsh functions. It may also be 

necessary·to expand the size of the digital-to-analog converter to 

accommodate these changes. 

Once it has been optimiz.ed, a simpler unit could be designed by ' 

removing some of the f lex:lbility and redundancy designed into the original 

synthesizer. Then, the unit would become a practical and economical audio 

output device ·for the computer. This, in itself, could be quite useful. 

As an example, consider the following in~ustrial application. Quite fre­

quently, a salesman on the road will require data from the home office 

concerning inventories or customer information. Assuming this data is 

available on the computer at the home office, he could simply telephone 

the computer, relay information to it using a 'touch tone' dial on the 

telephone, and get a vocal response from the speech synthesizer interfaced 

to the computer. A complete data link is thus available between the 

salesman and the computer wherever there is a telephone with a 'touch tone' 

dial. This could greatly increase the salesman's efficiency due to the 

fast, available communications link to the computer. 

A more specialized example of a use of the speech synthesizer is 

in the medical field. Much work has been done to date on the design of 

a practical reading machine for the blind. Most of the problems associ­

ated with the input circuitry and pattern recognition needed to identify 
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the written symbol have been solved. The main obstacle appears to be 

in the output device. Tactile stimulators have been u8ed with questionable-· 

success. The obvious solution would be to use a speech synthesizer as 

the outp~t de:Vice. The coefficients needed to reproduce the sounds of 

the letters or even simple words could be called from the computer under 

control of the pattern recognition software used to determine the written 

symbols. Unfortunately, with present technology, such a system would be' 

quite .complex and therefore not ver1 practical either physically or econ­

omically for the average blind person. However, the cost and size of 

suitable computers is decreasing at.a very hi.gh rate, so that such a 

system could possibly become quite practical in the near future. 

Due to the data compression inherent with the Walsh series, a· 

speech synthesizer might be useful in a communications link. The analog 

· input signal would be analyzed by a Fast Walsh Transform and only the most 

dominant terms saved. These could be then sent over the transmission 

channel to a receiver. The output of the receiver would then be connected 

to a speech synthesizer to reco~struct the analog waveform. Using the 

synthesizer described in this thesis, data reduction of a factor of eight 

can be obtained, thus increasing the efficiency of the transmission 

channel substantially. 

The above-mentioned uses of the synthesizer are all based on the 

generation of speech waveforms. It is evident, however, that basic wave­

forms such as sines, cosines, pulses, ramps and triangle waves can also 

be generated. Data needed to produce these could be obtained from a 
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small read-only memory since a.maximum of only eight computer words is 

needed to produce any of the basic waveforms. Essentially, any periodic 

waveform could be reproduced by storing the correct coefficients in the 

memory. The advantage of using a system such as this as a function gen­

erator is·that waveforms of very low frequencies can be generated. Recall 

that for an input clock frequency of about 6.SMHz the output signal had 

a frequency of 200Hz. The ratio between input and output frequencies is ' 

215 • Th.us, if the input clock frequency were set at O.lHz, which is easily 

obtainable from most clock circuits, the output signal will have a period 

of approximately ninety-one hours. The output period is limited only by 

the lower frequency limit of the input clock. 

For the synthesizer to be used as a function generator, a reduction 

in the error in the representation of the waveform would be desirable. 

Th.is can be accomplished by taking more terms in the Walsh series. Also, 

by generating Walsh functions of order higher than sixty-four, time quant­

ization errors would be reduced. If this were to be done, a larger digital­

to-analog converter would be needed. Thus, the increase in accuracy will 

be obtained at a cost of more circuitry. However, the total cost of the 

unit would still be such as to make the system quite economical as a low 

frequency function generator. 

In conclusion, although the unit has been constructed and operates 

as it was designed to, there is still a great deal of work that could be 

done to make the unit practical. The specifications·of the synthesizer 

as it was described in Chapter 3 are given in Appendix G. Optimization 
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brought about by analysis of the speech waveforms generated by the unit 

may lead to some changes in these specifications. However, it is believed 

that the choice of parameters used in this synthesizer are quite close to 

optimum. 
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APPENDIX A 

FIRST SIXTY-FOUR TERMS IN THE WALSH SERIES FOR BASIC WAVEFORMS 

The following coefficients were obtained by computer program 

using a siow transform technique. The waveforms were sampled sixty-four 

times over their period and equation (2-28) applied to determine the 

coefficient values. Scaling of the coefficients was used to present 

an output waveform of maximum amplitude to simpli'fy error analysis. 

Table A-1 Sine Wave Coefficients f(t) = sin(2'11"0) where e ='t/T 

n C{n) n C(n) n C(n) n C(n) 

0 o.ooo 16 0.000 32 0.000 48 o.ooo 
1 63.000 17 -1.235 33 -0.305 49 -0.616 
2 o.ooo 18 0.000 34 0.000 50 o.ooo 
3 o.ooo 19 o·.ooo 35 o.ooo 51 o.ooo 
4 o.ooo 20 0.000 36 o.ooo 52 o.ooo 
5 -26.095 21 0.511 37 0.127 53 0.255 
6 o.o'oo 22 0.000 38 0.000 54 o.ooo 
7 o.ooo 23 0.000 39 0.000 55 o.ooo 
8 o.ooo 24 o.ooo 40 o.ooo 56 o.ooo 
9 -5.192 25 -2.570 41 0.025 57 -1.281 

10 o.ooo 26 0.000 42 0.000 58 o.ooo 
11 o.ooo 27 0.000 43 o.ooo 59 o.ooo 
12 o.ooo 28 o.ooo 44 0.000 60 o.ooo 
13 -12.530 29 -6.205 45 0.060 61 -3.095 
14 o.ooo 30 0.000 46 o.ooo 62 o.ooo 
15 o.ooo 31 o.ooo 47 o.ooo 63 o.ooo 
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Table A-2. Cosine·wave-C~oefficients f(t) = cost(21T6) where e = t/T 

n C(n) n C{n) n C(n) n C(n) 

0 0.000 16 o.ooo 32 0.000 48 o.ooo 
1 0.000 17 o.ooo 33 0.000 49 o.ooo 
2 63.000 18 -1.235 34 -0.305 50 -0.616 
3 0.000 19 o.ooo 35 0.000 51 0.000 
4 0.000 20 0.000 36 o.ooo 52 o.ooo 
5 o.ooo 21 o.ooo 37 o.ooo 53 o.ooo 
6 26.095 22 -0.511 38 -0.127 54 -0.255 
7 0.000 23 0.000 39 0.000 55 0.000 
8 0.000 24 0.000 40 o.ooo 56 o.ooo 
9 0.000 25 0.000 41 o.ooo 57 0.000 

10 -5.192 26 -2.570 42 0.025 58 -1.281 
11 0.000 27 0.000 43 o.ooo 59 0.000 
12 0.000 28 o.ooo 44 0.000 60 o.ooo 
13 0.000 29 0.000 45 0.000 61 0.000 
14 12.530 30 6.205 46 -0.060 62 3.095 
15 0.000 31 o.ooo 47 o.ooo 63 0.000 

Table A-3. Ramp Function Coefficients f(t) • e - 0.5 where e = t/T 

n C(n) n C(n) n . C(n) n C(n) 

0 0.000 16 o.ooo 32 0.000 48 o.ooo 
1 -32.000 17 0.000 33 0.000 49 o.ooo 
2 0.000 18 o.ooo 34 o.ooo 50 o.ooo 
3 -16.000 19 0.000 35 0.000 51 0.000 
4 o.ooo 20 0.000 36 0.000 52 0.000 
5 0.000 21 0.000 37 0.000 53 o.ooo 
6 0.000 22 0.000 . 38 0.000 54 0.000 
7 -8.000 23 0.000 39 0.000 55 o.ooo 
8 o.ooo 24 0.000 40 0.000 56 o.ooo 
9 0.000 25 o.ooo 41 o.ooo 57 0.000 

10 0.000 26 o.ooo 42 0.000 58 o.ooo 
11 0.000 27 o.ooo 43 o.ooo 59 o.ooo 
12 0.000 28 o.ooo 44 o.ooo 60 0.000 
13 0.000 29 0.000 . 45 0.000 61 o.ooo 
14 0.000 . 30 0.000 46 0.000 62 0.000 
15 -4.000 31 -2.000 47 o.ooo 63 . -1.000 
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Table A~. Triangle Function·coefficients f (t) .. 40 o ~ e < 0.25 
=2-40 o. 25 ~ e < o. 75 

where e = t/T 
=40-4 0.15 ~ e < i.oo 

n C(n) n C(n) n C(n) n C(n) 

0 o.ooo 16 o.ooo 32 o.ooo 48 o.ooo 
1 48.000 17 o.ooo 33 o.ooo 49 o.ooo 
2 o.ooo 18 o.ooo 34 o.ooo 50 0.000 
3 0.000 19 o.ooo 35 0.000 51 o.ooo 
4 0.000 20 o.ooo 36 o.ooo 52 o.ooo 
5 -24.000 21 o.ooo 37 o.ooo 53 0.000 
6 0.000 22 o.ooo 38 0.000 54 o.ooo 
7 0.000 23 0.000 39 o.ooo 55 0.000 
8 o.ooo 24 o.ooo 40 0.000 56 0.000 
9 o.ooo 25 o.ooo 41 o.ooo 57 o.ooo 

10 o.ooo 26 o.ooo 42 o.ooo 58 o.ooo 
11 0.000 27 0.000 43 o.ooo 59 o.ooo 
12 0.000 28 o.ooo 44 o.ooo 60 o.ooo 
13 -12.000 29 -6 .000 45 o.ooo 61 -3.000 
14 o.ooo 30 o.ooo 46 0.000 62 0.000 
15 0.000 31 o.ooo 47 o.ooo 63 o.ooo 

Table A-5 Rectangular Pulse 2 Duti·Ratio 0.5 f(t) = 1.0 o ~ 0 < o.5 
where 0 = t/T 

= o.o o.5 ~ e < i.o 

n C(n) n C(n) n C{n) n C(n) 

0 0.000 16 o.ooo 32 o.ooo 48 o.ooo 
1 50.000 17 o.ooo 33 0.000 49 o.ooo 
2 o.ooo 18 o.ooo 34 o.ooo 50 o.ooo 
3 o.ooo 19 o.ooo 35 o.ooo 51 o.ooo 
4 0.000 20 o.ooo 36 0.000 52 0.000 
5 0.000 21 o.ooo 37 o.ooo 53 o.ooo 
6 0.000 22 o.ooo 38 o.ooo 54 o.ooo 
7 0.000 23 0.000 39 0.000 55 o.ooo 
8 ,0.000 24 o.ooo 40 o.ooo 56 0.000 
9 0.000 25 o.ooo 41 o.ooo 57 o.ooo 

10 0.000 26 0.000 42 o.ooo 58 o.ooo 
11 o •. ooo 27 0.000 43 0.000 59 0.000 
12 o.ooo 28 o.ooo 44 o.ooo 60 0.000 
13 o.ooo 29 o.ooo 45 0.000 61 0.000 
14 o.ooo 30 0.000 46 o.ooo 62 o.ooo 
15 o.ooo 31 0.000 47 -0.000 63 o.ooo 
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Table A-6. Rectangular Pulse; DutI Ratio 0.25 f (t) = 1.0 o ~ e < o.2s 
• where 0 = t/T 

= o.o o.2s ~ e < i.o 

n C(n) n C(n) n C(n) n C(n) 

0 o.ooo 16 0.000 32 o.ooo 48 0.000 
1 25.000 17 0.000 33 0.000 49 0.000 
2 25.000 18 o.ooo 34 0.000 so 0.000 
3 25.000 19 0.000 35 o.ooo 51 0.000 
4 0.000 20 o.ooo 36 o.ooo 52 o.ooo 
5 0.000 21 0.000 37 o.ooo 53 o.ooo 
6 0.000 22 o.ooo 38 0.000 54 o.ooo 
7 o.ooo 23 o.ooo 39 o.ooo 55 o.ooo 
8 0.000 24 o.ooo 40 0.000 56 0.000 
9 o.ooo 25 0.000 41 o.ooo 57 o.ooo 

10 0.000 26 o.ooo 42 o.ooo 58 o.ooo 
11 o.ooo 27 0.000 43 o.ooo 59 o.ooo 
12 o.ooo 28 o •. ooo 44 o.ooo 60 o.ooo 
13 0.000 29 0.000 45 o.ooo 61 0.000 
14 0.000 30 o .• ooo 46 0.000 62 o.ooo 
15 0.000 31 0.000 /,..., o.ooo 63 0.000 ..,. , 

Table A-7. Rectangular Pulse, Duty Ratio 0.125 f(t) = 1.0 o ~ e < 0.125 
where 0 = t/T 

=O.O 0.125 ~ e < i.o 

n C(n) n C(n) n C(n) n C(n) 

0 0.000 16 o.ooo 32 o.ooo 48 o.ooo 
1 12.000 17 o.ooo 33 0.000 49 o.ooo 
2 12.000 18 o.ooo 34 o.ooo 50 o.ooo 
3 12.000 19 0.000 35 0.000 51 o.ooo 
4 12.000 20 0.000 36 o.ooo 52 o.ooo 
5 12.000 21 0.000 37 0.000 53 o.ooo 
6 12.000 22 0.000 38 0.000 54 o.ooo 
7 12.000 23 0.000 39 0.000 55 o.ooo 
8 0.000 24 o.ooo 40 0.000 56 0.000 
9 o.ooo 25 o.ooo 41 o.ooo 57 o.ooo 

10 0.000 26 o.ooo 42 o.ooo 58 o.ooo 
11 0.000 27 0.000 43 o.ooo 59 o.ooo 
12 0.000 28 o.ooo 44 o.ooo 60 0.000 
13 0.000 29 0.000 45 o.ooo 61 0.000 
14 o.ooo 30 o.ooo 46 o.ooo 62 0.000 
15 o.ooo 31 o.ooo 47 o.ooo 63 o.ooo 
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CIRCUIT.DIAGRAMS 

1'63. 

The following pages show the circuit diagrams for the seven boards 

used in t~e synthesizer. All the electronics for the synthesizer, other 

than switches, connectors and lights, are contained on these boards. They 

are labeiled A through G, denoting the order in which they are installed, 

in the board rack. Board A is located on the left side of the machine and 

board G is on the right side. Note that bracketed figures represent pin 

numbers for external connection to the boards. The number and letter con­

tained in each gate gives the location of the gate on the circuit board 

while the numbers on each connection refer to the integrated circuit pin 

number. Refer to Appendix C for physical layouts of the boards. 

The following is a list of the functions provided by each board: 

Board A: Input Register Multiplexing 

Board B: Input Gating 

Board C: Input and Intermediate Registers, Bits 11·, 12, 13 

Board D: Rate Multiplier, Clock Chain and Output 

Board E: Input and Intermediate Registers, Bits 6-10 

Board F: Walsh-Hadamard Function Generator 

Board G: Input and Intermediate Registers, Bits 1-5 
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Figure B-3. Circuit Diagram Board C 

LOAD II ALI 

D'IZ---=ll.!>!:6-......J 
5 

CZ,.221-GND 

cA,nr+s 
~luF. 

D'I :s--,,.-IA:b-'1'---.. 
9 

.<8) 

LctADl3 ALI 
QO) 

1111 

AL.2 

AL2 AU 

81.21 8122 8112 

ALJ. AL4. AL5 

106. 

A 4 

Bll:S 1123 8124 1114 

.-----AB 
<Pl 

l':"-H---------11 
CR> 

'-----Cl 
<14) 

AL6 AL7 AL I 



Figure B-3. (cont'd) 
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Figure B-5. Circuit Diagram Board E 
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