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" "ABSTRACT

This thesis describes the design of a digital waveform synthesizer
based on signal representation by the Walsh series., The evolution of the
machiné design is given, along with a short error analysis. The instrument
was constructed and preliminary measurements indicate output waveforms

well within the bounds given by error analysis.
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CHAPTER 1

INTRODUCTION

There are several methods, of varying complexity, commonly uséd.
~ for the synthesis of waveforms. Techniques range from the simplest,
allowing the generation of only a small class of basic waveforms, to more
sophisticated devices which are programable and can synthesize virtually‘
any arbitrary waveform.v Function generators producing sines, pulsés and
ramps are examples of the simplest methods while a unit such as described
by BdBwetter (6)* for synthesizing speech is indicative of the more complex
methods. |
This thesis describes a unique, all digital device, suitable for
operation as a programable waveform synthesizer and uitimately as a speech
synthesizer. In the design, such factors as cost, simplicity and maximum‘
- flexibility were sought. Also, the prerequisite of minimizing the comF
outer memory needed to produce acceptable speech was an overriding consid--
eration in this work. The result is a waveform synthesizer performing the
Inverse Walsh Transform. The detailed desigﬁ is described in Chapter 3.
To more-clearly illustrage why this method of synthesizing waveforms was
chosen, consider the follpwing possibilities.

The simplest kind of synthesizer that can be interfaced to a com-

* Numbers in brackets refer to the list of references given at the '
end of the thesis.
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;puter Qorks in‘the tiﬁe doﬁaiﬁ and consists‘of‘a word register and a
digital-to-analog converter. Biﬁary numbers, repfesenting the amplitude
of the desired output signal, are fed into the word register aﬁd then
"COnQertgd to the corféct ahalog.voitage. Such .a method has beén success-
fu;ly used in the generatioq of electronic music (1). The accuracy of
this system ié.dependent on the number of Eits in the word register, thch
determinéé how accurately the amplitude iSQrépresented, and the raﬁe at
which ﬁumbérs are fed‘into.the wérd-register.'

There is a minimum aéceptabie sampling rate for quantizing analog
déta ﬁhich is given by Shannon's sampling theorem. -Eor iﬁtelligible speech,
a minimum bandwidth of 3kﬂé is required.. This is the standard usually
adoptéd by telephone companies. If the sampled speech is then limited to
a 3kHz bandwidth, the sampling theorem requires that the sampling rate be

"at least 6kHz. Thus, the word register would have to be updated at least
every 167 useé. This technique requires a great deal of computer memory
to generate the simplest words."Since the avérage spoken word has a dur-
ation of approximately five to seven tenths of a second (16), the minimum

number of computer words needed would be:

. 10%
P - 0.5-)‘ 167
= 3000 words ' o (1-1)

Obviously, if the computer is to have a speech vocabulary of any
appreciable size, a reduction in the number of computer words needed per
spoken word is desirable. One possible methbd is to break speech down into

its basic sounds, or formants (2). The required formants are then generated



sequentially to produce fhe desired words. This results in a reduction 1ﬁ
memory requirements by a factor of up to fifty. On the other hand, there
are increased software problems related to ordering the formants and blend-
ing them together. The problém of analysis of the speech to determine ﬁhe
correct formants also becomes sizeable. |

 The simplest of the time domain systems consists of a bank of com-
puter-controlled analog tape recorders on which are recorded the desired‘
speech., The computer is used to locate the réquired word or phrase omn the
_tapes. Such a system has beén used at the London International Airport for
several years to handle routine‘messages on the pub}ic address system. it
offers the advantage of good fidelity and is quite suitable if a long seriés
of words is often reproduced. However, its lack of flexibility and tendency
to break down due to its electromechanical nature make it unsuitable as a
general purpose waveform synthesizer.

To reduce the amount of computer memory needed to form a given word,
some type of data compression is needed. This is not feasible in the time
domain so it is now necessary to consider the frequency domain. By applying
the Fourier Transform, all time—vatying, periodic waveforms can be converted

" to the frequency domain.' The original signal can be reconstructed by a Qum—'
mation of the components in the frequency domain. This is a straight-forward

application of the well-known Fourier series representation of a signal f(t).

o 0 21nt

£(t) =b_+ I a sin(znnt) + I b cOS( T (1-2)

. o n T o n T ] L.
n=1 . ’ u-1 \

where f(t) is the original signal (or resynthesized signal)

T is the period of waveform £(t).
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More detail concerning the Fourier series is given in Chapter 2.
The coefficients a and bn are found by applying the following formula to

the original signal £(t).

T - .
a = -,%- f f£(t) sin(—zl,tr}-t-:-) dt (1-3)
3 .
b ='-,%- f £(t) cos(—z-,%r-'—t—) dt (1-4)

o

For non-pefiodic waveforms, a similar transform can be made by
arbitrarily choosing T and mathefiatically assuming that the waveform
‘within T repeats outside of T. The transform must then, of course, be
up@ated after every interval T. The analysis is usuall& carried out usiné-
a Fast-Fourier Transform (3). The waveform is sampled at ; rate determined
by the sampling theorem (approximately 6kHz for speech). To calculate
the first N coefficients, N sampI;;Fare used simultaneously by the Fast-
Fourier Transform algorithm. Thus, for speech, a new set of N coefficients
is calculated every N/6000 secondg. These coefficients can then bé stored
in a computer and recalled when desired to generate the origimnal signal
f(t) by using equation (1-2). Note that the amount of data stored in the
computer is the same as with the time domain systems. The computer must .
supply N coefficients every N/6000 seconds, or one word every 1/6000 seconds,
which is equivalent to the l67usec rate for the time domain system.

The amount of data stored in the computer can be reduced without
appreciable degradation of the output signal simply by saving only the

most dominant terms of the summation of equation (1-2). For instance,

for speech (11), generally the first sixty-four coefficients are calculated’



using the Fast-Fourier Transform (N=64) . Thus, the coefficients are up-
dated every 64/6000 seconds, or 10.67 milliseconds. Of these sixty-four
usually only eight of the dominant* terms in the Fourier domain are suf-
ficient to reproduce speech so that it may be understood. Previously
published work done by Campanella and Robinson (11) demonst:ates the
feasibility of this approach. Their work has shown that the original sig-
nal can be reconstructed with sufficient accuracy to be suitable for sat-
ellite transmission of voice using only eight data words every 10.67 milli-
seconds. This gives a factor of eight saving on’the amount of computer
space needed to reconstruct the output signal.

However, a system of waveform synthesis using the Fourier series
is gen;rally not practical. The computer must not oniy supply the correct
coeffiéients at thé pfoper time, but it must also control the generatioh
. of the sine and cosine waves. Typically, eight out of a possible sixty-
four sine and cosine waves must be generated and these must have accurate
phase and f?equency relationships. Such a system is ver§ difficult to
realize in hardware form since the digital computer must control the analog/
'circﬁitry generating the wéveforms, requiring a great deal of digital—to-‘
‘analog and analog-to-digital convefsion. A more simple solution is the
generation of the sine and cosine waves by software. However, this ties up

a great deal of computer time and essentially eliminates the advantages of

* Those coefficients a and b_ having the largest absolute value are
said to be dominant. The largest aBsolute valued term is the most dominant,
the second largest absolute valued term the second most dominant, and so on.



Fourier Series synthesis; Id;ally, a ﬁardw;re deyice, easily interfaced to
the computer, and capablé of pro&ucing the required phase and frequency re-
lated waﬁeforms, should be devéloééd to cafry out the synthesis. |
,Thevébvious solution would be to seérch for wavéforms, 6tﬁer than
sines aﬁd.coéines, that éanAbe used ﬁo perform transformations, but ﬁbich
are mofe'sui;able to computer control. The property of sines and cosines
fhat make them useful»in.the Fourier series is tha£ they have the math;. ‘
Aematical property of ofthogdnality.' In 1923,.J.‘L. Walsh discovered
apother set of orthogonal funétioné'which became knowm as Wa1sh functions
‘(4). These fuﬁctions are binary in nature, having yalués of either +1
ér -1. Thus, they lend themselves nicely to digital logic by assigning
the valﬁé’+1 to logical 1 and -1 to logical 0. A Walsh function genera-
tor that can generate any of the first sixty-four Walsh functions with
vproper phase and frequency relationships can be designed quite simply.
A typical generéfor is described in Chapter 3. The mathematical repres-
entatién-of the Walsh_serieé-is'almost exactly analogous to the Fourier
gseries. This relationship is discussed fufﬁher in'Chapter 2. Thus, thé
desired signal can be derived ffom the following infinite series which

is defined as the Walsh series expansion'of,f(t).

£(t) = Y c(n) WAL (n,0) | (1-5)
n=0 .

where WAL(n,0) is the nth Walsh function.
Again, in a practical situation, the signalAcan be reconstructed
using only the most dominant terms, allowing a reduction in the amount -

of computer memory needed to derive the speech output signal. Computer



interfacing is much simpler than it would be for a Fourier series syn-
thesis since the Walsh function generator, and indeed all of the Walsh
series circuitry, can be made out of &igital logic. There is one other
advantage to using Walsh functions instead of sine and cosine waves.
From a Fourier analysis of the Walsh functions, it is obvious that all
of them contain a large number of high frequency components (5). A great
many speech sounds also contain a large number of ﬁigh frequency compon-
ents. Thus, a more accufate reproduction of speech can be obtained from
the first sixty-four Walsh functions, for example, than the first sixty-
four sine and cosine functions. For these reasons,. it was decided that
the design of the speech synthesizer should be based on the storage of
data i; the Walsh domain and resynthesis of the speecﬁ by performing the
mathematics of equ#tibn (1-5).

In the last few years, résearch in speech synthesis by Walsh
functions has been actively pursued by BBfwetter (6). His preliminary
results, choosing dominant terms from among the first sixteen Walsh func~
tions, and using a constant update time of 4 milliseconds, have shown that
'speeéh synthesis using one or two doﬁinant terms per interval produces
good sounding speech which is highly intelligible. |

Thislprevious work demonstrates the feasibility of synthesizing
speech using the Walsh Transform. However, this device and others like
it do not fully take advantage of the binary nature of Walsh functions in '
that the circuitry used is, to some degree, analog. The device to be de-

scribed in this thesis is completely digital except for the digital—to—.



analog converter on the output. Great efficiency and simplicity have been .
achieved by this method of design.

In the following chappers, the evolution of the design of the de-
vice is given, along with the results obtained. Chapter 2 deals with the
mathematical fundamentals of the Walsh series and includes an algorithm for’
the generatioﬁ of Walsh functions. Some mention is made of the properties
of speech and how they influenced the design of the apparatus. Chapter 3
gives the system layout and the detailed design. The results obtained and
a discussion of errors can be found in Chapter 4 while Chapter 5 discusses

the potential uses of the device and what work is left to be done.



CHAPTER 2

A THEORETICAL BACKGROUND FOR ORTHOGONAL TRANSFORMATIONS

The previous chapter contained a brief outline of the mathematics
involyed in the design of a speech synthesizer based on the Walsh series.
In the following pages, a more thorough examination of the mathematics
is given, starting off with general theory of orthogonal functions followed
by the specific cases of the sine and cosine functions, Walsh functions
and Hadamard functions.* Finally, there is some discussion concerning
those properties of speech that must be considered in adapting the Walsh
series into a practical speech sjnthesizer.

2.1 Orthogonal Functions

A system of functions {f(n,x)} is defined as being orthogonal in
the interval a < x < b if the following is true:

b

J’ f(m,x)f(n,x)dx = c8, n (2-1)
a

where § =14if m=n
m,n
0 if m#n

Cm is a constant.

If the constant Cm is equal to unity for all m, then the system of

functions is said to be orthonormal. A thorough discourse on orthogonal

% Hadamard and Walsh functions are related in a manner to be dis-
cussed later.
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functions is given in a recent book by H.F. Harmuth (7).

An important property of orthogonal functions is that they are
linearly independent, Itlis this propérty that leads to their usefulness
in the series representation of a function. For instance, the function
| F(x) can be represented by a series of orthogonal functions as follows:

F(x) = : c(m)f(n,x) (2-2)
n=0

This series representation is useful only if the coefficients
<(n) can be evaluated. To determine a particular coefficient c(k), both
sides of (2-2) are multiplied by f(k,x) and both sides integrated over

the interval of orthogonality.

b | b
j' F(x)f(k,x)dx = ¥ c(m)f(n,x)fk,x)dx (2-3)
: n=0
Ly b
= I f cm)f(n,x)f(k,x)dx
n=0

‘Due to the orthogonal nature of the functions, f(j,x), all terms on the
right side of the equation will vanish except for the kth term. There-
fore,

b b
f F(x)f(k,x)dx = c(k) f £ (k,x) £ (k,x)dx (2-4)

a - a

Furthermore, if the functions are orthonormal, the integral on the right
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side will be unity. Thus, the value of the coefficient is:

b . L
c(k) = f F (x) £ (k,x)dx ' o (2-5)

a

The other coefficients can be evaluated in the same way. Once all the
coefficients have been evaluated; the original function F(x) can be re~
constructed using equation (2-2). Specific examples of systems of ortho-
gonal functions will now be considered.

2.2 The Féurier Series

The Fourier series is based on the fact that the sine and cosine
functions are orthogonalvover the interval O to 2n. This is evident from

the following trigonométric relations:

2r
J/. sin(mt)sin(nt)dt = ﬂﬁm n n,mf0 (2-6)
: »
=0 norm=0
T I .
cos(mt)cos(nt)dt = nGm n n,m#0 (2+7)
. 9
0
= 217 mand n=0
w .
./% cos(mt)sin(nt)dt = 0 (2-8)

0

Thus, the set of functions {sin(mt), cos(mt)} are-orthogonal over the



12.

interval 0 to 2m. Similarly, the set of functions

2rmt 2rmt
1n(7,;,m> s COS (;m)

are orthogonal over the interval 0 to T. This second set of functions is

useful in a Fourier series for the reconstruction of a waveform having a
basic period of T. The waveform may then be evaluated by using the

following Fourier series:

f(t) = ¥ a sin Zmnt + T b cos 2mat (2-9)
n T. n T .
n=0 n=0

Note that, for n=0, the sine function is zero and the cosine function is

unity so equation (2-9) may be rewritten:

, _ ® 2mnt 2mnt _
£(t) = bo + nil [%n sin (_T_—) + bn cos (ﬁf—%>] (2-10)

The term bo represents the DC offset to the signal f(t) since it
is time independent.
It is now necessary to evaluate the coefficients a, and b,. To

3 k

~determine aj, both sides of equation (2-10) are multiplied by sin 2%15
and integrated over the interval of orthogonality. Thus, the coefficient

éj is given by:

T
éj = -% f f(t) sin (3’-':}5) dt (2-11)
0 .

Similarly, the coefficient bj is given by:
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. A .
bj = —,%— f £(t) cos (_2_1!%&) dt (2-12)
0

Finally, the coefficient bo must be evaluated. This is done by simply
integrating both sides of equation (2-10) over the interval of orthogon-~

ality giving:

. L T .
bO = 7 £(t)dt : \ ' (2-13)

0 ' :
This represents the average value, or DC offset, of the signal'f(c).

In summary, then, all periodic functions of time can be represented
by a Fourier series. This series is a summation of sine and cosine waves
of varying amplitudes having fixed phase and ffequency relationships.

The amplitude of each of the terms is given by their coefficients which
are determined by equations (2-11), (2-12) and>(2—13). Note that the sum-
mation is made up of two classes of functions, sines and cosines, which

are odd and even respectively. It is evident that by introducing a phase

term the summation can consist of only one of these classes:

f(t) = T a_ sin (2ﬂnt + ¥ ) (2-14).
n T
: n=0
However, it ié often convenient to keep the functions separated
as in equation (2-10). In dealing with Walsh functions, it is also

possible to keep the odd and even functions separated, as will be discussed

in the next section. Other considerations make it practical not to do so,
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however, and the Walsh series finally used will consist of only one class
of functions.

2.3 Walsh Functions

As was mentioned in Chapter 1, there are several problems in the
hardware implementation of the Fourier series. Thus, it is desirable to
use'another sét of orthogonal functions more adaptable to a practical
system. Such a set of functions are the Walsh functions.

Figure 2-1 illustrates the first sixteen Walsh functions. The
functions alternate between +1 and -1 in value. The functions repeat
after the basic time interval. Notice that they have been subdivided intd.
two classes, SAL(n,90) and CAL(n,6) representing the odd and even functions
respectively in accordance with Harmuth's notation (7). The functions
can also bé considered as being of one class of functions WAL(n,6). The
relationship between the two notations is:

WAL(2n,6) = CAL(n,6) (2-15)

WAL (2n-1,6) = SAL(n,0)

m=1, 2, 3, ceeees

It is obvious that, in general, the locations of the zero.cross—“
ings of the Walsh functions are not evenly spaced. For this reasom, the
standard concept of period and frequency used for sine waves is not valid
for Walsh functions. Instead, a new parameter, called sequency, is de-
fined. This number, n, is defined as one-half the average number of zero
croséings per second. The Walsh functions in Figure 1-1 are ordered by
their sequency, from zero to eight. Note that the concept of sequency 13

difficult to apply to the WAL(n,6) notation since adjacent pairs of the



/
Figure 2-1. First Sixteen Walsh Functions

WAL( 0,0)
WAL( 1,0)
WAL( 2,8)
WAL( 3,8)
WAL( 4,0)
wAL( 5,0)
WAL( 6,8)
WAL( 7,0)
WAL( 8,8)
WAL( 9,0)
WAL(10,0)
WAL(11,0)
WAL(12,0)
WAL(13,0)
WAL(14,0)

- WAL(15,0)

+1

+1
o

0 >

-1
+1r““'
-1

+1—

1

+1
S

+1

1
Al

+1

+1
|

SAL( 1,0)

CAL( 1,0)

15 3

SAL( 2,9)

CAL( 2.6)
SAL( 3,0)
CAL( 3.8)
SAL( 4,6)
CAL( 4,0)
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functions WAL(n,6) have the same sequency. In any event, for the CAL(n,8)
and the SAL(n,8) notation, the first number listed is the sequency and
the second number is the position variable, ranging from zero to one.

For functions of time, 6 can be defined as:

0 =

Hler

wherg T is»the intervaliof orthogonality, or the period of the Walsh ~
functions.

Walsh functions are usually formed froﬁ the product of Radémacher
functions (9). The nth Rademacher function is WAL(Zn-l,B). These functions
are easily genera;ed since they are simp;y square WQQes having 2" zero
crossings per interval. Using the following relation, one can obtain
other Walsh functions from the Rademacher functions:

WAL (h,0) x WAL(k,0) = WAL(h @ k,6) (2-16)
where € repreéents conversion to binary and a bit-by-bit modulo-2 é&d—
ition and a conversion back.

The sole exception ié WAL(0,9) which is defined to be +1 through-
out the interval. For example, consider the product of the second and
third Rademacher functions, WAL(3,6) and WAL(7,0).

WAL (3,6) x WAL(7,6) = WAL(3 @ 7,0) 4 . (2-17)

The € operation is carried out as follows:
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Therefore, WAL(4,6) = WAL(3,6) x WAL(7,6) | (2-18)
Similarly, other Walsh functions can be generated. This.technique can
easily be adapted to a hardware realization (8). Figure 2-2 shows a
typical circuit. The Rademacher functions are generated by a binary count-
er and the multiplication is carried out by exclusive-or gates.

The above tecﬁnique becomes quite complicated when high order
Walsh funcfions are to be generated. Thus, another approach must be de-
veloped. To this end, Siemens and Kitai (9) produced an algorithm for
the generation of Walsh functions using a reverse-order Gray code to de-
termine which Rademacher functions should be combined to produce the de-
sired Walsh functions. For its implementation, the-time interval T must
be divided up into equal sub-intervals during which all Walsh functions
under cpnsideration will maintain a constant value. TFor instance, if, the
first eight Walsh functions are to be generated, the interval T will be
divided up into eight sub-intervals labelled zero to seven. These are
called the position numbérs. Refer to Figure 2~3. The value of the jth
Walsh function at position number k is found by manipulating the binary
chings of the numbers j and k in the following manmner:

1. Convert the Walsh number j to binary form.

2. Convert the binary coding of j to Gray code.

3. Reverse the order of the bits of this number.

4. Convert the position number k to binary form.

5. Form a bit-by-bit logical product of the ﬁumbers formed in

steps three and four.



Figure 2-2. Walsh Generator Based on Products of
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Figure 2-3. Illustration of Position Numbers for WAL(5,9)
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Figure 2-4. Binary to Gray Code Conversion
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where 8 represents modulo-2 addition
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6. Calculate the parity of the number formed in step five.

7. If the parity is even, the value of the Walsh function is +1.

If the parity is odd, the value is -1.

For a numerical exémple, the following is a calculatiqn~of the

value of the fifth Walsh function at position number 3.

1.

2.

310 =

101 =

10

101

111

111

011

011

Binary Code ; Walsh number
Gray Code

Bif order reversed

Binary Code - Poéition number

Bit-by-bit logical product

Parity is even (there are an even number of omnes)

The fifth Walsh function has value +1 at position number 3.

The binary to Gray code conversion is carried out by modulo-2

“addition of the adjacent bits of the binary coded number. Figure 2-4

details this éoncept.-

This algorithm adapts very well to both software and hardware

implementatioﬁ. A very simple Walsh function generator based on this

algorithm is described in the next cﬁapter.

2.4 The Walsh Series

The usefulness of Walsh functions in the series representation '

of a signal is based on the fact that they are orthonormal over the in-

terval 0 £ 6 < 1. The orthonormality of the Walsh functions can be proven

quite easily.

Consider equation (2-16). By integrating this equation over the
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interval 0 ¢ 6 < 1, the following result is obtained:

1 , 1 ~
f WAL(h,8) x WAL(j,0)do = f WAL(h ©® j,0)do (2-19)
0

0
‘The right side of this equation represents the average value or
DC offset of the function WAL(h ® j,0). Since all Walsh functions (except
WAL(0,6)) are made up of the product of Rademacher functions having an
average value of zero, the average value of any Walsh function is zero
except for WAL(0,8). Thus, the right side of equation (2-19) is zero

except when h® j =0. If h® j =0, then h = j. Thus:

1
f WAL(h,8) x WAL(j,8)de = O h # j (2~-20)
5 .
1 1
f WAL(j,6)WAL(j,0)de = f WAL(§ @ j,0)do
o o (2-21)
1
= f WAL (0,6)
0
= 1

The above is true since WAL(0,6) is equal to one throughout the
interval zero to one. It is the only Walsh function to have.a DC offset
value. Thus, the Walsh functions are proven to be orthonormal over the
interval 0 < 6 < 1.

Being orthonormal, the Walsh functions can be used in a series

expansion of a signal. This series is sometimes referred to as the
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Walsh-Fourier series but in this thesis it will be designated the Walsh
series and is defined as:
£(t) = ¥ c(n)WAL(n,0) o L (2-22)
S n=0 . ’ -
Alternatively; the series can be written in terms of the odd and

.even functions, analogous to equation (2-10) for the Fourier series:

M 8

£(r) = a_ WAL(0,0) + {an SAT.(n,8) +'bn C-AL(n,G,} - (2-23)

1

7

For simplicity, the form of equation (2-22) will be used. The
coefficients c(n) of equation (2-22) can be derived by minimizing the

mean squared error (EZ) between the function £(t) and its series repre-

sentation.
' 1
Z = [ [e®) - F cmuaLa,0) ] e (2-24)
1 R 1
2 ©
= f £5(e)de - 2§ c(n) f £(t)WAL (n,0)do
0 . n=0 0
l N
+ ¥ T c@mem) f WAL (n, 6) WAL (m, 6)d0
n=0 m=0 0

From equation (2-20) and (2-21),

1
J AL (0, 0) VAL (m, 03d0 = 8 (2-25)
0

Therefore,
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1 1
Z = [fiwae -2 § e [ f(uaL@,e)ae (2-26)
o n=0 0 B
+ ¥ PEm
=0

To determine a specific coefficient c¢(j) minimize the mean square error

with respect to c(j).

' 1
e _
o of .f(t)WAL(j.,e)de +2c(j) = 0O
Therefore,
1 -
c(j) = f £(L)WAL(S,8)de (2-27)
0 .

. Thus, the coefficients can be evaluated By equation (2-27) and the
oriéinal waveform f£(t) reconstructed by applying equation (2-22).
The integral on the right side of equation (2-27) can be approxi-
mated by a finite series by sampling the signal f(t) a finite number of
times., If the signal is sampled N times during the interval 0 £ 6 < 1

then the coefficient can be approximated by the following:

N
I £ WAL(J,0
k=0

2 |

(i) = QD (2-28)

where fk is the value of f£(t) at the kth sampling instant and WAL(j,ek)
is the value of WAL(j,0) at the kth sampling instant.

This technique was applied to calculate, by computer, the co-

efficients of the first sixty-four Walsh functions for common waveforms
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such as sines, cosines, triangle waves, rambs and rectangular pulses.
The algorithm developed by Siemens and Kitai described earlier was used
to software generate the Walsh functions required in equation (2-28).

‘ The results of the calculafions aré given in Appendix A.

2.5 Hadamard Functions
‘The question should be posed as to whether Walsh functions aré the
6ptimum set of orthogonal functionsvto be used in the series representatibn
of a signal; The Siemens-Kitail algorithm for Waish functién generation
mentioned earlier is seen to contain a gfeat deal of code conversion.
For insfance, in step two of the algorithm, the Walsh funétion numbér is
converted from binary code to Gray co&e.. In the following step, there
is a reversal of the order of the bits which is another code conversion.
Since both these steps are really a one-to-one mapping from one set of
'numbers to another, it is obvious that, if functions were generated by
the algorithmvomitting steps two and three, these new functions would also
be orthonormal. In fac;, they ﬁould be Walshlfunctions that have been
reordered. The second.Walsh function in one system might become the third
in another sysfem, for instance. Thé code conversion was originally‘in-.
cluded in the algorithm so that the Walsh functions would be ordered in
~terms of their sequency. Although this is a useful property from a math-
ematical sense, its elimination can greatly simplify the generation of the
orthonormal functions.
The new set of functions that are not brderéd'in terms of their

sequency are called Hadamard functions. The first sixteen of these are
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shown in Figure 2-5. 1If the Hadamard functions are represented in matrix
form, with the rows representing the function numbers an& the columns
representing the position numbers, certain symmetries become evident,
making the matrix easily generated by software techniques. Figure 2-6
shows a sixteenth order Hadamard matrix.

The Hadamard functions can also be generated using an algorithm
similar to that used for Walsh functions:

1. Convert the ﬁadamard number j to binary form.

2, Convert the p&sition number k to binary form.

3. Form a bit-by-bit logical product of these numbers.

4. Calculate the parity of the number formed in step three.

h Hadamard function at position

5. If the parity is even, the jt
k is +1. Otherwise, it is -1.

Due to the similarity of the algofithm for the generation of Walsh and
Hadamard functions, a single hardware generator, with suitable gating,
;an be used to generate both. Such a generator is described in the
fdllowing chapter,

In summary, then, Hadamard functions are useful in the series
representation of a signal due to the ease in which they can be generated, .
both in software and hardware. Walsh functions are also used since they

are sequency ordered and thus more mathematically attractive.

2.6 Application of the Walsh Series to Speech Synthesis

The major problem in using the Walsh series in the generation of

speech is the determination of the coefficients c(n) in equation (2-22).
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"For basic functions that can be described mathematically, such as sines,
ramps and triangle waves, equation (2-27) can be applied'directly to .
evaluate the coefficients. However, speech waveforms are generally more
complicated and cannot be described mathematically. Therefore,;a sampling
technique must be used. The amplitude of the waveform is sampled regularly
and, by using algoritﬁms such as the Fast Walsh Transform, the coefficients
can be evaluated. The Fast Walsh Transform is analogous to the Fast Fourier
Transform. The latter is used to evaluate the coefficients needed for the
Fourier series representafion of a signal (10).
Using the Fast Walsh Transform, N samples qﬁ the signal are used
simultaneously to generate N coefficients. The process is continuously
£epeatéd to generate other sets of N coefficients. Tﬁis is necessary
because generally speech waveforms are not periodic. Thus, the coefficients
.will/change.in value with time and must be updated by the algorithm. These
sets of N coefficients may then be applied to equation (2-25) to generate
the output signal.

' The question obviously comes to mind as to how often should the
" gsets of coefficients be updated. Also, how large should N be? Both of
these factors will affect the accufacy of the generated output signal.
If this signal is changing form rapidly, then a high update rate is needed.
If the analysis of the signal shows that there are many high sequency com-
ponents, then the Value of N should be large. Both the update rate and the
value of N will affect the rate at which the original signal is sampled.

Obviously, the determination of the update rate and the value of



29.

N will be dependent on the nature of the speech waveform being analysed.

This poses a difficult problem since very little speech ;nalysis in the

Walsh domain has been carried out. For this reason, the determination of

these parameters is largely based on educational guess-work and some prelim-

inary results of other researchers at McMaster University*. The hardware

device described in tﬁe next chapter was designed to be flexible enough to

allow relatively easy modification of the update rate and the value of N.
Recall also fhat not all N coefficients need be used in the generation

of the speech waveform. Déta compression is carried out by choosing only the

M most dominant coefficients, in absolute value. Thus, equation (2-25) be-

comes:

=

CE(t) =

[ )

Cy WAL(kn,e) (2-29)
n=1 n

where Ck is the nth most dominant coefficient selected from a set of the
n

first N coefficients. The value of M must also be chpsen, based on the
characteristics of the speech waveform.

To select an appropriate value for N, a 'worst-case' speech waveform
should be used. Analogous to the square wave requiring many terms to be
reproduced accurately by a Fourier series, a sine wave requires many Walsh

function terms to be reproduced accurately by a Walsh series. The vowel

* Y. Y. Shum and A. R. Elliott are developing a Fast Walsh Transform
working on real-time analog signals with the capabilities of varying the
number of samples N, as well as the time interval for the update. This will
be applied to the analysis of speech.
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sounds such as |u| most closely approximate a sine wave. A éequency analysis
of this sound is given by Campanélla and Robinson (11) and their results, |
‘shown in Figure 2-7, illus;rate that the coefficients of Walsh functions of
ﬁigh order are generally quite small. Thus, if N is set to be éixty-four,
this shouid Ee adequate to represent most speech waveforms.

The update frequency is a compromise between accuracy of the geni,
erated waveform and the number of coefficients that must be produced iﬁ a
given interva1 of time. As mentioned in the previous chapter, the sampling
theorem implies a minimum update réte of 10.67milliseconds for a signal of
bandwidth 3kHz. For flexibility, a factor of 2 was included in the hard-
ware synthesizer leading to an update rate of 5milliseconds.~ A possibility
to be conéidered at this time is the use of a variable update frequenéy.
If the speech waveform were rapidly changing, such as it would with the
hard consonant sounds, a high update frequency would be used. For vowel
sounds, a lower‘frequéncy would be used. While this adds slightly t6 the
complexity of the system, the séving in data needed to produce the sounds
could be substantial. However, there is a basic limitation associated with
usiﬁg a variable update frequency which is discussed in section 4-1. For
simplicity, a variable sample rate feature was not implemented in the hard-
ware and a fixed rate of Smilliseconds was used.

With N = 64 and an update rate of 5milliseconds, the Fast Walsh
Transform will require the original waveform to be sampled at a rate of
12.8kHz  (64/(5 x 10™)Hz).

The next parameter to be evaluated is M. Again referring to the
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'worst-case' signal of the vowel |u| it is seen that the largest six'co—
efficients have substantiélly greater amplitudes than the remainder.
Again, leaving a margin of flexibility, it was decided that the eight
most dominant coefficients for speech sounds analysed in the Walsh Domain
(see Campanella and Robinson (11)) would probably be sufficient for in-
telligible speech reproduction. This conclusion is supported by indepen-
dent speecﬁ synthesis accomplished by BbBwetter (6) using one or two
cominant terms.

Finally, the range in the value of the coefficients must be
chosen. Both positive and negative valued coefficlénts can be used.
Within- the field of sixty-four Walsh coefficlents, the system presented
here can only.use the eight most dominant. Within this set of eight
most dominant terms the ratio of the absolute value of the most dominant
‘coefficient to the least dominant coefficient (ignoring any zero valued
coefficients) for some basic waveforms is listed in Table 2-1. As can
be seen, the maximum ratio is 48.5 to 1. Thus, again including a mar-
,gin of flexibility, a ratio of 64 to 1 was chosen for the coefficients.
They can have any integral value from -63 to +63.

In summary, the waveform synthesizer will be required to calculate
the summation of equation (2-29) once every five milliseéonds. The sum-~-
matibn will consist of a maximum of eight terms selected from the first
sixty-four Walsh functions. If only six terms are actually neede&, for
examplé, the remaining two can be set to zero with no detrimental effect.

The value of C, can vary from -63 to +63. The next chapter discusses

k
n
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Table 2.1 Ratio of Walsh Coefficients for Basic Waveforms

Waveform Most Dominant Least Dominant Ratio X
Coefficient Non-Zero (X:1)
(Abs. Val.) Coefficient

(Abs. Val.)

Sine 63 1.3 48.5

Triangle 48 1 1 16
Ramp 32 1 32

Speech |u]| 36 10 _ 3.6



the hardware implementation of such a synthesizer.
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CHAPTER 3

SYSTEM DESIGN AND IMPLEMENTATION

In order to generate the series of equation (2-29), subject fo:
the constraint of using only the dominant eight terms of the first sixty-
four Walsh functions, the design must be able to handle programable Walsh
function inputs, multiply them by their coefficients, and add these terms
together., It would be advantageous to do the total operation digitaliy o
sinée it has been presumed that the coefficients will be produced in bin-
ary form by a computer. Assuming a programable Walsh function generator
exists, the system of Figure 3-1 will generate the required Walsh series. -
Each of the eigﬁt Walsh functions are multiplied by their coefficients
and the results are summed in a binary adder. This sum is converted from
a binary number to the required amplitude of the waveform by the digital
to—-analog converter. . The process is repeated each time any of the Walsh
functions changes value so the output can be updated. The coefficients
themselves would be periodically updated by the driving computer so the
output will reproduce the required w%veform.

Although this system is attractive in that it is entirely digital,
it 1s not very efficient in that eight distinct Walsh function generators
and multipliers are required. In the Interests of economy, a multiplexing
system, which would use one Walsh function generator and one multiplier |
to sequentially produce the required terms of the sum, is desirable. It

now becomes necessary for the binary adder to have a memory element in it

- 35 ~
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Figure 3-1. Digital Waveform Synthesizer

C
k] ]
X
WAL "
GEN
(4]
=
= . o
&5 a f(t)
.%— ® i D-A Em—
o
i . =
E [aa]
=
(o]
© C
kg 1]
X
WAL ]
GEN

Figure 3-2. Multiplexed Digital Waveform Synthesizer

(O]

=

= e L] T, =

& L n | L S= f(t)
g' § — X :‘g D-A p—oi>-

— l [o'4

& = GEN =E

- o — =

- = o R

[«

5

[ & ]




37.

to store the partial sums as each additional terﬁ is being calculated.
Such a system is shown in Figure 3-2.

This system is somewhat simpler than the first in that only one
Walsh function generator and one multiplier are needed. On the other
hand, it is made more complex in that some sort of storage element is
needed in the adder to hold the partial sum as each additional term is -
added sequentially by the multiplexer. The multiplexer itself will also
hgve to store eight words contaiﬁing the desired eight coefficieqts and
their corresponding Walsh function numbers. Control logic to sequentially
select the coefficients is also necessary.

The other consideration with the multiplexed system is speed. It
takes eight times as long to arrive at the sum to send to the D/A con-~
verter with the multiplex system than with the first system. However,
since only audio waveforms are Being generated, this is not a serious
problem. More mention will be made of the timing problem in multiplex
systems later in this section,

The major drawback to the system of Figure 3-2, however, is the
multiplier. A circuit to multiply two binary numbers of arbitrary sign
together is generally quite comple# and sléw. Great simplification can
be obtained with the realization that the absolute value of the Walsh
function is always unity. Thus, instead of multiplying the two numbers
together, the Walsh function and sign of the coefficient can be logically -~
combined; If the Walsh function and coefficlent have the same sign, theﬁ

the absolute value of\the coefficient can be directly added to the partial
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sum in the binary adder. If the signs are different, the absolute valué'
of the coefficient should be subtracted from the partial sum in the adder.
This system is shown in Figure 3-3.

The complexity of the adder circuitry has increased substantially
from the first system. It would be desirable to modify this circuiltry in
order to simplify'the system. One technique to do this is to conmvert the
absolute value of the coefficient into a seriles of pulses, For instance,
ifICk | = 37, then thirty-seven ﬁulses would be produced. These pulses
couldnthen be simply counted in a binary up/down counter. The direction
of the count would again be determined by the Walsh function generator
and the sign of the éoefficiént. By using such a system, the complex
adder/subtractor with memory is replaced by a binary up/down counter, whose
circuitry inherently contains the required memory.

A circuit is now needed to convert the absolute value of the co-
efficients into a string of pulses. Such a circuit is the rate multiplier
to be described in section 3.3. Basically, the rate multiplier is a

'black box' having a clock input, a series of k control lines and an out-

G

n
and a clock signal of frequency fIN is placed on the clock input. The

put. A binary number (in this case ) is placed on the control lines,

output consists of a series of pulses having frequency fOUT'

f = f

Qo
outr - ‘iNn * B (3-1)

where a is the binary number on the k control lines and B = Zk.

For instance, if a six bit rate multiplier is fed with a lkHz

clock input and the number sixteen is placed on the control lines, the
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'output'ffequency would be:

£ = 1kHz x 16

oUT 64 (3-2)

250Hz

' Tﬁhs, by correct clocking of thé rate multiplier, the output will
coﬁsist of a series of pulsés beariﬁg a difect relationship to the bihary
number piaced on the coﬁtrol lines. A system of waveform synthesis using
"~ a faté multiplier and.an up/dowﬁ counter is shown in Figure 3-4. This is
essentially‘the layouf of tﬁe synthesizer to bé discussed in the following
pages. A more detailed diégraﬁ of the system layout, with additional timing
and interfacing qirCuitfy, is given in F;gure 3-5., |

The eight inputvregisters are loaded sequentially either directly
froﬁ the computer or manually through the use of panel switches. A multi-
- plexer is used to determine which register is being loaded with the data.
The multiplexer can be computer controlled or advanced wi;h the 'buffer
select'»switch in the manual mode.

At the beginning of the interval between updates of the coeffic-
ients, the Walsh function generator is set to the zero position number and
a LOAD signal is sent to the registers. This transfers the da;a in the
input registers to a set of intermediate registers. Thus, the loading of
the input registers can be carried out entirely independently of the rest
of the device as long as all eight input registers have been loaded in the
‘time between updates of the coefficients., This length of time (which is

5 milliseconds for the system) will be referred té as the basic tiﬁe
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~ interval and will be denoted by ¢.

To more easily‘understand the operation of the instrument, refer
to the timing diagram, Figure 3-6. A multiplexer connected to the output
of the intermediate registers is initially set to connect register one to
the following circuitry. The coefficlent in register one is applied to
the rate multiplier which in turﬁ provides from zero to sixty-three pulses
in the interval ¢/(64x8). These are then fed to the up/down counter. The
direction of the count is determined by the sign of the coefficient and the
value of the Walsh function. At the end of this interval, a pulse is sent
from the rate pultiplier to the three bit counter, chanéing the levels on
lines A, B and C. This advances the multiplexer to register 2 and the pro-
cess is repeated. Finally, after an interval ¢/64, all eight registérs
will have been sampled and the up/dowﬁ counter will contain the correct sum
to be éonverted to the output signal. A synch pulse is derived from the
" states of lines A, B and C and results in the contents of the up/down
counter being transferred to the output register, which in turn is connected
to the digital-to-analog converter used to produce the analog signal f(t).
_At the same time, the counter is cleared so that a new sum can be evaluated.
Finally, a signal is sent to the Walsh function generator to ddvance it to
the next position number. The eight intermediate registers are again
sequentially sampled to produce a new sum after another interval of ¢/64.
This process is repeated a total of sixty-four times during the basic
;nterval. Thus, sixty-four sums are evaluated and the output is updated
sixty-four times during ¢. This is necessary since the highest order

Walsh function to be generated will change value sixty-four times in the
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Timing Waveforms for the Synthesizer

Figure 3-6.
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‘basic interval. At the end of the iﬁtErQal, a LOAb pulse is derived ﬁhicﬁ.
transfers new data from the input registers to the intermediate registers
and the whole process is repeated. |

;ﬁ suﬁmary, then, the basic interval ¢.of Smilliseconds is divided
into sixt&-four sections. A new sum is evaluated’at the end of each of
thése secﬁions (every 5/64milliseconds or about 78microseconds) ahd‘the
output is updated; Theée sections are in turn subdivided into eight sub-
¥ sections of approximately 9,8miéroseconds,,each devoted to one of the éight.:
intermediate registeré.‘ Dufing the interval of one of these subsections,
up to sixty-four pulses must be provided by the rate multiplier. Thus,
the perio& of the input_waveform must be'one sixty—féurth of the length
of the subsection. Thié leads to a pefiod of approximately 153nanoseconds
or a frequency of 6.6MHz. The actual ratio of the interval time ¢ and the
. input clock period is 215 or 32,768.

The following sections will deal individually with each part of
the system in more detail thaﬁ'given above.

3.1 Input Registers and Multiplexing

Being a programable waveform synthesizer, the machine must have
facllities for interfacing to a computer. For maximum flexibility, it
was decided to include a set of buffer registers which could be loaded
from the computer on a time basis completely independent of the rest of
- the Speech synthesizer. The synthesizer itself would have to have a set
of bﬁffers aléo from which the appropriate coefficients could be obtained

to generate the output signal. Data would be traﬁsferred from the first
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set of registe;s to the second once every five milliseconds by a LOAD
signal generated at the end of each basic interval by the syﬁthesizer.

The data to be heid‘in the registers must include a six-bit Walsh
function number, a six-~bit coefficient number and a sign bit. The word
layout is shown in Figuré 3-7. .

As an optional feature, it is desirable to be able to load the
registers manually, This facilitates check-out and allows the generation
of basic waveforms whose coefficients can be determined mathematically as
described in the previous -chapter. For this reason, a set of thirteen
switches, representing the thirteen bits of the data word, is inciuded in
the synthesizef.

Figure 3-8 shows the input registers and the input gating for the
data. Data is fed to the input registers from either the thirteen switches,
81—813; or’the thirteen computer-lines, C1-Cl3, depending on the position
" of the 'Mode' switch. The D-type flip-flops of the input registers are
sequentially clocked by signals L1-L8 generated by the multiplexing cir-
cultry. This is carried out until all eight registers have been filled.

Note that the timing for the loading of the input registers is determined
sblely by the signals L1-L8. These, in turn, are controlled either man-
ually, if in the manual mode, or by synch signals from the computer.
Thus, the loading timing is independent of the rest of the synthesizer
circuitry.

Signals L1-L8 are generated by the multiplexing circuitry shown

in Figure 3-9. The recirculating shift-register has eight outputs, one
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Figure 3-8. Input Registers and Data Control
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Figure 3-9. Input Multiplexing
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and only one of which is high at any given time. These output lines caﬁ‘
be used to select which of the eight input registers is to be loaded.
In the computer mode, the falling edge of a SYNCH signal will advance thé
shift-register. In the manual mode, two methods can be used to advance
the shift-register. The push-button switch 'Buffer Select' will directly
advance the shift-register when pressed, or, if the 'Auto Advance' swit;h
is on, the 'Load' switch will also advance the register. The advance will
take plaée on the falling edge of the signal. The automatic advance fea-
ture is useful when loading data sequentially into the registers; Pressing
.the "Load' switch will load the input register and releasing the switch
will automatically advance the shift—registef so loadiing of the next input
register can take place.

After the shift-register has selected the correct input register,
the loading takes place by strobing the lines L1-L8. This is done in the
manual mode by the 'Load' push-button or in the computer mode by the SYNCH
signal from the computer.

When the eight registers have been loaded, the shift-register will
be in the state with its first output line high. This line is monitored
and forms an dutgoing SYNCHOUT signal to the computer to signal that all’
the registers have been loaded.

Figure 3-10 shows the intermediate registers and the multiplexing
used to sequentially connect them to the synthesizer circuitry. The data
inputs of the intermediate register flip-flops are connected to the out-.‘

puts of the input registers. The data is strobed into the intermediate
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| registers once every Smilliseconds (the update rate) byvthe LOAD signal,
derived from the Walsh function generator. Note that if the date inputs
are changed while the LOAD line is activated the outputs of the inter-
mediate registers will also change. For this reason, loading of the ieput
registers should not occur when transfer of data is taking place. The
LOAD line could be monitored by the computer as a BUSY signal to prevent
the computer from sendingvnew data to the input registers during this .
interval. |

The digital switches'shown in Figure 3510 are usedito select the
required one of eight intermediate registers. The level on the odtput
line will be the same as the level on one of the inpﬁt lines. kLevels on
A, B and Q form e binary number from zero to seven that determines which
of the eight inputs is monitored by the output line. By connecting A, B
~and C to a three-bit binary counter, therefore, inputs zero through seven
will be sequentialiy_'connected' to the output line. Thus, the thirteen
switches, all controlled by lines A, B and C, are used to sequentially
connect.intermediate registers one through eight to the synthesizer cir-
cuitry. Signals A, B and‘C are derived from the clock chain to be des-
cribed in a 1ater section. Figure 3-6 shoﬁs their relative timing and
how the eight intermediate registers are sequentially monitored. It can
be seen that lines A, B and C toggle through their eight states sixty-four

times during the basic interval.

The Walsh and Hadamard function generator is based on the algor-
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| ithms discussed in sections 2-3 and 2-5. Due to the similarity of the
algorithms, one generator can be used to generate both the Walsh and Had-
amérd functions. Suitable gating is‘used to select the correct output.
Sihce the position numbers are sequentially incremented from zero

to sixty—three, a six-bit binary counter can be uéed to store:the position
number. Since tﬁe countef must be incremented sixty~-four times during thé
basic interval, the sighal on line C serves as a clock pulse to update the
- generator. - |

| The binary coding fér thg Walsh (or Hadamard) function ntmber is
available from the output lines of digital switches one through six. For
the Hadamard functions, tﬁe logical product of the fﬁnction numbers and
position numbers.must bé taken. This is'done with six two-input NAND

gates, Figure 3-11 shows the circuitry of the Walsh~Hadamard generator.

',‘The parity is monitored by a six-bit parity checker, which is essentially

a series ofbexclusivefOR gates contained in one integrated circuit‘pack—
age. |

The choice of type of function is made with a function selector
switch. This controls the gating nefwork shawn at the bottom of Figure

3-11.

| Foeralsh functions, it is. necessary first to convert the incoming
binary coded number to a Gray code. This is done with five exclusive-OR
gates performing modulo-2 addition as required by the algorithm of Figure
.2—4. Finally; the order of the bits must bg reversed before the logical

product can be taken.



Figure 3-11. Walsh-Hadamard Function Generator
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The six~bit binary counter, whose state represents the position '
number, can be reset to position zero with the RUN line. This is done
every time the machine is started or stopped in order to reset all the
circuitry to its initial value.

At the end of the basic interval, the six-bit counter will have
returned to state zero. At this time, a new set of data must be loaded
into the intermediate registers so that the output speech waveform can
be updated. The LOAD signal to do this is generated by monitoring the
counter for the zero position number. Then, the short SYNCH 1 pulse,
derived from the clock chain, will be gated through to the clock inputs
of the intermediate registers and the new data will be transferred.

As mentioned earlier, the Walsh~Hadamard function is used in con-
junction with the sign of the coefficient to determine if the output
binary up/down counter is to count up or count down. The output of the
function generator is high to represent a functional value of +1 and zero
to represent a value of -1, By combining this output with the coefficient
sign bit, a signal is derived giving.tﬁe direction of count for the output
up/down counter. The three gates at the output of the function generator
are used to derive the UP/DN signal wh&ch is used to control the output
binary up/down counter.

3.3 Binary Rate Multiplier

Figure 3-12 shows the circuitry of the binary rate multiplier used-
;n the synthesizer. It consists of a six-bit binary counter and a system
of output gating. The counter can be reset at the beginning of operation

by the RUN line.
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The RUﬁ Signal, céming from.the output of a ;RUN/STOP' switch, is
also used to toggle a J-K flip-flop. Thus, activating the switch once
will set the flip-flop and activatiﬁg the switgh a second time will reset
the flip-flop. The output of the flip-flop is used to gate the incoming
clqék Sigﬁal; provided by an external pulse generator, to the rate multk
plier éounter. Since-all signals used Whén the synthesizer is running are
‘derived ffom the rate multiplier counter, interrupting the incoming clock
' signai wili effectiveiy sfop thé synthesizer. Because the binary counter
employed‘in this binary rate multiplier is not E}uly synchronous in that
'theré ié an accumulation of gate delays in each succgediné stage, tﬁe
counter can be operéted with a maximum clock iﬁput frequency of about
7.5ﬁHz. However, for a basic interval of five milliseconds, the clock
has to run at about a megahertz less than this so no problems were en-

" countered. To improve the counter's speed, a fully synchronous circuit
should be used. |

To understand the opgr#tion of the biﬁary rate multiplier, refer
to the simple three-~bit rate multiplier of Figure 3-13. Most of the
counter circuitry has been eliminated for simplicity. For a three-bit
counter, there will be eighﬁ states., The timing diagram of Figure 3-13
therefore shows eight clock pulses driving the rate multiplier.

Signals X, Y and Z represent the outputs of the three flip-flops.
.Signals X', Yf and 2' are derived from these and the clock fulses. Note
‘that line X' produces four pulses in the basic intefval, line Y' produces

two, and line Z' produces one. Since no two pulses occur at the same time,
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Figure 3-13. Three Bit Binary Rate Multiplier
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lines X'; Y' and Z' can be combined thrqugh gating.to ffoduée an outpﬁt
having any from zero to seven pulses., The lines are combined by gates
contfolled by A, B and C. Tablé 3~1 shows the relation between the number
'of_pulseg bn ;he output line and the levels on‘lines A, B and C. It can
be Seeﬁ thatvthe binary number given by'A, B and C is the samé as the
nuﬁber'of pulses prodﬁced af the output of the rate multiplier in tbe’
intervallrequired for the counter to toggle through all its states. The -
. same principles can be applied to a six-bit (or g-bit) rate‘multip;ier.

In general, the input and oﬁtput_frequencies are related by equafibn (3-1)

which is repeated here for convenience:

a . .
fOUT = fIN x B o (3-1)
where o is the binary number 6n the control lines and 8 is the number of

" states of the counter used with the binary rate multiplier.

For a six~bit binary rate multiplier:

four = fin *&@ y (3-3)

In this particular application, a is determined by bits eight through
thirteen of the intermediate registers. Thus, in the interval ¢A64%8)
the rate multiplier is fed with sixty-four pulses and provides from zero
to sixty-three pulses depending on the absolute value of the coefficient
being sampled. More detail concerning binary rate multipliers and their

uses is available in the literature (a2, 13).
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K

Table 3~1. Ratio of Input and Output Freqﬁencies for a Three Bit Binéty

Rate Multiplier

Inputs o Liﬁes Activated . Output  Ratio
_ (4 pulses) (2 pulses) (1 pulse) Pulses. fIN/fOUT

a A B c x v g
o o. 0 o . - 0 0
1. 0 0 1 o o X1 | 1/8
2 o 1 o - x =  - 2 28
3 0o 1 1 -  x x .3 38
4 .1 0 -0 - X - - 4 4/8
5 1 o 1 - X - - X 5 5/8
6 1 1 o0 X x - 6 68
| 7 1 1 1 X X X 7 7/8

four = fiy * /8
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3.4 Clocking System

No matter how many pulses are produced by the rate multiplier, iﬁs
counter must toggle through all sixty-four states during every interval
¢/(64x8). From the timing diagram, it is seen that the three-bit cOuntér,
producing signals A, B and C, must change states once at the end of each
of these subintervals. Thus, the three-bit counter can be diiven directly
by the six-bit counter of the rate multiplier. This is shown in Figure 3-14.
The primary use of A, B and C is to supply the binary number to the digifal
switches so the correct intermediate register is connected to the synthesizer
circuitry. Line C, which goes low once every ¢/64, is also used to clock'the
Walsh~Hadamard function generatcr. Finally, SYNCH 1 is formed frem A, B aﬁd

C to mark the beginning of each interval ¢/64.

SYNCH 1 = A,B.C . (3-4)
This signal is used in conjunction with the Walsh-Hadamard function generator
to produce a LOAD pulse to transfer data from the input registers to the
intermediate registers.

The SYNCH 1 pulse is also used to generate the LOAD CNTR, CLR CNTR _
and TRANSFER signals. The last signal is used to transfer the number in the
binary up/down counter to the output buffep register. This must be done'
sixty-four times during the basic interval ¢. After transfer takes place,
the up/down counter must be prepared to make a new count. For reasons to_bé
discussed in the next section, two signals, LOAD CNTR and CLR CNTR, one .“"
being the inverse of the 6ther, are needed.

Since the synthesizer is designed to run continuously, the transfer
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and reéegting of the up/down countef muét'éccur quickiy ét tﬁe end of.

every interval ¢/64. For this reason, the SYNCH 1 pulse is combined withi

a short pulse that occurs at the beginning of each interval ¢/(64x8). Such

‘a short puise;can be formed by monitoring the étate éf the six—bit counter

associéted with the rate multiplier. When it is in its zeroth state, and

thé SYNCH-l pulse is on,-thé TRANSFER pulsé should be formed. This_pﬁlse

will last for oniy ¢/216.. After that, when the rate multiplier counter is

. in'ité first state, the CLR,CNTR and LOAD CNIR pulses can be generated.

Unfortunately, due to-timiné problems caused b& unequal gate delayé, it was

necessary to use the secopd and third states of the rate ﬁultiplier‘counter

instead of the zgroth aﬁd first to prodhge the TRANSfER and CLR and LOAD CNTR

pulses respectively. These pulses, and their method of generation, are showm

in Figure 3-15. The numbers on the lines feeding the gates represent the

- outputs of the six flip-flops in the binary counter of the rate mu;tiplier.

For instance, 2 represents the 'L' output of the second least éignificant

flip~flop while & represents the '0' output of the most significant flip-flop.
The TRANSFER and CLR and LOAD CNTR pulses occur during the intérval

when the rate multiplier is pfoducing pulses according to the coefficient

in register one. If pulses ére produced by the rate multiplier before or

during the generation of the synch pulsgs, they will not be counted by the

up/down binary counter. For this reason, it is desirable to restrict the

pulses being generated for the coefficient in register one to the interval

after the CLR.CNTR and LOAD CNTR pulses‘have'been genefated. By observing

the operation of the rate multiplier, it becomes obvious that the only pulses
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that wéuld arrive from the rate mulfipliér before fhe CﬁR CNTR and LOAD CﬁTR
pulses are those generated by the first and second flip-flops in the rate
multiplier counter. If the coefficlent in register one is restricted to a
value ofl15 or 1ess,'no pulses will be generatéd in this time interval.

This limitation is discusged in the nekt chapteg and is seén to be unimportant;

i

3.5 IOﬁtput Circuitrj

N

The Outﬁut ciréuitry, shown in Figure 3:16,nconsists of three parts;
" the binary up/down coﬁnter,.the.dutput register and the digital-tq—analog
converter. Also associated’with it is somé o§erflow sensing 1ogic.

The up/down counter consists of three cascaded four-bit uﬁ/down
counters évailable in MSI integrated cirguit form. fhe counters can be
cleared of'preset to any four-bit number independently of their clockings.
They have two inputs, down count and up count. These two signals can be
- formed by gating the UP/Dﬁ signal from the Walsh function generator with
the output of the rate multiplier as shown in Figure 3-16.

The number of bits reqﬁired.in the up/dcwn counter is partly deter-
mined by the size of the digital-to-analog converter., Since eight coefficients, -
having absolute valﬁes from zero to.sixty-three, are being summed, worst
case design implies a maximum of 63x8 = 504 pulses being applied to the
counter between resets. Since these cén be counted either in the up or dqwn
direction, a total of 1008 different states are possible in the couﬁter
after the summing has been completed. A ten-bit counter aﬂd.digital—to-
‘analog conve?ter would then be able to handle this range since 210 = 1024.

Unfortunately, only an eight bit digital-to-analog converter was available.
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Thus, two four-bit up/down counters are used to feed the converter. The
counter therefore has a total of 28 = 256 useful states (0 to 255). To
guarantee that the output will lie in this range; the sum of the absolute
values of the coefficients should be no greater than 127. The factor of
one~-half is necessary since the coefficients can either be positive or
negative.

In order to facilitate the handling of positive and negative numbers;
it is necessary to have the digital-to-analog converter centréd in its range |
for a zero output signal. This is done by resetting the eight-bit up/down
counter to the centreiof its range at the beginning of every interval ¢/64;
Therefore, the counter is set Lo the state 128 by the CLR CNIR and LOAD CNTR
pulses. The eight output lines will then have the values 1000 0000;.

To facilitate the addition of a ten-bit digital-to-analog converter
another four-bit up/down counter was included. It is referred to as a
scratch-pad counter since it can conceivably be used with the eight-bit
digital-to-analog converter. Since only the final sum must be in the range
of qhe eight bits, it is conceivable that the partial sum, after the first
five coefficients have been added, for instance, may exceed this range. The
scratch-pad counter is used to accommodate these larger partial sums. Tﬁis
will not occur if-the restriction of the sum of the absolute values of the
coefficients being less than 127 is observed. The scratch-pad counter is.
also set to the centre of its range (1000;) by the LOAD CNT# pulse to faqii—
itate over-ranges in both the up and down directions.

The state of the scratch-pad counter is monitored by the overflow
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sensing logic. If, at any time, its state is other than 1000,, indicating

a partial sum outside the range of the digital~to-analog converter, the

line O/R DRIVE; feeding a lamp driver, will go high. 1If the state of the
écratch—pad counter is other than 1000; at the time of transfer, indicating
a final sum outside the range.of the digital-to-analog converter, the O/R
DRIVE line is gated by the SYNCH 1 signal to set a J-K flip-flop whose output
is connected to another lamp driver. This informs the operator that the
output signal is erroneous. The output of the flip-flop could also be usea
to flag the controlling computer to indicate an error if the synthesizer is
in the computer mode.

After the final sum has been calculated in the up/down counter, a
TRANSFER pulse, derived from the clock chain, is used to transfer the data
to an eight-bit output register comsisting of eight D-type flip-flops. This
reglster acts as a sample—and—hold, storing the final sum for the interval
¢/64 until the next final sum has been evaluated.

The outputs of the register are connectgd to a conventional eight-
bit digital—to—analog converter consisting of a resistive ladder network
: gnd an operational amplifier. The output range is zero to plus five volts
for an input from O to 255. Specifications for the digital-to—analog con-
verter used are given in Appendix E. More general information on digital-
to-analog conversion is given in the literature (14, 15).

3.6 Construction Details

Figure 3-17 shows a front view of the synthesizer. The upper panel

contains the switches used to manually load the data. The 'Auto Advance'



i



68.

Figure 3-17. Digital Speech Synthesizer - Front View
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- switch, the '"Mode' switch and the 'Function' switch are also contained here.

The bottom panel contains the lights indicating whichAregister is
to be loaded, the 'Buffer;Select' switch,-the~'Load"SWitch,hand'the 'Run-
Stop' switch. Connectors for power,-clock input,_compnter interfacing and
the output'ofvthe synthesizer are also on this panel.

In the centre of the unit is the rack containing seven printcd
circuit boards onvwhich.all‘the"digital circuitry is wired. For naxi!un
ease in check—out the connectors for the boards were left complete};iexposed
- To facilitate changing of . the w1ring, wire-wrap sockets were used on the

printed circuit boards to mount the integrated circuits. A typical Bﬂard

1s shown in Figure 3-18. Its dimensions. like the other six boards?‘are ,

4" x 6". Boards with cladding on both sides were used so ground pl@gﬂso
could be formed to isolate the circuitry. The seven board layouts}gég )
given_in Appendix C. The'signals on thevpins of the board COnnectorglcre
" shown in Appendix D. - e ‘L:?i{
The actual circuitry‘used differs very little from that deséribcd'~
in the previous.sections. Major differences are due to.the signai>hufff |
ering,required on several of the lines that must’driveta°1arge nunber of
gates or flip—flops. For example, signals Ll—L8 are buffered to form
signals AL1-AL8 and BLl—BL8 All the wiring, except for the'switcheS-and

‘connectors, was;done on the seven printed circuit boards. The schematic

diegramsanSOciated with these boards are givengin-APpendix;E: \
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Figure 3-18.

Typical Printed Circuit Board
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" "CHAPTER 4

RESULTS AND MACHINE LIMITATIONS

by

.At the preoent t;ne, the synthe81zer has been constructed and

™

-anually tested for waveforq synthesis.a It has not yet been interfaced

'

to a co-puter. An oscilloscepe is used to monitor the outpnt. Us1ng the
A

Walsh function coefflcients listed in Appendix A it was poosible to re-

. \

construct basic WaveformS'with the synthe31zer. As Hadanard analysis
had not been dene on signals for this thesis, Walsh functiono were used
fot Wi wavefOrn ,‘Synthesio. ey B

.5 : ,; BN . ? Gt _ | )
Flgure 4-1 shows the system in operation generating a ramp function.

Y

Synchronization of the oscilloscope is acconplished by'using the LOAD pulses
which occur once every basic interval ¢ Figure 4—2 shows the same system
used to'generate;ttienglelweveS., | o ;‘ |

| In-orcer\towpfodnce hare—copy represehtgtions cf the.output, a
Sanborn 322 DC Amflifier—Recordor\was used. Unfortunately, this device
has a limited bandwidth resultin; in overshoct and rounilng of cerners of
square waves which are not true representations of the output signal.
However, by slowing the recorder down to a time axis speed of one milli-
metre,per'second and operating the synthesizer at a factor of approximately
10* slower than normsl, reasonable traces were obtained. It is possible
to alter the basic interval in this way by merely changing the input clock

frequency since all other timing signals are derived from it. To double

the length of the basic interval, it is only necessary to run the clock

-71 -




Figure 4-1,

Figure 4-2,

System Used to

Generate a Ramp Function

System Used to
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at half its normal frequency. The fesults obtained with the Sanborn re—
corder on the umit runnimg at lew speed are diScussei'in,sgction two of

this chapter. . el e e

“4;1 Sou;ces';f'Errif'

| Théreiarg’éssgntially twe classes 6fverror iﬁ é‘ﬁaéhine-of this
tyﬁe. Thé'fifst candBe referred to as mgtﬁenaticai errer;v.ihis is due
to the'fé;t that a fihifg\series repreéeﬂtation"of‘aysignhl f(t) can only
be approximate. *Fo§ truly accufafe reprdduction; én infinité number of
terms would have to bélsumméd.'\Ac¢ura§y is fufthgr 1imifed"in a mathe-
matical‘sense’by~the“quantiZatioﬁ4of the valuésyéfthe coéfficients used.
In tiie case of”the synth;sizer conStrucfed ror this thesisj the ampiitudeS‘
are quantized into 127 Segments; ‘81milarly, in.the determination of the
coefficients, the original signal was alse quantizéd. ,Fiﬁhlly, for true
,representgtion of the QUtput signal, it~wouldbe%necessaty;to ins;ant-A
aneously updafe thé séries."In\other'wordé; ¢;3houl&fbé réduéedvto an
infinitesimal value. o . ‘

The other-tlésé of errors éan befreferfel to aéw;aéhine errors.

These are a result of the limitatien of‘the_éoipenentt‘in carrying suc
the mathematical operafions reﬁuired to‘evaluate'the eutéut signal.
Such errors can be reduced_signifitantly by'careful*desigh,of the synthe-
sizer. In fact, in this i#chine, there are essentially onlytwoliources
of machine errors. Thefirst.is the digital-ts—analog convértef whoée

output can only be approximately related to the binary number on its input

leads. As its error is quoted as being plus or minus one half of the
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least significént bit (approximately 0.2%) this error isiinsignificant.
Generally, speecb,iS-quite fﬁtelligible.tévthe av;rage“lééféher if amp-
litude errors are lessﬁthan SZ‘rms (16).' fhé dther sou}ée_of machine
error is due to the fiﬁité‘time requifed to transfgr dét; from the up/down
counter to the output register and to resétfthe up/&own é;gnter. As men-
tioned earlier, there yill be nb-error in ffansfgrringutﬁe‘data (i.e. loss
of data) if the coeffi;ientfin register'oné is.restricteé to an absolute

",

value 6f fifteen‘orjleés. For the worst case,;ﬁhen-theféOfoicient in
registér one is sixtyfthree, a tofal of-foﬁf pulsesswill'ﬁewlost. AIf this
is the only cOéfficient-being‘used"in<the sum, the'tdtalierrbr due to tﬁese
lost pulses wbuldnbe 4/63 x 100%2 = 6.35% which would be significant. How-
ever, #y ordering the,coefficients so‘that the smallest is placed in reg-
ister one, the-only‘time sixtyfthree would be placed there would be if all
_the coefficients had absoluté valuefsixtyéthréé;”‘Thus, four pulses would
be lost out of a total 6fr63 x 8 = 504 pulses leéding-to a data transfer
error which will appear at ﬁheoutpﬁt.as an amplitﬁdé effér of less than
0.8%. |

Actually;’the-above‘case would never ariée'beéause;only an eight-‘
bit digital—to—analég converter is ﬁse&.. Thﬁs, the total number of pulses
- produced duringztﬁe.bgsic‘interVal'is limited to thé~rangeﬁof 0 to 127.
Therefore,'if‘coefficientS'are ranked so the snéliést apéeirs in register
one, its maximum.size can only be fifteen. In this case, no pulses will

be missed from register one.

The limit on the value of the coefficients imposed by the sum of
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their absolute values being less than 128 can be met by suitable scaling

of the coefficients, In practice:*however, it is highly unlikely that
:
extreme scaliﬂg udalrbewnecaauary. In fact, for the’Waveforms shown in the

»
¢ i 2

next soction, no.scaling was found to Qe.nececsaﬁy, ;!n most cases, the

coefficientS'were actually scaled up to givu a largeﬁ alplitude to ‘the

FA
£
Feri

output signal.

Ao o o s

Along‘vith the quantization of;the coefficie%ts, there is a quant- 3

ization of the-eugput signal.; Sﬁaca an eight~bit digital- to-analog

o RS ‘
converter is uiil the’qutput.W“fquantized into 255 ﬁarts. This results‘

Eagr

in an error of approximately Q.EZ Iﬁ summary, thepm the quantization of

the coefficients leads to a ‘quantization of the output giving an error of

|

0.47 of the maximum peak-to-peak'value of the output signal. 1t was in-
-dicated that 8caling of/ﬁht coefficients would'intrOdee further error.

However, if scaling’is done only to ensure‘that the output-signal doeS'not‘

£

exceed the rauge of the digital=to~analog cbuvortir, this error will be

contained in chc»hasic "4! qutntiz‘tiﬁn ttrof ltfthe1oquut signal ‘since

4*"

the sum of the abaolute values of the eﬂifficienta gives the peak.value

of the output signal. o £ 1 Ay 3d‘~ : ; -4 -

y ?

Referring tb equation (2=29), it is oﬁv%ou' thAt aﬂhain source
of error in the repfeaoatationkof f(t? is due to the finitg lepgﬁl of

‘the series: N f s . ,
M . | - -
f(t) = I Ck WAL(k ,0) - (2-29)
| o} - .
n=1 n
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In this case, M has béeﬁ choseﬁ to Be eight. The amount ofverror
associated with ignoring:the terﬁs qf”orde: hine and higher will differ
accprding to the nature of f(t). .For‘rectangular pulses, of duty cycle
0.5, 0.25 and 0.125, therebis no érror caused by this tfuncatién.v The
amountlbf'erfor can be calculated-byishmming the éoefficients'of-orde;
higher than nine and comparing them to the sum of the eight most dominant
éoeffiéients. Analogqus'tb'the square wave fequiring many terms to be fe;
produced aécuratély by.a Fburier series, a sine Qave requifes many Walsh
functions to be reproduded‘gcéuratély with a Walsh series. Analysis of the
isine wave,. giQen in the next section, will ﬁhergf&rg.give a good indication
of the‘maximum error to be expected due to the truncation of the series given
in equation (2-29).

Recall that the eightvterms used to make up thé sum representing
the output signal can be selected from only the first sixty-four Walsh
functions. This means th#t the.highest sequency component will be sixty-
four., The output signal is, .therefore, Ehanged at a maximum rate of ¢/64
or approximatély 78microseconds. The amount bf error induced by this time
quantization will depend on the rate of change of f(t). Assuming f(t) is
limited to 3kHz, the sampling»theorég predicts that there will be adequate
representation of the signal. The updating of the output évery 78micro~-
seconds will lead to an erroneous frequency content of”about 12,8kHz super-
imposed on f(t). This can be eliminated by passing f(t) through a low
fass filter. | '

. Figure 4-3, using a ramp function as the desired output illustrates .
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Figure 4-3. Sources of Error Due to Quantization

of the Output Signal
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\\ OUTPUT SIGNAL

B. Time Quantization Only Assuming Perfect Coefficient Transfer
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how amplitude quantization of the output signal, and time quantization
affect the amplitude of the signal output from the speech synthesizer.
Figure 4-3(a) assumes that cogfficientg are rounded off to the nearest
integer values.

When the speech synthesizer is interfaced to a computer, new sets
of data will ge loaded every five milliseconds. If the original signal'.
being sampled is not periodic, or if its period is not a multiple of ¢
each set of coefficients will be different. This means that the output
signal will change shape once every 5milliseconds as it attempts to follow
the original signal. The result is that there will. be én error signal
having a frequency of 1/5000 = 200Hz, superimposed on f(t); The magnitude
of this error signal will depend on how abruptly f£(t) changes with each
update at the end of the basic iﬁtervgl ¢. Since most information con-
tained in speech is in the band from 300Hz to 3kHz, this error signal can
be reduced by incorporating a high pass filter on the output to remove
signals of frequencies below 300Hz. Alternatively, a band pass filter
cutting off at 300Hz and 3kHz would eliminate this error signal and the
one occurring at the rate of ¢/64.  Note that if a variable updaté rate
were used, as mentioned in section 2.6, the maximum rate would be about
250Hz or an interval of 4milliseconds. This would allow filtering to |
separate the error signal from thé desired speech signall

It was stated earlier that ideally the basic interval ¢ would be
very short. This would allow the output signal to follow more accurately

abrupt changes in the original signal. However, a compromise between the
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desirability of a short interﬁal ¢ énd tﬂe 1imitation of a maximum up&ate
rate of 250Hz leads to an interval of approximéteiy 4milliseconds. Thus,
there can be a maximum of a 4millisecond delay in the change of the out-
'put signal. Although no experimeﬁtal‘work has been done on this, it is
expectéd.that this delay will have an insignificant effect on the sound
of the'3peech generafed by the syntﬁesizer; Due to the fact thatythe‘
maximum éllowable clocklfrequency used to drive the counter in the rate

' multiplier'circuit waé around 7ﬁHz,‘a basicvintefval of 5milliseconds was
chosen. o | |

4,2 Generation of Basic Waveforms

With an understanding of the various sources of error, expcri-
mental results of some wavefprms obtained from the unit are presenfed;
These are taken directly from the digital-to-analog converter so no
: filtéring has been done on tﬁe signal, except that'inherent in the re-
corder. As a result, there isla.stroﬁg 12.8kHz signal superiﬁposed on
the outputs. Since the periqu.of the waveforms were chosen to coincide
with ¢, there will be no 200Hz error signal.

Figure 4-4 shows the generation of a éine.wave. As mentioned
earlief, this waveform is oné of the most difficult to generate with.a
Walsh series. Thus, the greatesﬁ source of error is due to the truncation
of the number of terms used in the series. This is shown by how quickly
the output signal improves as more terms are added to the séries. Figure
4-4 ghows the sine wave generated with the seven most d&minant terms.

The total error in this signal was measured to be iess‘than 2% of peak

‘value. This is well within the acceptable range for speech.



Figure 4-4. Generation of the Sine Wave Using the Seven

Most Dominant Terms
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Figure 4-5. ﬁevelopment of the Sine Wave
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Referring to Appendix A for the sine wave coefficient analysis, it is
seen that the remainder of the first sixty-four coefficients total in
absolute value 3.6% of the sum of the absolute value of all the co-
efficients. This would represent a peak-to-peak value error giving an
error of 1.8% of peak value. Thus, it is seen that most of the 2% error
measured for this waveform was due to truncation of the Walsh series
which would be expected for the sine wave.

Figure 4-5 shows the siné wave generated with fewer of the dom-
inant terms being used. As can be seen; the quality of the sine wave
quickly deteriorates. In Part F, only the most dominant term is used
(WAL(1,9)). This term defines the sine wave as being an odd function.

The next function to be analyzed is the ramp, shown in Figure 4-6.
Again, it is obvious that the waveform is better represented when more
coefficients are used. Note in this case, however, that there are only
six non-zero coefficients among the first sixty-four Walsh functioms.
Thus, the error in the waveforms is not primarily due to truncation of
the Walsh series but due to the restriction on the range of the Walsh
functions available. In other words, the error is due to time quantiz-
ation rather than ampltidue quantization of the output waveform. When
all six terms are used, the error is approximately 1/63x2) x 100% = 0.78%
of péak—to—peak value or 1.56% of peak value, This value was arrived at
by considering the fact that the difference between quantizétion levels is
1/64. Thus, the output signal will differ by a value of plus or minus half

of 1/64.
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Figur‘e B-5. (cont'd)
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Figure B-7. (Circuit biagram — Board G
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Figure B-7. (cont'd) ‘
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APPENDIX C

CIRCUIT BOARD LAYOUTS

The. following pages show the physical layout of the seven circuit
boards. The diagrams are of the top side (integrated circuit side) of
‘the boards as opposed to the pin side. Numbers refer to Texas Instrument
part numbers for the integrated circuits with three exceptions. The
digital switches on boards C, E and G are National Semiconductor part '
numbers DM8210 and the shift-register on board A is a National Semicon-
ductor part number DM8570N. The digital-to-analog converter is a Beckman
unit, part number 845-U5. All integrated circuits are mounted with pin
one towards the front (connector edge) with the exception of the digital-
to—-analog converter., Figures shown near the connector edge of the board
refer to pin numbers for external connection. The numbers and letters
shown surrounding the boards form a grid system for identifying the in-
tegrated circuits. These correspond to the identifying figures on the

circuit diagrams of Appendix B.
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Circuit Board Layout - Board B

Figure C-2.
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Circuit Board Layout — Board F

Figure C-6.
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" 'APPENDIX D

CIRCUIT BOARD CONNECTOR SIGNALS

The following diagram shows the signals that appear on the seven
circuit board connectors. Bracketed signals indicate that their source
or destination is external (to lights, switches, etc.) The source of all
other signals is the board at which the signal name is underlined. Sig-

nals with a double underline are test points only and do not connect to

other boards.
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" APPENDIX E

DIGITAL~TO-ANALOG 'CONVERTER SPECIFICATIONS

126:

The table;beiow'gives the specifications of the Beckman model

845—U5‘digital-to-analog converter. The next page gives a block diagram

of the'circuitry.

* Data not supplied by manufacturer

Table E-1. Digital<to-Analog Converter 'Spécificaticps
Parameter | E Min. fypical Max.
v 2.0 *
Vi (©) * 0.5
Output Current 2.5
Output Slew Rate : 0.3 0.5
Transfer Aécu:acy | *0.25 0.5
Power Su@ply Voltage‘

V4 | kv, L 414,55 +15.0 +15.75

V- - 14,25 -15.0 -15.75
Power Supply Current |

o+ 60

I- 10
Power Supply Dissipation 1.11
Output Voltage & 0 +5.0
lInput Word 8
vOpefafing Teﬁper#ture ' - =20 +85

Units

volts
volis
mA

V/usec

LSB

volts

volts

watts
volts

bits
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Figure E-1. Digital-to-Analog Converter Block Diagram
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" "APPENDIX F

DIGITAL SPEECH SYNTHESIZER SPECIFICATIONS

Type of Transform: Walsh or Hadamard (manually selected)

Input:
a) Up to 8 input registers can be loaded serially, either manually
or by computer.
b) Each register contains the ngsh or Hadamard function number
and its coefficient with sign:
| BITS 1-6 Walsh (Hadamard) Number
7 ‘Sign
8-13 Coefficient
c) Coefficients can havg an integer value from -63 to +63.
d) Walsh functions can be selected from any of the first 64
Walsh functions.
Clocking:
a) An external pulse generator supplies thé clocking signal.
Maximum frequency: 6.67Mﬁz |
Minimum frequency: none
Pulse width: 40-70nanoseconds
Amplitude: 0 to +5 VDC
b) The update frequency (having period ¢) is related to the

clock frequency by the following:

UPDATE FREQ. = 2 15 x CLOCK FREQ.
= 3,05 x 10 5 x CLOCK FREQ.
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Output:
a) Output range: 0 to +5 VDC, centred at +2.5V DC (no signal)
b) Maximum Output Current: 2.5mA
¢) Error: Less than 47 of peak value for sine wave
Power Requirements:
+5V DC @ 3.5A regulated
+15V DC @ 200mA
Environmental Operating Range:
0 - 70°C ambient
Dimensions:

21% x 23"H x 13™
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An interesting feature about the ramp function is that if the
.most dominant term is removed a new ramp function, having twice the fre-
quency and half the amplitude, is generated. This is illustrated in
Figure 4-7. In general, by removing the n most dominant terms from the
original ramp function, a new ramp function is formed having n times the
frequency and 1/n times the amplitude. Another feature of the ramp
function is that its phase can be shifted 180° by changing the sign of‘
the most dominant term.

The triangle wave of Figure 4-8 has much the same error charact-
eristics as the ramp function. Again, the error is not due to the
truncation of the Walsh series but to the limited rangec of the Walsh
functions. In Part A of Figure 4-8, five terms are used to generate the
output signal. In the region 0.25 5 6 <0.75 there are thirty-two differ-
ent quantization levels. Thus,. the error in this representation is
1/62x2) x 100% = 1.56% of peak-to-peak value, or 3.12% of peak value.

The generation of the triangle using fewer dominant terms is
shown in parts B through E of Figure 4-8. The deterioration of the wave-
forms is evident. In fact, the error approximately doubles every time
one coefficient is removed. This is obvidus by observing that the numbef
of quantization levels is cut in half every time a coefficient is removed.

The ramp and triangle functions are in a rather small class of
waveforms in that they have a sparse number of low order ééfms in their
Waléh series. For this reason, their representation is limited by the

number of Walsh functions available from the synthesizer. Such a condition
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Ramp Function With Period ¢/2

Figure 4-~7.
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Generation of‘the Triangle Function

Figure 4-8
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Figure 4-8 (cont'd)
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is not expected to happen Qitﬁ speech wavefdrms. In any event, for both
the triangle wave and ramp functions, the total efror is much less than
the maximum allowable for speeéh. Moreover, most of this erro; can be
“éliminated by low pass filfering of the output signal.

| With a Fourier séries, waveforms sgch as sines and cosines can
be represented exactly with only one term in the series. This is trué
since the orthogonal functions on which the Fourier series is based are“
the siﬁe an& cosine wavefofms. Similarly, it is.possible fo represent the
Walsh or Hadamard functions wi;h oﬁiy a single term in the Walsh
-séries.‘ Thus,’the synthesizer can be used as a conyenieng, prograﬁable
source of Walsh and Hadamard functionms.

The Walsh series can also represent other waveforms exactly with
a finite number of terms. Figure 4-9 shows the generation of a series of

'pulses of varying duty ratios, all represented exactly by a small number

of terms in the Walsh series. The square wave of Part A is obtained by
using only one term. The pulse train, having duty ratio of 0.25, is formed
with three terms, all having the same coefficient, while the pulse train

of duty ratio 0.125 is formed with séven terms. In each case, the only
source of error is that associated with the digital-to-analog converter.

In summary, the basic waveforms shown in this gection can easily
be generated by using eight or less terms in the Walsh series represent-
ation. Error can be substantially reduced by putting the output signal
through é bandpass filter to eliminate the 200Hz and 12.8kHz error signals.

It is expected, then, that intelligible speech waveforms can be generated
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Generation of Pulse Trains

Figure 4-9
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with the synthesizer once it is suitably interfaced to a computer.
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" CHAPTER 5

'CONCLUSIONS

The purpose of this project was to design and construct a hardware
implementation of a Walsh series synthesizer to eventually be‘used in
conjunction with a computer for speech synthesis. At the present time,
the device has been built and checked out by generating the basic wave-
forms illustrated in the preceding chapter. An estimatebof the errors
to be expected with the machine was made and confirmed by measurements
taken on the generated waveforms. There is no reason to believe that the
unit will be unable to generate acceptable quality speech when interfaced
to a computer. Unfortunately, this generation cannot be carried out un-
til the required set of coefficients is available from the computer. This
data can be obtained from a Fast Walsh Transform which is presently being
developed. Suitable computer interfacing will also have to be done in
order for speech to be generafed. However, this should be a relatively
easy jobrdue to the flexibility of the input circuitry of the synthesizer.
Another feature to be added is an audio output stage driven by the digital-
to-analog converter which will allow subjective testing of the quality of
tﬁe speech waveforms produced by the maghine. Incorporated with this
would be the bandpass filter used to eliminate the 200Hz and 12.8kHz error
signals. .

Once éhis work has been carried out, it should be possible to

generéte audible speech waveforms. Optimization of the system can then

- 93 -
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be carried out on a qualitatiVe basis. Parameters that should be adjusted
to improve the efficiency of the synthesizer are the basic interval ¢,
the number of terms used in the Walsh series, the range in values of the
'coéfficients and the.range of available Walsh functions. It may also be
necéssaryﬁto expand the size of the digital-to-analog converter to
“accommodate these chaﬁges. |

6nce'it has beeﬁ optimized, a simpler unit could be designed by
removing some of the flexibilitj and redundancy designed into the original
synthesizer. Thgn, the unit would'ﬁecome a préctical and economicél audio
output device for the compﬁter. This, in itself; coqld_bé quite useful.
As an example, consider the following industrial application. Quite fre-
quently, a salesman on the road will require data from the home office
concerning inventories or customer information. Assuming this data is
- available on the computer at the home office, he could simply telephone
the computer,'relay informatiop to it using a 'touch tone' diél on the
telephone, and get a vocal rgspbnse from the épeech synthesizer interfaced
to the computer. A complete data link is thus availéble between the
salesman and the coﬁputer wherever there is a telephone with a 'touch tone'
dial. This could greétly increase the salesman's efficiency due to the
fast, available communications link to the computer.

A more specialized example of a use of the speech synthesizef is
in the me&ical field. Much work has been done to date on.tﬁe design of
a practical reading machine for the blind. Most of the problems associ-

ated with the input circuitry and pattern recognition needed to identify
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the written synbol have been soived;' Theiméin-obstacle appears to be
in the output device, Tactile stimulators have been used with questionable.
success. The obvious solution‘would be‘to use a speech synthesizer as
‘the output device. The coefficients needed to reproduce the sounds of
the letters or even simple words eoold be called from the computer under
controi of the pattern recognition software used to determine the written
Symbols.‘ Unfortunately, with present technology, such a system would be °
" quite complex and therefore not very practical either physically or econ-
omically for the average blind person., However, the cost and size of
'suitaole computers is decressing at a very high rate, so tnat suchre'
gystem could possibly becone quite practical in the near future.

Due to the data compression'inherent with the Walsh series, a-
speech synthesizer might be useful in a communications 1link, The analog
- input signal would be analyzed by a Fast Walsh Transform and only the most
dominant'terms saved. These could be then sent over the transmission
channel to a recelver, The output of the receiver would then be connected
to a‘speech synthesizer to reconstruct the analog waveform. Using the ,
synthesizer described in thisvthesis; data reduction of a factor of eight
~can be obtained, thus increasing the efficiency of the transmission
channel substantially.

The above-mentioned uses of the synthesizer are all based on the
generation of speech waveforns.‘ It is evident, however, that basic wave-
forms such as sines, cosines, pulses, ramps and trisngle waves canvalso

be generated. Data needed to produce these could be obtained from a
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small fead—only memory since a maximum ofionly eight cémputer words ié
needed to produce any of the basic waveforms. Essentially, any periodic
waveform could be reproduced by storing the correct coefficients in the
membry. The advantage of using a system such és this as a function gen-
erator'is?that waveforms of very low frequencies can be generated. Recall
thét for an input clock frequency of about 6.5MHz the output signal_had
a frequeﬁcy of 200Hz. The ratio between input and output frequencies is
215, _Thus, if the input clock frequency were set at 0.1Hz, which is easily
obtainable from most clock circuits, the outpuf signal will have a period
of appfoximately ninety-one hours. The output pefiod is limited only by
the lower frequency limit of the input c;ock. : |

For the synthesizer to be used as a function generator, a reduction
in the error in the representation of the waveform would be desirable.
This can be accomplished by taking more terms in the Walsh series. Also,
by generating Walsh functions of order higher than sixty—four; time quant-
ization errors would be reduced. If this were to be done, a larger digital-
to—analog converter would be needed. Thus, the iﬁcrease in accuracy will
be obtained at a cost of more circuitry. However, the total cost of the
unit would still be such as to make the system quite economical as a low
frequency function generator.,

In conclusion, although the unit has been constructed and operates
as it was designed to, there is still a great deal of work that could be
done to make the unit practical. The specifications of the synthesizer

as it was described in Chapter 3 are given in Appendix G. Optimization
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brought about by analysis of the spéech waveforms generated by the unit
may lead to some changes in these specifications. However, it is believed

that the choice of parameters used in this synthesizer are quite close to

'optimum.
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APPENDIX A

FIRST SIXTY-FOUR TERMS IN THE WALSH SERIES FOR BASIC WAVEFORMS

-

The following coefficienté were obtained by computer program
using 5'siow.transform téchnique. The wavgforms were sampled sixty-four
times 6vgr their period and equation (2-28) applied to determine the
éoefficient values. Scaling of the coefficients was used to present

an output waveform of maximum amplitude to simplify error analysis.

Table A-1 Sine Wave Coefficients £(t) = sin(2r8) where © = 't/T

C(n) n Cc(n) n C(n) n c(n)

=]

0.000 24 0.000 40 0.000 56 0.000
~5.192 25 -2.570 41 0.025 57 -1.281
10 0.000 26 0.000 42 0.000 58 0.000
11 0.000 27 0.000 43 0.000 59 0.000
12 0.000 28 0.000 44 0.000 60 0.000
13 -12.530 29 -6.205 45 0.060 61 -3.095
14 0.000 30 0.000 46 0.000 62 0.000
15 0.000 31 0.000 47 0.000 63 - 0.000

0 0.000 16 0.000 32 0.000 48 0.000

1 +63.000 17 -1.235 33 -0.305 49 -0.616
2 0.000 18 0.000 34 0.000 50 0.000

3 0.000 19 0.000 35 0.000 51 0.000

4 0.000 20 0.000 36 0.000 52 0.000

5 -26.095 21 0.511 37 0.127 53 0.255

6 0.000 22 0.000 38 0.000 54 0.000

7 0.000 23 0.000 39 0.000 55 0.000

8

9
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Table A-2. Cosine Wave Coefficlents f£(t) = cost(2m6) where 6 = t/T

n c(n) n - C() n c(n) n C(n)

0 0.000 16 0.000 32 0.000 48 0.000 -
1 0.000 17 0.000 33 0.000 49 0.000
2 63.000 18 -1.235 34 -0.305 50 -0.616
3 0.000 19 0.000 35 0.000 51 0.000
4 0.000 20 0.000 36 0.000 52 0.000
5 0.000 21 0.000 37 0.000 53 0.000
6 26.095 22 -0.511 38 -0.127 54 -0.255
7 0.000 23 0.000 39 0.000 55 0.000
8 0.000 24 0.000 40 0.000 56 0.000
9 0.000 25 0.000 41 0.000 57 0.000

10 -5.192 26 -2.570 42 0.025 58 -1.281
11 0.000 27 0.000 43 0.000 59 0.000
12 0.000 28 0.000 44 0.000 60 0.000
13 0.000 29 0.000 45 0.000 61 0.000
14 12.530 30 6.205 46 -0.060 62 3.095
15 0.000 31 0.000 47 0.000 63 0.000

Table A-3. Ramp Function Coéfficients £f(t) = 6 - 0.5 where 6 = t/T

n c(n) n C(n) n . C(n) n C(n)
0 0.000 16 0.000 - 32 0.000 48 0.000
1 -32.000 17 0.000 33 0.000 49 0.000 .
2 0.000 18 0.000 34 0.000 50 0.000
3 -16.000 19 0.000 35 0.000 51 0.000 .
4 0.000 20 0.000 36 0.000 52 0.000
5 0.000 21 0.000 37 0.000 53 0.000
6 0.000 22 0.000 - 38 0.000 54 0.000
7 ~8.000 23 0.000 39 0.000 55 0.000
'8 0.000 24 0.000 40 0.000 56 0.000
9 0.000 25 0.000 41 0.000 57 0.000
10 0.000 26 0.000 42 0.000 58 0.000

11 0.000 27 0.000 43 0.000 59 0.000
12 0.000 28 0.000 44 0.000 60 0.000
13 0.000 29 0.000 - 45 0.000 61 0.000
14 0.000 30 0.000 46 0.000 62 0.000
15 -4.000 31 -2.000 47 0.000 63 - -1.000



Table A<4,

=]

oIS~ WNM=O

Table A-5 Rectangular Pulse, Duty Ratio 0.5

WoNOTUDLWNFEO -]

b b el el e et
VWM EO

‘Trianglé Func¢tion Coefficients

Cn)

0.000
48.000
0.000
0.000
0.000
-24.000
0.000
0.000
0.000
0.000
0.000
0.000

- 0.000
-12.000
0.000
0.000

n

16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

C(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
~6.000
0.000
0.000

n

32
33
34
35
36
37
38

39

40
41
42
43

44

45
46
47

f(t) = 406 0 < 0O
=2-46 0.25

C(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

c(n)

0.000
50.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

16
17
18
19
20
21
22
23
24
25
26
27
28

29

30
31

C(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

'0.000

0.000
0.000

0.000

n

32

33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

C(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

10.000
0.000
0.000
0.000

<
g

10f

0.25
6 < 0.75

where 6 = t/T
=40-4 0.75 < 6 < 1.00

n

48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63

C(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
-3.0C0
0.000
0.000

f(t) = 1.0 0 5 98 < 0,5

where 6 = t/T
= 0.0 0.556 <1.0

n

48

49
50
51
52
53
54
55
56
57
58
59
60
61
62
63

C(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000



‘.Table A-6. Rectangular Pulse, Duty Ratio 0.25 £(t) = 1.0

Table

c(n)

0.000
25.000
25.000
25.000
0.000
0.000
0.000
0.000
0.000
0.000
10 0.000
11 0.000
12 0.000
13 0.000
14 0.000
i5 $.000

=]

WCoOoO~NOTUVMAEWNERO

n

16
17
18
19
20
21
22
23
24
25
26
27
28

29 -

30
31

C(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0,000
0.000

32
33
34
35
36
37
38
39
40
41
42
43
44
45
46

L7
4

A-7. Rectangular Pulse, Puty Ratio

c(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

= o'o

n

48
49
50
51
52
53
- 54
55
56
57
58
59
60
61
62
63

102.

0 £6 <0.25
where 6 = t/T
0.25 £ 6 < 1.0

C(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.00C

0.125 £(t) = 1.0 0 < 8 < 0.125

n c(n)

0 0.000
1 12.000
2 12.000
3 12.000
4 12.000
5 12.000
6 12.000
7 12.000
8 0.000
9 0.000
10 0.000
11 0.000
12 0.000
13 ‘0.000
14 0.000
15 0.000

n

16
17
18
19
20
21
22
23
24
25
26
27
28

- 29

30
31

C(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

32
33
34
35
36
37
38
39
40
41
42
43
44

45

46
41

C(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

=0.0
n

48
49
50
51
52
53
54
55
56
57
58
59
60

61

62
63

where 6 = t/T
0.125 £ 6 < 1.0

C(n)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
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"APPENDIX B

‘CIRCUIT DIAGRAMS

The féllowing pages show the circuit diagrams for the seven boards
used in fhe synthesizer., All the electronics for the synthesizer, other
thén switches, connectors and lights, are contained on these boards. 'Thej
are labelled A tﬁfdugh.G, denoting the order in which they are installed:
in the board rack. Board A is located on the left side of the machine and
bqard.G is on the right sidé. Note that-brackéted figures represent pin
numbers for external conmnection to the boards. The number and letter con-
tained in each gate gives the location of the gate oﬁ the circuit board
while the‘numbers on each connection refer to the integrated circuit pin
number. Refer to Appendix C for physical layouts of the boards.

The following is a list of the functions provided by each board:
Board A: Input Register Multiplexing
Board B: Input Gating |
Board C: Input and Intermediate Registers, Bits 11, 12, 13
Boafd D: Rate Multiplier, Clock Chain and Output
Board Et Input and Intermediate Registers, Bits 6-10
Board F: Walsh—-Hadamard Function Generator

Board G: Input and Intermediate Registers, Bits 1-5
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Circuit Diagram - Board C

Figure B-3.
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Figure B-3. (cont'd) .
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Figure B-4. (cont'd)
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Figure B-5. Circuit Diagram -~ Board E
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