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Abstract

The subject of whether fluorine (F) is detrimental to human health has been controversial for many years. Much of the discussion focuses on the known benefits and known detriments to dental care and problems that fluorine causes in bone structure at high doses. It is therefore desirable to have the means to monitor fluorine concentrations in the human body as a means to directly assess exposure. A monitoring tool could be applied in studies of human health and perhaps answer some of the questions regarding levels at which fluorine has protective effects and negative health consequences. This thesis presents work in the further development of a low risk non-invasive method for the monitoring of fluorine in human bone. The work was based on the technique of neutron activation analysis (NAA). Fluorine accumulates in bone as a long term storage site following exposure. In this thesis, the McMaster Tandem accelerator was used to produce neutrons through the $^7\text{Li}(p,n)^7\text{Be}$ reaction, measuring F levels in the human hand bone using IVNAA. The gamma rays emitted through the $^{19}\text{F}(n,\gamma)^{20}\text{F}$ reaction are measured using nine NaI(Tl) detectors with $4\pi$ geometry.

Four published papers are presented in this thesis. The main outcome of the first publication was the development of a new phantom. This was needed to reduce the aluminum contamination. The main outcome of the second publication was a series of improvements to the method for the in vivo measurement of bone fluorine using NAA of the new phantoms. In the third publication the best hand position and neutron flux map in the irradiation cavity were determined through both Monte Carlo simulation (FLUKA) and experimental methods. Finally, the fourth publication describes the utility of the improved technique in a pilot study of environmentally exposed people.

The overall conclusion from this thesis work is that a low risk monitoring tool, based on an NAA technique, has been developed which is capable of monitoring fluorine in urban Canadians. The technique can now be applied in studies of human health.
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1. Introduction

1.1. Fluorine

The naturally occurring widely distributed element and the thirteenth most common element in the earth's crust is fluorine. It is considered the most reactive element in the halogen family (Glock et al., 1941). It is found in rocks, clay, coal, water and air, and substitutes for hydrogen in inorganic salts and organic compounds. Examples found in nature include the combination of fluorine with other rock-forming minerals to form fluorspar or fluorite (CaF₂); rock phosphates (e.g. fluorapatite: (Ca₅(PO₄)₃F); cryolite (Na₃AlF₆)); micas and hornblende (WHO 2006; Edmunds et al., 2005).

The concentrations of fluorine observed in soil range between 20-1000 mg kg⁻¹. The levels can vary based on the characteristics of the environment. For instance, the concentration can be higher in mineralized areas, or in regions that use fertilizers, or areas with volcanic and industrial emissions. High fluoride environments occur in many areas of the globe and are directly associated with marine sediments, volcanic, gneissic and granite rocks. These areas include the Mediterranean; southern Europe and Russia, the Middle East, the East African Rift from Jordan to Tanzania, West and southern Africa, India, Pakistan, Thailand, China and the southern USA (WHO 2006; Edmunds et al., 2005).

These higher concentrations of fluorine that are found in natural resources can become highly poisonous and hazardous to people and the environment (Chachra et al., 2008; Yildiz et al., 2003). Fluoride is not distributed uniformly in the environment, the presence
of fluoride minerals and geogenic processes can influence its formation. The solubility of the mineral fluorite (CaF$_2$) limits the concentration of F$^-$ element in water. Therefore high-fluoride waters are commonly associated with calcium-poor conditions and where substitution of calcium by sodium occurs. High pH thermal waters also tend to be rich in the element. Based on the rock that water flows through therefore, the fluorine concentration can vary in groundwater. This variation generally does not exceed 10 mg/L in North America (Sastri et al., 2001; EPA, 1985). In addition, concentrations in surface water ($< 0.5$ mg/L) and seawater (1.2-1.5 mg/L) tend to be lower than those in groundwater (1-10 mg/L) due to longer residence times for rock-water interactions. However, in the volcanic regions of East Africa, depending on local conditions, values of 2800 mg/L can be found in sodic lakes and 50 mg/L in groundwater indicate concentrations of fluorine in water are highly variable. Fluoride can therefore be a major cause of morbidity in Africa and the Far East, where concentrations of fluorine in drinking water (sourced from groundwater) can exceed 10 mg/L (Saleh et al., 2001). In the groundwater of many villages in China the fluorine concentrations are greater than 8 mg/L (Drinking Water Atlas of China, 1990).

As a result of exposure to high-fluoride drinking waters, human dental and skeletal fluorosis affects millions of people in many of these areas (WHO 2006; Edmunds et al., 2005).
Several studies have demonstrated that fluorine in certain amounts (0.5-1.5 mg F/L) can be useful for dental care (preventing tooth decay) and bone formation (Bryson 2004). At the same time, studies also demonstrate individuals who have been exposed to higher levels of fluoride through drinking water, food and air for a certain time period suffered from dental and skeletal fluorosis (Ando et al., 1998; Dinman et al 1976). The risk-benefit of fluoride is therefore highly dependent on exposure level.

Large numbers of people around the world are adversely affected by fluoride exposure. For example, among the twenty six districts of the west coast of India, twenty four are reported to have high fluorine content in their water sources (Susheela 2007). Over all, due to high water-borne fluoride over 66 million individuals in India are estimated to be at high risk for fluorosis (Vasant et al., 2013).

The harmful health effects of fluoride such as black teeth and eroded dental enamel were noted as early as the late 1800s and early 1900s in populations in Mexico, Italy and the USA. Studies done by Smith et al. in the 1930s established fluoride in drinking water as a cause of dental fluorosis. Based on estimates 1.7 million people in China and 1 million people in India suffer from fluorosis (WHO, 2006). Dental fluorosis has since been reported from all around the globe and latest estimates suggest that it may affect 70 million people in the future (WHO, 2006).

As a result of industrial process fluorine concentrations fluctuate (0.2-1.3 mg/L) in Meuse, (Slooff, 1988; Wright et al., 2013). The fluorine levels in drinking water in
Canada are generally low compared to levels worldwide. They have been reported to be in the range 0.05-0.2 mg/L for non-fluoridated water supplies and in the range 0.6-1.1 mg/L for fluoridated water systems (Health Canada, 2010). Some areas of the world have very low levels of fluorine, for example, in the Netherlands, levels are below 0.2 mg/L (Whelton et al., 2004). Also, in Finland, the fluorine concentrations in drinking water are generally low (<0.1 mg/liter) (Kurttio et al., 1999). However, because of high fluorine concentrations in soil and bedrock in the southern parts of the country, some fluorine concentrations in Finland exceed the drinking water quality guideline value of 1.5 mg/liter (Kurttio et al., 1999). Since houses are not connected to municipal drinking water supply systems fluorine concentrations in drinking water are especially high in rural areas (Burt, 2002). This example shows that because fluorine levels in water are so dependent on geology and thus geography that countries have to be careful in interpreting data and basing risk estimates on average drinking water exposures.

Early epidemiological investigations were performed by Dean during the 1930s and 1940s and confirmed a relationship between dental fluorosis and increasing fluorine content in USA’s drinking water (Kaminsky et al., 1990). However, this study also confirmed an association, and thus interpreted beneficial consequence of fluoride, in the prevention of dental caries. The number of decayed or missing teeth was reduced in areas with fluorine in the water. As a result of Dean’s study, fluoridation programs have been implemented in many countries in the world. Based on the estimations performed in the census conducted in 1985, 121 million Americans receive supplementary fluoride via public water supplies (Fluoridation Census, 1988; Kaminsky et al., 1990).
Many individuals around the globe are familiar with fluoride as an ingredient of dental-care products. Today water fluoridation programs are often questioned. While it improves oral hygiene in many parts of the world, at the same time some concerns remain in lay populations about the potential harmful impacts of the element. People exposed to high fluorine intakes can have health consequences (which will be discussed further later in this chapter). Since the relationship between fluoride exposure and health is non-linear, and in fact potentially U-shaped, it becomes important to have knowledge about the different sources of fluoride to which individuals can be exposed in order to build a complete picture of the potential for harm.

1.1.1. Sources of fluoride

Even though fluorine has had a major role in caries prevention over the past five decades, ingestion of too much fluoride means people can develop dental fluorosis (Wright et al., 2013). This is not completely uncommon, even in North America, where people are exposed via a number of routes. Sources of fluoride include, but are not limited to, fluoridated toothpaste, fluoridated mouthwash, marine products, tea and drinking water (Johnson et al 2007; Yadav et al 2007; Kurland et al 2007). Overall, the main sources of fluoride exposure in Canada include, food, beverages, water and many dental products. Of these, water and dental products are considered the major sources for fluoride
exposure for Canadians. For example, toothpastes generally contain high levels of fluorine. In fact, it is hard to find non-fluoridated toothpastes in most grocery store aisles. The foam from toothpastes is likely to be swallowed by consumers (Health Canada, 2010). There are some known reports of fluoridosis resulting from toothpaste ingestion (Levy et al., 2006).

Another source that could have significant amounts of fluorine concentration is water: in 2005, fluoridated drinking water was provided for 43% of Canadians. Generally, the municipal water in North America contains about 1 ppm (1 mg/L) fluorine. On average each adult consumes approximately 1.5 L of water per day. Also, only 0.2% of the American population is exposed to more than 2.0 mg/L (EPA, 1985) other than water, fluorine is found in a lesser amount of concentrations in Canadian atmosphere and soil. Surveys conducted in the late 1980s demonstrated that the mean concentration of fluorine in non-fluoridate drinking water was <50 µg/L (Health Canada, 2009).

Among all provinces in Canada, Ontario, Alberta and Manitoba indicate a percentage of 76%, 75%, and 70% of fluoridated drinking water for people (compare to the 43% average), this is the highest concentration of fluoridated drinking water in Canada (Health Canada, 2009).

Some European countries have decided to deliver fluoride at an optimal level for dental health, in many forms, to their residents. This includes fluoridation of water, toothpaste, salt and milk. For example, in addition to consuming fluoride through water the school
system provides fluoridated milk to about 20,000 children in the UK (Burt, 1985). Most commonly, however, active fluoridation programs focus on drinking water. It should be noted that fluoridation of the water supply is not universal as some areas, e.g., in France, Mouscron in Belgium and Hartlepool in the UK, already have naturally optimally fluoridated water supplies (0.7-1.5 ppm F). However, in areas of low naturally occurring fluoride, governments provide supplementary fluoride and this includes other areas of Europe such as Spain, Switzerland and many parts of the UK. In those areas they are currently operating water fluoridation schemes (Whelton et al., 2004; Health Canada, 2010).

There are many by-laws mandating water fluoridation in Europe. In Ireland about 74% of population consumes fluoridated water (0.8-1.0 ppm F) from a program starting in 1964 (Brown, 2000). In 1986 the fluoridation of water in Spain meant that more than 3.3 million people (Kiritsy, 1996) received added fluoride in drinking water. In 1985, the UK made an assessment and decided to provide fluoridated water to 10% of the population (Vargas, 1998).

However, fluoridation of the water supply is controversial. In Holland water fluoridation began in 1953 and ended in 1973. This was due to perceived problems with the legislation and anti-fluoridation campaign activities (Kaplan, 1996). The natural level of fluorine in the Netherlands is low, so the average level in drinking water for Netherlands population is below 0.2 mg/L (Slooff, 1988).
The concerns about fluoridation include, in part, concerns about the potential for over-exposure. Even research performed as early as in the 1930s, 1950s and 1960s revealed the fact that 7-16% of children who were exposed to fluoride illustrate mild fluorosis in their permanent dentition (Burt, 2002). Surveys performed in 1984 for Children's Dental Health in Ireland revealed the fact that fluoridated areas showed a questionable or concerning level of fluorosis in children: 5% of 8-year-olds and 4% of 15-year-olds (Burt, 2002).

Kenya is considered the African country with the highest level of naturally occurring fluoride in ground water. This is based on samples which showed that twelve out of seventeen groundwater systems in the Kisumu area were proven to have fluorine levels greater than 1.1 mg/L (Nair et al. 1984). (The sea water in Egypt has been reported to have a concentration of 1.3 mg/L fluorine (Slooff, 1988), but our interest here is in drinking water supplies). Fluorine levels are found to be up to 3.3 mg/L in drinking water extracted from well water in Kenya. The fluorine levels in well water can reach levels up to 8 mg/L in the next-door country of Tanzania, since the soil contains fluoride minerals (EPA, 1985).

Tea is known to be a significant source of fluoride exposure. Due to its comforting and calming effect, tea has been enjoyed around the globe for centuries. On the basis of several studies, tea is considered the second most consumed drink amongst the people of the world (Duckworth et al., 1978). When it is consumed regularly, it can lead to an excess exposure to fluoride, which eventually can cause negative health effects. Tea
contains up to 4.97 $\mu$g/g of fluorine, it is known as the highest concentration of fluorine in food (Health Canada 2010). Raw tea leaves can contain fluorine levels up to 400 mg/kg (Duckworth et al., 1978). Generally, tea itself can contain fluorine levels in a range from 0.1 to 4.2 mg/L. This level can increase to 3 mg/L when brewed with deionized water (Duckworth et al., 1978). The most common way of consuming tea is brewing tea leaves, but it is marketed in three different ways: tea leaves, tea bags and tea beverages. The tea marketed in Taiwan has been shown to contain high levels of fluorine: 7.04, 7.79, 5.37, and 25.7 mg/ L. The mean concentration of fluorine in black tea is known to be 1.97– 8.64 mg/L. Among all types of tea, packaged tea, specifically black tea, had the highest fluorine concentrations (Lung et al., 2003). Brewing tea in different containers such as glass or pottery does not affect the fluorine intake concentrations (Lung et al., 2003).

Other studies performed in Taiwan demonstrate that consuming high amounts (≥5 L/week) of tea can result in excessive exposure to fluoride causing dental or skeletal fluorosis (Lung et al., 2003). The conclusion of this study notes that fluoride intake can be reduced when individuals select teas with curved leaves, rinsing the tea leaves before making tea, and drinking black tea without adding sugar (Lung et al., 2008). Several case reports demonstrate the negative effect fluorine can have on skeletal health when tea is consumed regularly and excessively. For example, a 40-year-old woman who consumed a daily average of 4.2 mg/day fluorine from tea developed skeletal fluorosis (Fisher et al.,
1981). In another case, a 52-year old woman who regularly drank 4–8 L/week of double-strength instant tea was reported to develop skeletal fluorosis (Whyte et al., 2005).

In addition to tea, bottled waters can also contain fluorine in significant concentrations. Usually bottled water contains less than 0.3 mg F/L, but in some cases, some imported mineral water can contain higher levels of fluorine (Flaitz et al., 1989; Levy, 1994; Tate and Chan, 1994; Van Winkle et al., 1995). For instance, a series of studies done in Iowa in the early 1990’s on 78 bottles revealed the fact that 83% contained <0.3 mg/L, 7% contained 0.3–0.7 mg/L, 1% contained 0.71–1.00 mg/L, and 9% contained >1 mg/L (Van Winkle et al., 1995). So, roughly one in ten bottled waters had fluorine concentrations higher than fluoridated tap water.

Finally, fluoride can be used in various industrial methods and processes. It is used, for example, for pipe linings, cable installation, refrigerants and in polymers used in plastic. Fluoride can be used as a separation element to produce uranium, beryllium and aluminum isotopes (Kaminsky et al., 1990). The elemental form of fluoride, which is an irritating gas with a sharp odor, is so chemically reactive that it rarely occurs naturally in the elemental state. It has the ability to react with most substances, and when combined with metals it produces fluoride and forms hydrofluoric acid when combined with water. Although fluoride can be useful in many industrial applications, it can be a source of occupational exposure risk. For example, fluoride is used in the aluminum smelting
process, during which it releases fluoride-containing vapors, a hazardous gas which workers may inhale (Dinman et al. 1976).

Fluoride can be consumed in different dosages through different sources by each individual. It is important to know what happens to fluoride when it is absorbed by the body.

1.1.2. Fluorine in humans

It has been believed for a long time that fluoridated drinking water has a positive effect on dental caries (Limeback, 1999). Based on this assumption, there have been recommendations made to add fluorine supplements in approximate level of 1 mg/L (1 mg fluorine ion per liter of drinking water) to drinking water. Adults consume 2-3 liters per day, so consume 2–3 mg F from drinking water per day. In addition, individuals over the age of twelve roughly ingest 0.4 mg of fluorine from food per day (Burt, 1992). This comes from food cooked in fluoridated water and also from uptake of fluoride in plants and animals (Burt, 1992).

In 2010, water fluoridation was considered to be among the ten major achievements of 20th century by the Centers for Disease Control and Prevention (Burt, 2002). This was considered in first world nations such as USA, Britain, Australia, New Zealand and World Health Organization (WHO 2003).
Most individuals consume some fluoride from oral care products. Children are most likely to swallow tooth paste while brushing their teeth (Simard et al., 1989). Generally, when brushing teeth the average person uses 1g of toothpaste, and it is suggested that adults ingest 25% of that (Whitford 1994). Overall, in North America toothpastes contain approximately 1000 to 1100 ppm fluorine, so that means that by this estimate, every person ingests 0.25 to 0.75 mg/day of fluorine from dental products (Whitford 1994).

North American adults, in total, take in 1.2 to 2.2 mg F/day from all sources (food, beverages, toothpaste) in addition to fluoridated water (Whitford 1994). The fluorine ingested is absorbed in the body, in some cases this takes place in the mouth but the majority of the time this occurs by diffusion, mainly in the stomach and the small intestine (Withford, 1989). Studies suggest that half of ingested fluoride is absorbed within thirty minutes. The plasma peak concentration is therefore reached in the first hour (Phipps, 1996). Overall, 90% of the consumed fluorine is retained in the body and the remaining 10% is discharged through the feces.

When fluorine reaches the stomach, half of the amount is absorbed and linked to tissue and the other half continues through the body (Ludlow et al 2007; Spencer et al 1970). Based on the strong bonding characteristics of fluorine to tissue, over time, and with aging, fluorine accumulates in the body (Parkins et al 1974). Many studies prove a direct relationship between the concentration of fluorine in the bone and age (Alhava 1980; Charen et al 1979; Eble et al 1992; Richards et al 1994; Torra et al 1998).
Fluorine is tightly bound and stored in the skeleton because it displaces the hydroxide (OH\(^-\)) functional group in the hydroxyapatite matrix in the bone (Whitford 1994). Also, studies demonstrate that the typical bone fluorine concentration in people is in a linear relationship with water concentration (Turner et al 1995; Zipkin et al 1960). Therefore, bone is a perfect location in the human body to measure fluorine. It accumulates over time in bone and since 99% of the fluorine mass is linked with calcified tissues, concentrations are expected to be highest in bone (Whitford 1994).

Based on studies by Trautner and Einwag, when fluorine is co-absorbed with food, levels of peak plasma can be reduced. For example, milk can reduce fluorine’s bioavailability by 30% (Trautner & Einwag, 1989). Studies performed by Shulman et al. to calculate the effects of milk and solid foods on fluorine absorption in humans also show interesting results: they determined that milk has the ability to reduce fluorine absorption by 13%, while the presence of food reduced the absorption by 47% (Shulman et al.,1990).

Research by Yadav et al. demonstrates that the bioavailability of fluorine can vary from different food sources anywhere from 2-7% (Yadav et al., 2007). In different studies, there have been different explanations as to why dietary sources can reduce the bioavailability of fluoride (Rao, 1984). It is suggested that the absorption of fluorine can be influenced based on the water solubility of fluoride compounds. For example, sodium fluoride is absorbed faster than the less soluble calcium fluoride (CaF\(_2\)) and disodium monofluorophosphate (McIvor, 1990; IPCS, 2002). In addition, the fluoride compounds that are found naturally in water produce fluoride ions that will be absorbed fully by the gastrointestinal tract.
Fluoride in drinking water is thus generally considered fully bioavailable (IPCS, 2002). In order to investigate the difference between the bioavailability of fluoride in naturally fluoridated water and in artificially fluoridated water a study was performed. This study in particular was designed to determine the effect of water hardness on the bioavailability of fluoride in drinking water. The conclusions of this study demonstrate that there was no major difference between the absorption of fluoride consumed from fluoridated drinking water and natural drinking water. There was also no difference found among the absorption of fluorine from hard and soft waters, at fluorine concentrations close to 1 mg/L (Maguire et al., 2004).

Within the first 24 hours of fluoride ingestion, about 50–75% of the oral dose appears in human adult urine (Spencer et al., 1970, 1981; Ekstrand et al., 1977). In a study performed by Haftenberger et al. the proportion of fluoride discharged in preschool children (3–6 years old) urine was examined (Haftenberger et al., 2001). The results showed that 51.5% of the fluoride ingested was excreted in the urine, and that the total daily fluoride intake excreted in the urine was measured to be an average of 35.5% (Villa et al., 2000). In other studies, of young children, a much higher value of 80% excretion of ingested fluoride was found in the first 24 hours after ingestion in 4-year-old children (Zohouri et al., 2000). This may suggest different retention/metabolism characterises in adults and children.

The excess fluorine not absorbed by the skeleton is discharged into the urine by the kidneys. As a result, individuals who experience reduced renal function are at a greater risk to develop skeletal fluorosis (Boivin et al., 1986). In most cases, fluorine returns
from tissue to the circulatory system more slowly, resulting in calcified tissues (Phipps et al., 1996). As a result, in many cases the half-life of fluorine in bone has been estimated to be 8 to 9 years (Hodge et al., 1963). As the bone fluorine levels increase to 4500 ppm in the mineral phase, the bone strength decreases (Turner et al., 1993), and if calcium intake is 'normal', the bone strength can decrease by 13% when the fluorine content in the mineral phase reaches 10,000 ppm (Turner et al., 1993). In some cases bone strength has been found to decrease by 45% when fluorine intake is connected to calcium deficiency (Turner et al., 1993). Excess dosage and accumulation of fluoride is therefore potentially detrimental, especially when concurrent with disease or malnourishment, and requires further investigation to be properly understood.

1.1.3. Consequences of fluoride exposure

Fluoride can cause different effects in the body based on the amount ingested. It has an apparently useful effect at low dosages. When the dosage of fluoride is approximately 1ppm it can have a positive preventative quality in terms of controlling dental caries (Boivin et al 1989; Khandare et al 2005). This level of dosing is that usually performed on municipally fluoridated water supplies. Studies performed on six different groups of individuals in China have demonstrated that when the fluorine concentration of their drinking water is in the dosage range 0.25 to 7.79 ppm, it can have a protective effect on bone fracture risk (Li et al 2001, Vestergaard et al 2008).
At the next level of dosage, fluoride has the ability to modify the tissue structure, altering the interface between the collagen and mineral. This was thought to be helpful for osteoporosis treatment. Studies suggest, however, that when, osteoporosis is ‘treated’ with sodium fluoride, the risk of hip fracture increases after sodium fluoride therapy (Inkovaara et al., 1975; Mamell et al., 1988; Hedlund et al., 1989; Riggs et al., 1990). An increase in bone fragility can be a direct result of the increase in bone mass caused by fluoride. This was an important finding. Raising the risk of hip fracture can be dangerous. Hip fractures are known to be a major cause of morbidity, disability, and mortality in the elderly (Lindsay 1990).

It is known that fluoride can create damage to the body when it is ingested excessively and in high dosages. It has the ability to weaken the skeleton and discolor teeth, eventually increasing wear of the enamel. These levels of fluorine toxicity are usually seen in communities where the local drinking water has naturally high fluorine levels (Burt, 2002).

Excess levels of fluorine have the ability to increase the risk of dental skeletal fluorisis and brown mottling of teeth. It is also likely these high levels will create skeletal fluorosis (Shashi et al., 2008; Wilson 1993). Christiani & Gautier first used the term fluorosis (fluorine toxicity) in 1925. Fluorosis is a disease commonly related to high fluoride intakes from drinking water, tea, and inhalation from coal-based fuels which causes bone deformities. Skeletal fluorosis increases bone density, which ultimately creates skeletal deformity and fractures. The cause of skeletal fluorosis is because of fluorine's long retention half-life in bone and thus the tendency to build up over time. Skeletal and bone
fluorosis is a disabling condition that causes harsh pain for the patient (Shashi et al., 2008; Wilson 1993).

Fluorine toxicity can cause osteosclerosis, osteopenia and/or osteomalacia in an individual’s bone mass (Tamer et al 2007; Wang et al 2007). This fluorine toxicity can also cause a thyroid hormone imbalance in children (Susheela et al 2005), and in addition it results in joint aches, deformation, calcification of ligaments and impairment in range of motion (Shashi et al., 2008; Wilson 1993).

It has been shown that regular intake of 14 mg fluorine per day will cause bone fractures, and overall the risk of bone effects increase when fluorine intake per day is over 6 mg (Fawell, 2003; Kurttio et al., 1999; Sampaio et al., 1999). Fluorine toxicity can become apparent in any age. Other than being fatal, it may result in physical and economic disability in and thus hardship for individuals.

The risk of fluorine toxicity can increase due to various factors. This may include drinking water and the individual’s nutritional status (Fawell, 2003). Fluorosis is more common in areas such as China and India which have higher fluorine concentrations in their water (Boivin et al 1989; Khandare et al 2005). In the 1930s, human skeletal fluorosis was reported in France and Denmark, the cause was directly related to mineral processing and cryolite (Na$_3$AlF$_6$) mines exposure. In the late 1930s, skeletal fluorosis was identified as a widespread disease in India, Africa, and China and many parts of the globe in individuals who consumed drinking water with fluorine concentrations in the range of 3 to $>$20 mg/L (Krishnamachari, 1987; Kaminsky et al., 1990; Ad Hoc...
Subcommittee on Fluoride, 1991; Wang et al., 1999; Shivashankara et al., 2000; IPCS, 2002; Boivin et al 1989; Khandare et al 2005). The concentration of fluorne in drinking water is known to be anywhere from 7-14 ppm in these areas. A study in Brazil on 650 children aged 6-11 years old showed low (below 0.7 ppm F), medium (between 0.7-1.0 ppm F) and high (above 1.0 ppm F) dental fluorosis in 30.5, 61.1 and 71.4% of the children respectively (Sampaio et al., 1999).

In addition to effects on bones and teeth, severe consumption of fluoride can cause abdominal pain, diarrhoea, fatigue, drowsiness, coma, cardiac arrest, and eventually be fatal for humans (Kaminsky et al., 1990; Whitford, 1990; Augenstein et al., 1991; ATSDR, 2003). It has been shown that when the more soluble fluoride salts (e.g., sodium fluoride) are ingested, the effects can be harsher (WHO, 1984). This was seen in an incident when seven elementary students drank water with a fluorine concentration of 92 mg/L. They experienced severe nausea and vomiting (Sidhu et al., 2002). A minimum of 5 mg F/kg body weight can lead to extremely harmful health issues (Whitford, 1996).
Exposure to fluoride may also cause hyperglycemia, hypercholesterolemia, hyperphospholipidemia and hypertriacylglycerolemia (Shashi 1992; Chlubek et al. 2003; Grucka-Mamaczar et al. 2004; Rupal et al. 2010). Also, when an individual is exposed to fluoride over a long period of time during their early developmental stages, the oxidative stress in their blood can increase, while the antioxidant defence systems in liver decreases. This can cause a reduction of non-enzymatic and enzymatic antioxidants such as SOD, CAT, GPX, GSH, GST and TAA (Shivarajashankara et al. 2003; Shanthakumari et al. 2004). Although fluoride can have effects on multiple systems, it is the effect on bone which has raised public health concerns. The question for municipalities is whether in an attempt to protect teeth, they may be increasing risk of fractures. To examine the effect of fluoridation of drinking water and hip fracture rates, two different Canadian cities, Edmonton and Calgary in the province of Alberta have been compared. The city of Edmonton has been fluoridating its water to a level of 1 mg/L since 1967, while the
natural fluoride levels of Calgary’s drinking water are one third of Edmonton. The two cities are only 300 km apart. There was found to be no significant difference in the hip fracture health of these two cities’ citizens (Suarez-Almazor et al., 1993). Despite recommendations it had made in the past, Health Canada is now only recommending water fluoridation for health benefits regarding dental caries, and notes that fluoridation was not successful for experiments performed for growth and reproduction goals (Department of National Health and Welfare, 1983; Department of National Health and Welfare, 1990). This is also true in the United States. The National Research Council considers fluoridation as a beneficial factor for human health (NRC, 1993). This is because it improves dental health, while there appears to be little evidence of detrimental effects on bone at the levels of water fluoridation that are currently used. The majority of studies on excessive fluoride ingestion and non-neoplastic effects on human health have been on skeletal fluorosis and fractures. These have generally shown no evidence of skeletal fluorosis in individuals who consumed fluoridated water in the concentration of 1.2 and 3.3–6.2 mg/L for a time period of more than 10 years (McCauley and McClure, 1954; Schlesinger et al., 1956; Hodge and Smith, 1981; Sowers et al., 1986). Additionally, radiographic data on individual in the USA demonstrated that consumers who drank water that contained fluorine at levels of 4.0 mg/L, did not experience any level of skeletal changes caused by skeletal fluorosis (Kaminsky et al, 1990).

In conclusion, when fluoride is used moderately, it can benefit dental health while avoiding dental fluorosis. Since dental fluorosis it is not a health hazard, it is not
considered to be a toxicological end-point. It can be linked to cosmetic issues, so is considered a rather significant social issue. Overall, however, when fluorine levels are an average of 0.9 mg/L in drinking water, there will be no negative health effects for humans (Health Canada 2010). Currently the level of 1.5 mg/L F in water is considered to be protective against all potential harmful health effects, including cancer, bone fracture, immunotoxicity, reproductive/developmental toxicity, genotoxicity, and/or neurotoxicity.

1.1.4. Fluorine measurements

Since it is difficult to attain bone samples from healthy living individuals, samples are generally gathered from autopsies for studies about toxic metal exposures in the environment. Bone biopsies are not only inconvenient, they do pose a risk, and patients are unlikely to volunteer for bone biopsy because of concerns about pain. However some studies have been performed on both autopsy and biopsy data. In at least one study, the fluorine concentration in bone was measured \textit{ex vivo} using reactor-based neutron activation analysis (NAA) (Krishnan et al 1985). The measured bones in that study were collected through the biopsy of both deceased and living subjects (Krishnan et al 1985). A summary of bone-fluorine measurements (mostly on autopsy data) with different methods is shown in table 1.1.
Table 1.1. Summary of fluorine measurements

<table>
<thead>
<tr>
<th>Studies</th>
<th>Location</th>
<th>Bone site</th>
<th>Age</th>
<th>Technique</th>
<th>mg F/g dry bone</th>
<th>mg F/g Ca</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glock et al., 1941</td>
<td>England</td>
<td>Rib bone</td>
<td>0-68</td>
<td>Chemical method</td>
<td>0.24-3.1</td>
<td>0.88-11.4*</td>
</tr>
<tr>
<td>Mernagh et al., 1977</td>
<td>Canada</td>
<td>Biopsy sample (osteodystrophy)</td>
<td>N/A</td>
<td>NAA</td>
<td>0.5-1.2</td>
<td>32-85 (7.6-488)</td>
</tr>
<tr>
<td>Krishnan et al., 1985</td>
<td>Canada</td>
<td>Biopsy sample (fluorosis patients)</td>
<td>N/A</td>
<td>NAA</td>
<td>13.4±2.9</td>
<td></td>
</tr>
<tr>
<td>Ebifegha et al., 1986</td>
<td>Canada</td>
<td>Index Finger</td>
<td>N/A</td>
<td>NMR</td>
<td>2.17-5.1</td>
<td>8-18.7*</td>
</tr>
<tr>
<td>Fraser Code et al., 1990</td>
<td>Canada</td>
<td>Index Finger</td>
<td>N/A</td>
<td>NMR</td>
<td>0.47-1.1</td>
<td>1.7-4*</td>
</tr>
<tr>
<td>McNeill et al., 1991</td>
<td>Canada</td>
<td>Trabecular and cortical bone of the rat</td>
<td>N/A</td>
<td>NMR</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Ishiguro et al., 1993</td>
<td>Japan</td>
<td>Cortical bone (Human rib)</td>
<td>20-93</td>
<td>Fluoride electrode</td>
<td>0.125-0.75</td>
<td>0.46-2.76*</td>
</tr>
<tr>
<td>Samudralwar et al., 1993</td>
<td>USA</td>
<td>Rib (Cortical bone &amp; Trabecular bone)</td>
<td>N/A</td>
<td>PIGE (p,p'γ)***</td>
<td>2.074±0.652</td>
<td>7.63*</td>
</tr>
<tr>
<td>Richards et al., 1994</td>
<td>Denmark</td>
<td>Vertebral trabecular</td>
<td>20-91</td>
<td>Fluoride electrode</td>
<td>0.91*</td>
<td>3.54*</td>
</tr>
<tr>
<td>Ishiguro et al., 1996</td>
<td>Japan</td>
<td>Trabecular bone</td>
<td>21-76</td>
<td>Chemical method</td>
<td>0.2-0.6</td>
<td>0.74-2.21*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Periosteal cortical Endosteal cortical</td>
<td></td>
<td></td>
<td>0.27-1.1</td>
<td>0.99-4.05*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.23-0.7</td>
<td>0.85-2.58*</td>
</tr>
<tr>
<td>Sastri et al., 2001</td>
<td>Turkey and Russia</td>
<td>Iliac crest, rib</td>
<td></td>
<td>PIGE (p,p'γ)***</td>
<td>0.5-1.999</td>
<td>1.84-7.36*</td>
</tr>
<tr>
<td>Yildiz et al., 2003</td>
<td>Turkey</td>
<td>vertebra, femur neck, femur trochanter, and Ward’s triangle</td>
<td>45-54</td>
<td>DXA**</td>
<td>1.076±0.179</td>
<td>3.96*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.8603±0.1166</td>
<td>3.17*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.6821±0.107</td>
<td>2.51*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.6527±0.1355</td>
<td>2.4*</td>
</tr>
<tr>
<td>Chamberlain et al., 2012</td>
<td>Canada</td>
<td>Hand</td>
<td>20-87</td>
<td>IVNAA</td>
<td>0.3-2.4*</td>
<td>1.1-8.8</td>
</tr>
<tr>
<td>This study, 2013</td>
<td>Canada</td>
<td>Hand</td>
<td>23-75</td>
<td>IVNAA</td>
<td>0.3-3.15*</td>
<td>1.1-11.6</td>
</tr>
</tbody>
</table>

* Determined using a conversion factor of 3.68 g dry bone/g Ca (Woodard, 1964)

** Dual X-ray absorptiometry

*** Particle induced gamma-ray emission

† Determined using a conversion factor of 2.5 g bone ash/g Ca (ICRP 1975)

The table shows that fluoride accumulates in calcified tissues and as discussed earlier, it has been shown that fluorine levels correlate with age, suggesting that the level of fluorine in an individual could be a measure of the person’s long term exposure to fluoride. As bone biopsies are unlikely to be approved for studies of volunteers, a low risk and painless method of assessing fluorine levels could be extremely useful for...
population health studies. The objective of this PhD thesis, therefore, is to develop a painless non-invasive method for measuring F \textit{in vivo} by NAA.

1.2. Neutron activation analysis

The most generally applied techniques for the non-invasive assessment of body and tissue composition studies have been x-ray fluorescence (XRF) and neutron activation analysis (NAA) (Chettle 2006). XRF is challenging for fluorine as the x-ray energy would be 0.677 keV, too low energy to be measureable outside of the body. NAA, although challenging, is the technique that has been pursued.

In NAA studies of people, in order to measure the activated element of interest in the detector, we need to irradiate the tissue with a radioactive source or accelerator while keeping the radiation dose to reasonably low levels (Chettle & Fremlin, 1984). In previous work, prior to this thesis, the technique showed that a reasonably low detection limit, 0.66 mg F/g Ca, could be achieved for an equivalent dose of 30 mSv: a dose comparable to the dose received by patients during clinical examinations (Chamberlain et al., 2012a). The main focus of this thesis has been to further development of the technique of \textit{in vivo} NAA for the measurement of fluorine by investigating better phantom preparation and different detection regimes.

The technique of using neutron activation analysis in medical applications is generally called \textit{in vivo} neutron activation analysis (IVNAA). The detection of the element is
performed in this case by measuring the radioactive daughter of the element of interest. The target nuclei of the sample are irradiated by a neutron source. A scintillation or semiconductor detector measures the $\gamma$-rays from the uniquely identified element, in this case fluorine. The level of the element can be quantified by comparing the signals between the person and appropriate calibration standards.

Fluorine was measured in this thesis by neutron activation analysis via the $^{19}\text{F}(n,\gamma)^{20}\text{F}$ reaction. $^{20}\text{F}$ decays (100%) to an excited state of $^{20}\text{Ne}$, which de-excites 99.1% of the time by the emission of a 1.63 MeV gamma ray (Tilley et al 1998).

$$^{19}\text{F} + n \rightarrow ^{20}\text{F} \rightarrow ^{20}\text{Ne}^{*} + \beta^{-} \rightarrow ^{20}\text{Ne} + \gamma$$

This gamma-ray is detected and compared to the signal from calibration standards. One of the issues discussed in this thesis is that during measurements and data analysis there was found to be an overlap between the gamma-ray signals of fluorine ($^{20}\text{F}$), chlorine ($^{38}\text{Cl}$) and aluminum ($^{28}\text{Al}$). Figure 1.2 shows the overlap between $^{20}\text{F}$, $^{38}\text{Cl}$ and $^{28}\text{Al}$ in a phantom spectrum. This thesis work describes attempts, during measurements and data analysis, to reduce or eliminate the signal from the interfering $^{38}\text{Cl}$ gamma-ray (E=1.64 MeV, half-life=37.2 min) by using anti-coincidence counting methods instead of summing data from nine NaI(Tl) detectors and delaying the start of a second count for 120 seconds after irradiating phantom and/or subject in order to subtract chlorine. The thesis also describes a program of work to find a phantom material that was aluminum free. Figure 1.2 showing the spectrum of the phantom.
In our studies, the bones of the hand were chosen as a suitable site for non-invasive F measurements for several reasons. First, the neutron beam cannot easily be confined to a small area and because a hand can be extended away from the body, the torso can be kept out of the neutron beam as much as possible. This reduces the radiation dose to the more radiosensitive organs of the body which are located in the torso. Additionally, no active bone marrow is contained in the adult hand bone, thus also reducing radiation risk (ICRP 2002). Another consideration is that it is easy to position a hand inside an irradiation cavity or detection chamber. Finally, people find it psychologically acceptable to have their hand irradiated while they do not, for example, find the idea of a skull irradiation to be equally acceptable.
The hand bone is largely composed of cortical bone (95% (ICRP 2002)). Although the uptake of $F^-$ is expected to be higher in trabecular bone (Jenkins 1990), having a site that is largely uniform in one type of bone is more desirable to obtain reproducible results (Jenkins 1990).

1.3. Irradiation facility

In this thesis work, all irradiations were performed using a hand irradiation system located at the McMaster University Tandetron Accelerator at the McMaster Accelerator Labs (MAL). The accelerator produces neutrons via the $^7\text{Li}(p,n)^7\text{Be}$ reaction by irradiating a metal lithium target with protons. This facility was initially designed and used for studies of manganese, aluminum and magnesium which are described extensively in the literature (Aslam et al 2008; Byun et al 2007; Pejović–Milić et al 2006; Aslam et al 2003; Davis et al 2008). Full details regarding the irradiation cavity are discussed in Chapter 4. To describe the cavity simply, it is a large box on the end of the beam line and there is an access hole large enough so that the hand can be centered in the cavity. To reduce the participant’s whole body dose due to neutrons streaming along the access hole cavity opening (Byun et al 2006), a water bag is used to shield the torso. The water thickness could be adjusted by increasing or decreasing the volume of water in the bag.

Figure 1.3 showing the layout of the irradiation box while Tandetron accelerator and irradiation cavity are shown with Figure 1.4 and 1.5.
Figure 1.3: Layout of irradiation cavity (Byun et al 2007).

Figure 1.4. Tandetron accelerator at the McMaster Accelerator Labs (MAL)
1.4. Detection system

The detection system used in this thesis is comprised eight $10.2 \times 10.2 \times 40.6 \text{ cm}^3$ plus one $10.2 \times 10.2 \times 10.2 \text{ cm}^3$ NaI(Tl) detectors arranged in an array with a close to $4\pi$ geometry. Figure 1.6 shows the detection system. The detection system is surrounded by a box composed of borax, polyethylene and polyester resin to reduce the neutron fluence at the outer surface. The detection system was placed near the irradiation cavity during the measurement of people because of the short half life ($11.2 \text{ s}$) of fluorine. During the subject measurements the detection system was covered with an additional layer of concrete blocks in order to reduce the in-system activation. Without these blocks, the

Figure 1.5. Irradiation cavity
fluorine peak was not observable after short runs of the accelerator due to a signal from activated iodine in the detectors. Figure 1.7 shows the alignment of detectors and voltage unit numbers.

Figure 1.6. The detection system at MAL

Figure 1.7. Nine NaI(Tl) diagram with their high voltage unit number
1.5. Fluorine phantom

Calibration of the system is performed against ‘anthropomorphic’ hand phantoms. Hand bone phantoms with varying amounts of F concentrations were created and the process to describe the creation of a new phantom is thoroughly described in Chapter 2. Dry powder phantoms were chosen instead of water phantoms because experience in the laboratory has shown that water phantoms leak and can, over time, evaporate, thus changing concentrations, although not element mass. Additionally, due to an observed reaction between calcium and fluorine, we found making homogenous liquid phantoms to be almost impossible.

Phantoms with various concentrations of fluorine were created in order to construct a calibration line. In order to show system reproducibility, three sets of fluorine phantoms were made, and measured under the same conditions. Again, this will be discussed in chapter 3. Figure 1.8 shows an example of a fluorine calibration line of fluorine gamma-ray peak area versus fluorine concentration.

A fitting function was used to extract the F peak areas from each phantom spectrum. The peaks were modelled by Gaussian functions and the background by a linear function. Matlab, using the Levenberg-Marquardt fitting algorithm, was used for curve fitting. The fitting function had a total of five parameters (three for the Gaussian peak and two for the linear background) and took the form:

\[ y = mx + B + \frac{A}{\sigma_1 \sqrt{2\pi}} e^{\left(-\frac{1}{2} \left( \frac{x - x_0}{\sigma_1} \right)^2 \right)} \]
Where, $y$ represents the count rate (s$^{-1}$) and $m$ represents the slope of the linear background, $B$ the intercept of linear background, $A$ the peak areas, $\sigma_1$ the peak width (standard deviation), $x_a$ the peak centroid. To maintain stability of all the fits for the spectra obtained from the detectors, the peak widths and centroid positions were constrained to fall within 0.5 standard deviations of the values determined from the highest concentration peaks.

In the literature, there is more than one definition of minimum detectable limit. In our laboratory, we calculate minimum detectable limit (MDL) in the following manner:

$$MDL = 2. \sigma_F ,$$

where $\sigma_F$ is calculated from

$$
\left(\frac{\sigma_F}{F}\right)^2 \approx \left(\frac{\sigma_A^2 + \sigma_C^2}{(A-C)^2}\right) + \left(\frac{\sigma_B}{B}\right)^2 - 2 \frac{\sigma_A \sigma_B}{AB} \rho_{AB},
$$

where $\sigma_F$ is measurement uncertainty of the zero concentration phantom, $A$ is the zero concentration phantom peak area, $B$ is the slope and $C$ is the intercept of the calibration line, $\sigma_A, \sigma_B$ and $\sigma_C$ are standard deviations of $A$, $B$ and $C$ respectfully, and $\rho_{AB}$ is the covariance between $A$ and $B$ (Bevington, 2003).
Figure 1.8. Fluorine calibration line

Thesis Outline

This chapter, Chapter 1, is intended to give an introduction to Fluorine, the known health effects and metabolism. These are presented because they describe the motivation for this thesis work. This chapter discusses the basic technique of NAA, and describes the method for fluorine NAA in vivo.

Chapter 2 presents article I, which describes the design of a phantom equivalent to measure bone-fluorine in a human hand via delayed neutron activation analysis. The introduction section of article I describes in detail the project motivation and the choice of phantoms for the target tissues of F retention.
Chapter 3 presents article II which demonstrates improvements to an *in vivo* neutron activation analysis (NAA) method for the measurement of fluorine in human bone. Several improvements to the methodology are described and the resultant overall improvement of detection in phantoms is presented.

Chapter 4 presents article III which describes an investigation of the neutron flux distribution in bone-fluorine phantoms comparing accelerator based *in vivo* neutron activation analysis and FLUKA simulation data. The purpose of this work was to investigate the effects of hand position in the cavity on the ability to detect fluorine.

Chapter 5 presents article IV which describes a small pilot study of volunteers from the Hamilton community measuring fluorine in human bone using *in vivo* neutron activation analysis. Fluorine could be measured in all volunteers, and factors which may explain fluoride exposure are discussed.

Finally, suggestions for future work and overall conclusions are discussed in Chapter 6.
Chapter 2

Design of a phantom equivalent to measure bone-fluorine in a human’s hand via delayed neutron activation analysis (Article I)

2.1 Introduction to Article I

Article I describes a phantom equivalent to measure bone-fluorine in the human hand. This first published paper demonstrated the development of a new type of bone-fluorine phantom. This was essential to reduce the aluminum contamination observed in phantoms which were used in previous studies. The aluminum gamma peak interferes with the fluorine peak due to overlapping energies within the resolution of the detector system. The new phantom eliminates the interference and improves the measurement uncertainty. The experimental work presented in Article I was performed by the author of this thesis under the supervision of Dr. Fiona McNeill, and with the additional guidance of Dr. David Chettle and Dr. William Prestwich. Mr. Mike Inskip provided access to the lab for the Mowiol preparations.

2.2 Contents of Article I

The following article is reproduced with permission. Copyright © 2013 Institute of Physics and Engineering in Medicine.
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Abstract
Fluorine is an element that can be either beneficial or harmful, depending on the total amount accumulated in the teeth or bones. In our laboratory, we have developed a non-invasive technique for the in vivo measurement of fluoride in bone using neutron activation analysis and performed the first pilot human study. Fluoride in humans is quantified by comparing the $\gamma$-ray signal from a person to the $\gamma$-ray signal obtained from appropriate anthropomorphic calibration phantoms. An identified problem with existing fluoride phantoms is contamination with aluminum. Aluminum creates an interfering $\gamma$-ray signal which, although it can be subtracted out, increases the uncertainty in the measurement and worsens the detection limit. This paper outlines a series of studies undertaken to develop a better calibration phantom for fluorine measurement, which does not have aluminum contamination.
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Introduction
A common naturally-occurring contaminant and sometimes also additive of water and many foods is fluorine, which is an element associated with both benefits and problems in teeth and bone. Water, tea and some foods are the major sources of intake for fluoride (F$^-$) (Yadav et al 2007, Johnson et al 2007). In North America and some other countries, there is still controversy as to whether fluorine should be added to drinking water (Ludlow et al 2007, Chamberlain et al 2012a). It is established that addition of about 1 ppm to water can be useful for the purpose of improved dental care (such as reduced caries), and at certain concentrations, fluoride has long been shown to reduce bone fracture risks (Chamberlain et al 2012b, Kurland et al 2007).
However, in some cases of high exposure, fluoride has been found to be toxic and harmful for consumers. Examples include people who have been found to have unusual habits such as swallowing fluoride containing toothpaste (Kurland et al. 2007). Bone deformities, and changes in children’s thyroid hormone levels are some of the health consequences that have been observed through ingestion of high doses of fluoride (Susheela et al. 2005). Another occasionally observed condition (due to the long half-life of fluoride in bone) for individuals exposed to elevated fluoride intake, is fluorosis (Tamer et al. 2007, Wang et al. 2007). Different approaches by nations to the issues surrounding fluoride in drinking water have been described (Khandare et al. 2005, Li et al. 2001, Vestergaard et al. 2008).

Fluorine accumulated in the skeleton interacts with bone by displacing the hydroxide content of the bone mineral. Bone is therefore potentially a useful site for measuring the fluoride concentration as a result of long term accumulation (Clarke et al. 1994, Chamberlain et al. 2012a). The concentration of fluorine in the skeleton has previously been measured using a reactor-based ex vivo technique, but obtaining a bone sample via biopsy is rarely possible (Krishnan et al. 1985). Our laboratory recently conducted the first series of in vivo measurements of bone fluoride using neutron activation analysis (NAA). The volunteers’ fluoride concentration was assessed non-invasively (Chamberlain et al. 2012b) and the measurement relied on the comparison of in vivo fluoride signals to those from anthropomorphic standard addition calibration phantoms.

Limitations with the phantoms used in our earlier studies were identified, including contamination by aluminum. This paper describes work that was undertaken to develop an improved anthropomorphic phantom that could be used for studies of fluoride in bone and potentially other elements as well. In total, eleven different possible phantom types were investigated, with one phantom type identified as being best for future studies.

Irradiation materials and methods

Sample (and in vivo) irradiation

An irradiation cavity was created for the in vivo analysis of toxic elements in a human hand using the accelerator-based $^7$Li(p,n)$^8$Be neutron source at the McMaster Accelerator Laboratory (Aslam et al. 2008a). The irradiation facility has been previously described in the literature (Byun et al. 2007). Those elements whose neutron capture cross sections are sufficiently large can be analyzed by measuring the emission of $\gamma$-rays following neutron irradiation (Byun et al. 2007, Pejović-Milić et al. 2006). Measurement of the in vivo $\gamma$-ray signal, when compared with the $\gamma$-ray signal from an appropriate calibration standard, permits the level of the element in a person to be quantified.

The irradiation geometry means that the sample is totally enclosed within a cavity which has a port which allows hand access. This irradiation cavity setup has been used (Aslam et al. 2008a, 2008b, Davis et al. 2008) for the successful non-invasive measurement of several trace and minor elements in a series of studies of human volunteers. Elements studied have included magnesium, aluminum, manganese and fluorine (Davis et al. 2008, Aslam et al. 2008a, 2008b, Chamberlain et al. 2012a). This irradiation cavity and method was used to irradiate the phantoms described in this paper. In this set up the equivalent dose to the phantoms was determined to be 30 mSv (Chamberlain et al. 2012a).

Sample detection

Two methods were used to measure the samples described in this paper. Firstly, a system of eight $10.2 \times 10.2 \times 40.6$ cm$^3$ plus one $10.2 \times 10.2 \times 10.2$ cm$^3$ NaI(Tl) detectors
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Figure 1. Phantom measurement spectrum.

arranged in an array with close to a $4\pi$ geometry were used. Samples were placed inside the $4\pi$ cavity in order for the $\gamma$-ray signal to be counted. Signals from each of the nine detectors, in anti-coincidence mode, were gathered and directed through a pre-amplifier and recorded by a multichannel analyzer (Byun et al 2006).

Secondly, some samples were measured using a hyper-pure germanium detector. This was used to measure $\gamma$-ray signal from small samples of materials that were irradiated in the pneumatic activation system at the McMaster Nuclear Reactor (MNR).

**Phantoms**

Eleven different types of phantom in total were studied.

For the original fluorine *in vivo* study, hand bone phantoms with different concentrations of F had been fabricated in 125 ml cylindrical Nalgene (polyethylene) containers. However, subsequent work determined that the presence of aluminum contamination within the plastic of the bottles made the determination of fluoride more challenging. Figure 1 shows a phantom measurement spectrum and it can be seen that there are a number of $\gamma$-ray signals that either overlap or are in close proximity to one another. In particular, the $^{28}$Al peak overlaps with the $^{20}$F signal. Subtracting the $^{28}$Al signal from the $^{20}$F increases the uncertainty in the estimation of the fluorine signal. It is therefore preferable to try and eradicate the Al contamination from the phantoms.

**Phantom type 1.** Initially, we tried water-based phantoms in Nalgene bottles. However, the masses of powder, and the volumes of water required, meant that the materials did not mix well. It was not possible readily to obtain a homogenous solution of fluorine and calcium, and post-irradiation settling was found to occur.

**Phantom type 2, 3 and 4.** We next eliminated the water and used dry powder phantoms. These consisted of NaNO$_3$ (1.25 g of Na), NH$_4$Cl (1.19 g of Cl), CaCO$_3$ (14.9 g of Ca) and varying masses of NH$_4$F with a fluorine content that varied between 0.03 to 0.5 g (as per ICRP 1975).

Table 1 shows the elements which were added to the phantom in the specified concentrations so as to match a ‘reference’ man (ICRP 1975). Detection was of micrograms
Figure 2. Comparison of HDPE Nalgene bottles with different proton energies.

Table 1. Elemental composition of hand bone (ICRP 1975).

<table>
<thead>
<tr>
<th>Elements</th>
<th>Ca(^{40})Ca</th>
<th>Na(^{23})Na</th>
<th>Cl(^{35})Cl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected amount (ICRP)</td>
<td>14.9 g</td>
<td>1.25 g</td>
<td>1.19 g</td>
</tr>
<tr>
<td>Compound added</td>
<td>Ca(NO(_3))(_2)</td>
<td>NaNO(_3)</td>
<td>NH(_4)Cl</td>
</tr>
<tr>
<td>Amount of compound (g)</td>
<td>88.06 ± 0.05</td>
<td>4.6 ± 0.01</td>
<td>1.80 ± 0.01</td>
</tr>
</tbody>
</table>

(\(\mu\)g) of F per gram (g) of Ca. Chlorine was required because of a spectral interference with the fluorine signal. Sodium is required because \(\gamma\)-rays from the \(^{23}\)Na(n,\(\gamma\))\(^{24}\)Na reaction contribute significantly to the \(\gamma\)-ray background signal (Chamberlain \textit{et al} 2012a).

'Phantom type 2' were powder within high density polyethylene (HDPE) Nalgene bottles. 'Phantom type 3' were powder within low density polyethylene (LDPE) Nalgene bottles. 'Phantom type 4' were powder contained within Adac Polyethylene bottles.

Analysis and results for phantoms type 2, 3 and 4

Bottles

In order to determine the level of aluminum in phantom type 2, empty 250 ml Nalgene bottles were irradiated with different neutron beam energies produced from proton energies of (2, 2.1, 2.2, 2.3 MeV respectively) with a proton current of 400 \(\mu\)A for 60 s (Byun \textit{et al} 2006) as performed in earlier studies (Chamberlain \textit{et al} 2012a, 2012b). The bottles and materials were measured for 300 seconds in anti-coincidence mode in the 4\(\pi\) detection system. Figure 2 shows the resulting spectra.

The lowest Al signal resulted from irradiation with the lowest proton energy. This is to be expected as the neutron yield is lower for lower energies. However, an important finding was that having a bottle filled with water did not show any significant difference in signal in comparison with the empty bottles. The extra moderation within the sample would appear to result in a negligible effect on the signal, probably because the scattering and pre-moderation within the cavity dominate the effect on the neutron flux at low energies. The bottle that showed
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**Figure 3.** Comparison of HDPE and LDPE Nalene bottles impinged with 2.3 MeV proton energy.

![Graph of Adanac polyethylene in 2.3 MeV proton energy.]

**Figure 4.** Adanac polyethylene in 2.3 MeV proton energy.

The most difference, in comparison to the one filled with water, was due to the activation of argon (Ar) in air. Less water meant there was more air in the bottle.

Figure 3 illustrates a comparison between phantom type 2 and phantom type 3 irradiated with a neutron beam produced by a 2.3 MeV proton energy on lithium (Chamberlain et al 2012a). The amount of aluminum inside the LDPE phantom is significantly lower than in the HDPE, but it is still a clear signal. LDPE is a better and more appropriate choice for creating a phantom, but is still not perfect. A further test of polyethylene phantoms (Phantom type 4) was performed to see if the Al signal could be completely eliminated. Adanac polyethylene was therefore examined through irradiation and activation, and the results from this test are shown in figure 4. Note that these bottles had a much lower volume than the previously used bottles.

The Adanac polyethylene shows a lower amount of aluminum than the previous two types of plastic container, and could be considered the best candidate for the phantoms. However, Adanac was not available in containers of sufficient volume for our studies of the human hand.
Non-contained phantoms

The possible use of phantoms without containers was studied.

Phantom type 5. It was suggested that using pressure on the powdered elements used in the fluorine phantom could lead to a compressed stable phantom. However, a solid pellet could not be manufactured with the systems available, and the pressed powder was found to fall apart after approximately 5 min.

Phantom type 6. An attempt was made to heat the phantom materials to melting point, to then mix and cool to a solid. Unfortunately, calcium carbonate has a melting point of $825 \, ^\circ \text{C}$. In our attempts, the compound disassociated, rather than melting.

Two attempts were made to create phantoms using wax as a binding agent. Similarly, two attempts were made using resin as a “binder” to keep all fluorine phantom components together. Each binder needed to be tested for aluminum contamination. Phantom 7 tested DENTSPLY sticky paraffin wax. Phantom 8 tested regular paraffin wax. Phantom 9 was a test of dental resin. Phantom 10 was a test of polyethylene resin commonly used for car repair. Figure 5 shows the results for the two waxes. Figure 6 shows the results for the two resins. Irradiations were performed as before.
Table 2. Aluminum net counts for finding best composition of hand bone phantom. Materials were activated at MNR.

<table>
<thead>
<tr>
<th>Material name</th>
<th>Mass (g)</th>
<th>Irradiation time (s)</th>
<th>Aluminum net count</th>
<th>Al counts per g material</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wax (regular paraffin)</td>
<td>1.83</td>
<td>10</td>
<td>205 ± 14.3</td>
<td>112 ± 5.8</td>
</tr>
<tr>
<td>Adanac polyethylene</td>
<td>1.62</td>
<td>10</td>
<td>1028 ± 32</td>
<td>634 ± 16</td>
</tr>
<tr>
<td>Nalgene polyethylene</td>
<td>1.77</td>
<td>10</td>
<td>2904 ± 53.9</td>
<td>1649 ± 24.7</td>
</tr>
<tr>
<td>Regular resin</td>
<td>1.65</td>
<td>10</td>
<td>12 599 ± 112.2</td>
<td>7635 ± 70.3</td>
</tr>
<tr>
<td>Quartz (silicon dioxide)</td>
<td>1.58</td>
<td>10</td>
<td>19 060 ± 138</td>
<td>12 063 ± 103.3</td>
</tr>
</tbody>
</table>

The amount of aluminum inside the DENTSPLY wax was lower than the paraffin wax, however, the aluminum concentration in both forms of wax binder was measurable and therefore still not fully acceptable.

Figure 6 illustrates that the aluminum level in regular resin is comparable with wax, while the aluminum levels in dental resin are substantially lower. However, other elements in the dental resin meant that, as can be seen in the figure, the dental resin’s background signal is orders of magnitude higher at the energies of interest. This makes this material unsuitable for fluorine phantoms. The background signal is much higher so the detection limit in the calibration standards would be worse.

**Signal comparison using the MNR**

In order to quantify the differences in aluminum signal between phantom materials more accurately, the MNR pneumatic small-sample activation system was used to irradiate the following samples: Wax, Adanac Polyethylene, Nalgene Polyethylene, and regular resin. In addition, a quartz (silicon dioxide) sample was analyzed to test whether such a container would reduce the aluminum signal. A hyperpure germanium detector was used for γ-ray detection. Table 2 illustrated the number of aluminum 1.779 MeV γ-ray net peak counts for each of these samples.

As can be seen, paraffin wax provided the lowest level of contamination per gram of material by far. However, as previously discussed this signal, although low, is still observable.

**Phantom type II (Mowiol 4-88)**

Mowiol 4-88 is a high quality organic anti-fade medium that is used for immunofluorescence, as well as other molecular biological and geological applications. It is a material which hardens and which has the same refractive index as immersion oil. If used for immunofluorescence applications the addition of glycerin is recommended (Polysciences Inc. 2008). Mowiol 4-88 was prepared by following the manufacturer instructions in the following series of steps:

1. 4.8 g Mowiol 4-88 and 12 g glycerol were added to a 100 ml beaker.
2. The material was mixed well using a stir bar.
3. 12 ml of double distilled H2O was added and the stirring continued for several hours at room temperature.
4. 24 ml 0.2 M Tris HCl (ph 8.5) was added and stirring continued. The mixture was heated occasionally to 50 °C in a water bath for approximately 10 min and stirring continued until the Mowiol 4-88 was dissolved.
5. Once dissolved, the solution was centrifuged at 500 × g for 15 min to clarify the solution.
6. The supernatant was carefully removed and aliquots stored at −20 °C (Polysciences Inc. 2008).
After preparation, the Mowiol 4-88 material was tested as previously described, using a proton energy of 2.3 MeV with 400 μA current. Irradiations were performed for 60 seconds, and the detection time in the 4π NaI(Tl) detector was 300 seconds in anticoincidence mode.

Mowiol was found to be the most successful material for use as a phantom binding agent in terms of limited aluminum contamination as can be seen in figure 7. The Mowiol 4-88 was found to be effectively aluminum free, which thus makes it appropriate for making fluoride bone phantoms.

Phantoms were then created using the Mowiol 4-88 as the binding agent. The Mowiol 4-88 was mixed with NaNO₃, NH₄Cl, CaCO₃ and NH₄F. In order to obtain solid fluorine phantoms, the Mowiol 4-88 and additives were left to sit and harden at room temperature for three weeks.

**Calibration data**

In order to determine whether robust homogeneous fluoride-doped Mowiol phantoms could be created that produced calibration data that were comparable with the previously used phantom set, a new set of five phantoms with different masses of fluoride, 0.03–0.25 g F, was created. The phantoms were found to have remained very robust three weeks after adding the Mowiol to the components, and they showed sufficient hardening and stability to be irradiated.

The new phantoms were irradiated and measured as per the previously described method. On the same day, phantoms in the same mass range from the previously used ‘old’ phantom set (phantom type 2) were also irradiated and measured. Both sets of phantoms were made as standard addition phantoms from the same batch of ammonium fluoride, but were made several years apart. As ammonium fluoride is a compound that it hydroscopic, a drying experiment was performed to determine how much water had been absorbed by the compound. A small sample was weighed out, then placed in a relatively low temperature oven at 63 °C for several hours. The sample was found to have reduced in mass to 95.9% of the original mass. The masses, and hence concentrations, of fluoride in the new phantoms were therefore corrected by this factor.

Figure 8 shows the calibration lines of fluoride signal normalized to Ca signal versus mg of F per gram of Ca obtained from both the new fluorine phantoms and the old fluorine phantoms. The phantoms were compared over a concentration range from approximately 1–17 mg F per
Design of a phantom equivalent to measure bone-fluorine in a human’s hand

![Graph showing fluorine calibration line comparing new and old phantoms.](image)

**Figure 8.** Fluorine calibration line comparing the new and old phantoms.

gram Ca. Previous studies in our laboratory had measured levels in environmentally exposed volunteers from Southern Ontario in the range from 0 to 10 mg F per g Ca: this phantom calibration range therefore encompasses this range of *in vivo* data.

The new and old phantoms were found to have the same calibration slope and intercept to within uncertainties.

For the ‘old’ phantoms, the slope of the regression was $0.246 \pm 0.012$ ($r^2 = 0.995, p = 0.002$)

For the ‘new’ phantoms, the slope of the regression was $0.250 \pm 0.006$ ($r^2 = 0.998, p < 0.001$)

For the ‘old’ phantoms, the intercept was found to be $-0.10 \pm 0.12$

For the ‘new’ phantoms, the intercept was found to be $-0.04 \pm 0.05$

The slopes and intercepts of the two sets of phantoms were found to be the same to within uncertainties, as would be expected. The measured fluorine signals from the phantoms are normalized to the calcium signals. This should mean that the accuracy of the measurement is independent of factors such as target quality, variation in beam current or positioning of the phantom in the cavity. (The precision of the measurement will however depend on these factors.) The reason for the creation of these new phantoms was to eliminate the aluminum signal and thus reduce the uncertainty on the measurement. This seems to be borne out by these data, as the slope and intercept uncertainties are less for the new phantoms than the old.

**Conclusion**

We have developed a new type of hand-bone phantom for the determination of fluorine concentration by *in vivo* NAA. Previously used phantoms contained a small level of aluminum contamination, which contributed to the uncertainty on the fluorine measurement. A new phantom that uses Mowiol 4-88 as the binder has been developed and found to have non-detectable levels of aluminum. The phantom has more involved preparation requirements, but is robust, and produces a linear calibration signal that is comparable with the previously used phantoms. It eliminates the problem of aluminum contamination and thus appears to reduce measurement uncertainties. This phantom is suitable for NAA studies of fluoride in bone, and may also be a suitable phantom material for *in vivo* studies of other elements.
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Chapter 3

Improvements in an *in vivo* neutron activation analysis (NAA) method for the measurement of fluorine in human bone (Article II)

3.1 Introduction to Article II

Article II describes a series of incremental improvements to the *in vivo* fluorine measurement by NAA as tested on the new phantoms presented in Chapter 2. Overall the data demonstrated a significant improvement in detection limit of fluoride in phantoms compared to earlier work published by Chamberlain et al., 2012.

The experimental work presented in Article II was performed by the author of this thesis under the supervision of Dr. Fiona McNeill, and with the additional guidance of Dr. David Chettle and Dr. William Prestwich.

3.2 Contents of Article II

The following article is reproduced with permission. Copyright © 2013 Institute of Physics and Engineering in Medicine.
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Abstract

We previously published a method for the *in vivo* measurement of bone fluoride using neutron activation analysis (NAA) and demonstrated the utility of the technique in a pilot study of environmentally exposed people. The method involved activation of the hand in an irradiation cavity at the McMaster University Accelerator Laboratory and acquisition of the resultant γ-ray signals in a ‘$4\pi$’ NaI(Tl) detector array of nine detectors. In this paper we describe a series of improvements to the method. This was investigated via measurement of hand simulating phantoms doped with varying levels of fluorine and fixed amounts of sodium, chlorine and calcium. Four improvements to the technique were tested since our first publication. The previously published detection limit for phantom measurements using this system was 0.66 mg F/g Ca. The accelerator irradiation and detection facilities were relocated to a new section of the laboratory and one more detector was added to the detection system. This was found to reduce the detection limit (possibly because of better detection shielding and additional detector) to 0.59 mg F/g Ca, a factor of 1.12. A new set of phantoms was developed and in this work we show that they improved the minimum detectable limit for fluoride in phantoms irradiated using neutrons produced by 2.15 MeV protons on lithium by a factor of 1.55. We compared the detection limits previously obtained using a summed signal from the nine detectors with the detection limit obtained by acquiring the spectra in anticoincidence mode for reduction of the disturbing signal from chlorine in bone. This was found to improve the ratio of the detection of fluoride to chlorine (an interfering signal) by a factor of 2.8 and the resultant minimum detection limit was found to be reduced by a factor of 1.2. We studied the effects of changing the timing of γ-ray acquisition. Our previously published data used a series of three 10 s acquisitions followed by a 300 s count. Changing the acquisition to a series of six 5 s acquisitions was found to further improve the detection limit by a factor of 1.4. We also present data showing that if the neutron dose is delivered to the phantom in a shorter time period, i.e. the dose rate is
increased and irradiation shortened then the detection limit can be reduced by a further factor of 1.35. The overall improvement in detection limit by employing all of these changes was found to be a factor of 3.9. The technique now has an in phantom detection limit of 0.17 mg F/g Ca compared to a previous detection limit of 0.66 mg F/g Ca. The system can now be tested on human volunteers to see if individuals with diagnosed fluorosis can be distinguished from the general Canadian population using this technique.

Keywords: in vivo, neutron activation analysis, fluorine, bone

Introduction

Fluorine (F) is an essential element in bone structure. However, when the concentration of F exceeds normal values due to occupational or environmental exposures, there is evidence to suggest that significant bone damage can be induced (Johnson et al. 2007, Yadav et al. 2007). This strongly motivates the development of a reliable technique to analyze fluorine content in human bone in vivo in order to understand its toxic effects more clearly (Ludlow et al. 2007). In vivo neutron activation analysis (IVNAA) has been shown to be a promising method, in part due to a feasibility study carried out at McMaster University using an accelerator-based 7Li(p,n) neutron source (Chamberlain et al. 2012a). The bone was selected as the target organ for measurement by IVNAA as this is both the storage site of fluoride and target organ for potential health effects (Clarke et al. 1994, Kurland et al. 2007). The previous feasibility study published a set of irradiation conditions designed to maximize the radioactivity of 26F while minimizing the dose to the hand (Chamberlain et al. 2012b). The achieved detection limit by Chamberlain et al. (2012a, 2012b) of F was 0.66 mg F/g Ca for a hand dose (equivalent dose) of 30 mSv and effective dose of 35 μSv. The γ-ray signal acquisition time used was three sets of 10 s followed by a further 300 s acquisition (Chamberlain et al. 2012a). This detection limit is acceptable, as it was found to be able to measure fluoride levels in the majority of people in an urban Canadian population. The radiation dose is significantly lower than most diagnostic procedures. In addition, while the analytical performance in the previous feasibility study is possibly able to discriminate populations of patients with excess fluoride, which the literature predicts may have a fluoride content of 1.1 mg F/g Ca (Chamberlain et al. 2012b), it is possibly not yet sufficient to permit discrimination of whether an individual person has a fluoride level that is significantly different from the population average for their age. A clinically useful system needs to be able to identify an individual measurement which is above the norm. We decided, therefore, to investigate factors that could result in an improvement in system performance.

Method

Accelerator-based IVNAA for fluorine consists of two steps. A hand (or phantom) is irradiated in the accelerator neutron beam for a short period of time. The hand (or phantom) is then placed inside a 4π γ-ray spectrometer and the γ-ray spectrum from the activated hand is acquired for a relatively short counting period.

In order to simulate a hand bone, solid phantoms with a fluorine content of 0.0–257 mg were made using NH₄F as the fluoride doping agent. Elements important for neutron activation, Na, Cl and Ca, were also included in the phantoms in order to maintain an elemental
composition consistent with the hand of Reference Man (ICRP 1975). The phantoms were made using Mowiol to avoid aluminum contamination inside the Nalgene bottles as has been described in a previous publication (Mostafaei et al 2013). The aluminum gamma peak interferes with the fluorine peak due to overlapping energies and the new phantoms eliminate the interference and improve the measurement uncertainty (Mostafaei et al 2013).

The base line for the system measurement parameters were as follows. Each phantom was irradiated at the central sample position of the cavity developed for accelerator-based IVNAA at McMaster (Byun et al 2007, Pejović-Milić et al 2006). The incident proton energy was set at 2.15 MeV with a proton current of 370 μA. For an incident proton energy of 2.15 MeV on a thick lithium target, the resultant neutrons have maximum energies less than 400 keV. These energies are well below the threshold of the interfering $^{23}$Na(n,α)$^{20}$F reaction, which is approximately 4 MeV (Aslam et al 2003). The thermal neutron fluence rate at the center of the irradiation position is $4.8 \times 10^8$ n cm$^{-2}$ s$^{-1}$ for these conditions (Aslam et al 2008a, Byun et al 2006). The irradiation time was set at 10 s, which corresponds to 30 mSv equivalent dose for a Li target in normal condition. The effective dose is predicted to be 35 μSv which is predominantly due to the tissue weighting factor of bone which ICRP suggests be used for the calculation of effective dose (Chamberlain et al 2012a). After completion of irradiation, the γ-ray spectrum was measured by a system of eight $10.2 \times 10.2 \times 40.6$ cm$^3$ NaI(Tl) detectors arranged in an array with a close to 4π geometry. The characteristics of this spectrometer were described in detail in previous publications (Aslam et al 2008a, 2008b, Byun et al 2006). The spectrum can be acquired in singles, coincidence, or anticoincidence modes. For baseline studies, the acquisition was performed in ‘singles’ mode with the output from all detectors directly summed together. This single signal is then amplified, digitized and recorded.

Phantoms were transferred to the detection system with an average transfer time of 9 s, and spectra were acquired for three 10 s periods using a multichannel analyzer (MCA). This was followed by a 120 s waiting period and then a further 300 s count. The purpose of the three 10 s segments was to collect information pertaining to fluorine and chlorine, while the 120 s waiting period allowed sufficient time for the fluorine to decay. The 300 s segment collected information pertaining to chlorine and calcium.

Results

Comparison of old and new phantoms

For the original fluoride in vivo study, hand bone phantoms with different concentrations of fluorine had been fabricated in 125 ml cylindrical Nalgene (polyethylene) containers (Chamberlain et al 2012a). We describe these as the ‘old’ phantoms. However, subsequent work determined that the presence of aluminum contamination within the plastic of the bottles made the determination of fluorore more challenging. A new phantom that uses Mowiol 4-88 as the binder has been developed and found to have non-detectable levels of aluminum (Mostafaei et al 2013). In that publication, data was presented for neutrons produced by a proton energy of 2.3 MeV. Our first publication which presented an minimum detection limit (MDL) for the measurement of fluorine in phantoms, and our previous in vivo work, employed a proton energy of 2.15 MeV with eight NaI detectors as a detection system. We therefore conducted a new series of measurements which we present here. The new and old sets of phantoms were measured one after the other on the same day using neutrons produced from 2.15 MeV protons incident on lithium to allow us to conduct a side-by-side comparison of the MDL improvement. Three sets of six phantoms were irradiated and the measurements
of the new and old phantoms compared. The calibration lines are shown in figure 1. For measurements of both new and old phantoms the baseline system i.e. summing nine NaI(Tl) detectors was used.

In our laboratory we calculate the MDL in the following manner.

\[
\left(\frac{\sigma_f}{f}\right)^2 \approx \left(\frac{\sigma_A}{A}\right)^2 + \left(\frac{\sigma_B}{B}\right)^2 - 2\frac{\sigma_A\sigma_B}{AB} \rho_{AB},
\]

where \((\sigma_f)^2\) is the variance, \(A\) is the intercept, \(B\) is the slope, \(\sigma_A\) and \(\sigma_B\) are the standard deviation of \(A\) and \(B\), and \(\rho_{AB}\) is the covariance between \(A\) and \(B\) (Lee 1999).

Then the MDL is calculated as two times of standard deviation calculated from the variance.

More detail on the MDLs for the old and new phantoms for each acquisition period is provided in table 1.

We obtained an MDL of 0.59 mg F/g Ca for the old phantoms and an MDL of 0.38 mg F/g Ca for the new phantoms. The new phantoms therefore have an improved MDL of a factor of 1.55. However, this old phantom MDL of 0.59 mg F/g Ca is also an improvement by a factor of 1.12 over our previously obtained measurement of 0.66 mg F/g Ca (Chamberlain et al 2012). Between the two sets of MDL measurements of the old phantoms, our whole accelerator facility was moved. This included moving of the accelerator itself, the irradiation cavity, and the 4\(\pi\) detection system. Everything was disassembled, moved, and reassembled and some old parts were replaced. New shielding walls were built and the detection system was placed outside of (rather than inside) the accelerator beam hall. Also, in this study one more detector was added to the detection system. It would appear that all of these changes resulted in a moderate improvement (12%) in detection limit.

### Anticoincidence mode versus summing single detectors

In order to determine any potential improvement from using different acquisition modes, the\(^{20}\)F spectra from irradiated phantoms containing different fluorine concentrations were measured...
in different modes. Phantoms were measured as previously described, using a proton energy of 2.15 MeV with a 370 μA proton current. Irradiations were performed for 10 s, and the detection time in the 4π NaI(Tl) detector was three 10 s followed by a 120 s wait period and then a 300 s count. Measurements were performed simultaneously using both anticoincidence mode and the summing of nine detectors.

Anticoincidence mode was hypothesized as a potential improvement because the human hand, and our phantoms, both contain both fluorine and chlorine. These two elements emit γ-rays which interfere with each other in our measurement system; the fluorine peak energy being 1.63 MeV while the chlorine peak energy is 1.64 MeV. These energies are not resolved when measured with these NaI(Tl) detectors. In the previously published system (Chamberlain et al 2012a), we described a method whereby the chlorine interference is subtracted from the fluorine signal. Chlorine has a longer half-life, so the chlorine signal can be measured after the fluorine signal has decayed. The measured chlorine signal can be corrected for decay over time and then subtracted from the measured combined fluorine plus chlorine signal to obtain the fluorine signal. Our data suggest that this can be performed accurately, but using a subtraction method introduces, of course, uncertainties into the measurement. If the chlorine signal can be eliminated or reduced from the outset, then the measurement uncertainties may be reduced and the detection limit improved. Fortunately, fluorine emits a single γ-ray, while chlorine emits two γ-rays in a cascade which are emitted in coincidence with each other. By counting in anticoincidence mode, in a perfect system, the fluorine counts should remain in the spectrum while the chlorine counts are eliminated or reduced. We compared anti-coincidence counting and summing to test whether in practice an overall improvement is achieved.

Figure 2 shows the comparison of the ratio of F/Cl in the single detector summing and anticoincidence modes. The ratio of F/Cl in the anticoincidence mode can be seen to have been improved by a factor of 2.8 over the same ratio in the summing mode at a typical proton energy of 2.15 MeV. Using anticoincidence mode was found to improve the MDL by factor of 1.2.

Proton energy

A test was performed to determine if better system performance could be obtained by increasing the energy of protons incident on the lithium target. It is known that there is a higher yield
of neutrons per proton as the energy is increased. However, increasing the proton energy, of
course, also increases the energy of neutrons that enter the irradiation cavity. Irradiations
were performed at two proton energies, 2.15 and 2.3 MeV with a proton current of 370 μA for 10 s
to determine if the additional activation that results from the higher neutron yield is balanced
by the neutron dose.

Figure 3 illustrates that a higher proton energy does indeed result in a higher number of
fluorine counts. As expected the F/Ca calibration lines for both energies are almost identical
as activation of both calcium and fluorine is increased.

The minimum detectable limit for a proton energy of 2.3 MeV was found to be 0.28 mg F/g
Ca as compared to the 0.32 mg F/g Ca determined for a proton energy of 2.15 MeV. This is a
significant improvement. However, the equivalent dose increases from 30 to 125 mSv (Aslam

The MDL improves only by approximately 14% while the dose increases by a factor of
4.17. Using a higher proton energy can increase the fluorine count by improving total neutron
flux, but the dose increases dramatically more than the detection limit improves. This is not an
advantage and it was therefore determined that for fluorine it is better to irradiate at the lower
proton, and thus neutron, energy.

**Acquisition sequence**

After considering the relatively short half-life of $^{20}$F, ($T_{1/2} = 11.2$ s), the total acquisition time
for fluorine for each phantom was set in the original study at 30 s (Chamberlain et al. 2012a).
In the previous study, this was performed for three acquisitions of 10 s each. The standard
timing protocol discussed earlier is used both for calibration phantoms and actual human
volunteers. We wished to determine whether this acquisition sequence could be improved
upon. We had noted when we published the previous data that the signal to background was
significantly better in the two earlier time periods. We hypothesized that performing even
shorter acquisitions would result in an improved signal to background ratio, which would
improve the minimum detectable limit and the *in vivo* precision. Two sets of acquisition
sequences were therefore studied. The phantoms were placed into the detection system, and
spectra were acquired for three 10 s periods (as described before) and then the experiment was
repeated but using six 5 s acquisition periods. Both sequences were followed by a 120 s wait
period and then a 300 s acquisition. Tables 2 and 3 show the data obtained from the two sets
of acquisition sequence. We calculate an inverse variance weighted mean (IVWM) to obtain
the final estimate of system performance i.e. the overall MDL, because we believe that it is
Table 2. Phantom detection limits determined from the three different timing segments.

<table>
<thead>
<tr>
<th>Timing segment (s)</th>
<th>M_{DL} (mg F/g Ca)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–10</td>
<td>0.5</td>
</tr>
<tr>
<td>10–20</td>
<td>0.55</td>
</tr>
<tr>
<td>20–30</td>
<td>0.67</td>
</tr>
<tr>
<td>( M_{DL} ) inverse variance weighted</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Table 3. Phantom detection limits determined from the six different timing segments.

<table>
<thead>
<tr>
<th>Timing segment (s)</th>
<th>M_{DL} (mg F/g Ca)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–5</td>
<td>0.37</td>
</tr>
<tr>
<td>5–10</td>
<td>0.45</td>
</tr>
<tr>
<td>10–15</td>
<td>0.6</td>
</tr>
<tr>
<td>15–20</td>
<td>0.66</td>
</tr>
<tr>
<td>20–25</td>
<td>1.06</td>
</tr>
<tr>
<td>25–30</td>
<td>1.30</td>
</tr>
<tr>
<td>( M_{DL} ) inverse variance weighted</td>
<td>0.23</td>
</tr>
</tbody>
</table>

better, in principle, to place more confidence in estimates with lower uncertainties. The short half-life of fluorine means that there is more signal in the first 10 s and 5 s counts, than in the last 10 s and 5 s counts and thus the measurement uncertainty changes and becomes poorer over the timing sequence. As can be seen from the tables the detection of fluorine is indeed significantly better in the first 5 s as compared to the first 10 s.

Tables 2 and 3 provide the \( M_{DL} \) from the IVWM method in different timing segments. When using six 5 s the IVWM \( M_{DL} \) provide a lower final detection limit than that three 10 s. The data show that using the different acquisition sequence has improved the MDL by a factor of 1.4.

**Increased proton current**

It was hypothesized that delivering the neutron dose in a shorter period of time could improve the relative activation of fluorine versus chlorine. The rationale behind this is that activation depends on irradiation time and the half-life of the activation product. The relative amount of activity of the created isotope is

\[
A = C(1 - e^{\lambda t})
\]

where \( A \) is the activity, \( t \) is the time of irradiation, \( \lambda \) is the decay constant of the isotope created through activation, and \( C \) is a constant that depends on factors such as mass, neutron absorption cross section and atomic number.

\(^{20}\text{F}\) and \(^{38}\text{Cl}\) have significantly different half-lives: 11.2 s and 37.24 min. In Figure 4, we show the relative activation of \(^{20}\text{F}\) and \(^{38}\text{Cl}\) versus time of irradiation. As can be seen in the figure, shorter irradiation times should mean more activation of \(^{20}\text{F}\) relative to \(^{38}\text{Cl}\) and thus potentially an improved detection limit.

The figure would predict that the shorter the irradiation the better. However, limitations of the accelerator and lithium target meant that a maximum current of 600 \( \mu \text{A} \) was feasible. In order to achieve the same dose to the phantoms this meant delivering the current for 6 s, as opposed to 370 \( \mu \text{A} \) for 10 s. Irradiations were therefore performed at a proton energy of 2.15 MeV with a proton current of 600 \( \mu \text{A} \) for 6 s. After irradiation, the hand phantoms were again quickly transferred to the detection system for acquisition for six 5 s timing sequences.
Increasing the proton current and decreasing the irradiation time was found to improve the MDL improvement by factor of 1.35. The relative activation of $^{20}\text{F}$ and $^{38}\text{Cl}$ would predict an improvement of 1.15 so the experimentally determined value was found to be higher than that predicted. It may be that the slightly better ratio permits better extraction of the $^{20}\text{F}$ signal and so the overall improvement is better than predicted.

Table 4 shows that a minimum detectable limit of 0.17 mg F/g Ca in an anthropomorphic phantom can be achieved. This is a significant improvement compared with our previously published study. This MDL has been improved by a factor of nearly 4 (3.88) compared to the previous measurements performed by Chamberlain et al 2012.

We are confident that these data are reproducible. Figure 5 depicts the calculated calibration lines for each of the counting segments. Each calibration line contains measurements taken over a period of several days. During the course of the phantom study, three sets of six phantoms were measured. Phantoms cannot be measured very frequently, as they have to decay for over 48 h after irradiation; the half-life of $^{24}\text{Na}$ being 15 h. The calibration lines for each counting segment are comprised of points from three sets of phantom measurements measured on different days. The point of providing these calibration data is to demonstrate that the measurements are reproducible. The data points from each phantom measurement for a specific fluorine concentration generally lie within two uncertainties of each other. This indicates a good level of measurement reproducibility over a four week period. The intercepts of all the curves were found to be zero within uncertainties, indicating negligible fluorine contamination in the raw materials and some confidence that the mathematical model describing the spectral shape accurately models the background.
Figure 5. Phantom calibration lines with 2.15 MeV proton energy and 600 μA for six timing segments.

Alternative detector types: hyperpure germanium detector

The interference in the fluorine and chlorine γ-ray signals observed in sodium iodide detectors led to the hypothesis that there could be an advantage in testing a hyperpure germanium detector. Measurements were therefore performed using a 3500 voltage n-type Pop-Top hyperpure germanium detector (HPGe) photon detector (10% relative efficiency, model GMX-35195-P, ORTEC) and compared against the data from the 4π NaI(Tl) (detection system). Figure 6 illustrates the HPGe crystal’s diameter and the distance from the phantoms that was made to be as close as possible (0.3 cm) to the HPGe window.

A 4π geometry for testing the use of HPGe detectors was not feasible, but the test of a single detector allowed us to calculate any potential improvements in performance. We therefore measured our phantoms under exactly the same irradiation protocols as described earlier and measured with one HPGe detector.

The MDL of fluorine in phantoms with the single HPGe detector was found to be 0.71 mg F/g Ca. This is, of course, a factor of 4.2 poorer than using the 4π NaI (Tl) detector.
system. If the overall efficiency could be improved by a factor of 13 to 14 then a hyperpure germanium detector system could be worth adopting. From our geometry the calculated solid angle was $0.3\pi$. It is possible that using a hyperpure germanium detector system with $4\pi$ geometry could improve the detection limit. However, this is probably prohibitively expensive to both purchase and operate. Figure 7 illustrates the fluorine phantom calibration line obtained using the single hyperpure germanium detector.

A summary of the factors which were found to improve the detection of fluoride in phantoms are shown in table 5. The series of improvements have led to a reduced detection limit of 0.17 mg F/g Ca. This is an overall improvement in the MDL by factor of 3.88 compared to our previously published study. Previously, we had shown that fluoride could be detected in 95% of volunteers recruited from the geographical area around Hamilton in Southern Ontario (Chamberlain et al 2012b). Volunteers were from rural and urban residences and reported drinking city and bottled water. This lowered detection limit will now allow us to test whether individuals with diagnosed dental fluorosis (which occasionally occurs in Canada through the drinking of well water) can be distinguished from the general population using this technique.
Table 5. Summary of the analytical performance for in vivo F measurement.

<table>
<thead>
<tr>
<th></th>
<th>Proton current (μA)</th>
<th>Proton energy (MeV)</th>
<th>Irradiation time (sec)</th>
<th>Hand dose (μSv)</th>
<th>Counting time (s)</th>
<th>Spectrum analysis</th>
<th>M_{GL}(mg F/g Ca) Using first timing segment</th>
<th>M_{EX}(mg F/g Ca) Using IVWM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous study</td>
<td>370</td>
<td>2.15</td>
<td>10</td>
<td>35</td>
<td>Three 10 s</td>
<td>Summing detectors</td>
<td>0.92</td>
<td>0.66</td>
</tr>
<tr>
<td>(Chamberlain et al 2012a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Anticoincidence mode</td>
<td></td>
<td></td>
</tr>
<tr>
<td>This study</td>
<td>600</td>
<td>2.15</td>
<td>6</td>
<td>35</td>
<td>Six 5 s</td>
<td></td>
<td>0.24</td>
<td>0.17</td>
</tr>
</tbody>
</table>
Conclusions

A series of improvements have been undertaken to a system for the measurement of fluoride in bone in vivo. The improvements included:

1. an improvement in detection limit resulting from adding one more detector to the detection system and the relocation of the equipment of a factor of 1.12;
2. the development of better phantoms which improved the MDL by a factor of 1.55;
3. the use of anticoincidence counting which improved the MDL by a factor of 1.2;
4. the employment of different acquisition timing which improved the MDL by a factor of 1.4;
5. the use of higher neutron fluence for a shorter time period which improved the MDL by a factor of 1.35.

Combining these factors has reduced the overall detection limit by a factor of nearly four (3.9). We now intend to perform further studies of human participants to test whether this overall improvement is seen in people. We hope to determine whether the system is capable of distinguishing volunteers who have been diagnosed with dental fluorosis from the general Canadian population who are exposed to low levels of fluoride via water, toothpaste use and tea drinking.
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Chapter 4

An investigation of the neutron flux in bone-fluorine phantoms comparing accelerator based in vivo neutron activation analysis and FLUKA simulation data (Article III)

4.1 Introduction to Article III

The effects of hand position in the cavity and a neutron flux map in and around the irradiation cavity were determined through both Monte Carlo simulation (FLUKA) and experimental methods. A comparison of simulation and experimental methods were found to verify the accuracy of the code, which has not been previously applied in studies of this nature.

The experimental work presented in Article III was performed by the author of this thesis under the supervision of Dr. Fiona McNeill, and with the additional guidance of Dr. David Chettle and Dr. William Prestwich. The simulation code work used input data previously developed by Dr. Witold Matysiak for MCNP studies: the FLUKA input code was developed solely by the author of this thesis. Dr. Chitra Bhatia provided previously unpublished data for comparison tables in the article.

4.2 Contents of Article III

The following article is reproduced with permission. Copyright © 2014, Elsevier.
An investigation of the neutron flux in bone-fluorine phantoms comparing accelerator based in vivo neutron activation analysis and FLUKA simulation data

F. Mostafaei *, F.E. McNeill, D.R. Chettle, W. Matysiak, C. Bhatia, W.V. Prestwich
Medical Physics and Applied Radiation Sciences, McMaster University, Hamilton, ON L8S 4K1, Canada

ABSTRACT
We have tested the Monte Carlo code FLUKA for its ability to assist in the development of a better system for the in vivo measurement of fluoride. We used it to create a neutron flux map of the inside of the in vivo neutron activation analysis irradiation cavity at the McMaster Accelerator Laboratory. The cavity is used in a system that has been developed for assessment of fluoride levels in the human hand. This study was undertaken to (i) assess the FLUKA code, (ii) find the optimal hand position inside the cavity and assess the effects on precision of a hand being in a non-optimal position and (iii) determine the best location for our γ-ray detection system within the accelerator beam hall.

Simulation estimates were performed using FLUKA. Experimental measurements of the neutron flux were performed using Mn wires. The activation of the wires was measured inside (1) an empty bottle, (2) a bottle containing water, (3) a bottle covered with cadmium and (4) a dry powder-based fluorine phantom. FLUKA was used to simulate the irradiation cavity, and used to estimate the neutron flux in different positions both inside, and external to, the cavity. The experimental results were found to be consistent with the Monte Carlo simulated neutron flux. Both experiment and simulation showed that there is an optimal position in the cavity, but that the effect on the thermal flux of a hand being in a non-optimal position is less than 20%, which will result in a less than 10% effect on the measurement precision.

FLUKA appears to be a code that can be useful for modeling of this type of experimental system.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction
We have previously shown that neutron activation analysis (NAA) is a useful technique for the in vivo measurement of fluoride [12,11]. We developed a system, which measures the delayed gamma rays emitted following the decay of 207P. This isotope is produced via the neutron capture reaction 197Au(n,γ)207P. The system is being developed to study people who are commonly exposed to fluoride. The element, fluoride, is found in rocks, clay, coal, water and air and in some areas (often associated with calcium-poor conditions) high levels of fluoride occur naturally in water where substitution of calcium by sodium occurs [17]. In addition, some countries in the world deliberately add fluoride to drinking water and this becomes a source of exposure. Fluoride is added to drinking water because there are many studies which demonstrate that fluoride at specific levels (0.5–1.5 mg F/l) can be useful for the prevention of tooth decay and for enhancing bone formation [17].

However, individuals who have been exposed to high levels of fluoride through drinking water, food and air for extended time periods can suffer from dental and skeletal fluorosis [11,15]. The risk/benefit versus concentration curve for fluoride would therefore appear to be U-shaped, and this has led to some controversy about a safe level of exposure to fluoride. We developed the NAA-based technique to assess fluoride exposures directly, via the assessment of the level of fluoride per unit calcium in bone. Our goal is to apply this technique in studies of population health and thus assist in the determination of the optimal exposure to fluoride. Previously, such studies have had to employ exposure assessments, which are based on water data, and often on self-assessments of the amount people drink, which can be inaccurate. Previously, there has been no non-invasive method available. The limited data in the literature are drawn from biopsies or autopsy measurements [16,18,24,25,40]. We have recently shown however a minimum detection limit for fluoride of 0.17 mg F/g Ca in bone phantoms [31]. This work followed on from earlier studies, which showed that we could detect fluoride in the bone in the majority of adult urban Canadians in a small pilot study of volunteers. We
could measure fluoride with 95% confidence in 33 out of 34 volunteers [11.12].

We employ a system, which uses the McMaster University Tandetron accelerator to irradiate both calibration phantoms and human hands. The system uses an irradiation cavity, which has been described extensively in the literature [3.9,38]. The accelerator produces neutrons via the $^7$Li(p,2n)$^6$Be reaction by irradiating a metallic lithium target with energetic protons. The target is thick, by which we mean protons slow down in the target. The range of proton energies interacting in the target is from the top to the bottom of the neutron energy spectrum is produced from a possible maximum down to thermal energies. Table 1 shows the maximum and mean neutron energy produced for each proton energy incident on the thick lithium target.

The neutrons produced in the target then pass through a 2 cm thick by 30 cm diameter polyethylene moderator, which, through scattering, further reduces the average energy of the emitted neutron spectrum to a region (at thermal to near thermal energies) where the neutron capture cross sections are generally higher for the elements of interest in the hand [10.3,36]. A 2 cm lead filter is positioned to absorb gamma rays created by the $^7$Li(p,n)$^6$Li target reaction and to attenuate gamma rays produced from reactions within the polyethylene moderator. Both the neutron moderator and gamma ray filter serve to reduce the gamma and fast neutron dose to the subject’s hand, in terms of improving the activation per unit dose, by increasing the thermal neutron flux per emitted neutron [10.3,38]. A 25 cm graphite reflector is employed to scatter neutrons back into the center of the cavity, increasing the thermal flux per incident neutron, making more efficient use of the generated neutrons. The outer 2 cm lead and 1.4 cm boron plastic walls provide further neutron and gamma ray shielding to the subject’s body [10.3,38]. Finally, a 30 cm layer of borax, polyethylene and polyester resin was used to cover this box to reduce the neutron flux at the outer surface. A cross sectional drawing of irradiation cavity is shown in Fig. 1.

We have used this experimental arrangement over a period of several years for a series of in vivo studies of aluminum, fluorine, manganese and magnesium. Our observations from the work with people encouraged us to determine whether there was a variation in the thermal neutron flux across the interior of the irradiation cavity, and hence whether there was a “optimal” position for the irradiation of the hand in the cavity [2.3.6.7.14]. It was clear to us when measuring volunteers that because people are of different heights and arm lengths, it was sometimes possible for the position of the hand to vary in the cavity. The measurement of fluoride employs a determination of the ratio of fluoride to calcium. We measure the F/Ca ratio for two reasons: (1) the level of fluoride per unit calcium i.e. the level of fluoride in the bone mineral matrix is a good marker of fluoride uptake and (2) the normalization of the F to Ca signal should ideally mean that variations in the thermal flux which may arise from variations in position should not affect the accuracy of the measurement but only the precision. This normalization is based on the assumption that the ratio of the activation of fluorine and calcium should remain constant regardless of whether the thermal flux varies, because it is only thermal neutrons which activate the sample. In this instance, however, the neutron flux in the cavity is not completely thermalized, so this normalization has limits. The neutron flux in the cavity has a spectrum, which ranges from thermal to the low energy range. In addition, the $^{19}$F and $^{40}$Ca isotopes used for the measurement do not have pure 1 neutron cross-sections: there are resonances in the $^{19}$F cross-section (taken from ENDF). If the neutron spectrum changes it is possible that the relative activation of fluorine to calcium changes. However, we have performed measurements which show that in each case the elemental activation is dominated by thermal neutrons. Table 2 shows the measured proportion of non-thermal activation of Ca and F in the cavity at various incident proton (and thus neutron) energies.

The resonances in the $^{19}$F neutron cross-section do mean that in our experiments up to 6% of the F signal can arise from thermal neutrons, while only 1% of the $^{40}$Ca arises in this way. However, it can be seen from the data that for the variation from the maximum (as emitted off the target) neutron energy spectrum to the minimum, the activation of F from thermal neutrons varies from 94.5% to 92.3% and for calcium from 98.8% to 98.6%. The relative ratio (for the same level of fluoride) therefore only varies by approximately 2%. Other factors such as changes in current can be far greater than this number. While the normalization is not perfect, it can be applied to within the uncertainties of measurement because the neutron spectrum in the cavity is mostly thermalized. Fig. 2 shows the neutron capture cross-sections for $^{40}$Ca and $^{19}$F.

We use a detection system composed of nine Na(TI) detectors in a nearly 4π geometry. The short fluorine half life of 11.2 s means the detectors have to be placed near the hand irradiation cavity. Transfer from the irradiation cavity to the detection system is not optimal and ideally take less than one half-life, so ideally less than 10 s in this instance. $^{19}$F is the main activation isotope that produces significant background in the spectrum in Na(TI) detectors if they are subjected to a thermal neutron flux. Determining the best location, i.e. the position with the least potential for activation of the detection system, within the accelerator beam hall, is essential. The 4π Na(TI) system with its shielding and built-in stand weighs almost 2000 kg. It must be moved with a crane and each change in position takes a significant amount of time. Moving the system and determining the relative activation of the system was not a reasonable option for us, given that the Tandetron is used by multiple researchers, and beam time can only be booked in short allotments. Time on the Tandetron must be used efficiently.

We performed experiments where we irradiated $^{55}$Mn wires in a neutron beam and subsequently counted the induced γ-ray activity and used FLUKA [20.32] to simulate the irradiation cavity. Using these data, we had three goals:

1. We wished to determine the variations in the neutron flux in and around the cavity, and assess the code against experimental measurements to see if FLUKA is a reasonable code for this kind of work.
2. Using the Mn experimental and simulation data, we wished to determine the potential effect of “incorrect” hand positioning.
3. Finally, we wished to determine the best location for our fluorine detection system within the accelerator beam hall in order to decrease potential activation of the detectors in our system.

### Table 1

<table>
<thead>
<tr>
<th>Maximum neutron energy (keV)</th>
<th>Mean neutron energy (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>230.6</td>
</tr>
<tr>
<td>2.1</td>
<td>350.4</td>
</tr>
<tr>
<td>2.2</td>
<td>463.4</td>
</tr>
<tr>
<td>2.3</td>
<td>573.1</td>
</tr>
</tbody>
</table>

2.1. Experiment

2.1.1. Irradiation and detection

Samples were irradiated in the irradiation cavity which was mounted on the end of the beam line of the Tandetron accelerator. The spectra from samples were then acquired using a 4π detection system consisting of an array of eight Na(TI) detectors (of
dimension 102 × 102 × 406 mm), together with a ninth "plug" detector (of dimensions 102 × 102 × 102 mm). This spectrometer was used in order to enhance the γ-ray detection efficiency [9]. The detector signals can be acquired in several different modes. In 'singles mode', the spectrum from the individual photomultiplier tube (PMT) output signals of each detector are fed into a digital signal processor (DSP) and subsequently the master DSP. This, of course, means that the spectra from each detector must be gain matched. For gain stabilization, every day, before starting measurements all nine detectors are matched by voltage adjustment. This is necessary because the drifts in the detectors can be significant even over a period of a few days.

The detection system is however generally employed in anti-coincidence and coincidence mode amongst all nine detectors simultaneously by adding separate shaping and time pick-off electronics to each detector unit. The time pick-off of each detector unit, which is 1 μs, is performed by the peak timing method using a digital signal processor (DSP). This technique was originally employed in the system because, for measurements of fluorine, there is an interfering γ-ray from chlorine. Chlorine is, of course, an element that is always present in human tissue. A chlorine γ-ray at \( E_γ = 1.64 \) MeV is not resolved from a fluorine γ-ray at \( E_γ = 1.63 \) MeV. In order to measure fluorine in the body, we have to account for the chlorine signal. Fortuitously, chlorine emits two γ-rays partly in coincidence, while fluorine does not. By setting a time window and allocating counts to two spectra, an
In ‘in coincidence’ spectrum and an ‘anti-coincidence’ spectrum, it was found that the interference of chlorine in fluorne measurements could be significantly reduced. Of course, if the two spectra are added together, they result in the ‘singles’ spectrum. Our electronics are now set up to record the two coincidence and anticoincidence spectra. Fig. 3 shows the coincidence and anti-coincidence electronic set-up.

The overall resolution of the spectrum accumulated by the nine summed detectors in anti-coincidence mode was rather poor since three of the detectors had bad resolution. For example the poorest detector had a resolution of 130 at 662 keV while the best detector had a resolution of 7.4% at 662 keV. Fig. 3 also shows the arrangement of the nine NaI(Tl) detectors in 4π geometry.

For measurements of Mn wires, the 4π detection system was located in a separate room at some distance from the Tandetron irradiation room, to avoid potential activation of the NaI detectors [10]. However, as previously mentioned, when measuring fluorne in people (or phantoms), the half-life of fluorne is so short that the detection system has to be moved and placed in the accelerator beam hall near the irradiation cavity. People cannot be moved quickly enough (i.e. in less than 10 s) from one room to another to measure fluorne.

In addition to the 4π system, a small number of Mn wire measurements were also performed with a hyperpure germanium detector. This permitted the spectra to be studied with better resolution, and allowed the calculation of detection efficiency and hence neutron flux to be performed using a 239Pu standard.

The γ-ray spectra from the irradiated manganese wires were corrected and the thermal and above thermal neutron fluxes were back calculated from the measurement of activity. The Mn activity from the sum spectra was used to determine the neutron flux. An example manganese spectrum of an irradiated wire, which was irradiated inside an empty polyethylene bottle, with a detector of 8% resolution, is shown in Fig. 4.

2.2. Monte Carlo simulation

In order to estimate the neutron flux in and around the cavity, Monte Carlo calculations were carried out using the FLUKA code [20]. FLUKA has been previously shown to be an extremely useful tool in the field of radiation physics [33–36]. It is a multipurpose transport Monte Carlo code for calculations of particle transport and interactions with matter, covering an extended range of applications such as proton and electron accelerators. Although FLUKA can model proton interactions, we have, over the last decade performed significant work in characterizing the neutron spectra produced from targets on our accelerators. We did not therefore model the proton interactions using FLUKA. The lithium target source was represented by a point-source geometry and an input file was instead created which modeled a neutron source at the Li target position with an energy and angular distribution [37]. The neutron flux was scored at various positions by point tallies with three energy groups scoring (0.00000005, 0.01 and 1 eV) and the numbers of histories were chosen to be in the order of millions. The FLUKA neutron flux equivalent was multiplied by an experimentally determined neutron production rate at the Li target since the FLUKA flux is a relative value normalized to the neutron source strength [29,30]. Not every proton as measured by the accelerator produces a neutron; factors such as beam focusing and oxide layers on the target can affect production. In this work we used the experimental neutron production data of Lee and Zhou [29]; we have in other work in our laboratory found similar rates of neutron production per unit current [4,5].

For studies of the center position inside the cavity, the neutron spectra as produced by different incident proton energies (2, 2.1, 2.2 and 2.3 MeV) were studied in the simulation and experiments as the in vivo measurements of various elements have been performed previously at these energies [3,9,38]. For further simulations, which included positions both inside and outside the cavity, the neutron spectrum produced by protons of energy of 2.3 MeV was used, and compared with the experimental data.

3. Analysis and results

3.1. Flux determined at different incident proton energies

A series of experiments was performed where manganese wires were placed inside the irradiation cavity via the hand access hole, and were irradiated by the accelerator neutrons produced from 2.00 MeV, 2.10 MeV, 2.20 MeV and 2.30 MeV proton energies on the Li target, respectively. Irradiation was performed with a proton current of 480 μA for 30 s. After irradiation the wires were counted for 120 s in anticoincidence mode in the 4π NaI(Tl) detection system. The neutron flux determined by experiment and FLUKA are compared and shown in Table 3. Neutron flux estimates were determined for a position in the centre of the irradiation cavity.

As can be seen from the Table 3, the experimental estimates are the same as the FLUKA estimates to within uncertainties, although...
they are admittedly in every case are slightly lower. On average, the experimentally determined estimate is 99 ± 2% of the FLUKA prediction. There is some slight suggestion (p = 0.02) that the experimental data are less than the predicted. This is probably due to the fact that the neutron emission from the target that is used to calculate the FLUKA neutron flux [29] is not a perfect model of the neutron production for our experiment. It is, in fact, a remarkably good match, given the uncertainties, and differences in experimental set-up between the two geographical centres.

These data are also shown in Fig. 5. Error bars are too small to be seen in the figure. The results fall within errors and they do provide confidence in the FLUKA simulation. It is predicting the same pattern of neutron flux as the experiment. A regression of FLUKA on experimentally estimated neutron flux yields a relationship of $\text{Exp} = \begin{pmatrix} 0.99 \pm 0.006 \end{pmatrix} \times \begin{pmatrix} 4 \times 10^6 \end{pmatrix} \pm \begin{pmatrix} 3 \times 10^6 \end{pmatrix}$, $R^2 = 0.999$, ($p < 0.001$). This regression also shows that the experimentally derived slope is 99% of the simulation result. We performed a regression, to determine whether there is a constant systematic offset between the experiment and the simulation, or a different slope. The data show, however, that the offset is not significantly different from zero to within uncertainties, and the FLUKA simulation appears to perform extremely well on a difficult per source neutron test.

3.2. Neutron flux map determined by Monte Carlo simulation

Monte Carlo simulation was also used to calculate the neutron fluxes in a further series of positions inside, and outside of, the irradiation cavity. Table 4 and Fig. 6 show the locations of all of the neutron flux estimations in and around the cavity and the neutron fluxes determined by FLUKA for those positions. To determine the flux incident on the bone-fluorine phantom as if it were in different positions (such as might happen with subject motion during an in vivo measurement), the neutron flux at different positions in the hand access hole (7, 9 and 10 cm) was calculated. Fluxes outside of the cavity were also determined as this is of interest because of potential activation of the detection system. These positions outside of the box provide important information regarding the neutron flux incident on the detector system.

As can be seen from Table 3 the motion of the phantom inside the hand access hole can change the flux incident on the phantom or hand. If the hand were to be moved to an extreme position, nearly withdrawn from the box, the neutron flux would drop by a factor of 10. However, when a person is irradiated, there is a water shielding system placed around their arm, to shield the torso, which essentially locks their arm in place for the 30 seconds of the in vivo measurement. An experimenter stays with the subject during this time. It is unlikely that any hand would be withdrawn this far during the actual measurement. A much more likely scenario is that due to different arm lengths, a subject’s hand could be in slightly different positions near the centre of the cavity during the measurement. The neutron flux near the centre of the irradiation box was found to vary from $(2.44 \pm 0.06) \times 10^6$ to $(9.48 \pm 0.1) \times 10^6$ n/cm$^2$/s. This variation of 0.94 in the neutron flux ratio would be expected to change the individual measurement uncertainty by a factor of 0.97. That is, FLUKA predicts that the uncertainty could vary from a best minimum value to an increased uncertainty, by a factor of 1.03, if the hand is not optimally positioned at the centre of the cavity.

3.3. Experimental neutron flux map within the irradiation cavity

In order to simulate different hand positions inside the irradiation box (near the centre of the irradiation box), and compare it
with the hand positions by Monte Carlo simulation, the neutron flux distribution within the irradiation cavity was determined experimentally for a number of different scenarios. Manganese wires were irradiated in (i) an empty Nalgene bottle, (ii) in a bottle containing water, (iii) in a bottle covered with cadmium foil and (iv) in an actual bone-fluorine phantom. The Nalgene polyethylene bottles had been used as the outer container of fluorine bone phantoms in previous in vivo studies [12,11]. The Mn wires were positioned in different places inside these Nalgene bottles and were irradiated by placing the bottles inside the irradiation cavity. The manganese gamma rays produced via the $^{55}$Mn($n,\gamma$)$^{56}$Mn reaction were then counted by placing the bottles inside the 4$\pi$ NaI(Tl) detector system. Irradiation was performed at proton energy of 2.3 MeV with a proton current of 400 μA for 30 s. After irradiation the wires were counted for 120 s in anticoincidence mode. Fig. 7 is an illustration of two views of the bottle, and the fluxes determined at the different positions within the empty Nalgene bottle at which the manganese wires were located.

Table 6 shows a somewhat similar pattern to the results of the simulation, in that there is variation in the neutron flux in the centre of cavity but the experimentally determined variation at the centre of cavity is predicted to be somewhat higher. The neutron flux near the centre of the irradiation box was found experimentally to vary from $(9.1 \pm 0.6) \times 10^6$ to $(9.98 \pm 0.09) \times 10^6$ n/cm²/s. This is a variation of 0.91 ± 0.01 in the neutron flux. Changing the position of the manganese wires inside the bottle does cause a small variation in the flux. The standard deviation of the data would suggest that the neutron flux could vary by up to 5% at different positions. This would mean the in vivo measurement uncertainty could vary by up to 3% at the centre of cavity. The fluxes at specific positions generally agree with FLUKA results. For example, in the middle of the front view the experimentally determined flux is $(9.79 \pm 0.1) \times 10^6$ (n/cm²/s), which is comparable with $(9.6 \pm 0.08) \times 10^6$ (n/cm²/s) from FLUKA, (previously shown in Table 4).

A Nalgene bottle, filled with water and with the manganese wires in the same positions as used in the empty Nalgene bottle, was irradiated. Irradiation and detection were performed with the same parameters as the empty bottle. Adding water does reduce the neutron flux within the bottle. At different positions, the reduction is of the order of a few percent. Again, this reduction in neutron flux should not affect the accuracy of the measurement, but it is expected to worsen the measurement uncertainty. Water-based phantoms, and by implication, human hands, will have a slightly higher measurement uncertainty than in-air neutron flux measurements would predict.

In order to determine the activation due to neutrons with energies above the thermal range, the cadmium difference technique was employed [26]. Our data show significantly decreased activation when samples were cadmium-wrapped. The eight points used were the same as in the previous experiments, with the outer two points removed because covering the bottle with cadmium changed the wire position. The majority of the in-air activation in the cavity is a consequence of thermal neutrons. For example, at the central position only 2% of Mn activation is from neutrons above thermal energies. The irradiation cavity does a remarkable job of
reducing the average neutron energy incident upon a hand as compared to the neutron spectrum emitted at the lithium target.

The effective resonance energy for Mn is 486 eV, the cross-section for this energy was found to be 0.555587 b. Using the Eq. (1) below, with the limits of the integral set as 0.55 eV to 0.496 MeV, (for neutrons produced from a proton energy of 2.3 MeV), the value of integral would be 1.75 b.

\[
I = \int_{0.55}^{0.496} \frac{\rho(E)}{E} dE
\]

where \(\rho(E)\) is cross section of selected energy and \(E\) is the neutron energy [27,42].

Then the above thermal neutron flux was calculated from Eq. (2), where

\[
\phi_{th} = \frac{\phi_{pol} F_{Ca} M_{pol}}{N_0 L_f} \tag{2}
\]

\(\phi_{pol}\) is the above thermal neutron flux, \(\phi_{pol}\) is the measured manganese wire activity due to above thermal neutrons, \(t\) is the time of exposing to neutron radiation, \(f\) is the time between the end of the neutron exposure and the beginning of the counting in the detector, \(\lambda\) is the decay constant, \(F_{Ca}\) is the correction factor for absorption of above thermal neutrons in the cadmium sheets, which retrieved from Table 5, \(W\) is an atomic weight \((^{55}\text{Mn})\) and \(N_0\) is an Avogadro’s number [27,42].

Measurements were also performed in a fluoreine calibration phantom. The phantom was a type used in previous published in vivo studies as a calibration standard. It was a mixed dry powder of bone composition material (4.6 g NaNO\(_3\), 1.78 g NH\(_4\)Cl and 37.25 g CaCO\(_3\)), with 0.25 g F added [11,12,19,30]. Manganese wires were placed at various positions inside the phantom which was positioned inside the cavity and irradiated as described earlier. The neutron flux determined in different conditions in the centre of the cavity are compared and shown in Table 6.

Table 5

<table>
<thead>
<tr>
<th>Nuclear reaction</th>
<th>Effective resonance energy, (E_R) (eV)</th>
<th>Half-life ((\text{h}))</th>
<th>Energy ((\text{MeV}))</th>
<th>Emission probability (\gamma)</th>
<th>Self attenuation factor, (S(\mu))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{55}\text{Mn})</td>
<td>3.57 ± 0.08</td>
<td>2578</td>
<td>846.754</td>
<td>98.9</td>
<td>1.010</td>
</tr>
</tbody>
</table>

\(E_R = 0.55\) eV.

Table 6

<table>
<thead>
<tr>
<th>Position</th>
<th>Empty bottle (n/s cm(^{-2}))</th>
<th>Bottle with water (n/s cm(^{-2}))</th>
<th>Ratio bottle with water to empty</th>
<th>Bottle covered with cadmium (n/s cm(^{-2}))</th>
<th>Fluoreine phantom (n/s cm(^{-2}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>((9.71 ± 0.08) \times 10^6)</td>
<td>((9.51 ± 0.08) \times 10^6)</td>
<td>0.98 ± 0.01</td>
<td>((1.65 ± 0.03) \times 10^7)</td>
<td>((6.30 ± 0.07) \times 10^6)</td>
</tr>
<tr>
<td>B</td>
<td>((9.79 ± 0.01) \times 10^6)</td>
<td>((9.54 ± 0.01) \times 10^6)</td>
<td>0.97 ± 0.01</td>
<td>((1.52 ± 0.04) \times 10^7)</td>
<td>((7.34 ± 0.09) \times 10^6)</td>
</tr>
<tr>
<td>C</td>
<td>((9.01 ± 0.01) \times 10^6)</td>
<td>((9.21 ± 0.01) \times 10^6)</td>
<td>0.93 ± 0.02</td>
<td>((1.78 ± 0.05) \times 10^7)</td>
<td>((7.84 ± 0.09) \times 10^6)</td>
</tr>
<tr>
<td>D</td>
<td>((9.35 ± 0.01) \times 10^6)</td>
<td>((9.17 ± 0.01) \times 10^6)</td>
<td>0.95 ± 0.01</td>
<td>((1.88 ± 0.04) \times 10^7)</td>
<td>((8.88 ± 0.09) \times 10^6)</td>
</tr>
<tr>
<td>E</td>
<td>((9.16 ± 0.01) \times 10^6)</td>
<td>((9.01 ± 0.01) \times 10^6)</td>
<td>0.90 ± 0.01</td>
<td>((1.68 ± 0.04) \times 10^7)</td>
<td>((8.55 ± 0.08) \times 10^6)</td>
</tr>
<tr>
<td>F</td>
<td>((9.77 ± 0.08) \times 10^6)</td>
<td>((9.11 ± 0.08) \times 10^6)</td>
<td>0.94 ± 0.01</td>
<td>((1.87 ± 0.06) \times 10^7)</td>
<td>((8.43 ± 0.08) \times 10^6)</td>
</tr>
<tr>
<td>G</td>
<td>((9.36 ± 0.01) \times 10^6)</td>
<td>((9.11 ± 0.01) \times 10^6)</td>
<td>0.94 ± 0.01</td>
<td>((1.77 ± 0.06) \times 10^7)</td>
<td>((8.43 ± 0.08) \times 10^6)</td>
</tr>
<tr>
<td>H</td>
<td>((9.11 ± 0.01) \times 10^6)</td>
<td>((9.25 ± 0.01) \times 10^6)</td>
<td>0.93 ± 0.02</td>
<td>((1.77 ± 0.06) \times 10^7)</td>
<td>((8.43 ± 0.08) \times 10^6)</td>
</tr>
<tr>
<td>I</td>
<td>((9.11 ± 0.01) \times 10^6)</td>
<td>((9.57 ± 0.01) \times 10^6)</td>
<td>0.94 ± 0.01</td>
<td>((1.77 ± 0.06) \times 10^7)</td>
<td>((8.43 ± 0.08) \times 10^6)</td>
</tr>
<tr>
<td>J</td>
<td>((9.48 ± 0.00) \times 10^6)</td>
<td>((9.18 ± 0.00) \times 10^6)</td>
<td>0.97 ± 0.01</td>
<td>((1.77 ± 0.06) \times 10^7)</td>
<td>((8.43 ± 0.08) \times 10^6)</td>
</tr>
</tbody>
</table>

Table 7

<table>
<thead>
<tr>
<th>Fluoreine powder</th>
<th>Total thermal neutron capture ((\mu) cm(^{-2}) h(^{-1}))</th>
<th>Total neutron scattering ((\mu) cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom</td>
<td>1.33</td>
<td>21.31</td>
</tr>
<tr>
<td>Water phantom</td>
<td>1.64</td>
<td>41.44</td>
</tr>
</tbody>
</table>

Table 7 shows a calculation of the thermal neutron absorption rate for the two materials, powder phantom and water. As can be seen, the mass averaged reaction rate is such that the expectation was that the water would absorb more neutrons and the measured thermal flux in the centre would be lower. However, we suggest that the difference in thermal neutron flux, which is lower in the powder fluoreine phantom than the bottle with water, is perhaps explained by the fact that water is a better neutron scatterer than the powder. The mass averaged relative neutron scattering rate is also shown in Table 7. The previous cadmium data do show that there is a measurable non-thermal neutron flux in the cavity. More of these neutrons may be scattered into the centre of the phantom by the water than by the powder and this may mean that the measured thermal flux inside the water is higher than in the powder.

3.4. The best location for fluoreine detection system

In order to confirm the FLUKA simulation results and thus ultimately find the best position for the 4π-Nal(Tl) system for in vivo studies, a series of experiments was performed at three different positions \(A, B, C\) around the cavity, as shown in Fig. 1. These positions were chosen because the location of the detection system is limited: the detection system needs to be positioned on the same side of the irradiation cavity as the hand access aperture. It would take more time than the 10 s permitted to move a person from one side of the beam line to the other. A 3500 voltage n-type Pup-Top HPGe photon detector (95% relative efficiency, model GMX-3519SP, ORTEC) was placed in these three positions. This detector was used, because it was much easier to move, and test quickly, than the 2000 kg 4π Nal box. The neutron beam was turned off for a short period of time. The accelerator was then turned back on, and a count on the HPGe detector was started. Activation of the aluminum in the detector canister meant that a signal from the aluminum \(\gamma\)-rays could be detected in the germanium crystal. This
Table 8
The optimal position of experimental measurements around the irradiation cavity.

<table>
<thead>
<tr>
<th>Detector position</th>
<th>Counts (arbitrary units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>394 ± 21</td>
</tr>
<tr>
<td>B</td>
<td>297 ± 17</td>
</tr>
<tr>
<td>C</td>
<td>110 ± 11</td>
</tr>
</tbody>
</table>

size of this signal was assumed to be proportional to the activation that would result in the NaI detection system. Table 8 shows the experimental gamma-ray signal of aluminum (in arbitrary units) measured in the HPGe detector. These data, combined with the FLUKA neutron flux estimates from Table 4, allowed us to conclude that position "C" is the best place for NaI(Tl) detector system during in vivo measurements.

The data suggest that the irradiation cavity effectively reduces the thermal neutron fluxes by three orders of magnitude outside of the box. The data indicate clearly that the detection system should not be placed in line with the beam, behind the box, but should be placed off axis. Since the predicted thermal neutron flux is still significant, 2.5 x 10^-3 n/cm^2/s, and there were significant counts in the HPGe detector, the detection system clearly needs an additional layer of borax, polyethylene and polyester resin. These were in fact used in further in vivo experiments.

4. Discussion

Our data indicate that FLUKA appears to be a code that can be useful for the modeling of this type of experimental system. The experiment and the Monte Carlo simulated neutron flux results were found to be consistent. This is not surprising: FLUKA has been used in several studies and is validated by various experiments [33-36]. We matched the FLUKA data to experimental results obtained via fairly standard methodology of measurements of neutron fluxes using Mn activation foils as has been performed in multiple studies [23,21,22,43,42,41], and often around accelerators which have been used as a neutron source for therapy purposes [28,13,8,39,27]. We suggest that the match in this instance is remarkably good, given that we were using neutron production rates derived at another centre. Our observations showed that the neutrons within the irradiation cavity are very well thermalized, due to the different layers of moderator, reflector and filter in the irradiation cavity design. There is an optimal position for the hand in the cavity. However, the variation to be expected within the adults we measure should only be of the order of 9%, and this translates to a 3% effect on precision.

5. Conclusion

The previously stated goals of this study were to (i) assess the FLUKA code, (ii) find the optimal hand position inside the cavity and assess the effects on precision of a hand being in a non-optimal position and (iii) to determine the best location for our γ-ray detection system within the accelerator beam half. We determined that:

(i) The Monte Carlo code, FLUKA, was found to provide similar results to those obtained from experiments, providing some confidence in the predictions from the FLUKA model.

(ii) Experiment and simulation both showed that the thermal neutron flux could vary across the inside of the hand irradiation cavity. Overall the variations are predicted to be less than 20% and have a less than 10% effect on the uncertainty estimates of hand fluorine concentration.

(iii) The best position in the irradiation room for the fluorine detection system was identified. This will be used for future experiments allowing an efficient experimental set-up that makes best use of available Tandem accelerator beam time.
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Chapter 5

Measurements of fluorine in contemporary urban Canadians: a comparison of the levels found in human bone using *in vivo* and *ex vivo* neutron activation analysis (Article IV)

5.1 Introduction to Article IV

The final paper in this thesis describes the utility of the improved technique in a pilot study of environmentally exposed people. This article has been accepted for publication. In the article fluorine measurements of 35 participants who live in Hamilton, Ontario, Canada are presented. In addition to *in vivo* measurements, a small *ex vivo* study of bone samples was undertaken and is also presented in this paper.

The experimental work presented in Article IV was performed by the author of this thesis under the supervision of Dr. Fiona McNeill, and with the additional guidance of Dr. David Chettle and Dr. William Prestwich. Dr. Bruce Wainman provided access to the anatomy samples and permitted his ethics board approvals to be adapted for the work in this study. Ms. Alice Pidruczny provided access to facilities and assistance for the reactor measurements of the *ex vivo* samples.

5.2 Contents of Article IV

The following article is accepted for publication in Physiological Measurement.
Measurements of fluorine in contemporary urban Canadians: a comparison of the levels found in human bone using \textit{in vivo} and \textit{ex vivo} neutron activation analysis
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Abstract

Non-invasive \textit{in vivo} neutron activation analysis (NAA) was used to measure the fluorine concentration in 35 people in Hamilton, Ontario, Canada. Measurement and precision data of this second generation NAA system were determined in 2013, and the results were compared with the performance of a first generation system used in a pilot study of 33 participants from the Hamilton area in 2008. Improvements in precision in line with those predicted by phantom studies were observed, but the use of fewer technicians during measurement seemed adversely to affect performance. We compared the levels of fluorine observed in people between the two studies and found them to be comparable. The average fluorine concentration in bone was found to be $3 \pm 0.3$ and $3.5 \pm 0.4$ mg F/g Ca for 2013 and 2008 measurements respectively.
Ten people were measured in both studies; the observed average change in bone fluorine in this subgroup was consistent with that predicted by the observation of the relationship between bone fluorine and age in the wider group. In addition, we observed differences in the relationship between bone fluorine level and age between men and women, which may be attributable either to sex or gender differences. The rate of increase in fluorine content for men was found to be $0.096 \pm 0.022$ mg F/g Ca per year while the rate of increase for women was found to be slightly less than half that of men, $0.041 \pm 0.017$ mg F/g Ca per year. A discontinuity in the rate of increase in fluorine content with age was observed in women at around age 50. Bone fluorine content was significantly lower ($p < 0.01$) in women age 50 to 59 than in women age 40 to 49, which we suggest may be attributable to bone metabolism changes associated with menopause. We also observed increased fluorine levels in tea drinkers as compared to non-tea drinkers, suggesting tea may be a significant source of exposure in Canada. The rate of increase in fluorine content of the tea drinkers and the non-tea drinkers were found to be $0.127 (\pm 0.029)$ and $0.050 (\pm 0.009)$ mg F/g Ca per year respectively. Finally, we also obtained twelve bone samples from cadavers’ skulls. Neutron activation analysis was used to determine the fluorine levels in these ex vivo samples. The rate of increase of fluorine content versus age for in vivo and ex vivo measurements were found to be $0.078\pm0.014$ and $0.078\pm0.050$ mg F/g Ca per year respectively. Excellent agreement was found between the fluorine levels determined in vivo and ex vivo using the two separate systems, providing confidence in the fluorine concentration data being measured in vivo.
Introduction

Health Canada estimates that as of 2005 approximately 43% of Canadians were provided with fluoridated community drinking water (Health Canada 2010). The fluoridation of some public water supplies began after 1945 in Canada: the main argument for fluoridation was to protect teeth. The incidence of dental caries is reduced in populations who have fluoride added to drinking water (Boivin et al 1989; Khandare et al 2005). Once consumed and absorbed, fluorine is stored in bone as fluoride (Whitford 1994) where it accumulates over time. A measure of fluorine in bone should therefore be a measure of long-term or cumulative exposure to fluoride.

There is some public controversy in North America about the risks of exposure to fluoride, although most health professionals agree that fluoridation of the water supply is, on balance, beneficial (Health Canada 2010). Adding small amounts of fluoride to water and toothpaste can be useful in aiding dental care. Dental fluorosis can occur when a person is exposed to fluoride, although the concerns about this condition are cosmetic rather than health based (WHO, 2006). However, skeletal fluorosis, a sclerosing bone condition, is a serious health condition which can occur when a person is exposed to large amounts of fluoride (Fordyce et al. 2007; Shashi 1992; Tamer et al., 2007; Wang et al., 2007; Prystupa 2011). This condition has rarely been observed in Canada. However, some groups have expressed concerns about potential excess exposure and health effects (Dinman et al 1976). There has been recent discussion in many Canadian municipalities of the issue of fluoridation of the water supply (Schmidt, 2014).
A technique to assess long term exposure to fluoride could be useful in assessing the health risks from exposure to this ion. We have developed, and previously published, articles demonstrating the utility of a low risk technique to measure bone-fluorine, painlessly and non-invasively, in vivo, using neutron activation analysis (NAA). In our technique, fluorine in bone is measured via the $^{19}\text{F}(n,\gamma)^{20}\text{F}$ reaction (Chamberlain et al., 2012a; Chamberlain et al., 2012b; Mostafaei et al., 2013a; Mostafaei et al, 2013b). We have performed system changes, which in phantom studies were shown to significantly improve the performance and permit detection of lower levels of fluorine (Mostafaei et al, 2013b).

This paper presents the results obtained from in vivo measurements of the fluorine content of the bones of the hand of 36 people living around the City of Hamilton, Ontario, Canada using the improved NAA system. We compare the data on measurement precision, and bone fluorine values, obtained in this study with data from an earlier published study of 33 people (Chamberlain et al., 2012b), also drawn from the greater Hamilton community. Ten people were measured in both studies. We report on the comparison of these ten in vivo measurements performed after an interval of approximately five years. Finally, we obtained twelve cadaveric bone samples from the McMaster University anatomy laboratories. We used the McMaster Nuclear Reactor (MNR) to perform an analysis of these ex vivo samples using NAA. We compare the data from ex vivo and in vivo measurements and discuss how this may permit more confidence to be placed on the in vivo data.
Materials & Methods

In vivo measurements

Ethics Approval: Prior approval to conduct a study of healthy adult volunteers was obtained from the Hamilton Integrated Research Ethics Board (HIREB) (project approval # 08-312). Thirty-six volunteers (18 male and 18 female), who had no previous history of occupational exposure to fluoride, gave their informed written consent to participate in this study. The mean age of the volunteers was 42.7 ± 16.9 years with a range from 20 to 75 years. Data from one volunteer (a man) was later excluded from this study due to technical problems with their measurement. Data were therefore available for 35 measurements.

Irradiation and counting set-up: The right hand of each of the volunteers was irradiated with neutrons produced on the Tandetron accelerator as described in a number of previous publications (Pejovic-Milic et al 2006, Byun et al 2006, Davis et al, 2008; Aslam et al, 2008a; Aslam et al 2008b; Chamberlain et al., 2012b). Figure 1b shows the irradiation and γ-ray detection arrangement in the accelerator beam hall and control room for the in vivo study. The hand was positioned in an irradiation cavity (for reasons of comfort) such that the open palm faced the neutron source (i.e. the accelerator target). The arm was held firmly in place by a water-filled sleeve. This sleeve holds the arm in place, but also serves as a source of neutron shielding, reducing the radiation dose to the radiosensitive tissues of the torso. The person places their arm in the cavity and the sleeve is filled with water until the arm is held firmly but comfortably in place. Figure 5.1a) shows a layout which was used for phantom measurements: we previously published
improvements to the system that were based on phantom measurements in this control room location (Mostafaei et al 2013b). The distance to the control room was too far for volunteers to travel in less than one half-life (11 seconds) so the detection system was re-located to the position near the irradiation cavity shown in Figure 5.1b). Figure 5.2 shows a photograph of a volunteer being measured in the layout shown in Figure 5.1b).

![Figure 5.1](image1.png)

**Figure 5.1.** a) Experiment layout during the previously published phantom study, b) Experiment layout during this *in vivo* study

![Figure 5.2](image2.png)

**Figure 5.2.** A volunteer photographed while being irradiated during a fluorine measurement.
Each participant’s right hand was irradiated for six seconds. The water sleeve was then deflated quickly using a gravity-draw system. The participant was then asked to take their hand out of the irradiation cavity quickly, and turn and insert their hand into the detection system. The detection system has been described extensively in previous publications (Byun et al., 2007; Byun et al., 2006) so only a brief description will be given here. For fluorine measurements, where the half-life is so short (11.2 seconds) the detection system is placed next to the irradiation cavity at the end of the beam line. Therefore transfer from the cavity to the detectors can ideally take less than one half-life. The detection system (nine NaI(Tl) detectors, eight 102×102×406 mm with a ninth 102×102×102 mm in a quasi-4π geometry) was covered by concrete blocks and positioned in the area with lowest activation as determined by a previous study using the FLUKA simulation code and experiments (Mostafaei et al 2014).

The irradiation protocol, counting set-up and data extraction procedures used for the in vivo measurement of fluorine was the same as that described in our published phantom work: 6 seconds of irradiation at a proton energy, \(E_p\), of 2.15 MeV and a beam current of 600 μA (Mostafaei et al., 2013a, Mostafaei et al., 2013b). This results in an acceptable radiation dose of 30 mSv to the hand and an effective dose of 35 μSv.

After the irradiation of the volunteers, they were asked to position their hand into the detection system. Spectra were acquired for six 5 second periods in anticoincidence mode by the MCA followed by a 120 second wait period and then a 300 second count. The purpose of the six 5 second segments is to collect the \(^{20}\)F decay data. The 120 s wait
period allows sufficient time for the $^{20}$F to completely decay. This is necessary, because there is interference between $^{20}$F and $^{38}$Cl in the spectra. Activated $^{38}$Cl emits a 1.64 MeV $\gamma$-ray which is not resolved from the activated $^{20}$F $\gamma$-ray at 1.63 MeV. However, they have significantly different half-lives, which allow us to discriminate between the two signals. The half-life of $^{20}$F is 11.2 seconds, while the half-life of $^{38}$Cl is 37.24 minutes. We count the combined $^{20}$F and $^{38}$Cl signals in the first sets of six 5 second acquisitions. We then leave the sample to cool and count the $^{38}$Cl signal that remains. We can then back-calculate the $^{38}$Cl activity and subtract it from the $^{20}$F signal. This counting technique is performed in addition to using anticoincidence gating, and thus counting, of the signals to remove the $^{38}$Cl signal at 1.64 MeV from the $^{20}$F signal at 1.63 MeV. $^{20}$F emits a single $\gamma$-ray, while $^{38}$Cl emits two $\gamma$-rays partly in coincidence. By counting in anti-coincidence we remove a considerable portion of the chlorine signal and thus have less to extract using the decay-counting method. Figure 5.3 shows a fluoride-doped phantom spectrum in a) the first five second and b) the 300 second segments.

![Figure 5.3. Comparison of the first five second and the 300 second spectrum from a fluoride-doped phantom](image-url)
The 300 second segment also permits us to measure a signal from $^{49}\text{Ca}$. This allows us to normalize the obtained fluorine data. The goal is to have a robust measurement where the accuracy of the measured fluorine content does not depend on variations in target current, or individual factors such as bone shape, size, mass, tissue overlay thickness or positioning of the hand in the irradiation cavity. (The precision may vary with these factors). The obtained fluorine signal is therefore normalized to the extracted calcium signal. This ideally permits the fluorine to calcium signal to be readily compared among individuals of different ages, sexes, height and weight. The normalization does assume that the ratio of the activation of fluorine and calcium should remain constant regardless of whether the thermal flux varies, and whether the bone shape, size and density vary. This assumes that the fluorine and calcium are co-located in the hand, and only thermal neutrons activate the sample. Fluorine is stored in bone with calcium as calcium fluoride ($\text{CaF}_2$). It displaces the hydroxide ($\text{OH}^-$) functional group in the hydroxyapatite matrix in the bone (Whitford 1994). We know, however, that the neutron flux in the cavity is not 100% thermalized, so this F/Ca normalization is limited in its application. The neutron flux in the cavity has an energy spectrum which ranges from thermal into the low energy range. The $^{19}\text{F}$ and $^{48}\text{Ca}$ do not have pure $1/\nu$ neutron cross-sections: there are resonances in the F cross-section. However, we have published data illustrating that the elemental activation is dominated by thermal neutrons and the uncertainties introduced by the limits of the normalization are small (at approximately 2%) compared to other sources of uncertainty (Mostafaei et al, 2014).
**Questionnaire:** Each participant was asked to fill out a short questionnaire which aimed to determine potential factors in a fluoride exposure history. Data were made anonymous for storage: each volunteer was assigned a unique identification number in order to ensure the confidentiality of the information obtained through this study.

**Sources of fluoride:** None of the participants reported a history of exposure to an acute large dose of fluoride. All of the participants reported using fluoridated toothpaste, and no participants reported swallowing their toothpaste on a regular basis. Because it is well known that teas can contain large amounts of fluoride (Yadav et al., 2007), and because in our previous study (Chamberlain et al., 2012b) we had seen suggestions of differences between tea and non-tea drinkers (the rate of increase in fluorine content for tea and non-tea drinkers were found to be 0.085±0.021 and 0.043±0.019 mg F/g Ca per year respectively), the participants were asked about their tea consumption. Fourteen of the participants reported consuming tea regularly; 21 were non-tea-drinkers. Participants were also asked about their water consumption. We asked participants whether their current source of drinking water was city, bottled or well water and if their past consumption was in these categories. The decision to add fluoride to water is made at the municipal level in Ontario; fluoride is added to tap water in the greater Hamilton area. The City of Hamilton regulates the fluoride level in drinking water to a concentration of 0.6 parts per million (Health Canada 2010). The majority of volunteers reported drinking city water, but some reported drinking bottled water due to the smell and taste of city water. The water in Hamilton is obtained from Lake Ontario. At certain times of year,
there can be algae blooms in the lake. Although the water is perfectly healthy to drink, the algae can lead to a slight odour that some people find off-putting.

**Ex vivo measurements**

**Ethics Approval:** In addition to *in vivo* measurements, a small study of *ex vivo* bone samples was undertaken. Prior approval to conduct the cadaver study was obtained from the Hamilton Integrated Research Ethics Board (Project approval # 11-209-T).

**Sample collection:** Bone samples were collected from the skulls of 12 cadavers prior to embalming from the McMaster University anatomy laboratory. A diamond hole saw with drill bit size of $12.7 \times 11.11 \times 6.35$ mm was used. The samples were collected from the back of the skull (because this was thicker bone with higher bone density) and were sampled all the way through the bone to the periosteum. The samples were all of similar sizes: they were weighed after collection and the average mass of the bone samples was $1.03 \pm 0.04$ (mean ± standard deviation) g.

**Irradiation and counting:** The *ex vivo* bone samples were irradiated with neutrons in the core of McMaster Nuclear Reactor (MNR) using a pneumatic insertion system. The use of the reactor meant that samples were exposed to a neutron flux of approximately $5 \times 10^{13}$ n.sec$^{-1}$.cm$^{-2}$, permitting the measurement of such low mass samples. This sample mass is not measurable using the Tandetron accelerator system. The air-driven reactor system allows the small samples to be inserted into the reactor core for pre-defined periods of
time. In this case, the samples were irradiated for 20 seconds. Samples were then transferred (again using the pneumatic system) to a hyperpure germanium detector system (30% relative efficiency, model GMX30-70-S, ORTEC) to be counted. Samples were counted for 20 seconds. The average transfer time from the end of the irradiation to start of the count was 7 seconds. The 1.63 MeV fluorine peak was used to assess the fluorine content of the samples, as it had been in the in vivo studies. The resolution of the detector system meant that the 1.64 MeV chlorine peak was resolved and no subtraction techniques were required.

The mass of fluorine in the ex vivo samples was calculated by comparing the signal from the bone sample, with the signal from irradiated calibration standards. Calibration standards were made by pipetting known volumes of Atomic Absorption standardized solutions, of certified fluorine concentration, into the irradiation vessels. The calibration standards were irradiated and counted under the same conditions as the bone samples. Fluoride standards (77365, SIGMA-ALDRICH, Buchs/Switzerland) and calcium carbonate standards (112205, Fisher Scientific, USA) were used as reference samples for calibration: they contained 1000 and 2000 µ gr F and 0.25, 1 and 2 gr CaCO₃ respectively.

Results

In vivo measurement precision In a previous published study by Mostafaei et al, 2013b, a series of improvements were found to produce a significant improvement of a factor of 2.26 in the phantom minimum detectable limit when compared to the phantom data
previously published by Chamberlain et al, 2012. We had anticipated that this observed improvement in phantoms would be achieved in human measurements.

Table 5.1 provides the mean (± standard deviation) and median *in vivo* precisions as determined in this study and the study published in 2012, but performed in 2008.

<table>
<thead>
<tr>
<th></th>
<th>2013 <em>In Vivo</em> Data</th>
<th>2008 <em>In Vivo</em> Data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean (± SD)</strong></td>
<td>0.32 (±0.15)</td>
<td>0.42 (±0.10)</td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td>0.29</td>
<td>0.40</td>
</tr>
</tbody>
</table>

The improvement observed in the mean is a factor of 1.31, while the improvement observed in the median is a factor of 1.38. This is, overall, not as good an improvement as expected.

In order to investigate this further, we looked at the distribution of precisions obtained in both this and the earlier study. Figure 5.4 shows the frequency distribution of the precisions observed in 2008 and 2013.
Figure 5.4. Frequency distribution of the precisions observed in 2008 and 2013

The important result that the figure shows is that although much of the data does in fact show an improved precision, there is a much wider spread on the *in vivo* precision results. This, of course, is also suggested by the larger standard deviation on the data obtained in 2013.

We compared the laboratory notebooks from the two *in vivo* studies to try and determine factors which could have led to these obvious differences between the precision distributions. (The lead author on the 2008 study sadly died before publishing his work, so we only have notebooks to rely on for information). We investigated a series of possible factors.

1. The Tandetron accelerator was moved from a large open beam hall to a smaller enclosed room in the time between the two studies.
2. The number of in vivo measurements performed per day were significantly increased.

We queried whether these two factors led to an increase in the background detector signal over the course of the day, because of increased activation in the detectors, which could have worsened the precision. Figure 5.5 shows the background signal measured in the 4π spectrometer when it was placed outside of the irradiation hall and in the control room, and when it was placed beside the irradiation cavity. The background spectra were collected at the end of each day. It can be seen, however, that the background magnitude for the location next to the irradiation cavity, while a little poorer, does not explain the differences observed in in vivo precisions. It is, at most, a factor of 1.06.

![Figure 5.5. Background differences, old and new location](image)

3. We questioned whether the poorer precision was observed in both calibration phantoms and people in the experiment. This could identify whether the issue was
a systematic performance problem with the equipment, or a factor that was confined to human measurements.

The precisions for phantoms measured with the detection system in the beam hall beside the irradiation cavity and in the low background control room area are shown in Table 5.2. It can be seen that the mean and median precisions increased by a factor of 1.33 and 1.60 respectively, when the detection system was located in the beam hall beside the irradiation cavity.

Table 5.2. The precisions for phantoms measured with the detection system in the beam hall beside the irradiation cavity and in the control room area

<table>
<thead>
<tr>
<th></th>
<th>Precision in the control room</th>
<th>Precision in the beam hall beside the cavity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (± SDM)</td>
<td>0.09 (±0.04)</td>
<td>0.12 (±0.05)</td>
</tr>
<tr>
<td>Median</td>
<td>0.07</td>
<td>0.11</td>
</tr>
</tbody>
</table>

It would appear that there are factors which affect the in vivo measurements which do not necessarily affect the phantom data.

4. In addition to Faraday cup measurements of the beam current, a fission chamber was used as a back-up system to monitor the beam current. This measures the neutrons produced from the target, rather than the incident current. It does take into account shifts in the beam and melting on the target. Although the current was set to a significant increase to 600 μA, it was found that the average fission chamber data for in vivo measurements was a factor of 2/3 lower than phantom
measurements. This would have resulted in a factor of 1.2 increase (i.e. worsening) in precision in the in vivo data.

5. The transfer times of each participant were fixed at eight seconds in the first study, but there were a range of transfer times in this study. The average transfer time for volunteers in this study was 10.2 seconds (with a range from 8 to 18 seconds) compared to a consistent 8 seconds for every volunteer for the previous study. To determine whether this is a significant reason for the spread, the precision data were categorized into quartiles from lowest (best) to highest (worst) and the mean and median precision, and mean and median transfer times, calculated (Table 5.3).

<table>
<thead>
<tr>
<th>Quartile</th>
<th>Median Precision</th>
<th>Mean Precision (± SD)</th>
<th>Median Transfer Time (Sec)</th>
<th>Mean Transfer Time (± SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.19</td>
<td>0.19 (± 0.02)</td>
<td>9</td>
<td>8.8 (± 0.44)</td>
</tr>
<tr>
<td>2</td>
<td>0.28</td>
<td>0.27 (± 0.02)</td>
<td>10</td>
<td>10.4 (± 3.12)</td>
</tr>
<tr>
<td>3</td>
<td>0.34</td>
<td>0.34 (± 0.03)</td>
<td>8</td>
<td>9.9 (± 3.3)</td>
</tr>
<tr>
<td>4</td>
<td>0.44</td>
<td>0.52 (± 0.19)</td>
<td>12</td>
<td>11.5 (±2.9)</td>
</tr>
</tbody>
</table>

The data strongly suggest that the range in transfer times has had an effect. The mean transfer time for the quartile with the poorest (i.e., largest) precision is significantly different at the 95% level (p = 0.03) from the quartile with the best (i.e., smallest) precision: the poorest precisions had transfer times which were three seconds longer. This is a very small difference in transfer time, but when working with an element with an 11
second half-life, it would appear to have a measurable effect. Also, the extreme 8 s versus 18 s implies a factor of 1.86 more counts and so a factor of 1.36 in precision.

We then investigated how the study in 2008 managed to attain such a consistent transfer time compared with the study conducted in 2013. The largest factor seems to be the number of technical staff supporting the volunteers. In 2008, two technical staff conducted each measurement. One stayed in the room with the patient, and had their dose monitored by an alarming EPD (electronic personal dosimeter). One stayed outside, and entered when the beam was switched off. The person who stayed in the room worked closely with the subject to remove the water sleeve that acts as a radiation shield during the measurement, and helped the volunteer move their position to the detection system. The second person was responsible only for switching on the equipment (starting the counting equipment). This two person system was developed to reduce the total dose to staff during the study. However, health and safety concerns were expressed about having a member of staff entering into the room, especially after the accelerator was moved and the room arrangement involved navigating a bend which was perceived as a trip hazard. At the same time, it was not seen as ideal to have two members of staff in the room with the beam switched on, even though the total dose during the whole study for the technical staff member in the room was low (0.016 mSv). The study in 2013 therefore only used one technician, as opposed to two, and it would appear that this has affected the quality of some of the data.
In the quartile with the mean transfer time that approaches that of the study in 2008, the mean precision was found to be 0.19. If we include the factors that are a result of the lower neutron production per unit current off target (1.2), and the higher background levels (1.06), then this would equate to a precision of 0.15, a factor of 2.8 improvement. It would appear, therefore, that the detection system improvements previously found in phantoms were found to be borne out in people.

In vivo fluorine concentrations as measured by NAA

All 35 subjects were found to have measurable fluorine levels in bone which were significantly different from zero at the 99% confidence level. The average fluorine concentration in bone for this study was found to be $3.0 \pm 0.3 \text{ mg F/g Ca}$.

Figure 5.6 shows the hand-bone fluorine content (per unit calcium content) from the 35 participants plotted against age. In our earlier fluorine study, a significant relationship was found between fluorine content with age which is observed in this study. Fluorine is mostly stored in bone as CaF$_2$ with a long retention time (Shashi et al., 2008; Wilson 1993) and it is expected to accumulate with age. The regression in this case is significant ($p < 0.001$).

The fluorine content of bone in these male and female volunteers was found to increase by $0.078 \pm 0.014 \text{ mg F/g Ca}$ per year when a linear relationship was fitted. This result agrees with our previous study (Chamberlain et al., 2012b) which was performed in 2008.
In that study, the rate of increase of the linear relationship between bone fluorine content and age was found to be $0.084 \pm 0.014$ mg F/g Ca per year. The rate of increase observed in 2008 and in 2013 are the same to within uncertainties.

Figure 5.7 shows the comparison of the 2013 and 2008 data in a plot of bone fluorine content versus age. As can be seen, the data from the two studies are comparable. A similar relationship between bone fluorine content and age was observed in both studies.

Figure 5.6. Fluorine concentration with age measured in the human hand from 35 participants
Figure 5.7. Comparison of the 2013 and 2008 data

The data we present above of the increase in bone fluorine content with age is in units of mg F/g Ca per year. We can compare these data with estimates of fluoride consumption in Canada if we convert to units of mg F per day. We make the approximation that the average mass of calcium in the skeleton is 1300g. Thus we estimate that the average retention of fluorine in bone in men and women in the City of Hamilton is $0.079 \times 1300 / 365 = 0.3$ mg per day. Hamilton City water is regulated to a fluoride concentration of 0.6 ppm i.e. 0.6 µg F per ml of water. If we further assume that the average person drinks 2.5 – 3.5 liters per day (Burt, 1992), then this would indicate an average consumption of $3000 \times 0.6$ µg F per day or 1.8 mg F per day. Data suggest that 50% crosses the gastrointestinal tract, and 50% is retained in the body (Ludlow et al 2007; Spencer et al 1970). This would predict an average increase in fluorine in the skeleton of $0.5 \times 0.5 \times 1.8 = 0.45$ mg F per day. These data suggest that our in vivo measurements which predict
uptake of 0.3 mg F per day are in line with values predicted from water consumption data.

Sex Differences

In our previous work on lead (Pb), we have shown that men and women have differences in bone metabolism that can lead to sex differences in metal metabolism between menarche and menopause (Popovic et al., 2005). We therefore investigated whether there were observable differences in bone fluorine concentration between men and women.

The average fluorine concentration for men was found to be $3.3 \pm 0.6$ mg F/g Ca, while the average fluorine concentration for women was found to be $2.7 \pm 0.3$ mg F/g Ca.

The average age for the groups of men and women were $44 \pm 19$ and $41.5 \pm 14$ respectively. There was no significant difference in average fluorine concentration in bone between men and women.

However, regressions of bone fluorine content versus age were then also performed for men and women separately. Figure 5.8 shows the data for a) men and b) women.

Figure 5.8. The 2013 data for a) men and b) women
Although average bone fluorine levels were found to not be significantly different for men and women, a difference, at greater than the 95% level of confidence (p=0.034) was observed for the rate of increase of fluorine content versus age between men and women. The rate of increase for men was found to be 0.096 ± 0.022 mg F/g Ca per year while the rate of increase for women was found to be slightly less than half that of men, 0.041 ± 0.017 mg F/g Ca per year. The difference is a factor of 2.0± 1.0. This could imply either that men ingest more fluoride per unit calcium, or that women retain more calcium per unit fluoride than men. This needs further exploration.

As we have determined that the data of the rate of increase versus age relationship were the same for data collected in 2008 and these data collected in 2013, we combined the two data sets and further investigated the relationship of bone fluorine versus age for men and women separately using the combined data set.

As can be seen from Figure 5.9, the rate of increase for men was found to be 0.095 ± 0.013 mg F/g Ca per year while the rate of increase for women was found to be roughly half that of men, 0.057 ± 0.013 mg F/g Ca per year. The p value was found to be 0.047 for the difference in the two rates of increase of fluorine content versus age.
Since men and women seem to show a different accumulation in fluorine content with age, and further, since this may be attributable to differences in bone metabolism modulated by estrogen in women, we decided to investigate whether there were differences in accumulation rate into bone that coincide with pre-menopause and post-menopause phases in women. We did not ask the participants about their menopausal status. Instead, we investigated this by using age as a surrogate measure. The average age of menopause in North America is 51 (Utian et al., 1999); this being defined as the age at which women have ceased menstruation for one full year. The age at which, on average, estrogen and progesterone levels have fallen significantly in women in Canada is therefore 50.

Figure 5.10 shows bone fluorine content versus age in women (for the 2008 and 2013 data combined) with women age less than 50 years, and age 50 and older marked.
It can be seen that there appears to be a discontinuity in the relationship of fluorine content versus age at age 50 in women. This discontinuity is not seen in men.

![Figure 5.10. Bone fluorine content versus age in women (for the 2008 and 2013 data combined) with women age less than 50 years, and age 50 and older](image)

We performed t-tests on the average bone fluorine content of women ages 40-49, and women ages 50-59. (Ideally, we would have preferred to use smaller age ranges, given that the median perimenopause transition length is 4 years (McKinlay et al., 1992), but the number of data points available here is small). The average (± standard error of the mean) bone fluorine content of women age 40-49 was found to be 4.2±0.5 mg F/g Ca, while the average bone fluorine content of women age 50-59 is 2.7±0.2 mg F/g Ca. This is significantly different at the 99% confidence level, p <0.01. Fluorine content appears to have fallen in post-menopausal women as compared to pre-menopausal women. It is not unexpected that bone metabolism changes at menopause. However, these data suggest that fluorine content is lost relative to calcium content, which we suggest is perhaps a
consequence of different re-distribution and re-absorption pathways of different elements released from remodeled bone.

We performed a similar analysis on men. The average (± standard error of the mean) bone fluorine content of men age 40-49 is 3.3±0.8 mg F/g Ca, while the average bone fluorine content of men age 50-59 is 4.0±0.5 mg F/g Ca. This is not significantly different, p=0.45. Bone fluorine content does not alter at age 50 in men, in the way that the data suggest happens in women.

The data available here are too limited to perform a comprehensive analysis. However, there appears to be evidence that bone fluorine content is altered in women around menopause. This requires further investigation, but may show that this NAA technique can be of use in better understanding both exposure to, and metabolism of, fluoride in people.

Bone fluorine and tea consumption

We also compared the fluorine bone levels of tea-drinkers and non-tea-drinkers in our 2013 data. This is shown in figure 11. The population categorized as ‘tea drinking’ consisted of individuals whose reported tea consumption varied from one cup per week to a few cups per day. The average age of the regular tea consumers was 41.2 ± 16.9 years, with a range of from 23 to 75 years. The population consisted of six men and eight women. The average age of the non-tea-drinkers was similar, 43.8 ± 17.2 years, with a
range from 20 to 75 years. This population consisted of eleven men and ten women. Figure 5.11 shows that a significant difference was observed in the rates of increase of the tea-drinkers and non-drinkers bone fluorine concentration with age. The rate of increase of the tea drinkers was found to be 0.127 (± 0.029) mg F/g Ca per year. The rate of increase of the non-tea drinkers was found to be 0.050 (± 0.009) mg F/g Ca per year. The rate of increase of the tea drinkers’ relationship with age is more than twice (2.5 ± 0.7) that of the non-tea drinkers. The difference is significant at the 95% confidence level (p = 0.016).

In the Chamberlain et al study of 2008, the difference between tea and non-tea drinkers was suggestive but not statistically significant. This was thought to be because the number of non-tea drinkers was very small. As with the sex/gender data, where we observed that the relationship between fluorine and age is the same for the two studies, we chose to combine the data sets from 2008 and 2013 to see if the significance of the
difference between tea and non-tea drinkers increased further with an increased sample size. When the data were combined, it was found that the rate of increase of the relationship with age for tea drinkers (n=32) was $0.105 \pm 0.015$ mg F/g Ca per year while the rate of increase for the non-tea drinkers (n=33) was $0.049 \pm 0.008$ mg F/g Ca per year. This is shown in figure 5.12. This is a significant difference ($p = 0.004$) in observed fluorine level between tea and non-tea drinkers. The significance of the difference did indeed increase when data from 2008 and 2013 were combined. Tea drinkers living in the greater Hamilton urban area have approximately double the bone fluorine content of non-tea drinkers for a given age group.

![Figure 5.12. Comparison of tea drinkers and non-tea drinkers with data from 2008 and 2013 combined](image)

A similar analysis was conducted for consumption of city water versus bottled water. No differences in bone fluorine content were observed between bottled water consumers and tap water consumers.
Change in fluorine levels over a five year period

Of the thirty-three volunteers measured in 2008 (Chamberlain et al., 2012b) ten people were re-measured after a five year interval. This was prior approved by our human research ethics board. These ten adults should have been exposed to fluoride from water, food, and fluoridated toothpaste over the five year period since the previous study. Figure 5.13 illustrates the change in bone fluorine content observed between the 2008 and 2013 sets of measurements.

The average difference in bone fluorine content of the 10 subjects was found to be $0.66 \pm 0.27 \text{ mg F/g Ca.}$

The average difference in bone fluorine content of the 4 tea drinkers was found to be $0.88 \pm 0.66 \text{ mg F/g Ca.}$

The average difference in bone fluorine content of the 6 non-tea drinkers was found to be $0.52 \pm 0.18 \text{ mg F/g Ca.}$

The rate of increase of the observed relationship between bone fluorine content and age for all 68 subjects should be a measure of the average increase in bone fluorine content per year. That is, we would predict that on average the bone fluorine contents of these ten subjects should increase by $5 \times 0.078 \pm 0.014 = 0.39 \pm 0.07 \text{ mg F/g Ca.}$ Tea drinkers would be predicted to increase by 0.50 while non-tea drinkers would be predicted to increase by 0.25.
We observed that the predicted and measured increases in the bone fluorine contents of these groups are the same to within the uncertainties.

![Graph showing change in bone fluorine content between 2008 and 2013](image)

Figure 5.13. Comparison between 2008 & 2013 fluorine measurements

**NAA measurements of fluorine concentrations in ex vivo samples**

The twelve bone samples obtained from the cadaver skulls were irradiated with neutrons in the McMaster Nuclear Reactor (MNR) using a pneumatic system. Both fluorine and calcium were measured and the resultant measured concentration was expressed in terms of mg F per g of Ca in order to compare with *in vivo* data. Figure 5.14 shows the calibration line used for the *ex vivo* bone fluorine studies. During the course of the cadaver bone sample study, three sets of seven phantoms were measured.
Figure 5.14. Phantom calibration line

Comparison of in vivo and ex vivo data

The F concentrations determined from the ex vivo samples were found to range in concentration from 1.02–9.8 mg F/g Ca. The average fluorine concentration in bone was found to be 4.8±0.5 mg F/g Ca for an average age of 81.6 ± 9.3. Given that the average age of this population is significantly higher than in the in vivo study this number seems in line with the in vivo data. All 12 samples were found to have measurable fluorine levels in bone i.e. all ex vivo samples were found to be significantly different from zero at the 95% confidence level. Figure 5.15 shows the fluorine content per gram of calcium content from the 12 cadavers plotted against age. During the course of the ex vivo study, each bone sample was measured three times over a 10 day period. It can be seen from Figure 5.15 that the ex vivo measurements were quite reproducible. The average relative uncertainty was 7% ± 3%. Figure 5.16 shows a plot of the concentration of each ex vivo sample (averaged over the three measurements plotted against age on the same graph as the in vivo data).
Figure 5.15. Fluorine concentration with age measured in the twelve bone biopsy samples

Figure 5.16. A comparison of in vivo and ex vivo measurement data

The rate of increase of fluorine content versus age for in vivo measurements (for men and women and 2008 and 2013 data combined) was found to be 0.078±0.014 mg F/g Ca per year. The rate of increase of fluorine content versus age for ex vivo measurements was also found to be 0.078±0.050 mg F/g Ca per year. Although they may look different in Figure 5.16, the intercepts for both the in vivo and ex vivo data were found to be zero to within uncertainties: they were -0.35±0.48 and -1.56 ± 4.43 mg F/g Ca respectively.

Ex
vivo measurements of samples from the skull and in vivo measurements of a hand therefore show a similar pattern of accumulation of fluorine in the bone matrix, as assessed by calcium content, with age.

Discussion

Comparison of fluorine levels in other published studies

There is evidence in this study that the precision of the in vivo measurement of bone fluorine concentrations in volunteers has improved as predicted from previous phantom studies (Mostafaei et al, 2013b) although the use of a single technician performing measurements clearly needs to be re-thought as this has introduced uncertainty into the measurement data. The improvements in precision have, however, meant that even in a small study of 35 volunteers it has been determined that we can measure fluorine concentrations in bone with 99% confidence in 100% of a population of urban Canadians over the age of 20. This means this technique has great potential for assessment the health effects of exposure to fluoride.

A summary of bone fluorine measurements (mostly on autopsy data) with different methods is shown in Table 5.4. Using a conversion factor of 3.68 g dry bone/g Ca (Woodard, 1964), and a conversion factor of 2.5 g bone ash/g Ca (ICRP 1975), this study which measured a Southern Ontario population is comparable to other bone fluorine studies of environmentally exposed subjects from both Canada and other parts of the world. Levels of fluorine measured in patients with fluorosis (Krishnan et al 1985) appear
to be much higher than we observed, which suggests that this *in vivo* technique could be
used to identify high exposure patients.

Fordyce published a study in 2011 which divides fluorine concentration in bone into
three phases; normal (0.5-1 mg F/g bone ash), preclinical (3.5-5.5 mg F/g bone ash) and
clinical phase I (6-7 mg F/g bone ash) (Fordyce et al, 2011). If we use the conversion
factor of 2.5 g bone ash/g Ca (ICRP 1975), the range of values determined by us in this
study range from 0.4 to 4.6 mg F/g bone ash. Assigning our volunteers into these
categories, we can say we observed no people in the 'clinical phase I' of fluoride
exposure. Twenty of the volunteer's bone-fluorine concentrations were categorised as
'preclinical phase', while the remaining fifteen were in the 'normal phase'. This may
suggest that we either need to re-align these categories taking age into account. A ‘high’
bone fluorine for a 20-year-old person may be an ‘average’ or ‘normal’ bone fluorine for
a 60-year-old.

Our data suggest that fluorine metabolism in bone may be different for men and women.
This may be due either to sex or to gender. Given that we observe a discontinuity in the
relationship of fluorine content with age in women at age 50 in our data, we suggest that
sex differences in steroid levels (such as estrogen and testosterone) may account for
differences. Steroids are the major contributor responsible for skeletal growth and gain in
bone density, helping maintain peak bone density until menopause in women. Steroid
production normally decreases at menopause, and leads to relatively rapid bone loss,
which occurs in the first 8–10 years after menopause (Clarke et al, 2010). Our previous
data on lead in bone (Popovic et al, 2005) showed differences in endogenous release of
lead in pre-menopausal women as compared to men. In post-menopausal women, there was no sex difference observed.

However, there may also be gender differences, such as differences in water, tea or food consumption or use of toothpastes and mouthwashes. However, this is speculation on our part: we merely point out that the observed differences may arise in part both from biological and behavioral factors and further work needs to be performed to unfold this further.

Table 5.4. Comparison of different bone-fluorine published studies

<table>
<thead>
<tr>
<th>Studies</th>
<th>Location</th>
<th>Bone site</th>
<th>Age</th>
<th>Technique</th>
<th>mg F/g dry bone</th>
<th>mg F/g Ca</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glock et al., 1941</td>
<td>England</td>
<td>Rib bone</td>
<td>0-68</td>
<td>Chemical method</td>
<td>0.24-3.1</td>
<td>0.88-11.4*</td>
</tr>
<tr>
<td>Mernagh et al., 1977</td>
<td>Canada</td>
<td>Biopsy sample (osteodystrophy)</td>
<td>N/A</td>
<td>NAA</td>
<td>0.5-1.2</td>
<td>3.2-8.5</td>
</tr>
<tr>
<td>Krishnan et al., 1985</td>
<td>Canada</td>
<td>Biopsy sample (fluorosis patients)</td>
<td>N/A</td>
<td>NAA</td>
<td>13.4±29</td>
<td>(7.6-48.8)</td>
</tr>
<tr>
<td>Ebifegha et al., 1986</td>
<td>Canada</td>
<td>Index Finger</td>
<td>N/A</td>
<td>NMR</td>
<td>2.17-5.1</td>
<td>8-18.7*</td>
</tr>
<tr>
<td>Fraser Code et al., 1990</td>
<td>Canada</td>
<td>Index Finger</td>
<td>N/A</td>
<td>NMR</td>
<td>0.47-1.1</td>
<td>1.7-4*</td>
</tr>
<tr>
<td>McNell et al., 1991</td>
<td>Canada</td>
<td>Trabecular and cortical bone of the rat</td>
<td>N/A</td>
<td>NMR</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Ishiguro et al., 1993</td>
<td>Japan</td>
<td>Cortical bone (Human rib)</td>
<td>20-93</td>
<td>Fluoride electrode</td>
<td>0.125-0.75</td>
<td>0.46-2.76*</td>
</tr>
<tr>
<td>Samudralwar et al., 1993</td>
<td>USA</td>
<td>Rib (Cortical bone &amp; Trabecular bone)</td>
<td>N/A</td>
<td>PIGE (p, p’γ)***</td>
<td>2.07 ±0.652</td>
<td>7.63*</td>
</tr>
<tr>
<td>Richards et al., 1994</td>
<td>Denmark</td>
<td>Vertebral trabecular</td>
<td>20-91</td>
<td>Fluoride electrode</td>
<td>0.91*</td>
<td>3.34*</td>
</tr>
<tr>
<td>Ishiguro et al., 1996</td>
<td>Japan</td>
<td>Trabecular bone</td>
<td>20-93</td>
<td>Fluoride electrode</td>
<td>0.2-0.6</td>
<td>0.74-2.21*</td>
</tr>
<tr>
<td>Sastri et al., 2001</td>
<td>Turkey and Russia</td>
<td>Iliac crest, rib</td>
<td>21-76</td>
<td>Chemical method</td>
<td>0.27 ±1.1</td>
<td>0.99-4.05*</td>
</tr>
<tr>
<td>Yildiz et al., 2003</td>
<td>Turkey</td>
<td>vertebra, femur neck,</td>
<td>45-54</td>
<td>DXA**</td>
<td>1.0761±0.179</td>
<td>3.96*</td>
</tr>
<tr>
<td>Chamberlain et al., 2012</td>
<td>Canada</td>
<td>Hand</td>
<td>20-87</td>
<td>IVNAA</td>
<td>0.3-3.24*</td>
<td>1.1-8.8</td>
</tr>
<tr>
<td>This study, 2013</td>
<td>Canada</td>
<td>Hand</td>
<td>23-75</td>
<td>IVNAA</td>
<td>0.3-3.15*</td>
<td>1.1-11.6</td>
</tr>
</tbody>
</table>

* Determined using a conversion factor of 3.68 g dry bone/g Ca (Woodard, 1964)
** Dual X-ray absorbiometry
*** Particle induced gamma-ray emission
† Determined using a conversion factor of 2.5 g bone ash/g Ca (ICRP 1975)
Conclusions

A non-invasive system for measurement of fluorine in the hand was previously developed at McMaster University. This was recently upgraded and improved. There is evidence that the improvement predicted from phantom studies (Mostafaei et al, 2013b) was borne out in humans. However, we have determined that factors such as the number of technicians involved in a measurement have meant that overall the improved precision predicted from phantom studies was not fully observed in people.

This upgraded system was used to perform a pilot in vivo study and the data was compared with results from an earlier study performed in 2008. The system of 2013 was found to provide measurements that were compatible with the first generation system of 2008. Both systems showed a consistent increasing relationship between fluorine content of bone mineral and age. In addition, a small study of cadaver data found a relationship between bone fluorine content and age that was also consistent with in vivo data. The cadaver data were validated against standard reference material data and thus provides some level of confidence in the results of the in vivo data.

The data provided some evidence that fluorine metabolism in bone was different for men and women. There is an observed change in the accumulation rate of fluorine in bone in women at around age 50. This is perhaps not surprising given the role that estrogen plays in bone remodeling between menarche and menopause. However, further studies should be performed to determine whether the differences in fluorine level observed between
men and women are gender differences, i.e. based on behavior, or sex differences, i.e. based on differences in bone metabolism due to differences in sex steroids, the levels of which change in women over time.

There was also evidence that a significant source of fluoride exposure for people living in Southern Ontario is tea drinking. People who reported drinking tea were found to have double the level of fluorine in bone than non-tea drinkers. This is assumed to be because tea is often grown in fluoride rich soils. Further studies to investigate whether particular types of tea are significant sources of exposure are warranted.
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Chapter 6

Conclusions and Future Work

6.1 Thesis conclusions

The original research in this thesis was presented in four major sections: each was given a Chapter. The significant results, and a summary of each research section follows, where the most significant contributions to the field are noted. A conclusion is provided for each section.

6.1.1 Development of a New Bone-Fluorine Phantom

Chapter 2 detailed the development of a new type of hand-bone simulating phantom for the determination of fluorine concentration by IVNAA. This work was important and was a significant contribution to the field, as it effectively eliminated an observed problem of aluminum contamination.

The phantoms which were used in the early fluoride studies were found to contain a small level of aluminum contamination. This was a problem because the aluminum $\gamma$-ray peak interfered with the fluorine $\gamma$-ray signal due to energies overlapping within the resolution of the sodium iodide detectors. While this signal could be removed by subtraction, this introduced uncertainties into the measurement. Removing the aluminum from the phantom reduced the measurement uncertainties, improved the calibration line uncertainties, and permitted a significant reduction in the phantom detection limit.
A number of phantoms were tested and after significant number of trial and error experiments a new series of phantoms was developed; and these phantoms were found to have low aluminum contamination. The new phantoms used Mowiol 4-88 an organic anti-fade medium and were found to have non-detectable levels of aluminum. The new phantom's calibration line slope was determined to be comparable with the previously used phantoms.

The use of the new phantoms was found to reduce the MDL by factor of 1.55 and this phantom development is a significant contribution to the field because it permits a better (i.e., more precise) measurement of fluoride. This work will also permit development of better phantoms for researchers wishing to measure aluminum \textit{in vivo}, or any researchers wishing to perform measurements with a low aluminum contaminated medium.

In addition to the conclusions provided in earlier Chapters, an overall conclusion is that calibration phantom development and improvement is an area of research on which it is worth spending time and effort. It is important to have phantoms that are a close match for the organ being measured, but an additional significant challenge for researchers in \textit{in vivo} analysis of trace elements is finding trace free or contaminant free materials. In this case, finding contaminant free materials and preparation methods significantly improved the ability to measure fluoride and was worth the time and effort involved.
6.1.2 Improvements in to the IVNAA Method for Measurement of Fluoride

Chapter 3 detailed improvements to the measurement system. These were performed because although the previous in vivo study had been able to measure the fluoride level in the majority of volunteers with confidence, some in vivo measurements were below the detection limit. It was decided that lowering the detection limit further, if possible, would make the measurement more applicable in environmental studies. Several improvements to the system were successfully performed. These included changing both the detection mode and the acquisition timing in the γ-ray spectrometry system. By using an anti-coincidence acquisition mode rather than simple summing of nine single detectors together, the minimum detectable limit was lowered by a factor of 1.2. Changing the acquisition time sequence to a series of six 5s steps from a series of three 10s steps lowered the minimum detectable limit by a further factor of 1.4. Increasing the accelerator proton current and reducing the irradiation time at the same time provided a further improvement in minimum detectable limit by a factor of 1.35. Overall, the series of improvements were found to produce a significant improvement of 3.88 in minimum detectable limit, in phantoms, when compared to the previously published data of Chamberlain et al. 2012. The new minimum detectable limit of 0.17 mg F/g Ca was believed to be below the expected F concentration in healthy non-occupationally exposed individuals. The range of fluorine in human bone has been published as being from 300-7000 mg/kg dry tissue (1.1-25.76 mg F/g Ca) (Fordyce, 2011). The minimum detectable limit determined by this particular part of the thesis suggested that the technique should be capable of measuring bone-fluorine in vivo in a ‘normal’ or ‘average’ population in
many parts of the world, while delivering an acceptable radiation dose, and eliminating the need for the discomfort and pain of a bone biopsy.

In addition to the information provided in earlier Chapters, a conclusion that can be drawn from this work is that it is worth pursuing a series of relatively small improvements. In the cases presented here, the individual improvement was incremental, not transformative, being, in each case, only of the order of 20\% - 40\% for each improvement. However, by pursuing a number of these incremental improvements, the overall improvement was ultimately very significant and the phantom detection limit was reduced by nearly a factor of 4.

6.1.3 Monte Carlo Modelling of the Bone Fluoride System

The Monte Carlo code, FLUKA, was used as an additional tool to investigate, and help develop, the neutron activation analysis system for the measurement of fluoride in bone. FLUKA is not a code that has been applied to \textit{in vivo} analysis so there was an interest in testing its performance. The code, as tested using this simulation model, was found to produce comparable data to experimental results and so the work provides some validation that FLUKA can be used for this kind of work. The thermal neutron fluence rate was found to vary by a few percent across the inside of the irradiation cavity. These effects are interpreted to mean that there will be variations in the thermal fluence in the cavity. The activation of F from thermal neutrons varies from 94.5\% to 92.3\% and for calcium from 98.8\% to 98.6\%. Therefore the balance of the activation comes from epithelial or resonance neutrons with a relative ratio varying by approximately 2\%. 
While the normalization of F to Ca is not perfect, it can be applied to within the uncertainties of measurement because the neutron spectrum in the cavity is mostly thermalized. This will mean variations in the measurement precision from person to person, but should not affect the accuracy of a fluorine measurement.

In addition, the use of the modelling, and comparison of simulation and experimental data, allowed us to predict the best position in the irradiation room for the detection system for *in vivo* measurements. Figure 6.1 illustrates the actual location of the detection system for the series of *in vivo* measurements which was predicted by a combination of experimental and with FLUKA simulation.

![Image of the detection system best position beside the irradiation cavity](image)

*Figure 6.1. The detection system best position beside the irradiation cavity*
An overall conclusion from this work is that FLUKA is a code that has some utility for investigation of \textit{in vivo} analysis. As with all simulation codes, some combination of experiment and simulation is required to validate the code, but the resulting information can significantly assist in the design of the system.

6.1.4 Measurements of Fluoride in Bone in Urban Canadians: a Study of Volunteers from the City of Hamilton

The series of incremental improvements to the system had been shown to result in a significant reduction in minimum detectable limit in phantoms. The system was therefore used in a pilot \textit{in vivo} study of the measurement of fluoride in the hand bones of volunteers recruited from Hamilton, Ontario. The measurement subjects were a convenient sample of volunteers drawn mostly from the McMaster community. They were assumed to not be heavily exposed to fluoride from either industrial or environmental sources. They were assumed to be a ‘normal’ population representing the average exposure in Southern Ontario. We performed fluorine measurements in human bone with the newly improved non-invasive method on 35 participants.

In Chapter 3, a series of improvements were found to produce a significant improvement in the phantom minimum detectable limit when compared to the phantom data previously published by Chamberlain et al, 2012. The improvement observed in the volunteer’s measurements were not as good an improvement as expected. Some reasons which were affected the precision are: 1) two technical staff conducted each measurement in 2008
compare with one technician in this study (which resulted in a lower transfer time in 2008), 2) lower neutron production per unit current off the target, and 3) the higher background levels.

Bone fluoride was measurable in all 35 subjects at the 95% confidence level. We found a significant correlation between bone fluoride content and subject age: fluoride is accumulating in bone with a long retention time. The average fluorine concentration in bone was found to be $3\pm0.3$ and $3.5\pm0.4$ mg F/g Ca for 2013 and 2008 measurements respectively. Differences in the relationship between bone fluoride level and age between men and women were observed, which may be attributable either to sex or gender differences. The slope for women was found to be slightly less than half that of men.

In addition, we found that there was a significant difference in bone fluoride level (as determined by the slope of the regression of bone fluoride versus age, $p=0.001$) between individuals who drink tea regularly as compared to non-tea drinkers, suggesting tea may be a significant source of exposure. The slope of the tea drinkers’ relationship with age is more than twice that of the non-tea drinkers. The difference is significant at the 95% confidence level ($p = 0.016$). This is not surprising as tea is known to contain significant amounts of fluoride.

Tea becomes an important source of fluoride in areas of the globe where it is considered a common drink (Duckworth et al., 1978). The concentration of fluoride in tea may vary based on the way it is handled, generally natural tea leaves contain fluoride levels as high as 400 mg/kg (Duckworth et al., 1978). But when it is brewed with deionized water it can
range from 0.1 to 4.2 mg/L, the overall average can be 3 mg/L (Duckworth et al., 1978). Table 6.1 shows the levels of fluoride measured in teas from different parts of the world.

Table 6.1. Measured levels of fluoride in tea as reported by researchers from different countries

<table>
<thead>
<tr>
<th>Studies</th>
<th>Country</th>
<th>Number of cups per day</th>
<th>Tea-fluoride concentrations (mg F/liter)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Gulati et al., 1993)</td>
<td>India</td>
<td>2-6</td>
<td>1.55-3.21</td>
</tr>
<tr>
<td>(Chan et al., 1996)</td>
<td>USA</td>
<td>4-5</td>
<td>0.34-3.71</td>
</tr>
<tr>
<td>(Fung et al., 2000)</td>
<td>China</td>
<td>N/A</td>
<td>1.6-7.34</td>
</tr>
<tr>
<td>(Lung et al., 2003)</td>
<td>Taiwan</td>
<td>N/A</td>
<td>5.37-25.7</td>
</tr>
<tr>
<td>(Gardner et al., 2007)</td>
<td>UK</td>
<td>≥3</td>
<td>Insufficient evidence</td>
</tr>
<tr>
<td>(Lung et al., 2008)</td>
<td>Taiwan</td>
<td>N/A</td>
<td>1.97-8.64</td>
</tr>
<tr>
<td>(Malinowska et al., 2008)</td>
<td>Poland</td>
<td>5</td>
<td>1.5-2.5</td>
</tr>
<tr>
<td>(Joshi et al., 2011)</td>
<td>UK</td>
<td>6</td>
<td>7.6</td>
</tr>
</tbody>
</table>

In addition to the in vivo measurements, we also performed a small ex vivo study of bone samples. We collected twelve bone samples from the skulls of cadavers: the subjects were assumed to be non-exposed and ‘normal’ subjects representing the average exposure to fluoride in Southern Ontario. The McMaster Nuclear Reactor (MNR) pneumatic neutron activation analysis system was used to determine the fluoride levels. This small study of cadaver bone data found levels in bone and a relationship between bone fluoride content and age that was consistent with in vivo data. Ex vivo samples were found to be significantly different from zero at the 95% confidence level. Excellent agreement was found between the fluoride levels determined in vivo and ex vivo using the two separate systems. These data provided some confidence that the in vivo data are an accurate measurement of bone fluoride content.
An overall series of conclusions can be drawn from this *in vivo* study. First and foremost, it is important to note that this result shows that data from phantom studies cannot always be directly extrapolated to the actual *in vivo* situation. While it was found that there were some improvements in detection limits in humans, the results from the measurement of phantoms were not completely borne out in the measurements of people. Phantom data do not include human factors, such as challenges in positioning people, or dealing with a person, while also trying to switch on electronics. Results from phantom studies therefore need a series of caveats placed on the interpretation of data.

Secondly, the data show that fluoride level correlates with age. A conclusion that can be drawn from these data is that there is evidence that fluoride levels in bone are a marker of long term or cumulative fluoride exposure. *In vivo* neutron activation analysis fluoride
bone measurements are therefore likely to be very useful as an exposure measure in studies of the health effects of exposure to fluoride. This is a significant finding of this thesis. However, studies will need to take sex and gender into account as there is some evidence of sex and/or gender differences in exposure levels.

6.2 Future work

There are a number of future studies that could be performed to improve this system further and ensure that it can be applied in studies of the health effects of fluoride.

6.2.1 Transfer times

Given the results of the in vivo data, the first piece of future work that needs to be performed is an analysis of how to ensure that short transfer times can be consistently performed. Some suggestions are:

1- Using an easy removal water sleeve, which is tightened around the volunteer's arm. In this thesis work, we have had a problem with the water sleeve's zipper being stuck in some cases.

2- Using a pump to remove water from the sleeve instead of the gravity-draw method

3- Explaining the procedure in more detail to the volunteers, and helping them to understand the situation better in order to prevent confusion after irradiation.
6.2.2 Future *in vivo* studies

The data determined by the *in vivo* measurement technique were found to be consistent with results from *ex vivo* studies. As mentioned in the last section, this suggests that the data demonstrate that this low risk non-invasive diagnostic technique will permit the assessment of long term fluoride exposure and has potential application in the study of clinical fluoride induced bone-related diseases. Future investigations in the following areas are suggested:

1. Apply the neutron activation technology to a larger scale study of volunteers and improve the environmental exposure questionnaire to look at possible effects of tea drinking, toothpaste use, bottled and tap water exposure. Questions that unfold the effect of sex and gender are warranted, and information on the menstrual status of women participants should be requested, as it is known that estrus and menopause affect bone turnover. A wider sample of volunteers could allow the effect of factors such as, geographical area in Ontario and Canada, ethnicity and cultural background, and occupation on bone fluoride level to be assessed.

2. The use of a 4π hyperpure germanium detector (HPGe) as a detection system. In this thesis work, nine NaI(Tl) detectors in a nearly 4π array were used for this PhD study. They proved to have near 100 % efficiency and were studied in both coincidence and anti-coincidence mode. The detector has shown a high performance for our
measurements in that studies in humans are possible. However, NaI detectors have a poor energy resolution compared to other detector types. Given that this system has issues with interferences from chlorine and aluminum, investigating detectors which may reduce interferences could be useful. The testing of hyperpure germanium detectors (HPGe) could be important. The feasibility of buying several hyperpure germanium detectors (HPGe) to build a 4π shape will be challenging. Each detector costs roughly $30,000, so a 4π system would cost over one million dollars. The study performed in Chapter 3 with a single detector showed a feasibility and predictive analysis, and illustrated that perusing the technique is warranted.

3. Recruit patients who have been diagnosed with skeletal or dental fluorosis or sclerosing bone conditions to determine if the system has a potential clinical application i.e. determine if the system can discriminate between normal and raised fluorine exposures. The volunteers that were measured in this thesis were all healthy adults with no previous diagnosis of raised fluoride exposure. Healthy adults would seem to follow a predictable pattern of increasing mass fraction, or concentration or possibly accumulation with age. However, a limitation of the technique at the moment is that it is not known whether the system would be able to determine if people who show clinical symptoms (including dental effects) would be found to have levels that lie outside the confidence limits of ‘normal’ exposure. Future studies should test this method by measuring levels in patients who suffer from skeletal or dental fluorosis or sclerosing bone conditions and seeing if there levels are significantly different. If this can be shown in an individual, the system will have clinical utility.
4. Investigate the fluoride content of different tea brands available in Canada using the McMaster Nuclear Reactor and incorporate tea consumption levels into the exposure questionnaire. Previous studies and Health Canada’s report of 2010 indicated that tea is one of the main sources of fluorine exposure in Canada. This was borne out by the studies reported in this thesis: drinking tea appears roughly to double an individual’s exposure to fluoride. Since a large number of people in Canada drink tea regularly, and it is a source of exposure, investigating different tea brands and the method of preparing tea, in order to assess fluoride exposure, could be important. Canada imports various kinds of tea such as tea leaves and teabags from different countries. China and India are the two main tea producers in the world, and they are countries which happen to have the highest concentration of fluorine in underground water. In order to measure the amount of fluorine concentration in tea consumed by Canadian citizens, future studies could analyse each tea brand and type using the pneumatic NAA system in the McMaster Nuclear Reactor. Other than measuring the tea type, different preparation styles could also be studied. Since different people from different cultures have their own method for tea preparation, adding a questionnaire to future in vivo studies, asking how individuals prefer their tea is suggested (e.g. using a pot or a boiler). This could be linked to a study of exposure from types of tea. The data gathered from this type of measurement can result in recommendations for individuals in choosing the type of tea they consume and the style they brew their tea.

Due to a series of improvements and repeated measurements on volunteers, using the Tandem accelerator for measuring fluoride in vivo is promising. It was shown to be a
reliable system for measuring fluorine concentration in bone for people who have been exposed to low levels of fluoride. It is now possible to measure the exposure of people to fluoride in Canada.
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