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Abstract 

The following treatise is a collection of three experimental reports, detail­

ing measurements made over the last several years on the magnetic properties 

of specific correlated electron systems. Each of these systems is an uncon­

ventional superconductor at low temperatures, but in each the metallic state 

from which the superconductivity condenses is poorly understood. The exper­

iments presented will focus on temperatures greater than the superconducting 

transit ion temperature, and in particular on magnetic properties of the normal 

state, which are thought to be important. 

Original work is contained in Chapters 3, 4 and 5. 

Chapter 3 describes our search for the presence of time-reversal symmetry 

breaking in the pseudo-gap state of La2_xSrxCu04 with zero-field µSR, and 

is largely based on previously published data. Additional data on the related 

systems Lai.s75 Ba0.125 Cu04 and HgBa2Cu04+8 are also presented. Based on 

this data, we put strict upper limits on any time-reversal symmetry breaking 

field which can be associated with the pseudo-gap, and show that the current 

interpretation of recent neutron scattering results in the literature cannot be 

correct. 

Chapter 4 summarizes our explorations of overdoped La2_xSrxCu04 in ap­

plied magnetic field with transverse-field µSR. We see an unconventional 

broadening of the local magnetic field distribution in response to applied field , 

and discuss possible interpretations. This chapter has also been prepared for 

publication. 
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Chapter 5 describes measurements of the non-linear magnetic susceptibility 

of URu2Si2 as a function of temperature and hydrostatic pressure. By exam­

ining the temperature dependence, we draw conclusions about the existence 

of the anti-ferromagnetism and 'hidden order' at each pressure, and construct 

a preliminary pressure-temperature phase diagram. 
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Chapter 1 

Introduction to the Materials 

1.1 Outline of the Thesis 

Superconductors form a class of materials which have been a subject of in­

tense study for the last 100 years, due to their counter-intuitive properties and 

their potential for technological applications[22]. In the last 30 years, much 

of this research has revolved around forms of superconductivity which deviate 

from the microscopic picture put forth by Bardeen, Cooper and Schrieffer[23], 

where electrons form zero angular momentum pairs through a retarded phonon 

interaction. In particular, there has been a concentrated effort to understand 

superconductors with unconventional pairing mechanisms, co-existing mag­

netic order and high transition temperatures. Two of the largest classes of 

materials in this regard are the heavy fermion superconductors, discovered in 

1979[24], and the cuprate superconductors, discovered in 1986[25]. 

Unfortunately, in each case, deep understanding of the superconducting 

state has been hampered by a poor understanding of the high temperature 

metallic state. The heavy fermion materials are characterized by strong hy-
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bridization between local £-electrons and a Fermi sea of s-electrons with highly 

renormalized carrier masses. The cuprates are characterized by strong electron­

electron repulsion , which results in highly correlated behaviour. In both 

groups , magnetism is thought to play a major role in determining material 

properties , perhaps facilitating superconductivity itself by acting as a "glue" 

which binds charge carriers. 

The following thesis comprises three separate studies of magnetism in the 

metallic state of unconventional superconductors. Chapter 3 describes a search 

for time-reversal symmetry breaking in the so-called pseudo-gap state of the 

cuprate systems, La2-xSrxCu04, Lai.s15Bao.125Cu04 and HgBa2Cu04+8 with 

muon spin rotation (µSR). Chapter 4 describes a study of the local magnetic 

field response of overdoped La2_xSrxCu04, and conclusions drawn thereof. 

Chapter 5 describes a study of the linear and non-linear magnetic susceptibility 

of the heavy fermion superconductor, URu2Si2, as a function of hydrostatic 

pressure. Chapter 1 sets the context of these experiments by providing a very 

brief description of classical metals and superconductors, and contrasts this 

with a select review of the cuprates and URu2Si2, placing particular emphasis 

on the problems which I will be discussing in later chapters. Chapter 2 provides 

a concise description of the experimental methods and apparatus that I used 

in these studies. 

1.2 Conventional Superconductivity 

A superconductor is a material which undergoes a phase transition at some 

critical temperature, T c, to a state which has zero resistivity and perfect dia-
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magnetism. Discovered in 1911 in elemental mercury[26], a comprehensive 

microscopic theory did not emerge until the mid-1950's , with the work of 

Bardeen, Cooper and Schrieffer (BCS)[27, 23]. Conventional superconductors 

are those materials which are well-described by this work, and the closely 

related work that followed in the ensuing decade. 

BCS showed that a free-electron metal is unstable against an arbitrarily 

weak attractive interaction between charge carriers. As a result, carriers form 

bound pairs, known as Cooper pairs[27], and condense into a coherent ground 

state. Perfect conductivity and diamagnetism are a direct result of this co­

herent state. BCS theory also predicts a gap in the low-lying single-particle 

excitation spectrum, which they showed is related to Tc through 

6-(T =OK)= l.76ksTc , (1.1) 

where ks is Boltzmann's constant . This gap corresponds to the energy re­

quired to break a Cooper pair , and results in an exponential suppression of 

thermodynamic quantities at temperatures below Tc. In the original form of 

the theory, the pairs have zero angular momentum, and the gap is isotropic 

in k-space. In analogy to atomic orbital theory, this is referred to as 's-wave ' 

su percond ucti vi ty. 

The origin of the attractive interaction was suggested by BCS to be the 

result of a virtual phonon exchange between electrons, as was implied by the 

observation that Tc varies with the isotope mass[28, 29]. This was later put 

on more solid footing by the work of Eliashberg[30], and was quickly accepted 

to be correct. 

3 



Ph .D. Thesis - Gregory John MacDougall - McMaster University - Physics and Astronomy - 2008 

Careful consideration of BCS and Eliashberg theories led to a stunning 

agreement between theory and experiment for a wide range of superconducting 

materials. However, there are now many materials which satisfy the definition 

of superconductivity, but are not well described within this classical picture. 

The most often cited reasons for declaring a superconductor 'unconventional' 

are anisotropic gap functions and non-phonon pairing mechanisms. The most 

well-known examples of each are the high-temperature cuprates superconduc­

tors and the heavy fermion superconductors. 

1.3 Conventional Metals 

T he standard theory for describing metals is Landau's Fermi liquid theory[31, 

32, 33]. Developed in the 1950's as a phenomenological description of particle­

particle interactions in 3He, it was later generalized to interacting electrons[34, 

35, 36], and found to apply to a wide range of metallic systems. 

Landau considered a group of interacting electrons and compared it to the 

non-interacting case. He argued through phase space considerations that it 

is consistent to treat arbitrarily strong particle-particle interactions perturba­

tively, as long as the final state is adiabatically connected to the non-interacting 

system. He showed in this case that there is a one-to-one mapping near the 

Fermi surface between the energy levels of the interacting and free electron 

systems. Thus, the low-temperature properties of the interacting system are 

determined by single-particle, fermionic excitations, just as in the free elec­

tron case. That is , he showed that , often, electron-electron interactions do 

not fundamentally alter the microscopic picture in metals. The main caveat 

4 
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is that the fermionic excitations are no longer those of electrons, but rather 

of composite objects called 'quasi-particles', which can roughly be pictured as 

free particles combined wit h the 'wake' they cause by motorboating through 

an interacting Fermi sea. 

As a result of this analysis, many of the formulas derived for free electrons 

at low temperatures remain valid, with only slight modifications to account 

for renormalized particle masses and moments: 

m* 
P = -- ex y2 

ne2T 

1 
RH= -- = const 

ne 

x = g*2 µ1D( CF) = Const 

(1.2) 

(1.3) 

(1.4) 

(1.5) 

(1.6) 

In the above equations, Cv, p, K, RHandx denote specific heat , resist ivity, 

thermal conductivity, Hall coefficient and magnetic susceptibility, respectively. 

D( cF) is the density-of-states at the Fermi energy, n is the carrier density, and 

m* , g* and T denote the effective mass , effective moment and scattering lifetime 

of the quasi-particles. 

The temperature dependences seen in Eq. 1.2-1.6 are considered the hall-

marks of a Fermi-liquid, and 'non-Fermi-liquid' behaviour is often defined as 

a violation of these equations. 
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Combining Eq. 1.3 and Eq. 1.4 gives 

~ = ~
2 

(k:) 2 = 2.45 x 10- 8W. O/ K 2
, (1. 7) 

which is known as the Weidemann-Franz equation. This equation reflects the 

fact that the low-lying excitations which carry heat are associated with charge­

carrying particles, and is considered a test of Fermi-liquid theory in its own 

right. 

A central feature of Fermi liquid theory is that it works for arbitrarily 

strong particle-particle interactions, as long as the system is adiabatically 

connected to the free electron ground state. Thus, violations of the above 

equations evince a fundamentally new ground state, and likely indicate that 

interesting physics is at play. Examples include superconductivity and charge 

density-wave order, both of which are understood in terms of Fermi surface 

instabilities. A localization transition due to strong electron-electron repul­

sion is central to Mott insulating physics[37] , which is very pertinent to the 

cu prates. on-Fermi-liquid behaviour is also one of the key predictions of 

quantum critical theory, and is often taken as the first indication that a sys­

tem is in proximity to a quantum critical point[38]. This idea pervades cuprate 

and heavy fermion research. 
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1.4 The Cuprates 

1.4.1 Phenom enology 

The cuprate superconductors were discovered by Bednorz and Muller in 

1986 as part of a concentrated effort to explore the low temperature properties 

of transition metal oxides with perovskite structures[25]. Before this time, 

the record for the highest superconducting transition temperature was held by 

Nb3Ge at Tc=23.3K[39 , 40]. This record was broken when Bednorz and Muller 

discovered superconductivity in powders of La2_xBaxCu04 with Tc=35K. 

This discovery was followed quickly by the discovery of several related 

superconductors with even higher transition temperatures, up to the current 

record of 138K[41] . This kick-started a major movement in the condensed 

matter community to understand transition metal oxides and, more generally, 

correlated electron systems. Bednorz and Muller won the Nobel Prize for their 

efforts in 1987. 

Fig. 1.1 shows the crystal structures for three well-known families of cuprate 

superconductors. Central to all of these structures (and every cu prate super­

conductor) are quasi-two-dimensional planes of copper and oxygen, sketched 

in Fig. 1.2. Though band theory predicts that these materials should be 

metals[42], strong electron-electron repulsion localizes the electrons on the cop­

per site, creating a Mott insulator[37]. A second order virtual hopping term in 

the Hamiltonian favours antiferromagnetic exchange[43], and long range anti­

ferromagnetic order is observed[44]. This is indicated by the arrows in Fig. 1.2. 

When a hole is introduced into the planes by cation or oxygen doping, it occu-
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Figure 1.1: Crystal structures for three of the most widely studied cu prate 
systems. Courtesy of J.E. Hoffman. 
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Figure 1.2: A cartoon of the copper-oxide planes in the cuprates. Copper 
is shown in red , and oxygen in blue. Arrows indicate the orientation of the 
copper spins in the parent antiferromagnetic state. 
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pies a singlet band formed by the hybridization of the 0 2px and 2py orbitals 

with the Cu 3dx2-y2 orbital , and simulates the removal of a spin from a copper 

site[45]. 

0 10 20 30 40 
Hole Oopmg (%) 

Figure 1.3: The generic phase diagram for the high-temperature cuprate su­
perconductors. 

The phenomenology of the cuprates is reviewed in many places[46 , 1, 47]. 

In Fig. 1.3, I have drawn a version of the standard cuprate phase diagram, 

based on La2_x(Sr, Ba)xCu04 , with carrier concentration on the x-axis and 

temperature on the y-axis. As holes are added, the parent antiferromagnetism 

is quickly destroyed, and the system eventually enters an unconventional su-

perconducting state at low temperatures. The superconducting transition tern-

perature, Tc, reaches a maximum near x=0.15, which is referred to as 'optimal 

doping '. Regions to the left and right of optimal doping are referred to as the 

'underdoped' and 'overdoped ' portions of the phase diagram, respectively. 

The state from which superconductivity condenses at optimal doping has 

several properties which contradict conventional Fermi-liquid theory, and is 
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alternately referred to as a 'strange metal', a 'marginal Fermi-liquid ', or sim­

ply a 'non-Fermi-liquid '. The most commonly cited examples of non-Fermi­

liquid behaviour are the linear temperature dependence of resistivity and the 

temperature-dependent Hall coefficient[48, 49, 50], although magnetic proper­

ties are also unusual[51]. 

As one approaches the Mott insulating parent compound from the strange 

metal state, correlation effects manifest themselves more strongly, and one 

enters the so-called 'pseudo-gap ' state. Experimental studies of the pseudo­

gap are extensive and interpretations are contentious. This subject is discussed 

in more detail in Section 1.4.3, and our experimental results in this region of 

the phase diagram are presented in Chapter 3. 

On the overdoped side of the phase diagram, it is widely believed that the 

cuprates act more like conventional Fermi-liquid metals. Although there is 

some evidence to support this point of view, there has been a general paucity 

of studies on overdoped materials due to the absence of high-quality crystals. 

The overdoped cuprates are discussed in more detail in Section 1.4.4, and 

our experimental results in this region of the phase diagram are presented in 

Chapter 4. 

There now exist dozens of known cu prate families. However, due to various 

factors , a handful are more widely studied than the rest. In this manuscript , 

discussion will be limited to the monolayer compounds La2_xSrxCu04 (LSCO) , 

La2- xBaxCu04 (LBCO) , HgBa2Cu04+o (Hg-1201 ) and Tl2Ba2Cu06+<l (Tl-

1201) and the bi-layer compounds YBa2Cu30 6+x (YBCO) and Bi2Sr2CaCu20 8+o 

(Bi-2212). 

10 
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Figure 1.4: (a)Sketch of a d-wave superconducting gap on a circular Fermi 
surface. (b )The angular dependence of the gap in Bi-2212 by ARP ES. From [1] . 

1.4 .2 Superconductivity 

Central to the cuprates, and the driving factor behind the initial research 

on these compounds, is the high-Tc superconductivity which exists at moderate 

dopings. Although many aspects of the superconducting state can be described 

by a modified form of BCS theory[46], there are also several unconventional 

features of note. 

The first and most remarkable feature is the anisotropy of the supercon-

ducting gap. In contrast to the isotropic s-wave gap originally predicted by 

BCS, pairing in the cuprates has a 'd-wave' gap, given by 

~(k) = ~o[cos(kx) - cos(ky)], (1.8) 

where k denotes wavevector. A gap of this kind has two line nodes, and 

thus low-lying quasi-particle excitations. This pairing function was predicted 

by several early theories of the cuprates[52, 53, 54, 55], and the existence 
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of low-lying quasi-particles was famously confirmed by penetration depth[56] 

and nuclear magnetic resonance (NMR) spin-lattice relaxation rate[57] mea­

surements. The correct angular dependence of the gap was soon verified 

by angle-resolved photo-emission spectroscopy (ARP ES) [58, 59, 60, 61], and 

phase sensitive tunneling experiments definitively settled the debate shortly 

thereafter[62, 63 , 64]. Fig. 1.4 shows a sketch of a d-wave gap on a circular 

Fermi surface and the angular dependence of the actual gap as measured by 

ARP ES. 

Secondly, upper critical field measurements[65] imply unusually small su­

perconducting coherence lengths- on the order of 10-30A rather than 100-

lOOOA for the elemental superconductors. This can be interpreted as a de­

creased 'size ' of Cooper pairs in the superfiuid, and this idea has been discussed 

extensively in the context of BEC-BCS crossover[66]. More generally though, 

this means that the superconducting order parameter can change dramatically 

over lengthscales of a few unit cells, and these systems lend themselves natu­

rally to atomic-scale heterogeneity. Heterogeneity in the cuprates is discussed 

further in Chapter 4. 

Also of note is the magnitude of the transition temperatures themselves. 

At the t ime of the cuprates' discovery, it was conventional wisdom that the 

phonon mechanism for mediating superconductivity could create Tc's no higher 

than 30K[67]. Although this belief was called into question with the discovery 

of superconductivity in MgB2 , which had a Tc of 39K[68], it is still generally 

believed that a novel pairing mechanism is needed to explain Tc's on the order 

of lOOK or higher, as seen in many cuprate systems. Fueling debate about the 
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pairing mechanism in these materials is the linear variation of Tc with both 

superfiuid density[69] and the commensurability of magnetic fl.uctuations[70], 

known as the Uemura and Yamada relations, respectively. Magnetism, and in 

particular stripe order[71], is strongly suspected as a possible pairing mecha­

nism. However, it is generally agreed that this debate can only be settled once 

a comprehensive theory of the normal state is formed . 

1.4.3 Underdoped Studies and the Pseudo-Gap 

The majority of studies on the cuprates have concentrated on the prop­

erties of the underdoped materials, and have been discussed in terms of a 

'pseudo-gap '. Pseudo-gap is a term that has been coined to describe a collec­

tion of experimental anomalies that occur in the underdoped materials below 

some temperature , T * > Tc[72, 73, 3]. Though strict interpretation of these 

anomalies is controversial and a matter of intense debate, most can be associ­

ated with a suppression in the low-energy quasi-particle density of states, and 

the term 'pseudo-gap ' is designed to emphasize this idea. 

Experimentally, the pseudo-gap was first discovered by NMR measure­

ments of YBCO. In 1989, several NMR groups reported a decrease in spin­

lattice relaxation rate below T* [7 4, 75, 76] , implying a suppression of antifer­

romagnetic fluctuations at low temperatures. Shortly thereafter, a decrease 

of the spin-susceptibility at comparable temperatures was observed by MR 

Knight shift measurements in YBC0[77] and bulk susceptibility measurements 

in LSC0[51]. Such behaviour is expected from samples undergoing a transi­

tion into a superconducting state due to the formation of Cooper pairs, and 
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the idea of a spin-gap due to (phase-incoherent) pair formation above Tc was 

put forth immediately[75]. 

The spin-gap has since been seen in a variety of materials, both from the 

experiments mentioned above[78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 

91] and from neutron scattering, where a suppression of low energy dynamics 

about the antiferromagnetic zone center is observed in the normal state of 

underdoped materials[92, 93, 94, 95 , 96, 97], but not overdoped materials[98]. 

The pseudo-gap also affects charge degrees of freedom. Electrical resistivity 

exhibits a downturn from linear T behaviour at T* when the current runs 

parallel to the copper-oxide planes, and a sharp upturn below T* when the 

current runs perpendicular to the planes[99, 100, 101, 102, 103, 104, 105, 106, 

107, 108]. Consistently, a gap-like suppression is seen in the low frequency 

c-axis optical conductivity[109, 110, 111 , 112, 113, 114, 102], whereas planar 

optical conductivity shows a narrowing of the zero-frequency Drude peak[115, 

116, 117, 118, 102, 119]. These observations are most frequently interpreted 

as a gap in the scattering rate of quasi-particles due to the spin-gap, but 

also as a true gap in the quasi-particle density-of-states. Delicate specific 

heat measurements observe a suppression of the quasi-particle contribution 

in underdoped YBCO , and by comparison to the bulk magnetic susceptibility 

reveal that the charge and spin density-of-states are equally weighted[120, 121 , 

122, 123, 124, 125] . 

A gap in the single-particle spectrum is measured directly by spectroscopic 

probes. Scanning tunneling spectroscopy (STS) observes a partial suppres­

sion of low-lying single-particle excitations below some critical bias voltage 
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Figure 1.5: Estimates of the pseudo-gap temperature and gap size in LSCO 
from resistivity, NMR, bulk susceptibility, STS and ARPES. Both T* and !:::.. 
decrease with increasing carrier concentration. From [2]. 

(representing a gap energy) , but without the sharp coherence peaks about the 

critical voltage that are seen in superconductors[126 , 127, 128, 129, 130]. Inter-

estingly, where superconductivity is suppressed, pseudo-gap signatures remain 

and non-dispersive charge order is seen to emerge[131, 132, 133, 134, 135]. 

Photo-emission spectroscopy also reports a quasi-particle gap above Tc in a 

variety of materials, which is highly anisotropic and roughly (but not per­

fectly) reflects the angular dependence of the superconducting gap[136, 137, 

138, 139, 140, 141 , 142, 143, 144, 145, 146, 147, 2]. 

Both of these probes (along with optical conductivity) indicate that t he 

magnitude of the quasi-particle gap is temperature independent , with the 

spectral weight at low energies 'filling in ' as T approaches T* from below, 

rather than the gap closing. In addition, both probes see the size of the gap 

sharply increase as the carrier concentration is decreased. All probes generally 
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Figure 1.6: (top)A summary on the two most commonly predicted phase dia­
grams for the cuprates. From [3] . 

agree that T* increases with decreasing doping as well, consistent with the 

standard phase diagram presented in Fig. 1.3, although the details regarding 

how the line of pseudo-gap transitions intersects the superconducting dome are 

still considered controversial. These observations are summarized in Fig. 1.5, 

taken from Ref. [2], where several experimental estimates of the pseudo-gap 

temperature and the size of the gap in LSCO are displayed. 

Among the many debates surrounding this topic are whether there are 

one or multiple energy scales associated with the pseudo-gap transition, and 

whether the pseudo-gap and superconducting gaps are distinct. (Fig. 1.5 obvi­

ously supports the idea of separate gaps.) More generally, there is no consensus 

on the microscopic picture that is to be associated with the above experiments, 

and interpretations widely vary. To date , models of the pseudo-gap have gen­

erally predicted one of two cuprate phase diagrams, summarized in Fig. 1.6. 

The first and most widely touted phase diagram is that shown in the left 

panel of Fig. 1.6, where the superconducting dome is entirely contained within 
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the pseudo-gap state. This picture is predicted by models which consider 

the pseudo-gap to be a precursor state to the superconductivity at lower 

temperatures. One example is the 'pre-formed pairs ' model, where T* is 

the temperature at which Cooper pairs form, but superconductivity is sup­

pressed on the underdoped side of the phase diagram due to a lack of phase 

coherence[148, 71 , 149]. Other examples include spin-charge separation mod­

els , where T* and Tc represent the successive gapping of spin and charge de­

grees of freedom , respectively[150 , 151 , 152] . Proponents of these models note 

the similarities between the superconducting gap and pseudo-gap energies, and 

point to studies which apparently indicate the merging of the two temperature 

scales on the overdoped side of the phase diagram. 

Supporters of the second phase diagram are themselves separated into two 

camps. The first camp contends that the pseudo-gap 'transition' is not a 

transition at all in the thermodynamic sense, but rather represents an en­

ergy scale at which a particular term in the Hamiltonian becomes relevant. 

The prime example of this is the early Antiferromagnetic Fermi Liquid 

model, where the pseudo-gap represents the energy scale of antiferromagnetic 

fluctuations , which disappear at a critical point inside the superconducting 

dome[153 , 154, 155, 156, 157, 158]. Proponents of this scenario emphasize 

that the pseudo-gap always presents itself as a gradual change of local prop­

erties rather than a sharp transition, and hold up a number of studies which 

show pseudo-gap energies apparently going to zero at the same critical doping. 

The remaining theories also support the second phase diagram, but treat 

the pseudo-gap as a real thermodynamic transition into a novel ordered state, 

17 



Ph.D. Thesis - Gregory John MacDougall - McMaster University - Physics and Astronomy - 2008 

with superconductivity as a direct result of quantum critical fluctuations. The 

prime example of such models are the current ordering models of Chakravarty[159] 

and Varma[160, 161 , 162, 163, 164], where spontaneous currents flow in set 

patterns within the copper-oxide planes in the underdoped materials at low 

temperatures. Proponents point to studies which apparently verify predictions 

of the theories, such as the appearance of time-reversal symmetry breaking at 

T *. Chapter 3 of this thesis deals specifically with the theory of Varma, and an 

expanded discussion of this topic is presented at the beginning of that chapter. 

1.4.4 Overdoped Studies 

In virtually every theory of the pseudo-gap, the unconventional properties 

are either a direct or indirect by-product of proximity to the parent Mott­

insulating state. As such, it is reasonable to expect that as one dopes into the 

overdoped region of the phase diagram, Mott physics will be less important 

and the cuprates will act as canonical Fermi-liquids . This is the view taken 

by most of the community. Yet, large single crystals in this doping range 

have only emerged in recent years[165, 166], and virtually all studies of these 

samples range show some form of unconventional behaviour. 

Evidence for Fermi-liquid behaviour comes mostly from transport mea­

surements. Several groups have noted an evolution of the temperature de­

pendence of resist ivity from linear to super-linear as one dopes above op­

timal doping[4 , 167, 168, 169, 170, 171], although only one study has re­

ported the expected T 2 dependence (Eq. 1.3) [172]. Thermal conductivity 

measurements[l 70, 172] obey the Wiedemann-Franz law (Eq. 1.7) , and verify 
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the BCS prediction for Tc (Eq.1.1). ARPES notes the emergence of a quasi­

particle coherence peak in the photo-current[l 73, 174], and angular magneto­

resistance oscillations have been observed in one compound[l 75], which implies 

the existence of a Fermi surface. 

It has been noted[l 76], however , that even strong interactions cannot ex­

plain a deviation from T 2 resistivity from a Fermi liquid perspective, and in 

the one system where T 2 resistivity has been observed[l 72], the coefficient of 

the quadratic term shows an unusual enhancement when compared to the lin­

ear term in the heat capacity. Moreover, the optical conductivity has unusual 

frequency dependence[99, 114], and the Hall constant is seen to be temper­

ature dependent[l 77, 169, 178, 179] and of the wrong sign to be compatible 

with ARPES results[144]. 

Magnetic properties are more overtly non-Fermi-liquid-like. In contrast to 

temperature independent Pauli paramagnetism (Eq. 1.6) , bulk susceptibility 

measurements on overdoped powders routinely reveal the existence of a Curie­

like term, leading many to infer local moment formation[4 , 180, 90, 181 , 19]. 

This is shown in Fig. 1. 7( a) for several samples of naturally overdoped Tl-2201. 

In LSCO, the doping evolution of this term has been carefully investigated, 

and it is seen to emerge gradually from slight overdoping[180, 90, 19]. This 

indicates that the Curie-like susceptibility is intrinsic rather than extrinsic in 

ongm. 

In the superconducting state, µSR sees a decrease in superfluid density with 

increased carrier concentration, contrary to expectations[5, 182, 183]. Simi­

larly, low-field bulk susceptibility sees a shrinking Meissner fraction with in-
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Figure 1. 7: Various experimental data on naturally overdoped Tl-2201 as a 
function of doping, including (a)the emergence of a Curie term in the bulk 
susceptibility[4], (b )the decrease in superfiuid density[5] and ( c )the shrinking 
Meissner fraction [ 4] . 

creased doping[4 , 184]. These results have been taken as evidence for real space 

phase separation into superconducting and non-superconducting regions [5, 

185, 186]. Subsequent optical conductivity[l87, 114], magnetization[l88], and 

neutron scattering[l65, 19] studies have come to the same conclusion through 

indirect arguments. Specific heat measurements on LSCO reveal a linear tem­

perature term which grows with doping[65], and have been interpreted as direct 

evidence for substantial numbers of unpaired charge carriers co-existing with 

su percond ucti vi ty. 

At the very least , these features imply extensive heterogeneity in the over-

doped region, and, in combination with the Curie-like magnetization and var-

ious theoretical considerations, have even lead some theorists to postulate a 

first-order quantum phase transition to a ferromagnetic ground state on the 

overdoped edge of the superconducting dome[l 76]. Chapter 4 probes the mag­

netic properties of overdoped LSCO approaching this putative quantum crit-

20 



Ph.D. Thesis - Gregory John MacDougall - McMaster University - Physics and Astronomy - 2008 

ical point, and comments specifically on the presence of heterogeneity in this 

region of the phase diagram. 

1.5.1 Introduct ion to Heavy Fermions 

The heavy fermions are metals characterized by quasi-particle effective 

masses which are as much as 1000 times larger than the bare electron mass. 

Though there are notable exceptions[189], most are intermetallics which con­

tain both localized 4f or Sf-electron orbitals and delocalized (s/ p)-electron 

orbitals at the Fermi energy. The physics of these systems is largely set 

by a complex coupling between the two bands, and is reviewed in many 

places[190, 191, 192, 193]. The largest effect of this inter-band coupling is 

the Kondo-like screening of the f-electron moments by the conduction elec­

trons at temperatures below a coherence temperature, T0 . 

In addit ion to enhanced quasi-particle masses, heavy fermion metals and re­

lated compounds regularly display non-Fermi-liquid behaviour[194, 195, 196]. 

As with the cuprates, this behaviour is often attributed to a nearby magnet­

ically ordered state (and thus a QCP) , and is discussed in terms of a poorly­

understood competition between Kondo-like screening of local moments and 

itinerant electron mediated (i.e. RKKY) exchange interactions[197, 198, 199]. 

Indeed, many heavy fermion compounds are seen to order at low temperatures, 
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often with strongly renormalized moments ( < 0.lµB)[200, 201 , 202 , 203, 204] 

and unusual magnetic correlations at finite q [202, 205, 203 , 206 , 207]. 

The original impetus for this field was the discovery of superconductivity in 

CeCu2Si2 [24], which was followed quickly by that in UBe13 [208] and UPt3 [209]. 

The strong role of magnetism in these systems raised the likelihood of an un­

conventional pairing mechanism. Since then, multiple heavy fermion mate­

rials have revealed signatures of unconventional superconductivity, including 

multiple superconducting phase transitions[210, 211 , 212, 213], time-reversal­

symmetry-breaking[214, 215, 216] and power-law temperature dependences of 

various thermodynamic quantities[217, 218, 219, 220, 212]. The interplay be­

tween superconductivity and magnetic order is complex and has been studied 

extensively[221]. 

1.5.2 URu2Si2 and Hidden Order 

URu2Si2 is a moderately heavy fermion metal, with T0 rv80K and m* rv50me. 

Its crystal structure is tetragonal, and shown in Fig. 1.8. As with other heavy 

fermion materials , large paramagnetic moments are seen at high tempera­

tures, and are screened below T0 . At the same temperature, a large linear 

term in the specific heat develops. URu2Si2 first attracted attention when 

it was suggested that the superconducting ground state (Tc=l.5K) co-existed 

with long-range antiferromagnetism, and thus might be unconventional[222]. 

The superconducting state indeed has many unconventional properties[223], 

but the majority of studies have instead focussed on the metallic state from 
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Figure 1.8: The unit cell of URu2Si2 , adapted from [6] . 
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Figure 1.9: Anomalies associated with the hidden order state in URu2Si2 from 
( a)specific heat[7], (b )resistivity[8], and ( c )magnetic susceptibility[7] . 

which superconductivity condenses - what is now referred to as the 'hidden 

order ' state. 

The origin of this term lies in the second order phase transition at THO.= l 7.5K , 

as revealed by a large lambda-like anomaly in the specific heat[224, 222, 7]. 

Associated with this transition are anomalies in resisitivity[8, 7], thermal 

expansion[225], thermal conductivity[226, 227] and both linear[224, 7] and 

non-linear[228, 21 J magnetic susceptibility. Some of these results are shown in 

Fig. 1.9. 
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This transition was originally thought to be associated with collinear an­

tiferromagnetic order[222], but subsequent neutron[202, 203, 6] and magnetic 

X-ray[229] scattering experiments measured a local moment of 0.02-0.04µB , 

which is over an order of magnitude too small to explain the specific heat 

anomaly[230]. Thus, the antiferromagnetism is now considered to be secondary 

to a yet unknown primary order parameter. 

In the years since, there have been dozens of studies, both experimental 

and theoretical , which have attempted to determine the nature of this hidden 

order state. At this point, very little has been settled. However, it is very 

likely that the hidden order parameter is associated with some form of mag­

netism. Both MR[231] and µSR[232] have reported an order-parameter-like 

increase in inhomogeneous relaxation rate below T H.O., which is isotropic and 

too small to be associated with antiferromagnetic moments. eutron scatter­

ing reveals that the magnetic excitation spectrum becomes gapped at finite , 

incommensurate wavevectors at TH.o.[233 , 203, 234, 235], and a recent report 

shows that the gapping of these excitations is sufficient to explain the specific 

heat anomaly[235]. 

Theoretical proposals for the order parameter are numerous, and include 

spin nematics[236], orbital antiferromagnetism[237, 238], helicity order[163], 

quadrupolar order[239, 240, 241], octupolar order[242], triplet spin correlators[243 , 

244] and various forms of spin-density wave or antiferromagnetism with highly 

renormalized g-factors[245 , 246, 247, 248]. There is no experimental evidence 

to definitively support any one of these proposals. 
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1.5.3 Applied Pressure and Antiferromagnetism 

Part of the effort to understand the hidden order state is to determine its 

relation to the secondary antiferromagnetism. This effort , as explained below, 

is intricately tied to a proper determination of the pressure-temperature phase 

diagram. 

URu2Si2 undergoes a first order phase transition with pressure to a collinear 

antiferromagetic state, which has the same symmetry as the small moment 

antiferromagnetism (SMAF) , but a 0.3µB moment. The transition was first 

observed by neutron scattering as a rapid increase in scattering intensity at 

the antiferromagnetic zone centre[249]. MR[250, 251] and µSR[252 , 253, 254] 

later showed that the increased scattering intensity was due to a rapid increase 

in the volume occupied by the antiferromagnetic order, without appreciably 

changing the size of the ordered moment. This naturally led to the interpre­

tation that the SMAF observed in ambient pressure was merely a series of 

droplets of the high pressure phase in a tiny ( rv 13 ) volume[255], perhaps 

due to internal strain around stacking faults inside the crystal structure. Con­

sistent with this interpretation are the observations that the large moment 

antiferrogmagnetism (LMAF) is also induced by uniaxial strain[256, 10], and 

samples mounted in a way that encourages strain show order in a larger volume 

fraction than others which are not[257, 254]. 

Detractors of this idea note the long magnetic correlation length reported 

by X-ray scattering[229] and the qualitatively different temperature depen­

dence of the transitions in the SMAF and LMAF phase[258 , 9]. These in­

dividuals favour a model where both hidden order and antiferromagnetism 
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Figure 1.10: Competing P-T phase diagrams derived from Eq. 1.9. From [9]. 

are homogeneous and co-exist, perhaps with the SMAF being induced by the 

development of the primary order parameter (See, for example, Ref. [248]). 

Both of these scenarios can be described in the context of a phenomeno­

logical two order parameter model[259]. In such a model, the free energy is 

given by 

where 'I/; is the hidden order parameter and m is the size of the antiferromag­

netic moment . The difference between the two pictures above is the presence 

or absence of the linear coupling term in Eq. 1.9, which leads to qualitatively 

different pressure-temperature phase diagrams for the system. This is demon­

strated in Fig. 1.10. 

In the case where / = 0, the two order parameters are mutually exclusive. 

At lower pressures, the system is entirely in the hidden order state with no 

(intrinsic) antiferromagnetism. At higher pressures, the system is entirely 

in the antiferromagnetic state with no hidden order. The line of transitions 
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between the two states merges with the upper transition line at a bi-critical 

point. At this bi-critical point , the upper transition exhibits a kink. 

If I =/= 0, then the line of transitions terminates at a critical end point . The 

two order parameters co-exist at all pressures, and the SMAF state continu­

ously evolves into the LMAF state as one travels around this end point. In 

this scenario, Eq. 1.9 also predicts an inflection point in the field dependence 

of the antiferromagnetic Bragg peak intensity[259]. 

As the linear coupling term in Eq. 1.9 can only exist for two order pa­

rameters which belong to the same irreducible symmetry class, there has been 

tremendous interest in determining which of the two pictures described above 

is correct. In particular, if it can be definitively shown that I =/= 0, then the 

viable theories of the hidden order state would be limited to those that break 

time-reversal symmetry. 

A neutron scattering experiment saw the predicted inflection point with 

field , providing strong evidence that / =/= 0[260]. The same group later pro­

duced a phase diagram, shown in Fig. 1.11 (b) , which they claim supports 

the existence of a critical end point, since the lines of transitions do not 

merge[258, 9]. On the other hand, phase diagrams from a competing neu­

tron scattering group[256, 261, 10], thermal expansion[262, 263] and local 

probes[251, 253] seem more reminiscent of I = 0. One of these is shown in 

Fig. l.ll(a). In further support of this picture is the observation of a kink in 

THo. (P)[264] from resistivity studies, suggestive of a bi-critical point. 

Aside from the fundamental disagreement regarding the critical end point , 

the above studies have given a rather large range of values (300-700M Pa) for 
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Figure 1.11: Competing phase diagrams from separate neutron scattering ex­
periments (Refs. [10] and [9], respectively). 

the critical pressure. Both sample size[261] and pressure medium[9] have been 

shown to affect this value, presumably due to the role of uniaxial strain in the 

large pressure cells typically used for neutron scattering research. It should 

also be noted that , with the exception of the thermal expansion studies, none 

of the above studies used a single probe and a single sample to determine the 

temperatures of the various phase transitions. In Chapter 5, I address these 

issues by developing a technique to map out the URu2Si2 pressure-temperature 

phase diagram via non-linear susceptibility measurements. 
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Chapter 2 

Experimental Methods 

2.1 µSR 

2.1. 1 Introduction 

µSR is any one of a wide variety of experiments which use the parity vi­

olating decay of the muon to explore condensed matter systems. This is a 

broad definition which includes studies of quantum diffusion, chemistry, semi­

conductor physics and surface physics. However, this thesis will discuss µSR 

primarily as a tool to study local magnetism. 

Depending on the context, µSR can stand for muon spin rotation, relax­

ation, resonance or research. The acronym is designed to draw attention to the 

similarities between µSR and other resonance probes, such as MR and ESR. 

Like these techniques , µSR is a real-space probe of magnetism, which gains 

information about the local field environment by monitoring the evolution of 

probe magnetic moments. Unlike NMR and ESR, which polarize the spins of 

host atoms with strong magnetic fields, µSR injects spin-polarized muons into 
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the sample of interest as a foreign probe of magnetism. Also, instead of using 

rf-fields to gather information, a µSR experimenter collects products from the 

decay of the probe itself. 

There are advantages and disadvantages to this technique. The main ad­

vantage is the extreme sensitivity of the muon, which regularly detects internal 

fields weaker than O.lG, and has been used to examine crystals as small as 

2mm3 . In addition, µSR is sensitive to a unique range of magnetic fluctuation 

rates, and, as a foreign probe, can be used to study any system, regardless 

of the constituent atoms or material properties. The main disadvantages are 

the complexity and size of the measurement apparatus and the possibility of 

perturbation effects associated with the presence of the muon charge. 

Below, I offer a concise explanation of µSR, specifically as it applies to 

the work presented in this thesis. For a more in-depth discussion, I refer the 

reader to one of several volumes which have been written on the subj ect[15, 

265, 266, 13]. 

2 .1.2 M uon Production and D ecay 

A muon is a spin- ~ lepton with a rest mass of mµ,=207m e, a mean lifetime 

of Tµ,=2.197µs , and a gyromagnet ic ratio of / µ, = 27rxl35 .54 M,J!z. Muons 

come in two varieties: negatively and positively charged. The positive muon 

(actually an anti-muon), denotedµ +, has a charge of +e, and can be thought 

of as a light proton in condensed matter systems. Likewise, the negative muon 

is denotedµ - and has a charge of -e. Negative muons tend to undergo capture 

by positively charged nuclei in solids, and in the process lose much of their 
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polarization. They act like Z - 1 impurities as they fall into an s-orbital 

essentially within the nucleus, and so are a less passive probe to study the 

intrinsic properties of the system. Consequently, magnetic µSR measurements 

are largely (always, in this thesis) performed using positive muons. 

Large scale muon production requires the use of medium energy particle 

accelerators. There are currently four facilities in the world which regularly 

produce muons for condensed matter purposes. All of the µSR data presented 

in this thesis were taken with surface muons produced at the TRIUMF in 

Vancouver , B.C. , Canada, and the description below reflects methods used by 

this institution. 

The first step in creating positive surface muons is bombarding targets 

of low-Z materials, such as carbon or beryllium, with a continuous beam of 

rv500M e V protons. Collisions between the protons and light nuclei create 

light mesons called pions through a series of processes[266]: 

p + p ---+ p + n + n+' 

p + n ---+ n + n + n+ 

and p + n ---+ p + p + n - , 

where p, n and n denote protons, neutrons and pions, respectively. 

(2 .1 ) 

(2.2) 

(2.3) 

Pions quickly diffuse to the surface of the production target, and undergo 

a weak decay after Tn=26.03ns according to[266] 

and 

11"+ ---+ µ + + Vµ 

11" - ---+ µ - + 17µ , 
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Figure 2.1: The decay of the pion into a muon and muon neutrino. From [11]. 

where µ , vµ and 17µ denote muons, muon neutrinos and muon anti-neutrinos, 

respectively. 

In the rest frame of the pion, weak decays can only create neutrinos with 

spin opposite to their momenta direction - a fact known as "weak violation of 

parity". As demonstrated in Fig. 2.1, parity violation, together with conserva-

tion of momentum and angular momentum, ensures that every muon created 

via pion decay will have its spin anti-parallel to its momentum. Through the 

decay of stationary surface pions, TRIUMF creates nearly 1003 spin-polarized 

µ + beams with kinetic energy 4.119MeV and momentum 29.79 MeV/ c. The 

(charged) muon beams are then focussed and directed with arrangements of 

solenoid magnets and muons are implanted one-at-a-time into a sample of in-

terest. Before entering the sample, the muons are passed through a region 

of crossed electric and magnetic fields (i.e. a 'Wien filter') , which simultane­

ously cleans the beam of unwanted positrons and rotates the muon spins to 

the desired orientation. 

Inside the sample, muons lose kinetic energy through a senes of non-

destructive thermalization processes, and come to rest at typical depths of 

'"""' 0.1 - 0.3mm on a time-scale of < lns. The thermalization processes are 
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Figure 2.2: The angular probability distribution guiding positron em1ss1on 
from a muon decay. From [12]. 

Coulombic in nature , and so the spin polarization of the muons remains in-

tact. The spin degrees of freedom of the muon then evolve in the magnetic 

environment of the sample, as described in the next section. The muon itself 

undergoes a parity-violating decay according to[266] 

+ + -µ --7 e + l/e + !//."' (2.6) 

where e+ denotes a positron. 

Again as a result of weak violation of parity, the positron in Eq. 2.6 is 

emitted preferentially in the direction of the muon spin at the time of decay. 

Specifically, the probability that a positron is emitted at an angle e from the 

muon spin direction is given by[266] 

W(B) = 1 + a(E) cosB, (2.7) 

where a(E) is known as the 'asymmetry factor' and increases monotonically 

with the kinetic energy of the positron, E. This function is drawn in Fig. 2.2 
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for several different positron energies. Experimentalists detect these positrons 

with plastic scintillation detectors (called 'counters', for obvious reasons) , 

which are largely insensitive to energy. The experimental asymmetry is a 

complicated integral of a( E) over energy, the distribution of positron velocities 

and the solid angle of the positron counters, and thus is generally treated as 

a fit parameter during data analysis. 

Information about the ensemble average of the muon spin is obtained by 

detecting many ("' 1 - 30 million) decay positrons and noting the moment um 

direction of each, along with the time of the muon decay. Specifics about 

extracting and interpreting this information are laid out below. 

2.1.3 ZF-µSR 

Fig. 2.3 shows a typical experimental geometry for a zero-field µSR (ZF-

µSR) measurement . In this setup, a muon enters with its spin anti-parallel 

to its momentum direction. A thin plastic scintillation counter registers its 

presence and starts a clock. The muon comes to rest at a crystallographically 

unique location with a local field, Hioc· In a semi-classical picture, the muon 

spin precesses around the axis of Hioc with a frequency W=/ µ,Htoc· The z-

component of the muon spin then evolves according to[13] 

Sz(t) = cos2 e + sin2 e cos( rµ,Htact) , 

where z is the axis of initial spin polarization, and cos B= Hioc · z 
Htoc 

(2.8) 

After a mean lifetime of rv2.197µs, the muon decays according to Eq. 2.6, 

and a positron is emitted according to Eq. 2. 7. Since the positron counters do 
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Figure 2.3: A typical ZF-µSR experimental geometry[12], and simulated raw 
data from such a geometry[13]. 
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not typically cover a 4n solid angle, the decay positron is not always detected. 

A counter hit stops the clock and is recorded as a good event. If the positron 

misses, or if a second muon enters the apparatus before the positron is emitted, 

the event is dismissed and the clock is reset. Usually counters are arranged 

in diametrically opposite pairs in order to maximize signal size and simplify 

analysis . One counter is also usually in the direction of the initial muon spin 

polarization, as this is the direction where the most positrons will be emitted. 

However, neither of these conditions are strictly required. 

For the geometry shown in Fig. 2.3, the number of hits in the backward 

(B) and forward (F) positron counters is[13] 

(2.9) 

where the '+' sign is used for the backward counter, and the '- ' sign is used 

for the forward counter. Here, AB,F is the intrinsic detector asymmetry, N0 is 

a normalization factor, and BB,F is the time-independent background of the 

counter, which can be measured. The exponential term in Eq. 2.9 reflects the 

finite lifetime of the muon. Pz(t) is the ensemble average of the muon spin 

polarization along the z-axis. 

Time histograms from these counters are usually combined to define the 

'µSR asymmetry function ' [13]: 

A () 
_ (NB(t) - BB) - a(NF(t) - BF) () 

z t - ( ( ) ex Pz t , NB t - BB)+ a(NF(t) - BF) 
(2.10) 

where a is included to account for differences in counter efficiency, and is 

typically measured separately using a small calibration field . 
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Figure 2.4: Experimental ZF-µSR spectra of p- PNN entering a long-range 
ordered state. From [14] . 

For a static magnetic system, Pz(t) is obtained by weighting Eq. 2.8 with 

the local distribution of magnetic fields at the muon site: 

(2.11) 

The local magnetic field distribution contains information about the presence, 

distribution and evolution of magnetic order as a function of any one of a 

number of experimental parameters, and in practice, this is the quantity in 

which a µSR experimenter is interested. Hence, it is informative to explore 

the consequences of Eq. 2.11 for several cases of interest. 

In the presence of ideal long-range magnetic order, the field distribution 

will be given by one (or a finite number of) Dirac delta function(s). Eq. 2.11 

then reduces to a cosine plus a constant, reflecting the coherent precession of 

the portion of the muon spins perpendicular to the local field direction. Thus, 

ZF-µSR is a powerful, k-integrated detector of magnetic order. This is demon-
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strated in Fig. 2.4, which displays the µSR spectra for the organic ferromagnet, 

p-NPNN, as temperature is lowered through its ordering transition[14]. 

In any real system, there is always a range of local magnetic fields due to 

nuclear dipoles, glassy spin order, varying size of ordered moments, domain 

structures or a variety of other reasons. In such a case, muons at inequivalent 

sites will precess at slightly different frequencies, and the µSR signal will begin 

to de-phase. 

The simplest case to consider is an isotropic Gaussian distribution of fields 

about H =O, given by 

(2.12) 

where i E {x,y, z}. Then, Eq. 2.11 will result in[13] 

1 2 22 1 22 
Pz(t) = 3 + 3(1 - 6. t ) exp(-26. t ). (2.13) 

This is known as the Gaussian Kubo-Toyabe formula, and is observed em­

pirically to provide a good description of dense systems of randomly oriented 

moments, as is the case for nuclear dipole moments and the frozen state of 

dense spin glasses. The constant term corresponds to the fraction of random 

local fields which point along the initial muon polarisation direction, and is 

commonly referred to as the '~-tail '. For 6. · t « 1, Eq. 2.13 reduces to a sim­

ple Gaussian relaxation. Gaussians are indistinguishable from low frequency 

cosines for early times. 

An isotropic Lorentzian distribution of fields given by 

(2.14) 
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will result in[l3] 

1 2 
Pz(t) = "3 + 3(1 - at) exp(-at). (2.15) 

This is known as the Lorentzian Kubo-Toyabe formula, and is observed em-

pirically to provide a good description of dilute moment systems, such as 

dilute-alloy spin glasses. For a· t « 1, Eq. 2.15 reduces to simple exponential 

relaxation. 

More generally, one can always use Eq. 2.11 to associate the measured µSR 

asymmetry function with a particular distribution of local fields at the muon 

site, which in turn can be used to model the local magnetic system. 

2.1.4 Dynamic R elaxation and LF-µSR 

The above description of µSR asymmetry was limited to static distributions 

of fields, where coherent precession is seen when the average field is non-zero, 

and a decay in signal amplitude is seen when the field distribution has some 

width. That is, for the static case, a decay of the µSR asymmetry results 

from incoherent precession of muons experiencing slightly different local fields. 

However, the same effect can be achieved if the local field is fluctuating, and 

thus decohering the muon precession by arbitrarily changing the speed and 

axis of rotation. 

A useful way of quantifying this effect is with the "strong-collision ap-

proximation" . In this model , one assumes that the local fields change in a 

discontinuous and uncorrelated manner with some average frequency, v. The 
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Figure 2.5: Polarization function for a Gaussian distribution of fields , fluctu­
ating at a rate, v. From [15]. 

probability of a muon experiencing the same local fie ld for an amount of time, 

t, is said to be 

P(t) ex: exp(-vt). (2.16) 

Eventually, the local field discontinuously jumps, at which point a new local 

field is chosen from some distribution P(H). 

One can show[13] that this leads to the formula 

(2.17) 

where Pz(t , v) is the polarization function due to a field distribution fluctuating 

with average frequency, v. 

The case where Pz(t , 0) is given by Eq. 2.13 is well-studied. Analytical 

forms exist only for the limiting cases, but Fig. 2.5 shows numerical solutions 

of Eq. 2.17 for increasing values of v. 
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In the 'slow fluctuation limit', where v / 6 « 1, these curves are very nearly 

Eq. 2.13, but with an additional exponential component to the relaxation. 

Specifically, the constant tail of the Kubo-Toyabe function is now seen to 

decay according to[13] 

(2.18) 

That is, the long-time relaxation is exponential, and depends only on the 

fluctuation rate. 

In the 'narrowing limit', where v / 6 » 1, the polarization function is dra-

matically different from Eq. 2.13. Specifically, it is given by[13] 

( 
2D.2t ) Pz(t, v) =exp - - v- . (2.19) 

That is, the relaxation is purely exponential over the entire time range, with 

a rate that varies with 6 2 rather than 6. 

The simplest way to differentiate between static and dynamic relaxation 

mechanisms is to apply a magnetic field along the initial muon spin direction 

in Fig. 2.3, and observe the effect this has on the µSR spectrum. This is what 

is referred to as a longitudinal-field µSR (LF-µSR) experiment. 

Static relaxation functions are strongly affected by longitudinal fields. Again, 

consider the case of a Gaussian field distribution. In the presence of an applied 

field of strength HL along the z-axis , Eq. 2.13 is generalized to[13] 

(2.20) 
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Figure 2.6: Decoupling of the Gaussian Kubo-Toyabe function with increasing 
LF. From [15]. 

which is plotted in Fig. 2.6. Of note is the size of the long-time non-relaxing 

tail of these curves, which quickly and unmistakably grows with field. This 

effect is referred to as 'decoupling', and reflects the fact that t he vector sum of 

the applied field and dipolar fields is increasingly parallel to the initial muon 

spin direction. 

In contrast , relaxation functions which are dominated by dynamic pro-

cesses are less sensitive to the presence of applied fields. For example, in the 

narrowing limit of the strong collision model , Eq. 2.19 becomes[l3] 

[ 

2~2z;t ] 
p z( t ' v) = exp - 2 H 2 2 ' 

f µ L + ll 
(2.21) 

in the presence of an applied longitudinal field. For typical applied fields and 

solids, / µH L is much smaller than v , and has little effect on Eq. 2.21. 

Fig. 2. 7 shows data taken on a powder of MnSi at several temperatures in 

zero-field, and in the presence of a small applied longitudinal field. At high 

temperatures, the asymmetry has a classic Gaussian Kubo-Toyabe lineshape, 
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Figure 2. 7: Experimental µSR spectra from MnSi at various temperatures in 
ZF and LF=122G. From [16]. 

indicative of a static Gaussian distribution of fields. Accordingly, the spectrum 

is quickly decoupled by the small longitudinal field. At low temperatures, 

the asymmetry function is relaxed primarily through interaction with critical 

dynamics above an ordering transition at Tc=29.5K. At these temperatures, 

the longitudinal field has little to no effect. 

2.1.5 TF-µSR 

A typical transverse-field µSR (TF-µSR) geometry is shown in Fig. 2.8 . 

Here, the initial spin polarization direction is first rotated 90° by crossed elec­

tric and magnetic fields, which also serve to act as a velocity selector. A mag­

netic field is applied along the beam direction, transverse to the muon spin 

direction, and positrons are counted in four counters in the plane perpendic-
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Figure 2.8: A typical TF-µSR experimental geometry (adapted from [12]) , and 
simulated raw data from such a geometry[13]. 
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ular to this axis. As the muon spin will precess predominately around z, each 

of these counters detects a similar number of positrons. Two equivalent µSR 

asymmetry functions , Ax(t) and Ay(t), are defined in analogy with Eq. 2.10 

for opposing pairs of counters, and are fit simultaneously.* For simplicity, the 

following discussion will only include mention of A x(t) . 

Interpretation of TF-µSR data is somewhat simpler than in ZF or LF-µSR. 

Typical applied fields ( > lkG) are much larger than the fields due to the sam-

ple. In this case, the local magnetic field will be very nearly perpendicular to 

the muon spin direction at every muon site, and to a very good approximation, 

the x-direction analogue of Eq. 2.11 reduces to 

(2.22) 

That is , the TF-µSR asymmetry (ex Px(t)) is proportional to the cosine Fourier 

transform of the distribution of local magnetic fields in the i-direction, for a 

static magnetic system. 

For example, a Gaussian distribution of local fields given by 

(2.23) 

leads to a Gaussian relaxation of signal intensity: 

(2.24) 

* Note: In order to increase fit efficiency and facilitate easy visualization of the data, fits are 

usually performed with a 'Rotating Reference Frame' analysis . This involves combining 

Ax(t) and Ay(t) to form two new asymmetry functions , in a way which is effectively 

rotating the positron counters with respect to the laboratory frame at a frequency close 

to the muon precession frequency. For a detailed and enlightening discussion of this 

topic, see Ref. [267]. 

45 



Ph.D. Thesis - Gregory John MacDougall - McMaster University - Physics and Astronomy - 2008 

(•) (b) (c) 

? i' ? 
i<" 

0 20 .. .. .. , .. 
0 20 .. .. .. , .. 0 20 .. .. .. , .. 

Aeld (G) 
FWd(G) 

Fieikt(G) 

1.0 1.0 

~ 

~f1A"" 0.5 ... 
~ 0.0 'i 0.0 -.. .. I '\/VVv ~ .... .... 

I 

· 1.0 -U ·1.0 
10 0 • ,. 0 • • • 10 

Tl'l'l9C,.I -""' -""' 

Figure 2.9: (Top)The local field distributions expected for (a)an antiferromag­
net, (b )a collection of randomly oriented nuclear dipoles and ( c )a combination 
of the two. (Bottom)The respective TF-µSR 

spectra derived from the above distributions. 

where Hr is the applied transverse fie ld. This is now the appropriate function 

to describe a system of randomly oriented dipoles. 

In contrast , long-range magnetic order manifests itself primarily as a shift 

of the carrier frequency from "(µ · Hr, with little associated relaxation. An 

ideal, cell-doubling antiferromagnetic state will have a distribution of fields 

given by 

(2.25) 

where H AF is the contribut ion to the local field from the ordered moments. 

According to Eq. 2.22, this leads to 

(2.26) 

For a real material, ordered moments co-exist with nuclear dipoles and 

small amounts of disorder, which serve to broaden the local field distribu-
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tion. In this case, the appropriate distribution function is a convolution of 

Eqs. 2.25 and 2.23. By the convolution rule of Fourier transforms, the ap­

propriate polarization function is then the product of Eq. 2.26 and 2.24. This 

is demonstrated in Fig. 2.9. By the same token, the appropriate polariza­

tion function to describe multiple relaxation mechanisms is the product of the 

individual polarization functions. 

As in the ZF case, magnetic fluctuations also have the potential to relax 

the TF-µSR signal. For the Gaussian distribution of Eq. 2.23 in the strong 

collision approximation, the TF signal will decay approximately according to 

the Abragam formula[268]: 

Px(t , v) =exp [- ~: x e-vt - 1 + vt] . (2.27) 

For v » 6. , the relaxation function in TF is the same as that in LF. This is 

the µSR counterpart to the MR principle known as 'the equivalence of 1/ T1 

and 1/ T2 in the narrowing limit'. 

2. 2 Magnetization 

2.2. 1 Linear and Non-Linear M agnet ic Susceptibility 

Magnetization, M , is defined as the magnetic moment per unit volume 

produced by a sample, usually in response to an applied magnetic field, H . This 

quantity contains information about the spin and orbital angular momentum 

degrees of freedom in an electronic system, and is often studied as a function of 
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temperature and field to gain insight into condensed matter systems[269, 270]. 

In particular, sharp features in M (H ,T) are taken as signs of phase transitions. 

As magnetization is an odd function of the magnetic field , a Taylor expan-

sion of M in powers of H gives: 

M(H, T) = X1(T). H + X3 (~) . H 3 + ... = f ~2n-~(~~ . Hn, 
3. 2n 1 . 

n=l 

(2.28) 

where the 2n-1 th order magnetic susceptibility, x2n _ 1 , is defined as the 2n-1 th 

derivative of M. For simplicity, I have also taken M jj H . 

The largest and most often studied term in Eq. 2.28 is the linear term. Sev-

eral well-known formulas exist to describe Xi (T) in specific situations. Canon­

ical Fermi liquids are described by the temperature independent Pauli suscep-

tibility (Eq. 1.6). Local moment systems are described by the Curie-Weiss 

formula: 

c 
X1(T) = T- 8 ' (2.29) 

where C is the Curie constant (ex moment2
) and 8 is the Weiss constant 

(ex magnetic exchange). Although, it should be stated explicitly that neither 

of these temperature dependences can be uniquely interpreted. In general, 

Xi (T) can take on a variety of forms as the system being explored becomes 

more complex. 

In low fields , the cubic and higher terms in Eq. 2.28 are often ignored to 

a first approximation. However, these terms contain information about the 

crystal field levels and multipolar interactions in magnetic systems, and can 

be as useful as the linear susceptibility. For example, the cubic susceptibility, 

x3 (T), of rare earth intermetallic and heavy fermion compounds have been 
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studied in this context in the past[271 , 272, 21 , 273]. Chapter 5 largely deals 

with this quantity. 

2.2.2 The SQU ID Magnetometer 

All susceptibility data presented in this thesis were taken on a Quantum 

Design MPMS SQUID magnetometer. A schematic of the basic design is shown 

in Fig. 2.10. The instrument consists of a stepper motor which translates the 

sample of interest through a set of pickup coils , which are inductively cou­

pled to an rf-Superconducting QUantum Interference Device (SQUID). This 

outputs a characteristic AC voltage curve from which one can extract the 

net magnetic moment of the sample, as described below. The system is also 

equipped with a liquid-He flow control system, with which one can control 

temperature in the range 1. 7 K-300K , and a superconducting solenoid, which 

can apply uniform magnetic fields up to 5.5T. 

The heart of the instrument is the rf-SQUID. An rf-SQUID is a loop of 

superconducting material interrupted with a single Josephson junction. As de­

scribed elsewhere[22], an LC tank circuit inductively coupled to an rf-SQUID 

provides an output voltage (for a given input current ), which sensitively de­

pends on the magnetic flux enclosed by the superconducting loop. Thus, a sim­

ple magnetometer can be constructed by inductively coupling a single 'pickup 

loop ' of superconducting material to an rf-SQUID, and comparing the voltage 

output of the tank circuit with the sample inside and outside of this loop. In 

theory, an rf-SQUID can detect fields as small as 10- 15r with this design. 
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Figure 2.10: A schematic of Quantum Design MPMS SQUID magnetometer 
(adapted from [17]). 

50 



Ph.D. Thesis - Gregory John MacDougall - McMaster University - Physics and Astronomy - 2008 

l!CI 1-IEllllllU Clll 
7 . . . . . 

EMU· 1.526500E - 002 

OEV~.~E:+~ 
. 

5 . 
-1 

3 . . . . 
E --- -1 

-3 

-1 IUllllCllUll 
0 2 3 4 5 6 

SCll (II) 

(a) (b) 

Figure 2.11: (a)Diagram of the second differential gradiometer coil in the 
Quantum Design MPMS magnetometer , and (b )the output voltage expected 
from moving a sample linearly through these coils. From [17]. 

In actuality, the pickup circuit is more complicated than just a single loop. 

The MPMS uses a second differential gradiometer, as shown in Fig. 2.ll(a). 

This system uses four identical coils, with the two centre coils wound oppositely 

to the others. As a result , neither uniform fields nor fields which vary linearly in 

space create a signal in the SQUID. This greatly reduces the background signal 

due to noise and linear drift in the applied field. Linearly stepping a point-

like sample through the gradiometer results in a voltage versus position curve 

like the one shown in Fig. 2 .11 (b). The difference between the maximum and 

minimum voltage is proportional to the net moment, and the magnetization 

of the sample is extracted from a linear regression fit to the voltage versus 

position curve. 

2.3 High-Pressure Apparatus 

In addition to field and temperature, magnetic systems are increasingly 

being investigated as a function of applied pressure. Pressure can vary rel-
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Figure 2.12: (a)Schematic of a clamp pressure cell, designed for use in a com­
mercial SQUID magnetometer. (b)Photograph of the same cell. (Courtesy of 
Tatsuo Goko.) 

at ive positions of atoms in a solid, resulting in changes of the magnitude or 

sign of various exchange constants and the level of hybridization between dif-

ferent electron species. This often results in a quantum critical transition 

into a fundamentally new magnetic ground state. Examples include pressure 

induced superconductivity in UCe2 Ge2 [274], destruction of long-range ferro­

magnetism in UGe2 [275] and the occurrence of long-range antiferromagnetism 

2.3.1 Piston Clamp Cells 
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The most common method of applying pressure to crystals is the piston 

clamp cell. The basic concept of this device is simple. A sample of interest 

is mounted in a closed space inside a rigid cell body. This space is filled with 

a pressure-carrying medium with small compressibility, usually some form of 

mineral oil. One end of the closed space consists of a piston, the position of 

which can be adjusted by the experimenter. Moving the piston decreases the 

volume of the interior space, which increases the hydrostatic pressure of the 

fluid containing the sample. 

Fig. 2.12 shows a schematic and photograph of the piston clamp cell used 

in Chapter 5 of this thesis, which was designed by Tatsuo Goko of TRIUMF. 

The cell body is machined from a single piece of a Cu-Be alloy. The alloy was 

chosen for its hardness and lack of strong magnetic properties. The enclosed 

space is formed with the use of two Cu-Be plugs. Three sets of deforming seals 

are used (rubber , Teflon, copper), each designed to cover a different pressure 

range. One of the Cu-Be plugs is backed with a tungsten-carbide 'pushing 

piston'. The crystal to be studied is mounted on a quartz rod in the centre of 

the cell. 

Pressure is applied by coupling to the pushing piston with a hydrostatic 

press, and screwing the clamping bolt in place once the piston is at the de­

sired position. A rough estimate of the pressure inside the cell is obtained by 

monitoring the oil pressure of the hydrostatic press and multiplying by a ratio 

of areas and calibration factors to account for the effect of temperature. A 

more precise measure of pressure is obtained by monitoring the superconduct­

ing transition temperature of a piece of high-purity tin, which is inside the 
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Figure 2.13: (a)Schematic of a helium pressure cell, designed for use m a 
commercial SQUID magnetometer. (b )Photograph of the same cell. 

enclosed volume, but well-removed from the sample location. The maximum 

pressure obtainable by this cell is l.5GPa. 

A similar, but not identical design is described in more detail in Ref. [276]. 

2.3.2 H elium Cells 

An alternate approach is to use helium as a pressure medium. A schematic 

and photograph of a GCl0/ 3 Unipress Gas Pressure Cell is shown in Fig. 2.13. 

A long, uniform cell body with a 3mm bore is machined out of a Cu-Be alloy. 

The sample of interest is suspended in the middle of the bore through the use 

of a Kapton straw. The bottom end of the cell is stopped by a Cu-Be plug 
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with a Cu crushing ring, and held in place by the bottom end bolt. The top 

end bolt is a feedthrough coupling to a capillary with a 0.3mm diameter bore. 

This capillary is connected to a volume of helium gas, which is pressurized 

with a piston assembly outside the measurement apparatus. 

Fig. 2.14 is a photograph of a U11 Unipress Gas Compressor assembly, 

which is used in conjunction with the cell described above. It consists of a 

closed volume of oil which is coupled to a volume of helium gas (including 

that in the sample cell) through a series of pistons. A compressor pump can 

create oil pressures of up to 70MPa. By selectively opening valves , this oil 

pressure is used to drive three pistons of different radius, thereby decreasing 

the volume and increasing the pressure of the helium gas. This method can 

create pressures of up to 1.5GPa, although the sample cell described above 

is limited to working pressures of 700MPa due to the thinness of the cell 

walls. A resistive Mn pressure gauge is attached to the output capillary of the 

compressor to actively measure pressure during the measurement. 

There are several advantages to this apparatus over a conventional clamp 

pressure cell. The first is a greatly reduced (though not absent) uniaxial com­

ponent to the pressure tensor . This is due to the fact that the cohesive force for 

solid helium is a relatively weak van-der-Waals force, and thus helium cannot 

support much shear stress. Secondly, the piston position in the compressor 

assembly is not locked into place, but determined by an equilibrium condi­

t ion between the gas and oil. Therefore, the pressure in the gas is actively 

maintained and does not change with temperature. Lastly, one can change 
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Figure 2.14: The Unipress gas compressor used to pressurize the helium pres­
sure cell. 
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pressures in situ and at any temperature greater than the (finite pressure) 

helium melting temperature. This greatly speeds the measurement process. 

The main disadvantage of this technique is a smaller range of allowed pres­

sures, with the maximum pressure of a helium cell being approximately half 

that of the equivalent piston clamp cell. 
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Chapter 3 

The Search for Time-Reversal 

Symmetry Breaking in the 

Pseudo-Gap State of Cuprate Systems 

Although not reproduced verbatim, this chapter incorporates the article 

"Absence of broken time-reversal symmetry in the pseudogap state of the 

high temperature La2_xSrxCu04 superconductor from muon-spin-relaxation 

measurements" , which has been published in Physical Review Letters (Physi­

cal Review Letters, Volume 101, 017001 , 2008) *. Figures 3.1 , 3.2, 3.4 and 3.6 

are reproduced from said art icle with permission. An extension of the origi­

nal work to two related compounds , HgBa2Cu04H and Lai.s15Bao.125Cu04 , is 

included as an addendum. 

* @(2008)The American Physical Society 
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Abstract 

We have performed zero-field µSR measurements on single crystals of La2_xSrxCu04 

to search for spontaneous currents in the pseudo-gap state. By comparing mea­

surements on materials across the phase diagram, we put strict upper limits 

on any possible time-reversal symmetry breaking fields that could be associ-

ated with the pseudo-gap. Comparison between experimental limits and the 

proposed circulating current states effectively eliminates the possibility that 

such states exist in this family of materials. 

More limited data sets on single crystals of HgBa2Cu04+8 and La2_xBaxCu04 

are also presented, and discussed in the same context. 
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3.1 Introduction 

The nature of the pseudo-gap and its relation to superconductivity are 

among the largest outstanding problems in cuprate research. To date, many 

theories of the pseudo-gap have been put forth and debated, but experiments 

have not definitively elevated one above the rest[72 , 73 , 3]. 

One theory which has been receiving particular attention of late is the 'cir­

culating current' picture of Varma[l60, 161 , 162, 163, 164]. In this proposal, 

the pseudo-gap temperature, T *, represents a real phase transit ion tempera­

ture to a novel ordered state, which is characterized by spontaneous currents 

flowing in specific patterns in the copper-oxide planes. This line of phase tran­

sitions terminates in a quantum critical point (QCP) inside the superconduct­

ing dome, and the result ing quantum fluctuations are ostensibly responsible for 

both the superconductivity and the non-Fermi-liquid-like behavior at optimal 

doping. 

Theoretical work on this proposal has been extensive, and the model repro­

duces many features of the cu prate phase diagram. However, the experimental 

situation is much less conclusive, largely due to the difficulty in coupling to 

the proposed order parameter. To date , the main experimental case for this 

picture rests on two sets of experiments, both hotly contested. 

The first is the apparent observation of dichroism in the ARPES spectrum 

of Bi2Sr2CaCu20 8H (Bi-2212)[277] . Kaminski et al. measured the difference 

in the induced photocurrent when thin films of Bi-2212 were bombarded with 

left and right circularly polarized light. They saw a difference in the absolute 

intensity of these currents at temperatures below a crit ical temperature in un-
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derdoped samples and associated this with the pseudo-gap transition. Such 

dichroism is indicative of a t ime reversal symmetry breaking (TRSB) field in 

the pseudo-gap state: a key prediction of the circulating current theory. By 

varying the propagation direction of the incident light and detector position, 

they were able to explore the symmetry of the ARPES matrix, and thus the 

underlying TRSB state. The symmetry of the dichroism was not consistent 

with original predictions, but an alternate current pattern was quickly pro­

posed that could explain the data[162]. This pattern is displayed in Fig. 3.1. 

However , the above experiment was crit icized[278] for failing to account for 

the super-lattice structural distortions, which are widely acknowledged to exist 

in this material and are evinced explicitly by X-ray studies[279]. The dichro­

ism claimed above was an extremely small effect ( rv3%), and requires precise 

alignment of the experimental apparatus relative to the crystallographic unit 

cell. A later experiment on using single crystal without super-lattice distor­

tions and an apparatus with fewer moving parts saw no such effect[280]. 

More recent results have come from spin-polarized neutron scattering. This 

technique involves polarizing the spin of incident neutrons, and selectively 

counting scattered neutrons which have had their spins flipped , indicating a 

magnetic (as opposed to nuclear) scattering event . A spin-polarized neutron 

scattering group reported seeing commensurate magnetic peaks arising near 

the pseudo-gap temperature in several samples of YBa2Cu3 0 6+x (YBC0)[281]. 

These results have since been reproduced by other groups using crystals of 

YBC0[282] and also HgBa2Cu04+8 (Hg- 1201)[18]. The locations of the peaks 

in reciprocal space were consistent with the above current pattern inferred 
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Figure 3.1: The orbital current pattern m the Cu02 plane, inferred from 
ARPES and neutron scattering data. 

from the ARPES data, and the authors of these papers clearly favour this 

interpretation. 

However , the authors have also been careful to note that relatively few 

magnetic peaks have been measured, and have given further examples of spin 

arrangements which could alternatively explain the data[281 , 283]. Further-

more, the observed orientat ion of the local dipole moments was "'45° from 

the c-axis , and inconsistent with in-plane currents. Originally interpreted as a 

manifestation of small distortions of the copper-oxide planes, this explanation 

did not work for Hg-1201, which has no such distortions, and it was necessary 

to postulate a co-existing spin order to reconcile this fact with t he theory[284] . 

Given these concerns, it is evident that clarifying experiments are needed 

before drawing any general conclusions. Muon spin rotation (µSR) is in an 

especially good position to illuminate the situation. It can readily detect the 

TRSB fields that would necessarily accompany the proposed current order. It 
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probes local properties of the bulk, making it largely insensitive to impurity 

and surface effects which might confuse interpretation. In addition, its sensi­

tivity to TRSB fields as small as 0.5G has been repeatedly demonstrated in 

other superconducting materials[214, 215, 285, 216] as well as in a long list 

of weak magnetic systems. The effect would be even more pronounced in the 

present scenario, as muons would precess coherently in the long-range ordered 

state, should it exist. 

In an attempt to address the outstanding questions regarding circulating 

current order in the cuprates, we have performed zero-field µSR (ZF-µSR) on 

several single crystals of La2_xSrxCu04 (LSCO), both inside and outside of 

the pseudo-gap regime. LSCO was chosen because its pseudo-gap has been 

well mapped out[2], and high quality single crystals exist with a wide range 

of carrier concentrations. This afforded us the ability to compare pseudo­

gap and non-pseudo-gap materials directly by varying t he amount of Sr in 

the system, and avoided the ambiguity involved in defining the pseudo-gap 

temperature. In this way, we are able to effectively eliminate the possibility 

that the previously discussed circulating current state exists in LSCO. 

3.2 Experimental Details 

Three crystals were grown via the travelling solvent floating zone method, 

with x=0.13 (T* r-vl50K), x=0.19 (T* r-v75K) and x=0.30 (T*=OK), where 

the values of T * are those reported by recent ARPES studies[2]. Samples were 

cut into ""'lmm thick plates with the large face perpendicular to the c-axis. 

The crystals were grown by T. Ito of AIST at Tsukuba and S. Wakimoto of 
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Figure 3.2: The experimental phase diagram of La2_xSrxCu04 . Data is taken 
from Ref. [2]. The purple arrows indicate the dopings and temperature range 
explored in the current study. 

the University of Toronto. Both the growth conditions and sample properties 

are described in more detail elsewhere[20, 165]. 

ZF-µSR spectra were taken in a He-flow cryostat on the M20 beamline 

at TRIUMF, in Vancouver, Canada. Background fields were constrained to 

be less than rv50mG using three sets of orthogonal Helmholtz coils. The 

apparatus and crystals used allowed us to explore the region of the phase 

diagram indicated by the arrows in Fig. 3.2, crossing the pseudo-gap transition 

line along both the temperature and doping axes. 

As described in Chapter 2 of this thesis, ZF-µSR consists of implanting 

muons one at a time, and allowing the muon spins to evolve in the presence of 

the local internal field. Muons then decay with a mean lifetime Tµ = 2.2µs - 1
, 
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Figure 3.3: A schematic demonstrating the relative orientation of the initial 
spin polarization, positron detectors and crystalline axes for this experiment. 

and emit a positron preferentially along the instantaneous spin direction at the 

time of decay. Time spectra are then constructed by measuring positron counts 

in sets of diametrically opposed counters. In contrast to the usual procedure, 

the muons in this study were inserted with their spins initially polarized rv45° 

from the beam axis (lie). Time spectra were then simultaneously measured 

along axes both parallel and perpendicular to c. A schematic of the position 

of the counters and initial muon polarization axis relative to the crystal axes 

for this experiment is shown in Fig. 3.3. 

The evolution of a single muon spin in the presence of a local field , Bioc is 

given by 

(3.1) 

where e is the angle between the local field and initial spin direction, and 

1µ=0.0852µs - 1c-1
. The µSR asymmetry spectrum is built from an ensemble 

of such muons, and represents a convolution of Eq. 3.1 with the local distri-

bution of magnetic fields. 
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Our unusual choice for initial muon polarization direction was designed 

to avoid the exceptional case where sin2 (B)=O in Eq. 3.1. Muons are known 

to lie in one of eight positions, related to each other through reflections in 

x=O, y=O and z=O for a unit cell centered on the copper ion[286]. Since the 

proposed magnetic order does not satisfy all of these reflections, we can say 

with certainty that the local field does not lie along the initial (low symmetry) 

spin direction for every muon site. Some muons will always precess in the 

presence of such order, which might not have been the case if the initial muon 

polarization lay along a high symmetry direction, like c. 

Alternatively, we could have performed two sets of ZF measurements , with 

the initial polarization direction along two orthogonal axes. This is the ap­

proach we take for measurements presented in the addendum to this chapter. 

3.3 Results 

In a long-range ordered state, the distribution of local fields is very close 

to a delta-function, and µSR should see coherent precession at a frequency 

set by the average magnetic field at the muon site. The black line in Fig. 3.4 

demonstrates such precession in the presence of a 41G field, which was (as 

described in the next section) the numerically estimated mean field at the 

muon site from the current pattern of Fig. 1 with a moment of 0.05µ 8 . The 

red line in Fig. 3.4 is the expected spectra for a Gaussian distribution of fields 

with a half-width of 41G, as might be expected for an ordered state in the 

presence of local disorder. This is discussed later. 
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Figure 3.4: The expected µSR spectra for a material with the long-range­
ordered current pattern seen in Fig. 3.1 (black) and for a material with a local 
distribution of fields of similar size (red) . 
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Figure 3.5: The measured µSR spectra observed m three crystals of 
La2- xSrxCu04 with different amounts of Sr at temperatures below and above 
T *. The top (bottom) curves represent spectra taken with counters oriented 
in (out of) the copper-oxide planes. Solid lines represent fits to Eq. 3.2. 
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Fig. 3.5 shows several ZF-µSR spectra, corrected for relative counter ef-

ficiency, for the three LSCO crystals at temperatures ranging from 300K to 

lOK. In each plot , the asymmetry for counters oriented in (top) and out (bot­

tom) of the copper-oxide planes is plotted. In neither set of counters is there 

any sign of the predicted precession at any temperature, and spectra below 

and above the respective pseudo-gap transition temperatures look strikingly 

similar. Indeed, the spectra are more indicative of a local field distribution 

dominated by randomly oriented nuclear dipole moments , which are orders of 

magnitude smaller than typical magnetic moments. More importantly, there 

is no obvious difference in the spectra for the underdoped and overdoped crys-

tals , despite the samples being on opposite sides of the pseudo-gap transition 

line. 

Each spectrum was fit to the standard Kubo-Toyabe form expected for a 

Gaussian distribution of random fields: 

Ao 2Ao 2 2 1 2 2 A(t) = 3 + -
3
- (1 - /:::,. t )exp(-21:::,. t ), (3.2) 

where !:::,. //µ is the width of the magnetic field distribution. For /:::,. · t « 1, 

this equation reduces to a Gaussian function , with /:::,. equal to the rate of 

relaxation. 

The results of these fits are summarized in Fig. 3.6. There is clearly no 

strong temperature dependence of the µSR spectra in any of the three crystals. 

At low temperatures , the rate of relaxation is constant , again consistent with 

what one would expect for a field distribution dominated by randomly oriented 

nuclear dipoles. There is a slight reduction in /:::,. above l 75K in each of the 

crystals, but no dramatic change in the system at T*. In these materials, l 75K 
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Figure 3.6: The results of fits to the ZF-µSR spectra to Eq. 3.2. Points on 
the upper (lower) curve represent fits from spectra with counters in (out of) 
the copper-oxide planes. Error bars are comparable to the plot symbol sizes. 

71 



Ph.D. Thesis - Gregory John MacDougall - McMaster University - Physics and Astronomy - 2008 

marks the onset of muon diffusion[287], which acts to motionally narrow the 

dipolar relaxation; the slight decrease in 6. above this temperature reflects 

this effect. The relaxation rate of the spectra from counters perpendicular 

to c were larger than those from spectra with counters parallel to c due to 

particulars of the distribution of dipoles in relation to the known muon site . 

Again, more important than the temperature dependence of the local fie ld 

distribution is its independence from the Sr concentration. The gradual in­

crease of pseudo-gap properties makes it difficult to correlate material prop­

erties via temperature. However, it is known that the pseudo-gap is strong in 

the underdoped materials and absent by x=0.30[72, 73, 3, 2]. Consequently, 

the observation that the three crystals investigated here have identical µSR 

spectra at every temperature puts tight restrictions on any TRSB fields which 

might be associated with the pseudo-gap state. Specifically, the average scat­

ter of points in Fig. 3.6 is 0.003µs - 1 , which puts an upper limit of rv0.05G on 

such fields at the muon site. 

3.4 Numerical Simulations 

The above experimental limit is quite restrictive for any magnetic order 

which is observable by neutron scattering. (For example, antiferromagnetic 

alignment of 0.5µB moments in the parent compound, La2Cu04 , manifests 

itself as a 300G field at the muon site.) However, since both the proposed 

current pattern (Fig. 3.1) and the muon site[286] are known, we are able to 

make a more quantitative theoretical prediction. 
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Table 3.1: Local Fields versus Sum over 2Nx2Nx2N~ Unit Cells 
c 

B x By B z IBI 
one butterfly 64.5116989 136.051754 -161.073228 1145.23194 

0 59.6537503 135.782646 -143.385036 1071.46021 
1 -3.50360009 98.2419773 -117.457183 795.54637 
2 -4.87975588 98 .9212 -122 .469233 818.08268 
3 -5.02529238 99.2098362 -123.713081 824.07637 
4 -5.02965052 99.2768267 -123.903776 824.07637 
5 -5.00533302 99.3116447 -123.909448 825.19907 
7 -4.88344179 99.437668 -123.815938 825.21013 
10 -4.84219021 99.4790183 -123.781901 825.20027 
25 -4.80768881 99.5135351 -123.753814 825.19345 
50 -4.80115275 99.520074 -123.748552 825.19241 
75 -4. 79987396 99.5213529 -123.747524 825.19221 
100 -4. 79939182 99.5218351 -123.747136 825.19214 
200 -4. 79896723 99.5222597 -123.746795 825.19207 
300 -4. 79888464 99 .5223423 -123.746729 825.19206 

Previous studies[281 , 282, 288] have modelled the current pattern in Fig. 3.1 

as a series of aligned dipole moments, with one dipole in the center of each 

t riangular current loop. However, a dipole approximation for the current loops 

is a very poor one for µSR, where muons sit inside the unit cell. Instead, we 

model the predicted current pattern by a series of infinitesimally thin wires , 

and sum the contribution from pairs of triangular loops, or 'butterflies'. Each 

butterfly has zero net dipole moment, and thus such a sum converges quickly. 

Table 3.1 demonstrates this fact by showing the result of finite sum estimates 

of the local magnetic field at the muon site as a function of N , where each 
a 

sum is performed over 2N x 2N x 2N - unit cells. 
c 

In this way, we estimate that the expected local field at the muon site 

is approximately 825G / µ B. This corresponds to a field of 41 G-82G for the 
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range of moments (0.05µB-0.lµB) reported to exist in the pseudo-gap state of 

YBC0[281, 282]. 

3.5 Discussion 

The results of the last two sections reveal a more than two order of magni­

tude discrepancy between the theoretically predicted local field and the upper 

bound provided by our measurements. This difference is much greater than 

can be reconciled by more accurately modelling the orbital order. 

Moreover, it is difficult to conceive of a mechanism by which µSR might 

miss such order, should it exist. As discussed earlier, symmetry considerations 

and the simultaneous use of two sets of orthogonal counters with an initial 

45° spin rotation preclude the possibility that we placed the initial muon spin 

direction parallel to the local field direction at every muon site. or does the 

exact muon site much matter. A map of the local fields throughout the entire 

unit cell shows comparably sized fields nearly everywhere in the presence of 

the proposed order. The few sites where the local field is zero by symmetry 

are already occupied by atoms, or have been explicitly eliminated as possible 

muon sites by previous analysis[286]. 

The observed spectra are also inconsistent with short-range-order. It is 

well known that LSCO has significant cation disorder, which in principle could 

destroy long-range current order in favour of a state with many small domains. 

However, µSR is a local probe. Even in the most extreme case where such 

disorder reduces the average magnetic field to zero, the local field environment 

would still be dominated by a distribution of fields of similar size. This would 
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manifest itself as a fast depolarization of the µSR asymmetry function , which 

would be indistinguishable from a long-range-ordered state at early times. 

This is demonstrated in Fig. 3.5 , in which we have plotted (red) the expected 

asymmetry spectrum for a Gaussian distribution of local fields with a half­

width of 41G. Such a time dependence is not seen by us. 

There is a real concern that the presence of the poorly screened muon 

charge might perturb the local system and destroy the current ordered state. 

Shekhter et al. [288] estimate, based on correlation effects, that the local order 

should be suppressed within a radius of "'3 unit cells in the nearest two planes. 

Specific modelling by us suggests that one would still be left with a local field 

of 0.5G-1G at the muon site for the range of moments reported previously 

in YBCO. This more than ten times our experimental limit for the smallest 

reported moment. Thus, it is our opinion that muon perturbation does not 

reconcile our null result with theory. On this topic, we further note that STM 

has long observed poorly screened atomic ions directly beneath the copper­

oxide planes of Bi-2212[129, 130, 289], and a corresponding suppression of 

superconductivity but not the pseudo-gap at these sites. Thus, the idea of a 

fragile pseudo-gap state which is strongly affected by electrostatic charges does 

not seem to be consistent with what is currently known about these systems. 

Sonier et al. have reported seemg a small TRSB field in the pseudo­

gap state of two YBCO crystals with µSR[290]. Recent polar Kerr effect 

measurements on YBCO see the onset of weak ferromagnetism at similar 

temperatures[291], implying a common mechanism is at work. However , the 

latter observation is inconsistent with the proposed circulating current pat-
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tern, which has no net moment. In addition, both papers comment on the 

persistence of weak magnetism well above the pseudo-gap temperature. 

The fields seen by Sonier et al. are comparable to the size of the error 

bars in the present study. Thus, we cannot comment on the presence or 

absence of similarly sized fields in LSCO , and this remains an open question. 

However, in neither case is the µSR data consistent with the current ordered 

state inferred from neutron scattering and ARPES measurements. Although 

the present study examines a different material and doping range than previous 

experiments, if the current pattern shown in Fig. 3.1 is a feature of a universal 

theory of the cuprates, it should be seen here. 

It is important to note that the µSR results are not inconsistent with 

the more general conclusion that the pseudo-gap terminates at a QCP inside 

the superconducting dome. Indeed, for YBCO at least, a preponderance of 

evidence strongly supports such a conclusion[290, 281 , 291 , 282]. µSR does 

put tight restrictions on the form of possible pseudo-gap order parameters 

for LSCO. Yet , several QCP scenarios are still viable. For example, current 

patterns which have reflection symmetry across the Cu-0-Cu bonds would 

have a greatly reduced local field at the known muon site and might reconcile 

the µSR and neutron scattering results. Examples include the 8 1 state of 

Varma[163] and the 'cl-density wave ' state of Chakravarty[159]. 

Another possible route to reconcile the two experiments would be if the 

current pattern fluctuated between different equivalent arrangements. If the 

fluctuations were sufficiently rapid, the local field distribution would be mo­

tionally narrowed. With a static Gaussian distribution of 41G fields, a flue-
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tuation rate larger than 400M Hz would lower the relaxation rate below our 

detection limit. Such a fluctuation rate could still look static on neutron scat­

tering timescales. 

It is also conceivable that slight differences in crystal structure and material 

parameters in different families of superconductors stabilize different current 

patterns. Alternatively, the magnetic order seen by neutron scattering may be 

secondary to an alternate pseudo-gap order parameter, and only appear in a 

certain subset of cuprate materials. Such questions can only be answered by 

further study of different materials with multiple techniques. 

The present results show that any time reversal symmetry breaking fields 

for La2_xSrxCu04 must be less than about 0.05G. Any universal theory of the 

cuprates must take this into account. 

In an effort to expand upon these initial results, we also explored single­

crystals of two related materials: HgBa2Cu04+<5 (Hg-1201) and Lai.815Ba0125 Cu04. 

Hg-1201 is a mono-layer cuprate system, in which time-reversal symmetry 

breaking order in the pseudo-gap has already been observed[18] . La2_xBax:Cu04 

(LBCO) is an iso-structural compound with LSCO, but has stronger magnetic 

signatures than the Sr system[292]. The presence of the pseudo-gap has been 

confirmed in crystals of Hg-1201 with resistivity[18] and Lai.875 Ba0.125Cu04 

with ARPES[147]. 
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3.6 .1 HgBa2Cu04+& 

A crystal of Hg-1201 with Tc=61K (p rv0.10) was grown by the group of 

M. Greven at Stanford University, using an encapsulated melt-growth method. 

Details of crystal growth and sample characterization have been previously 

published by that group[293, 294]. Greven et al. then performed spin-polarized 

neutron scattering on this crystal at the Laboratoire Leon Brillouin in Saclay, 

France, where they observed magnetic peaks similar to those mentioned in 

the introduction of this chapter below a reported T*=372K ±13K[18]. The 

estimated size of the ordered moment was 0.05µB. 

ZF-µSR spectra were taken in the same apparatus as described in Sec­

tion 3.2 , and fields were similarly zeroed. Two successive sets of measurements 

were performed with the initial spin direction of the muons parallel and perpen­

dicular to the beam direction, respectively, as illustrated in Fig. 3. 7. These two 

sets of measurements give the same information as the experimental method 

laid out in Section 3.2, where four positron counters were used and the initial 

muon spin direction was 45° from the beam direction. Temperature was var­

ied between 300K and 2K. We were prevented from exploring temperatures 

closer to T * by the presence of epoxy seals the exterior wall of the cryostat 

and the dominance of muon diffusion effects in this higher temperature range. 

Fig. 3.8(a) displays spectra in the B-F counters (Fig. 3.7(a)) at 290K, lOOK 

and 2K. As with LSCO , there is no obvious precession at any temperature, 

but instead a weak relaxation of the muon polarization. Unlike LSCO, spectra 

are described by a weak exponential rather than Gaussian relaxation at all 

temperatures. This implies either a Lorentzian distribution of fields , typically 
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(a) 

(b) 

Figure 3. 7: A schematic demonstrating the relative orientation of the initial 
spin polarization, positron detectors and crystalline axes for the ZF-µSR ex­
periments with spin initially ( a)parallel and (b )perpendicular to the beam 
direction. 
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seen in dilute moment systems, or a dynamic relaxation mechanism. In further 

contrast to LSCO, the rates of relaxation increase as temperature is decreased 

over the entire temperature range. Spectra from the U-D counters (Fig. 3. 7(b)) 

look similar. 

Relaxation rates were extracted by fitting to a simple exponential function: 

A(t) = A0 x exp(->.t), (3.3) 

where ,\ is the rate of exponential relaxation. The results of these fits are 

plotted in Fig. 3.8(b) as a function of temperature. The rates are small , 

corresponding to local fields which are less than lG at the muon site. The 

exact position of the muon site is not known for this material, and so it is 

not possible to make a precise estimate of the expected mean field due to 

the pattern shown in Fig. 3.1. However , it is reasonable to assume that such 

order would lead to local fields of 10-lOOG for 0.05µ 3 moments, in accord 

with the results for LSCO. The current data is clearly inconsistent with such 

a prediction. 

Of note is the clear linear increase of relaxation rate in Fig. 3.8(b) with de­

creasing temperature over the entire temperature range. The increase between 

300K and 2K is rv0.035µs - 1 , which corresponds to an increase of 0.4G in local 

field at the muon site. An increase in relaxation equivalent to "'O. 7G was seen 

in LSCO, and associated with muon diffusion. A similar mechanism may be 

at play here. However, we note that muon diffusion is a thermally activated 

process, and activation energies in other cu prates are "' l 75K[287]. If muons 

in Hg-1201 behave similarly, as seems reasonable, temperature dependent re­

laxation down to 2K is difficult to explain via diffusion alone. This suggests 
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another source of the temperature dependence in relaxation, perhaps related 

to the magnetic order which is known to exist in this crystal from neutron 

scattering[18]. 

To explore this possibility, I also plot the intensity of the magnetic neutron 

scattering(red line) and its square root(black line) in Fig. 3.8(b), with both 

lines scaled to match the B-F rate at lOOK. The µSR relaxation rate is 

proportional to the size of the local magnetic moment[13], whereas neutron 

scattering intensity of N dipoles with moment mis given by: 

I neutron ex: N · m 2
. (3.4) 

Thus, if both signals are the result of the same static, homogeneous ordered 

state, it is expected that the µSR relaxation rate should be proportional to the 

square root of the neutron scattering intensity. At first glance, the agreement 

between the relaxation rate and the black line in Fig. 3.8(b) seems reasonable 

for the range of temperat ures where the two experiments overlap. However, the 

reader should note that the µSR relaxation rates are systematically lower than 

the black line by more than two standard deviations , and the disagreement is 

even greater when the neutron curve is extrapolated to low temperatures. It 

is also important to remember that the relaxation rates plotted in Fig. 3.8(b) 

contain some contribution from the randomly oriented dipoles of host nuclei. 

Any correction for this background will only increase the disparity. To em­

phasize this point , the inset of Fig. 3.8(b) shows the same data as the main 

panel, but corrected for an arbitrarily chosen O.Olµs - 1 background relaxation. 

In this plot, the µSR relaxation rates seem to be directly proportional to the 

neutron scattering intensity, rather than to its square root. If confirmed, this 
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proportionality between µSR relaxation rate and neutron scattering intensity 

is significant, and difficult to justify in the context of static, homogenous order. 

One possible explanation is that the magnetic order is confined to a small 

( < 53) fraction of the sample, and it is the volume which increases as temper­

ature is decreased rather than the moment size. Neutron intensity depends 

linearly on the number of moments , which is proportional to volume, and µSR 

can easily mistake an increasing volume fraction for an increasing relaxation 

rate , if the relaxation rates and volumes were small. This is consistent with 

very recent reports[295] that analogous magnetic order seen in a crystal of 

YBC0[282] is confined to ""'103 of volume of that sample. 

An alternate explanation is that the magnetic order is fluctuating rather 

than static. For example, within the narrowing limit of the strong-collision 

model (Section 2.1.4) , the µSR asymmetry function will be purely exponential 

with a rate given by Eq. 2.19. If the fluctuation rate is constant, this re­

laxation rate is proportional to magnetic moment squared (through D. 2), and 

thus neutron scattering intensity. In addition, fluctuations would also explain 

the smallness of the µSR relaxation rate in the presence of magnetic order. 

Regardless of the specific pattern, one would expect ""'O. lµB moments to give 

local fields of lO 's of Gauss. According to Eq. 2.19, a lOG distribution of fields 

can be motionally narrowed to 0.06µs - 1 by a fluctuation rate of 4M H z, and a 

lOOG distribution of fields can be motionally narrowed to 0.06µs - 1 by a fluc­

tuation rate of 400M H z. This entire range of fluctuation rates could appear 

static on neutron scattering timescales. This prediction can and should be 

tested directly by performing a LF-µSR experiment. 
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Much of this discussion has been speculative, and future experiments are 

planned to further investigate this system. In particular, we plan to monitor 

the ZF-µSR signal as a function of doping, in an attempt t o disentangle effects 

of muon diffusion and pseudo-gap magnetism. Performing ZF-µSR on a crystal 

with T* <300K will also allow us to quantitatively estimate relaxation in these 

systems due to randomly oriented nuclear dipoles, and properly correct for 

background. Lastly, LF-µSR experiments will allow us to test directly whether 

any observed magnetism is static or fluctuating on the µSR timescale. 

3.6.2 Lai.s1sBao.12sCu04 

A crystal of Lai.875Bao.125Cu04 was grown via the travelling solvent floating 

zone furnace by G. Gu at Brookhaven National Laboratory, and cut into a thin 

plate with the c-axis perpendicular to the large face. Previous ZF-µSR mea­

surements on this same crystal revealed an incommensurate magnetic ground 

state with TN=40K[20], consistent with neutron scattering results[292]. 

Measurements of LBCO were taken with the setup shown in Fig. 3.7(a) at 

five temperatures. (Data taken in the configuration in Fig. 3. 7(b) are not avail­

able.) Raw spectra for three of these temperatures are shown in Fig. 3.9(a) . 

As with LSCO, the asymmetries are well described by a Kubo-Toyabe func­

tion, and were fit using Eq. 3.2. The resulting relaxation rates are displayed 

in Fig. 3.9(b ), alongside those of Lai.87Sr0.13Cu04 from Section 3.3. 

The high temperature relaxation rate is quite a bit smaller than that seen 

in LSCO. Below 250K, there is an increase in relaxation which is not seen 

in the Sr compound. This increase is intriguing, and it is tempting to asso-
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ciate it with pseudo-gap phenomena. aively associating this increase with 

static magnetism gives a spontaneous field of "'1.2G. However, there are two 

significant material properties that should be mentioned. 

The first is a known tetragonal-to-orthorhombic structural phase transition 

in this crystal, which occurs at exactly the same temperature as the increase in 

relaxation in Fig. 3.9(b)[296, 297, 298]. Physically, this structural phase tran­

sition corresponds to a tilting of the tetrahedra of oxygens which surround the 

planar copper ion. Muons in this crystal are expected to bond to the apical 

oxygens in these tetrahedra. An increase in µSR relaxation rate is then ex­

pected as the muons are brought closer to the copper nuclear moments in the 

plane. However, LSCO undergoes a similar structural phase transition at simi­

lar temperatures and with a similar magnitude of the tilt of the tetrahedra[70]. 

Yet, LSCO exhibits no noticeable increase in relaxation. We postulate that 

the muon may behave slightly differently in the two materials as a result of 

the dramatically different radius of Ba2+ (r=l.35A) and Sr2+ (r=l.18A) ions. 

Also of note is the magnetic phase transition at TN=40K. The increased 

relaxation at low temperatures could be due to the softening of magnetic 

fluctuations above this transition. The magnetic properties of LSCO at this 

doping are much weaker (e.g. see Section 3.3). As with Hg-1201, future work 

on this material should include µSR studies on similar materials with differ­

ent numbers of carriers, as the doping dependences of TN and the structural 

phase transition (or T*) are dramatically different. Again, LF-µSR measure­

ments should also be performed to differentiate between static and dynamic 

relaxation mechanisms. 
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3. 7 Conclusions 

Three separate materials have now been examined as part of an extensive 

effort to locate TRSB fields associated with the pseudo-gap. In none of these 

crystals did we find strong evidence for the long-range magnetic ordering of 

rvO. lµB moments below T* , as inferred from recent neutron scattering results 

on YBCO and Hg-1201. This fact is the main result of the chapter. 

Alone amongst the cuprates families, there exist high-quality single crystals 

of LSCO well-inside and well-outside the pseudo-gap state. By comparing the 

ZF-µSR spectra from crystals in each of these areas of the phase diagram, one 

circumvents debates about the definition and exact doping dependence of T*. 

We observe that the ZF-µSR spectra from three crystals of LSCO are nearly 

identical at every temperature. This restricts TRSB fields associated with the 

pseudo-gap in LSCO to less than rv0.05G. The reader should compare this to 

the predicted field of 41-82G for the orbital current pattern in Fig. 3.1. 

Additional measurements on LBCO and Hg-1201 confirm that there are 

no TRSB fields greater than rvl-2G at any temperature. However, for each 

of these crystals, suggestive features in the temperature dependence of the 

relaxation rates warrant further investigation. In particular, future work on 

these materials involves comparing samples at different hole dopings, in order 

to clarify signal origin. 

We note that , when discussing each of these materials , the possibility arose 

that the magnetic order was fluctuating on the µSR timescale. Future work 

also includes testing for magnetic dynamics explicitly using LF-µSR. 
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Chapter 4 

Signatures of Heterogeneous 

Magnetism in Overdoped 

La2-xSrxCu04 from µSR 

This chapter incorporates the article "Signatures of Heterogeneous Mag­

netism in Overdoped La2_xSrxCu04 from µSR", which has been prepared for 

publication in Physical Review Letters. 
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Abstract 

We present TF-µSR data on heavily overdoped LSCO, which show a large 

broadening of the local magnetic field distribution in response to applied mag­

netic field. This broadening persists up to high temperatures , well above Tc. 

The doping dependence is contrary to what one would expect for supercon­

ducting diamagnetism, but instead points to heterogeneous spin magnetism in 

these systems. This study adds to the growing list of unconventional properties 

in the overdoped cuprates. 
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4.1 Introduction 

Muon spin rotation (µSR) and other local probes have now presented sev­

eral examples of atomic length-scale heterogeneity in the high-Tc cuprate su­

perconductors. Scanning Tunneling Microscopy (STM) regularly sees varia­

tions of the density of states and superconducting gap in Bi-2212 over dis­

tances of a few lattice parameters[130, 131, 135, 299, 300]. Zero-field µSR 

(ZF-µSR) measurements on Lal.88Sr0.12Cu04 and La2Cu04.11 suggest that the 

stripe order in these systems is fragmented and exists in 30A islands[301]. 

Similar experiments on Lai.s5- yEuySro.15Cu04 and La2_xSrxCu0 4+y observe 

a trade-off between static magnetism and the superconducting volume with 

doping[302, 303], suggesting local competition between these states. 

A similar competition of states is demonstrated by the 'Swiss-cheese model' 

for superconductivity in Zn-doped LSCO and YBCO. This state was first 

discovered when TF-µSR observed a decrease in superfluid density as non­

magnetic Zn ions were substituted on the planar Cu sites. This decrease was 

consistent with a suppression of superconductivity in an extended area around 

the substitution site[304], and STM studies later confirmed this interpretation[305]. 

Independently, several NMR studies observed a symmetric Curie-Weiss-like 

broadening of the local field distribution in Zn-doped YBCO, and interpreted 

this as a local enhancement of the staggered spin susceptibility around the 

dopant ions[306, 307, 308, 309, 310, 311 , 312, 313, 314] . The extracted mag­

netic correlation length from NMR agreed well with the size of the 'holes ' in 

the superconducting 'Swiss-cheese' . Impurity-induced moments are now well 
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established, and in fact are a central prediction of several theoretical studies 

of the cuprates[315, 316, 317, 318, 319, 320, 321, 322, 323, 324, 325, 326, 327] . 

Savici et al.[20] have presented TF-µSR data on crystals with fragmented 

stripe order, which also show a Curie-Weiss-like broadening of the local field 

distribution at temperatures above the ordering transition. The broadening is 

linear in field and, analogous to the Zn-doped systems, was associated with the 

staggered susceptibility of the heterogeneous spin systems. Shortly afterwards , 

our preliminary measurements of heavily overdoped cu prate crystals suggested 

t hat similar physics was at play in that region of the phase diagram[328] . More 

recently, Sonier et al. [329] observed an analogous response to applied field 

in a number of underdoped YBCO and LSCO crystals which correlate closely 

with superconducting Tc. Sonier et al. concluded that the broadening was 

originating from local regions of superconducting diamagnetism persisting to 

high t emperatures. This conflict in interpretation remains unresolved, but 

microscopic heterogeneity is central to both pictures. 

The current study expands upon the previous µSR work on LSC0[20, 328], 

and more carefully maps out the sample response to applied field in a se­

ries of crystals ranging from optimally to heavily overdoped. As discussed in 

Sec. 1.4.4, heterogeneity has been inferred from a number of studies on over­

doped systems[5, 182, 183, 4, 184, 187, 114, 188, 165, 19, 65], but never ob­

served directly. Below, we present TF-µSR data on single crystals of overdoped 

LSCO, which demonstrate a spatially heterogeneous local magnetic response 

to applied field , just as seen in the underdoped systems. The response evolves 

smoothly as a function of doping, suggesting that a common field-broadening 
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mechanism is at play across the phase diagram, and seems to grow as the sys­

tem becomes progressively overdoped. This effectively eliminates any mecha­

nism which requires superconductivity or the pseudo-gap. We conclude that 

the observed broadening likely originates from magnetism of a heterogenous 

spin system. 

4.2 Experimental Details and Results 

The crystals examined were grown via the travelling solvent floating zone 

method. LSCO crystals with x=0.15 and x=0.19 were grown at AIST in 

Tsukuba, and crystals with x=0.25 and x=0.30 were grown at the University 

of Toronto. Samples at each doping were cut into thin slabs with the c-axis 

perpendicular to the large face . Additionally, a single plate of the x=0.30 

crystal was cut in the a-c plane for tests of signal anisotropy. Details of the 

growth are discussed elsewhere[165, 20]. 

4. 2.1 Bulk Susceptibility 

Bulk magnetization was measured on a Quantum Design MPMS magne­

tometer in the two most heavily doped crystals with a field of H =5T along c. 

The results are shown in Fig. 4.l (a). As seen previously in powders[180, 90, 19], 

there is a small Curie component which gets larger for the higher doping. A 

fit of Xc(x=0.30)-xc(x=0.25) to a Curie-Weiss temperature dependence gives 

a Curie constant equivalent to 0.52µ 8 per extra hole , which agrees with a 

previous estimate from powder measurements[19]. Measurements were also 
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Figure 4.1 : (a)Comparison of the susceptibility perpendicular to the Cu02 

planes for La175Sr0.25 Cu04 and La17Sr0_3Cu04 . The difference is fit to a 
Curie-Weiss temperature dependence as per Ref. [19] . (b)Magnetic suscep­
tibility parallel and perpendicular to the Cu02 planes in a single crystal of 
La17Sr0.3Cu04 . The signature at 30K is due to a superconducting impurity 
in a small fraction of the sample volume. 
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taken on the a-c plane crystal to check for anisotropy, as shown in Fig. 4.1 (b). 

Susceptibility x is significantly larger for the field parallel to the c-axis. This 

can be understood to arise from the anisotropy in the Van-Vleck term of the 

susceptibility, as reported previously by NMR measurements of YBC0[330] . 

The downturn seen at 30K is due to a previously identified superconducting 

impurity phase, which occupies only a small fraction of the sample[l65]. 

4.2.2 µSR 

TF-µSR measurements were taken in a He-flow cryostat mounted on the 

HI-Time spectrometer at TRIUMF in Vancouver , Canada. Fields from 0.2T 

to 7T were applied perpendicular to the copper-oxide planes, and the spectra 

represent muon precession signals around the same axis. Applied fields were 

measured independently by simultaneously observing the precession of muons 

landing in a separate crystal of non-magnetic Ca(C03). 

The inset of Fig. 4.2 shows sample µSR spectra of Lal.7Sr03 Cu04 in an 

applied field of 3T at one high temperature and one low temperature. One 

can see a dramatic increase of the relaxation of our signal with decreasing tem­

perature. Separate measurements, discussed later, confirm that this relaxation 

is due to a static broadening of the local internal magnet ic field distribution. 

The increase in relaxation rate (ex field-width) with decreasing temperature 

is gradual, and present in every magnetic field investigated. No analogous 

relaxation or any sign of order is seen in the absence of applied field . 
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Figure 4.2: The relaxation rates in Lal.7Sr03Cu0 4 as a function of applied 
magnetic field. The black lines represent fits to a linear field dependence. 
Saturation at high fields is seen for the lowest temperatures. Inset : Sample 
spectra taken on Lal.7Sr0.3Cu0 4 in a field of 3T at lOOK and 2K, respectively. 
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In order to quantify this magnetic response , we fit all spectra to the form: 

( 4.1) 

where wµ is the mean precession frequency of the muons , and ), is the rate 

of the relaxation generated in response to the applied magnetic field. The 

Gaussian term in Eq. ( 4.1) is present to account for field broadening due to 

randomly oriented nuclear dipole moments. It is temperature independent , 

and was held constant during the fits at a value set by the high-temperature 

data. 

The extracted values of), are shown in Fig. 4.2 for the x=0.30 crystal. At 

high temperatures , the rates are roughly linear in field over the four investi-

gated fields. The solid black curves represent fits to straight lines. The slope 

of these lines , d>. / dH , is analogous to the µSR 'susceptibility counterpart ' as 

defined by Savici et al. [20] , and we will argue that they represent a real mea-

sure of local spin susceptibility. Consistent with the susceptibility of polarized 

local moments , the relaxation rates are seen to saturate at high fields for the 

lowest temperatures. A similar field-reponse was seen in each of the other 

t hree crystals investigated, for all temperatures above Tc. 

Fig. 4.3 plots d>. / dH as a function of temperature for LSCO crystals with 

x=0.30, 0.25 and 0.19. Data for the x=0.15 crystal were omitted for clarity. 

The temperature dependence of each is well described by: 

d), c 
dH T-8 +B, (4.2) 

where C and 8 are the µSR counterparts of the Curie and Weiss constants , re-

spectively. Inspection of the spectra for the Ca(C03 ) reference crystal reveals 
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Figure 4.3: Slopes of the >. vs. H curves for the x=0.30, 0.25 and 0.19 crystals. 
The solid curves represents a fits to Eq. 4.2. 
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Figure 4.4: The µSR Curie constant counterpart for LSCO with Hiie (circles) 
and La17Sr0.30Cu04 with Hiia (star) , as defined in the text. Also included 
is the result for Lai.815Bao.125Cu04 (diamond) first presented in Ref.[20]. The 
dotted line is a guide to the eye. Inset: The Weiss constant counterpart for 
LSCO. 

a small, temperature-independent relaxation associated with applied-field het-

erogeneity. The constant , B , was included in Eq. 4.2 to account for this effect 

and temperature independent contributions to the local susceptibility. 

The end result of the above fits is summarized in Fig. 4.4. Also included 

is the result for Lal.8sSro.12Cu04 and Lai.815Bao.125Cu04, originally reported 

by Savici et al[20] . The main panel shows C from Eq. 4.2 as a function of 

Sr concentration. One can see that the values lie on a smooth curve, and 

grow as the system becomes progressively overdoped. Measurements on a 

cryst al with x =0.30 and Hiib reveal that the field-response is also highly 

anisotropic. Similar anisotropy was observed in Lai.875Ba0.125Cu04[20]. The 
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inset of Fig. 4.4 shows 8 from Eq. 4.2 changing sign around optimal doping 

and approaching zero as Sr content gets large. 

4.3 Discussion 

Given this collective data, it seems natural to interpret the relaxation in 

applied field as a measure of a local spin susceptibility. The temperature, field 

and orientational dependence of the current relaxations are all reminiscent of 

the NMR studies of Zn-doped YBCO, as well as the previous µSR results on 

underdoped LSCO with fragmented stripe order. The smooth evolution of the 

magnetic properties across the phase diagram argues against these magnetic 

signatures being extrinsic in origin. The high temperatures and Sr concen­

trations involved in the current study allow us to eliminate superconductivity 

and pseudo-gap effects as possible origins for the relaxation mechanisms. 

In addition to TF-µSR , we also took measurements on the x=0.25 sample 

in the longitudinal field µSR (LF-µSR) geometry, with applied fields parallel 

to the initial muon spin direction. In contrast to TF-µSR , the relaxation 

rates in the LF-µSR geometry were statistically indistinguishable from zero at 

every temperature. This allows us to conclude that the relaxation in applied 

field seen with TF-µSR is entirely due to the static broadening of the local 

field distribution, and not due to field-induced dynamics. A more detailed 

discussion of such LF-µSR measurements is presented by Savici et al[20]. 

In contrast to the large increase in field-width , the average shift remains 

less than 5G different in every crystal for every applied field. This is significant, 

as it restricts viable models to explain the phenomenon. For example, one can 
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not simply invoke a distribution of local hole densities to explain the line­

broadening in applied field , as the largest relaxation rates observed in these 

materials correspond to field-widths on the order of 30G, which are impossible 

to create by distributing average shifts on the order of a few Gauss. The large 

field-width with small average shift is also contrary to what one would expect 

for a uniform sample response or long-range ordered state, and emphasizes the 

prominence of atomic-scale heterogeneity in these systems. 

In such a scenario involving localized sample response, one expects the 

relaxation rate to be roughly proportional to the local moment. Thus, the 

interpretation of d>. / dH as a susceptibility is a natural one. More generally, 

since µSR is a local probe, one must integrate over the susceptibilities at every 

possible wave-vector to obtain a complete formula for the relaxation rate: 

>-= J A(q)x(q)dq. ( 4.3) 

Eq. 4.3 allows one to account for staggered ( q >O) islands of spin in addition 

to spins which are uniformly aligned with the applied field. The change in 

sign in the µSR 8 in Fig. 4.4 likely represents a shift in spin susceptibility 

from a distribution dominated by a staggered contribution in the underdoped 

materials to a one dominated by a q =O contribution. This interpretation is 

supported by the disappearance of static magnetism[331] and the emergence of 

a Curie-Weiss term in bulk susceptibility[4, 180, 90, 19] near the same critical 

doping. 

The origin of this local magnetism is yet to be determined. As already 

discussed, random magnetic impurities are an unlikely explanation for the 

current phenomenon. However, there are some grounds to expect that local 
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moments may emerge naturally in the overdoped cuprates. Long-standing 

studies on excitations of La2Cu04 predict the emergence of a triplet band 

involving the Cu 3d3z2- r 2 orbital as the Zhang-Rice band fills or apical oxygen 

distance decreases[332, 333] . There are existing X-ray studies that support 

both a decreasing apical oxygen distance[334, 335], and increased occupation 

of the Cu 3d3z2- r 2 orbital upon overdoping[336, 337]. In light of the current 

data, we strongly suggest that these early studies be revisited. 

Alternatively, it is conceivable that structural distortions around doped 

cations are inducing local spins, in a way that parallels the effects of Zn-doping. 

Recent theoretical studies on the cuprates suggest that, even for overdoped 

metallic systems, one would expect regions of staggered magnetization around 

impurities due to correlation effects[327]. In this scenario, the increase of C 

in Fig. 4.4 reflects the increasing number of nucleation centers for impurity­

induced magnetism. The change in sign of the Weiss constant counterpart 

could reflect a shrinking magnetic correlation length, ~' which would enhance 

the q=O contribution from the induced staggered islands. Indeed, the same 

study predicts that for x=0.30, ~ is as low as one lattice constant. This is 

also consistent with neutron scattering studies of LSCO, which see inelastic 

scattering around q= ('7r, 7r) become less intense and ~ shrink from greater than 

600A to a few Angstroms as one traverses the doping range explored in this 

study[165 , 331 , 338]. 

We emphasize the role that heterogeneity must play in any explanation of 

the present data. This complements previous µSR reports of microscopic phase 

separation in the superconducting state of overdoped cuprates[5 , 185, 186], 
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and suggests that this heterogeneous superconductivity may condense out of 

a metallic analogue of the Swiss cheese state. 

The data on LSCO at doping levels x < 0.176 presented by Sonier et al. [329] 

are also well described by the phenomenology laid out in Fig. 4.4. Yet , the 

current study clearly points to a relaxation mechanism associated with hetero­

geneous magnetism rather than superconductivity. It is then very interesting 

that Sonier saw the field-response track superconducting Tc in YBCO. We note 

that this effect may simply track the normal state carrier density, as superfluid 

density (ex x) and Tc are known to be proportional on the underdoped side 

of the phase diagram[69]. Alternatively, this may reflect a deeper connection 

between magnetism and superconductivity in the cuprates . Further study is 

required. 

4.4 Conclusions 

The local magnetic response reported in this chapter is observed over a 

wide range of carrier concentrations, and is significantly different from what is 

expected for a conventional Fermi-liquid. This points to the highly correlated 

nature of the cuprates, even in the heavily-overdoped regime, and must be 

understood for a complete description of these materials. 
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Chapter 5 

Measurements of the Linear and 

Non-Linear Susceptibility of URu2Si2 

under Hydrostatic Pressure 

5.1 Introduction 

An enduring mystery which surrounds the heavy fermion compound URu2Si2 

is the nature of the hidden order state which exists below TH.o.=17.5K in am­

bient pressure. As laid out in Section 1.5, this problem has inspired twenty 

years of research and more than a dozen theoretical proposals, yet very little 

has been agreed upon. Section 1.5.3 details recent efforts to limit the number 

of viable theories of the hidden order through a careful determination of the 

pressure-temperature (P-T) phase diagram. In particular, the phase diagram 

is currently thought to be described by one of the two pictures presented in 

Fig. 1.10, depending on whether or not there is a linear coupling between the 

hidden order parameter and the large moment antiferromagnetism (LMAF) 

known to exist at high pressures. 
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Up to this point , experimental phase diagrams have been constructed us­

ing multiple probes and often separate samples to detect each of the separate 

ordering transitions[258, 9, 256, 261, 10, 253]. Antiferromagnetism is usu­

ally detected with elastic neutron scattering or µSR , neither of which strongly 

couples to the hidden order parameter. The hidden order transition is usu­

ally defined by the location of the jump in resistivity, which typically shows 

no further anomalies at the antiferromagnetic transition. Moreover, as both 

the nature of the hidden order parameter and its coupling to resistivity are 

not known, it is not clear whether this definition of the hidden order transi­

tion is a favourable one. The only counterexamples to the above discussion 

are two thermal expansion studies[262, 263], which locate the various transi­

tions via jumps in crystal lattice parameters, but imprecisely determine the 

corresponding transition temperatures. 

Of further concern is the role of uniaxial strain in these studies. Yokoyama 

et al. [256 , 10] have shown that a variation of 'r/ = ~ as small as 10- 4 is sufficient 

to induce LMAF. As discussed in Section 2.3, clamp cells which use mineral 

oil as a pressure medium are known to have a significant uniaxial component 

to the local strain tensor. This effect is exacerbated in the large pressure 

cells required for neutron scattering and µSR studies, which often have dif­

ficulties maintaining a homogeneous pressure profile. Indeed, Amitsuka et 

al. [261] found qualitatively different neutron scattering results for crystals in­

side smaller pressure cells, and Bourdarot et al. [9] noted the appearance of 

LMAF in a piston clamp cell at pressures where no corresponding order was 

found in a helium cell. This could explain the large range of critical pressures 

(300-700M Pa) reported in the literature[258, 9, 256, 261 , 10, 251 , 253]. 
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Figure 5.1 : The linear and cubic magnetic susceptibility of (a)URu2Si2 and 
(b)U2Zn17 . From [21]. 

In the following pages, I develop a method of determining the P-T phase 

diagram of URu2Si2 by monitoring the pressure evolution of the linear (xi) 

and non-linear (x3 ) magnetic susceptibility. Ramirez et al. have shown that 

the cubic susceptibility displays a discontinuous jump at the hidden order 

transition[21], coincident with the kink in the linear susceptibility[224, 7]. This 

data is shown in Fig. 5.1 (a). For comparison, Ramirez et al. also provide non­

linear susceptibility data on other heavy fermion materials. Of particular in-

terest to this present study are the measurements performed on U2Zn17 , which 

undergoes a transition at T N=9. 7 K to a collinear antiferromagnetic state with 

ordered moment size m = 0.8µE[339]. As shown in Fig. 5.l(b) , the linear 

susceptibility of this compound also exhibits a kink at TN , but instead of a 

discontinuous jump, the cubic susceptibility increases smoothly with decreas-

ing temperature, changing sign just above the transition. Building on previous 
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work[272], this increase was argued to represent an induced quadrupole mo­

ment driven via coupling to the ordered electronic dipoles[21]. 

Below, we measure the linear and non-linear magnetic susceptibility of 

URu2Si2 at several different applied pressures. At low and high pressures, we 

see features strongly resembling those in Fig. 5.l(a) and 5.l(b), respectively. 

By analogy, we argue that these features are associated with respective transi­

tions into the hidden order and LMAF states, and use the data at all pressures 

to construct a P-T phase diagram. This ultimately allows us to comment on 

the nature of the hidden order in ambient pressure. At lower pressures, we 

use a helium pressure cell , in an attempt to avoid strain and pressure homo­

geneity concerns. At higher pressures, we use a small clamp cell, which based 

on previous studies[261], is expected to greatly reduce the role of strain com­

pared to larger cells. To our knowledge, these are the first measurements of 

the non-linear susceptibility of URu2Si2 under pressure. 

5.2 Experimental Methods 

A single crystal of URu2Si2 was grown using the Czochralski method, as 

described elsewhere[340]. A '"" 2mm x 2mm x lmm piece was cut from this 

crystal using a specially designed spark cutting tool[341]. Magnetization, M, 

was measured with a Quantum Design MPMS SQUID magnetometer in 40 

fields between H=0.2T and 5T, applied along the c-axis. The linear and 

cubic terms of the magnetic susceptibility were extracted by fitting the field 

dependence of M to Eq. 2.28, truncated at the cubic term. Attempts to include 

the quintic term in Eq. 2.28 did not significantly alter our conclusions. 
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Hydrostatic pressure was first applied using a GCl0/ 3 Unipress Gas Pres­

sure Cell, in conjunction with a Ull Unipress Gas Compressor assembly and 

using helium as the pressure medium. These components are described in 

more detail in Section 2.3.2. The crystal was sandwiched between two pieces 

of cigarette filter to maintain crystal orientation and then held in place with 

a thin Kapton straw. Measurements in this cell were made with applied pres­

sures of P=14, 300, 500 and 645M Pa over a period of two weeks. The pressure 

was measured as it was being applied using a resistive Mn gauge mounted on 

the compressor assembly. Helium solidifies at temperatures up to 50K for pres­

sures up to 700M Pa; in order to ensure that the output pressure displayed on 

the Mn gauge reflected the true sample environment, all pressures were set at 

80K. 

Higher pressures were later applied using a piston clamp cell. A detailed 

discussion of the exact cell design and pressurization procedure is given in Sec­

tion 2.3.1. To accommodate the smaller inner diameter of this cell, a smaller 

piece of URu2Si2 was cut from the same crystal mentioned previously. Data 

were taken with P=810M Pa and 1080M Pa. Pressure was determined inde­

pendently by monitoring the superconducting transition of a piece of high­

purity tin, placed ,...., 17mm below the sample site, and employing the relation 

Tc(P) = Tc(O) - 0.4823P + 0.0207 P 2
' (5.1) 

where Tc(P) is the midpoint of the transition at pressure P , as per Ref. [342]. 

Uncertainties in the applied pressure were likewise determined by considering 

the width of superconducting transition. 
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For the latter apparatus, it was necessary to correct the raw data for the 

presence of the piston and other cell components near to the sample. At 

P=1080M Pa, this was done by measuring the voltage versus position curves 

(See Section 2.2.2) of the empty pressure cell at a subset of fields and temper­

atures, linearly interpolating these data, and subtracting the resulting values 

from curves for the composite sample-cell system. Due to time constraints , 

t his procedure was not repeated at P=810M Pa. Instead, susceptibilities were 

measured only relative to values at T=lOK , which assumes that the proper­

ties of the pressure cell do not change over the relevant temperature range and 

doubles the measurement uncertainty. 

5.3 Results 

Figs. 5.2 and 5.3 show data taken with P=14M Pa, which is the pressure 

of the helium in a standard compressed gas cylinder and represents the lowest 

achievable pressure for the current system. P=14M Pa is far from the first or­

der transition to the LMAF phase, and data taken at this pressure is expected 

to be equivalent to that at ambient pressure. 

Fig. 5.2 shows raw Mvs.H curves at three sample temperatures: above, 

slightly-below and well-below TH.o.=17.4K . At all temperatures, the linear 

term in M ( H) dominates, and the slopes of the lines monotonically decrease 

with decreasing temperature. Subtracting the linear susceptibility term from 

M reveals a statistically significant non-linear component, which increases 

between high and intermediate temperatures before decreasing again at lower 
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Figure 5.2: (a)The magnetization versus field curves of URu2Si2 for three 
different temperatures. (b )The same curves with the linear component sub­
tracted. 
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temperatures. Each of these observations is consistent with the data presented 

by Ramirez et al. for this compound in ambient pressure[21]. 

Fig. 5.3 displays the extracted linear and cubic susceptibilities as a func­

tion of temperature. The values of Xi (T) are about 15-203 smaller than 

those displayed in Fig. 5.1, but within the range of values reported in the 

literature[224, 222, 7, 21, 343]. The temperature dependence is nearly iden­

tical, with a clear kink at TH.a =l 7.4K. The values of x3 (T) are an order of 

magnitude smaller than those reported by Ramirez et al.[21], but on par with 

those reported by others[228]. We believe discrepancy may be due to a typo­

graphical error in Ref. [21], but it could also reflect a slight misalignment of the 

crystalline c-axis with respect to the applied field, as the jump in non-linear 

susceptibility is highly anisotropic[21]. Again, the temperature dependence 

of x3 closely resembles that shown in Fig. 5 .1, being nearly constant at high 

temperatures and having a clear jump at Ts.a.· 

In contrast , Fig. 5.4 shows the linear and cubic susceptibility with P=l080M Pa. 

Similar to the behaviour in ambient pressure, Xi (T) shows a clear kink, signify­

ing a transition at T=l9.0K. Unlike in ambient pressure, x3 (T) smoothly and 

continuously increases at the same temperature (noted by a purple arrow) , and 

strongly resembles the antiferromagnetic transition of U2Zn17 (Fig. 5.1 (b)). 

Combining this fact with what is known about URu2Si2 , we identify this tran­

sition with the onset of LMAF. For direct comparison between data in the two 

distinct phases, Fig. 5.4(b) also includes the values of x3 (T) at P=l4MPa, 

shifted such that the high temperature values of the two data sets are the same. 

Of particular note here is the lack of a discontinuous jump in the P=l080.l\ll Pa 
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Figure 5.4: The (a) linear and (b)cubic magnetic susceptibility of URu2Si2 
as a function of temperature at a pressure P=1080M Pa. Also included for 
comparison are cubic susceptibility data at P=14M Pa. The purple arrow 
indicates the location of the kink in Xi (T) . 

data, suggesting not only the presence of LMAF, but the absence of the hidden 

order parameter. This is discussed in more detail later. 

Fig. 5.5 shows susceptibilit ies at P=810M Pa , relative to the values at lOK. 

Though the error bars at this pressure are larger than for others, two successive 

transitions are apparent . At the upper temperature transition, there is a kink 

in x1(T) and a discontinuous jump in x3 (T) . Both are of similar magnitude to 

the corresponding features at P=14M Pa, and are associated with the onset of 

hidden order. At the lower temperature transition, there is a smaller reduction 

in Xi (T) and a smooth increase of x3 (T) which is comparable to, but larger 

t han that observed at P=1080M Pa. By analogy with t he higher pressure, we 

associate the onset of this increase with the TN of LMAF. The suppression of 

x3 (T) at the lowest temperatures is not clearly understood, but we note that 

the absolute size of the relative magnetization is smallest for these data. 
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Figure 5.6: The ( a)linear and (b )cubic magnetic susceptibility of URu2Si2 as a 
function of temperature for four different pressures in the helium gas pressure 
apparatus. 
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The linear and cubic susceptibilities for the four lowest applied pressures is 

presented in Fig. 5.6. For each of these pressures, the phenomenology in this 

temperature range is the same as for P=14M Pa. A jump in x3 (T) is observed 

at the same temperature as a kink in x1(T), and these features are associated 

with a hidden order transition. The change of slope in x1 (T) decreased slightly 

with pressure, while the size of the jump in x3 (T) remains roughly const ant. 

The transition temperature increases with increasing pressure, consistent with 

previous results from resistivity[344, 264]. The high temperature values of 

both x1 (T), and to a lesser extent x3 (T), slightly decrease. There is no sign 

of a second transition above lOK in any of the pressures presented in Fig. 5.6, 

already in contrast to all but one reported P-T phase diagram[258, 9, 256, 10, 

251, 253]. 

The scatter in the P=300M Pa data reflects the extreme sensitivity of the 

x3 (T) measurements, and is suspected to be associated with the thermal inertia 

of the apparatus , turbulent warming of the gas during pressurization, and other 

non-equilibrium effects which might lead to sample conditions changing as a 

function of time. Similar scatter was also seen in other pressures when the cell 

was first pressurized and cooled. For data retaken after waiting a period of 

up to 8 hours after initial cooldown, the evolution of x3 (T) was smooth and 

continuous at all temperatures away from the hidden order transition. 

In order to test the reproducibility of our results, we repeated the measure­

ments at P=650M Pa on the same sample, remounted at a later time in the 

same pressure cell. To search for signs of an antiferromagnetic transition at 

lower temperatures , we extended our measurement range down to 4K. The re-
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Figure 5.7: A comparison of the (a) linear and (b)cubic magnetic susceptibility 
of URu2Si2 for two different datasets (shown in red and black) at P=650M Pa, 
taken three months apart. Blue data points are the same as the red, with an 
added shift, such that the two data sets match perfectly at 22.5K. 

sults are plotted in Fig. 5. 7, alongside the initial measurements at this pressure. 

Though the two data sets do not perfectly match, a quick inspection reveals 

that they are merely offset by a temperature-independent shift. This implies 

that the absolute values of the linear and non-linear susceptibilities are subtly 

affected by crystal mounting conditions, such as the amount of dielectric mate-

rial included to secure the sample position. Accordingly, my discussion below 

will mainly concentrate on relative features in the temperature dependence, 

which were reproducible. 

Also of note in Fig. 5.7 is the rise in x3 (T) at low temperatures, crossing 

zero at rv6.5K. Although there are not enough low temperature data points 

to see a clear order-parameter-like temperature dependence as observed for 

P=1080M Pa , we tentatively associate this feature with a transition into the 
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LMAF state. If confirmed, this is the first reported experimental evidence for 

LMAF in a helium pressure cell to our knowledge. 

5.4 Discussion 

There are several aspects of the above data that merit discussion. The 

first and most obvious is the dramatically different behaviour of the non­

linear susceptibility upon entering the hidden order or LMAF states, as clearly 

demonstrated in Fig. 5.4. Although somewhat expected from the behaviour 

of conventional antiferromagnets, the observation of such a striking change 

with pressure in URu2Si2 is significant in itself and provides a powerful tool 

for exploring this system. Specifically, one gains not only the ability to track 

the hidden order and antiferromagnetic transition temperatures with a single 

probe, but an independent measure of the two order parameters in various 

regions of the phase diagram. 

This is demonstrated in Fig. 5.8. Fig. 5.8(a) plots the pressure depen­

dence of the jump in x3 (T) at the upper transition, and shows that it remains 

roughly constant, until falling precipitously to zero between P=810M Pa and 

1080M Pa. Conversely, the smooth increase in x3 (T) that we associate with 

the onset of LMAF is seen at the upper transition line only for P=1080M Pa. 

This is contrary to what one would expect for a system with a linear coupling 

between the hidden and AF order parameters (the "y yf:O case'). In that case, 

the two regions of the P-T phase space are connected and the relative size of 

the two order parameters should evolve smoothly as one travels around a crit­

ical end point on the line of first order phase transitions. Instead, we see the 
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of URu2Si2 as a function of pressure. (b )The size of the jump in x3 (T) for 
transitions into the hidden order state as a function of pressure. Lines are a 
guide to the eye. 

size of the x3 (T) anomalies changing suddenly and dramatically. This is in-

dicative of a bi-critical point at a pressure, Pbc, on the upper line of transitions, 

and is expected for the '1 =0 case'. 

Fig. 5.8(b) plots the change in slope of Xi (T) at the upper transition as a 

function of pressure. In contrast to x3 (T), this feature decreases in magnitude 

by rv253 over the range of pressures examined in this study. As indicated 

in Fig. 5.8(b) , the dependence of this quantity on pressure may also change 

above Pbc· Similar behaviour is seen in the resistivity anomaly at the upper 

transition[264], although a higher density of pressure points is needed to say 

much more. 

From the collective susceptibility data, we can construct the preliminary 

phase diagram shown in Fig. 5.9. Here, the upper (red) data points corre­

spond to the location of the 'kink ' in x1 (T), which for the lowest five pressures 
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linear susceptibility data. 
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coincides with the jump in x3 (T). The lower (blue) data points correspond 

to the onset of the continuous increase in x3 (T), which we associate with TN. 

The solid lines are guides to the eye. In contrast to the phase diagram of 

Bourdarot et al. [9], which supported the r #0 case, we see no evidence that 

the lower line of transitions is continuing separately from the upper line, or 

ending at a critical end point. Instead, the two transitions at the highest ap­

plied pressure are coincident within our ability to resolve them, implying the 

existence of some Pbc < l080M Pa. Our phase diagram is then more consistent 

with studies which concluded 1=0 [256, 261, 10, 262, 263, 253], concurnng 

with our findings from the pressure evolution of llx3 (T). 

The bi-critical pressure in Fig. 5.9 is placed arbitrarily between 810M Pa 

and 1080M Pa, as motivated by Fig. 5.8(a). However , this is significantly lower 

t han the value of Pbc=l.5GPa which is estimated from previous resistivity 

measurements[264]. The critical pressure at zero temperature, Pc, is estimated 

to be near rv600M Pa from the evolution of TN( P). This is quite a bit higher 

than most estimates of Pc[258 , 9, 256, 10, 251 , 253], but still smaller than 

the maximum value in the literature (Pc=700MPa)[261]. Given the small size 

of the pressure cells, and the smooth evolution of the data between different 

cells, we do not expect that uniaxial strain has played a large role in our 

measurements. However , Amato et al. [253] found that annealing their crystals 

shifted the critical and bi-critical pressure downwards by as much as 200M Pa. 

Thus, it is feasible that our lower critical pressures are the result of slight 

differences in sample preparation. The possible role of strain in the clamp 

cell measurements should be checked explicitly in the future by measuring 

susceptibility in both cells for several 'overlap pressures'. 
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The interpretation of the jump in x3 (T) at T H.O. is still a matter of debate. 

The condition 1=0 restricts viable theories of the hidden order parameter to 

those which preserve time-reversal symmetry. The non-linear susceptibility of 

local moment systems can be shown to be negative in the paramagnetic state, 

reflecting the negative curvature of the Brillouin function, and vary as f3 at 

high temperatures[272]. Thus, the constant , positive values of x3 above the 

respective transitions suggest that itinerant electrons supply the dominate con­

tribution at these temperatures. Ramirez et al. also point out that the propor­

tionality between x3 (T) and Cv suggests that quadrupolar fluctuations are of 

central importance at the hidden order transition, and proposed an anisotropic 

spin-pairing wavefunction as the order parameter[21]. Their proposal breaks 

time-reversal symmetry, and is not consistent with the condition 1=0. How­

ever, our data is consistent with a proposal by Ohkawa and Shimizu[241], who 

suggest that the first order transition with pressure is between orderings of 

the quadrupolar and dipolar moments of itinerant 5j2 electrons. Other pro­

posals for the hidden order parameter which are consistent with 1=0 are also 

possible, such as spin nematics[236] and helicity order[163]. 

5.5 Conclusions and Future Work 

Though the data presented here are preliminary, we were able to show that 

the hidden order and LMAF states manifest themselves in distinctly different 

ways in the cubic susceptibility. By examining the pressure dependence of the 

transition temperatures and the magnitude of the anomalies in linear and cu­

bic susceptibility, we were able to provide suggestive evidence that the hidden 
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order is the result of an order parameter which preserves time-reversal sym­

metry. This, in turn, implies that the small moment antiferromagnetism seen 

in ambient pressure is not central to the nature of the hidden order parameter, 

but is instead the result of pockets of the sample with large internal strain. 

All the arguments presented here would benefit from an increase in point 

density on the pressure axis, and future work will include taking similar data 

for several other applied pressures. Specifically, smaller pressure steps between 

500M Pa and 1080M Pa are desirable, both to more uniquely determine Pc 

and Pbc, and to eliminate the possibility of a critical end point on the lower 

transition line, which can be arbitrarily close to the upper transition. Given 

the concerns about uniaxial strain in piston clamp cells, it is also desirable to 

apply multiple pressures in both a piston clamp and a helium cell , and check 

for reproducibility. 

Non-linear susceptibility has already proven to be a powerful tool in the 

quest to determine the hidden order parameter in URu2Si2 . Future measure­

ments of this quantity should be just as fruitful. 

121 



Ph.D. Thesis - Gregory John MacDougall - McMaster University - Physics and Astronomy - 2008 

Chapter 6 

Conclusions 

Muon spin rotation/ relaxation have been used to explore the normal state 

properties of the high-Tc cuprate superconductors La2_xSrxCu04, and to a 

lesser extent, HgBa2Cu04H and Lai.875Bao.125Cu04. Bulk magnetization has 

been used to explore the normal state of the heavy fermion superconductor 

URu2Si2. In each of these materials, the high temperature metallic state has 

shown unusual signatures in past measurements, particularly with probes of 

magnetism. Selectively tracking their magnetic properties as a function of a 

number of parameters (i.e. temperature, doping, applied field and pressure) 

has allowed us to more tightly constrain the number of viable theories to 

describe them. As a result , we have obtained a greater understanding of the 

metallic state in each system, and indirectly, the superconducting state. 

In La2- xSrxCu04, Lai.s15Bao.125Cu04 and HgBa2Cu04H, careful ZF-µSR 

measurements have demonstrated that no TRSB fields greater than rvl-2G 

can be associated with the pseudo-gap state. In particular , a careful study 

of the doping dependence of ZF-µSR spectra in La2_xSrxCu04 put an upper 

limit of 0.05G on TRSB fields in this material. This was directly compared to 

the 41-82G fields, which were estimated to arise from a specific form of orbital 
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current order recently touted as an explanation of the pseudo-gap. Our results 

are clearly inconsistent with this prediction. 

Related measurements on Lai.875 Bao.125 Cu04 and HgBa2Cu04+a were lim­

ited to a single doping each. The upper limit on possible TRSB fields came 

from the small absolute size of relaxation rates in these materials. However, in 

both cases, the temperature dependence of the relaxation rates was unusual, 

and raised the possibility that spectra were actually reflecting pseudo-gap mag­

netism. Of particular interest were the spectra of Hg-1201, which decayed 

exponentially with rates nearly proportional to neutron scattering intensity. 

These considerations led us to suggest that perhaps magnetism in these mate­

rials is fluctuating on the µSR timescale. Further experiments were suggested 

to explore this idea. 

La2_xSrxCu04 was further explored with TF-µSR as a function of ap­

plied field and doping. The resulting spectra demonstrated an anomalous, 

field-induced broadening of the distribution of local fields , similar to an ef­

fect which had been reported previously in underdoped cuprate systems. The 

present study demonstrated that this field-response persisted well into the 

overdoped side of La2_xSrxCu04 phase diagram, and scaled onto simple field 

and temperature curves for every carrier concentration. The smooth evolution 

across the phase diagram implies a common field-broadening mechanism is 

at play, and makes it unlikely that it is a manifestation of high temperature 

superconducting fluctuations , as has been proposed previously. Moreover, the 

increase of this field-response with doping was entirely unexpected for mate­

rials which are believed by some to be approaching a canonical Fermi liquid 
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state, and implies at least the presence of strong electron-electron correlation 

effects. Particularly interesting is the extensive electronic heterogeneity in the 

overdoped systems, implied from a field-response in the width of local field 

distribution, rather than the mean field. This suggests that the heterogeneous 

superconductivity long suspected to exist at low temperatures has its origin 

in a heterogeneous metallic state at high temperatures. 

Non-linear magnetization measurements were used to explore the nature of 

the hidden order state in URu2Si2 . A qualitative change was seen in the tem­

perature dependence of non-linear susceptibility, x3 (T), between high and low 

pressures, which we argued by analogy reflected a transition between hidden or­

der and antiferromagnetic ground states. By tracking certain features in x3 (T) 

as a function of pressure, we were able to construct a pressure-temperature 

phase diagram and roughly map out the evolution of the hidden order pa­

rameter. These preliminary results support a picture where the hidden order 

parameter preserves time-reversal symmetry breaking, and the small moment 

antiferromagnetism often reported in ambient pressure is associated with re­

gions of the sample with significant internal strain. 
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