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Abstract 


In this thesis, we develop efficient algorithms for the jointly optimal power and chan

nel resource allocation in different wireless cooperative multiple access systems. In 

addition, in some cases insight into the structure of the optimal allocation enables the 

development of modified cooperation schemes with better performance, and efficient 

algorithms are developed for jointly optimal power and channel resource allocation 

for these modified schemes too. The goal of the jointly optimal allocation algorithms 

developed in this thesis is to maximize the achievable rate regions of the schemes 

under consideration. Two cooperative channel models are considered; namely, the 

cooperative multiple access channel, and the multiple access relay channel. 

For the cooperative multiple access channel, two relaying strategies are considered; 

namely decode-and-forward (DF), and amplify-and-forward (AF). For the coopera

tive multiple access channel with DF relaying, systems with full-duplex nodes and 

systems with half-duplex nodes are considered. In the case of full-duplex nodes, it is 

shown that the non-convex formulation of the power allocation problem can be sim

plified and re-cast in a convex form. In fact, closed-form expressions for the optimal 

power allocation for each point on the boundary of an achievable rate region are ob

tained. In the case of half-duplex nodes, we propose a modified version of an existing 

cooperation scheme that, with jointly optimal power and channel resource allocation, 

can achieve a large fraction of the achievable rate region of the full-duplex case. An 
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efficient algorithm for the jointly optimal power and channel resource allocation is 

also developed for that scheme. 

For the cooperative multiple access channel with AF relaying, we consider optimal 

power and channel resource allocation for a system of two half-duplex source nodes 

that transmit orthogonal signals, and an efficient algorithm for the optimal power 

and channel resource allocation is developed. This efficient algorithm is based on a 

closed-form solution for the optimal power allocation for a given channel resource al

location and on showing that the channel resource allocation problem is quasi-convex. 

The analysis of the optimal power allocation for a given channel resource allocation 

shows that the existing scheme that we consider does not use the channel resource 

efficiently. Therefore, we propose a modified cooperation scheme that maintains the 

orthogonality property of the original scheme, but provides larger achievable rate 

regions than those provided by the original scheme. 

For the multiple access relay channel, the optimal allocation of the relay power and 

the channel resource between different source nodes is considered in order to maximize 

the achievable rate region. Four relaying strategies are used; namely, regenerative 

decode-and-forward, non-regenerative decode-and-forward, amplify-and-forward, and 

compress-and-forward. For each of these strategies, an efficient algorithm is developed 

for the jointly optimal power and channel resource allocation. These algorithms are 

based on closed-form solutions for the optimal power allocation for a given resource 

allocation and on proving and exploiting the quasi-convexity of the joint allocation 

problem. The algorithms developed for the multiple access relay channel can be used 

for homogeneous (using the same relaying strategy for all users) or heterogeneous 

(using different relaying strategies with different users) relaying and for any number 

of users. 
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Chapter 1 

Introduction 

The ambition to implement multi-rate multimedia applications over wireless networks 

has resulted in a continuously increasing demand for high data rates with high quality 

of service. This demand has initiated a wide range of research toward the development 

of wireless communication systems that can cope with the requirements of different 

applications. One research direction that has recently gained significant interest is 

the development of cooperative wireless communication schemes. In particular, co

operative wireless communication systems have been shown to provide the potential 

for higher quality of service than conventional communication schemes [38, 66). How

ever, the realization of these quality of service gains is contingent on the choice of 

the power and channel resource allocations. This thesis develops efficient algorithms 

for jointly optimal power and channel resource allocation for a variety of cooperation 

schemes. The objective of these optimal power and channel resource allocations is to 

maximize the achievable rate region of the scheme under consideration. The proposed 

algorithms gain their efficiencies from the exploitation of certain structural features 

of the problem that are not immediately apparent from the direct formulation of the 

allocation problem. 
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1.1 Wireless Communications 

One of the limitations of wired communication systems is that the terminals must 

be tethered to the communication infrastructure, and this limits the mobility of the 

terminals to rather small areas. The recent development and deployment of wireless 

communication systems, has played a key role in removing this limitation, and has 

enabled the dramatic development of terrestrial and satellite communication systems 

for civilian and military applications. However, the advantages of wireless communi

cation are accompanied by challenges that are inherent in the wireless medium. 

In addition to the additive noise generated by the receiver components and the 

interference from other users that share the wireless medium, the key challenge in 

wireless systems arises from the nature of wave propagation in the wireless medium 

and the time-varying nature of this medium. In particular, one of the characteristics 

of wireless systems is that the transmitted signal propagates not only in the direction 

of the receiver, but also propagates in other directions with relative power dependant 

on the radiation pattern of the antenna. Due to this spatially dispersive transmis

sion, the transmitted signal may reach the receiver along several different paths due 

to reflections from buildings and other surrounding objects. The paths have different 

lengths and different reflection characteristics and hence result in different attenua

tions, phase changes, and delays. For each frequency component of the transmitted 

signal, the components of the received signal that propagate along different paths 

may add constructively, resulting in a stronger signal, or destructively, resulting in 

a weaker signal. The relationship between the properties of the paths changes with 

changes in the wireless medium, including changes in the position of the transmit

ter or the receiver, changes in the position or the nature of the surrounding objects, 

and the weather conditions, and hence the overall attenuation of the channel varies in 
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time. This process of fluctuation of the received signal power level is called multi-path 

fading. In general, it is frequency dependent, since the signals propagating along dif

ferent paths may add constructively for certain frequencies and destructively for other 

frequencies. The longer the delay spread (a measure of the difference in delay between 

different paths), the narrower the coherence bandwidth (the bandwidth over which 

the channel fading is approximately constant). If the delay spread is relatively short 

compared to the symbol duration, then all the frequency components of the transmit

ted signal will experience approximately the same attenuation, and hence the channel 

is said to be a flat fading channel. The baseband equivalent of a flat fading channel 

can be described using a single complex scalar. If the delay spread is significant rel

ative to the duration of the transmitted symbols, the channel is said to be frequency 

· selective. The discrete baseband model of a frequency-selective multi-path channel 

can be represented using a finite impulse response (FIR) filter. Transmission over a 

frequency-selective channel results in inter-symbol interference, because the symbols 

are received along different paths that interfere with each other. In order to focus on 

the design of cooperative communication strategies, the communication environment 

considered in this thesis will be of the flat fading type. 

In addition to multi-path fading, there is another source of fading called large-scale 

fading. This fading is due to shadowing by large objects; such as buildings and hills. 

This effect causes the loss of the signal power and is typically frequency independent. 

The effects of shadowing differs from the effects of multi-path fading in their time 

scales. While shadowing effects may persist for multiple seconds or even minutes, the 

effect of multi-path fading changes much faster than that, and hence the shadowing 

is often called "slow fading" while the multi-path fading is often called "fast fading". 

The channel impairments caused by the multi-path fading and shadowing may re

sult in the loss of the information sent over the channel when the channel experiences 
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a severe fading. In order to combat the effects of channel fading, different diversity 

schemes have been proposed in the literature. The basic idea that underlies diver

sity schemes is to provide several independent channels for communication between 

the source and the destination, so that if some of them suffer from deep fading, the 

others can be used to detect the data at the destination. As the number of channels 

provided is increased, the probability that the information is lost is decreased. Di

versity techniques may operate over time, frequency, space, or any combination there 

of. The simplest diversity scheme is repetition coding, in which the same data is 

repeated over different time slots, different frequency bands, or different transmitting 

antennas. However, repetition coding does not make efficient use of the degrees of 

freedom of the channel. For example, in time diversity systems it uses the time of 

several symbols to send only one symbol. In order to achieve the desired diversity 

gain and at the same time efficiently use the degrees of freedom of the channel, more 

sophisticated schemes are required. 

Space diversity is of particular interest to this thesis due to its similarity with the 

diversity inherent in cooperative systems. Space diversity can be used alone or in 

conjunction with time and/or frequency diversity in order to increase the diversity 

order. It can be achieved by placing multiple antennas at the transmitter and/or 

the receiver. Fig. 1.1 depicts the 2 x 2 case, where there are two antennas at the 

transmitter and two antennas at the receiver. The separation of the antennas required 

in order for the paths to be close to being independent is dependent on the local 

scattering environment and on the carrier frequency. For example, the richer the 

scattering environment, the shorter distances over which the channels decorrelates 

(half to one carrier wavelength in the case of rich scattering). 

Although space diversity is a technique that can be used to increase the diversity 
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iZ1 

TX 

Figure 1.1: Space diversity in 2 x 2 MIMO system. 

order without expending more communication resources (power, time, and band

width), it has its constraints. For example, space diversity requires the installation 

of more than one antenna at the transmitter and/or the receiver. While that may 

be reasonable at the base station of a cellular system, it may be rather difficult to 

implement on a mobile device, such as a cell phone, which is required to be of a small 

size. Therefore, alternatives to multiple antennas ought to be considered. Coopera

tive communication systems represent one such a technique. These systems can be 

viewed as providing a virtual antenna array, and hence the same diversity order as a 

space diversity system can be achieved without having to physically implement the 

antenna array [4, 38]. 

1.2 Cooperative Wireless Communications 

In conventional wireless systems, the source nodes operate independently in the com

munication of their messages to their destination nodes. In contrast, in cooperative 

wireless systems, the source nodes collaborate in the transmission of their messages; 

e.g., [4, 34, 36, 38, 66, 67]. Moreover, the destination nodes may also collaborate in 

..,..-----.......(±)~ 

i z, 

----@ 
Rx 
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decoding the messages transmitted from the source nodes. Such cooperation between 

source nodes and between destination nodes can improve the quality of service that 

the whole system is able to provide. The improvements in the quality of service 

can take the form of an increase in the diversity order, an increase in the achievable 

rates or a combination of the two [4, 85]. Cooperation between nodes is particularly 

promising in wireless systems, because the transmitted signals of other nodes can be 

overheard more or less for free. 

The increase in diversity order provided by cooperation can be generally under

stood by considering the transmission of a single message from multiple nodes instead 

of only one node, thereby providing multiple paths for the message to be transmitted 

to the destination. Therefore, we can provide the benefits of space diversity without 

the need for physical antenna arrays. 

To gain some insight into the increase in the achievable rate, consider a case in 

which one of a pair of nodes wishes to send information using a very small rate. This 

node does not have to use all of its power to transmit its own message, and hence this 

node can be viewed as having extra power available. If the extra power of this node 

is used to help other nodes in the transmission of their messages, then other nodes 

can transmit using higher rates. Therefore, cooperative systems can provide larger 

achievable rate regions than those provided by the conventional wireless systems. 

Despite the benefits of cooperation for the network in general, relaying for other 

nodes has two disincentives for the relaying node; namely, energy consumption and 

possible delay in the transmission of its own data. Nevertheless, mechanisms for 

encouraging the nodes to relay for each other have been developed, including those 

based on pricing-and-credit incentives (e.g., [27]), where the network charges the 

nodes for using the channel and at the same time reimburses them for relaying. 

Cooperative wireless systems can take several configurations. Block diagrams of 
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(a) Single relay channel 

s D 

(b) Multiple relay channel 

D 
s 

(c) Cooperative multiple access 
(d) Cooperative broadcast channel 

channel 
81 

D 

(e) Cooperative multiple access re

lay channel 
(f) Cooperative interference channel 

Figure 1.2: Different cooperative architectures; inspired by [37]. 
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some of these configurations are depicted in Fig. 1.2. These configurations cover, 

directly or as special cases, most of the known communication scenarios. For ex

ample, the simple relay channel in Fig. l.2(a), encompasses several communication 

scenarios including the cooperative multi-cast channel, if the relay is also interested in 

obtaining the information from the source; and the conference channel if all the three 

nodes have information to transmit and at the same time want to receive information 

from the other two sources. Figs. l.2(a) also specialize to conventional point-to-point 

communication if the relay is removed. In the absence of cooperation, the cooper

ative multiple access channel in Fig. 1.2( c) and the cooperative broadcast channel 

in Fig. 1.2( d) specialize to the conventional multiple access and conventional broad

cast channels, respectively. Similarly, the multiple access relay channel in Fig. l.2(e) 

specializes to conventional multiple access channel if the relay is removed, and the 

configuration in Fig. l.2(f) specializes to interference channel if the nodes do not co

operate. The focus of this thesis is on the cooperative multiple-access channel and 

the multiple access relay channel, Figs l.2(c) and l.2(e), respectively. However, as 

will be explained in Chapter 6, some of the contributions presented herein also apply 

to more general topologies. In the scenario that are envisioned in this thesis, channel 

state information (CSI) is assumed to be available at the source nodes. By exploiting 

this channel knowledge, efficient algorithms for jointly optimal power and channel 

resource allocation are developed in order to maximize the reliable data rates of the 

considered communication schemes. The significant gains that joint optimization of 

power and the channel resource can offer are demonstrated. 

1.3 Contributions and Thesis Organization 

In this section, the contributions of this thesis are summarized, 
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1.3.1 Chapter 2 

Chapter 2 provides a brief review of the technical foundations of the work presented in 

the thesis. In particular, the notions of channel capacity and achievable rate region 

are discussed, and a review of some of the literature on relaying and cooperative 

multiple access is provided. Finally, for later reference the concepts of convexity and 

quasi-convexity and the implications of having convex or quasi-convex optimization 

problems are presented. 

1.3.2 Chapter 3 

In the first part of Chapter 3, we consider the problem of power allocation in a 

two-user full-duplex 1 decode-and-forward (DF) cooperative multiple access scheme 

(see Fig. 1.2(c)) that employs superposition block Markov encoding [81]. In DF 

cooperation, the relay decodes the information of the source nodes, re-encodes it, 

and then transmits it to the destination. Although the achievable rate region for this 

cooperative scheme was obtained in [66], the power allocations that enable the scheme 

to achieve different points at the boundary of that region were not characterized. The 

key contribution in the first half of this chapter is the closed-form characterization of 

the optimal power allocation, for each of the users, required to achieve an arbitrary 

point on the boundary of the achievable rate region. The direct formulation of this 

power allocation problem is not convex, and hence can be rather awkward to solve. 

However, it will be shown that the direct formulation can be transformed into a 

convex formulation, and that closed-form solutions can be obtained for this convex 

formulation. 

1Full-duplex nodes are those nodes that can transmit and receive simultaneously on the same 
channel. 
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In the second part of Chapter 3, half-duplex2 cooperative multiple access schemes 

are considered. A block-based version of the scheme proposed in [67] is considered and 

the problem of jointly optimal power and channel resource allocation for that scheme 

is addressed. Although the power allocation problem for a given resource allocation is 

convex, the problem of jointly optimal power and channel resource allocation remains 

non-convex. In this chapter we prove that the jointly optimal power and channel 

resource allocation problem can be transformed into a quasi-convex problem, and 

hence, computationally efficient algorithms can be used to obtain the optimal solution. 

The numerical results show that the proposed half-duplex scheme achieves a large 

fraction of the achievable rate region of the full-duplex scheme while maintaining the 

practical constraint that the nodes are half-duplex. 

The results of Chapter 3 have been published in [46,47,50]. 

1.3.3 Chapter 4 

In the first part of Chapter 4, we consider maximizing the achievable rate region for 

a two-user orthogonal amplify-and-forward (AF) cooperative multiple access system. 

In AF cooperation the relay amplifies the signal received from the source nodes and 

transmits it to the destination. Both users have their own information to commu

nicate in addition to the relaying of the other user's information. In order to avoid 

interference at the destination, the source nodes employ orthogonal transmission. By 

using the Karush-Kuhn-Tucker (KKT) optimality conditions to expose some of the 

structure of the optimal power allocation, it is shown that the problem of jointly opti

mal power and channel resource allocation for this scheme is quasi-convex. Moreover, 

2Half-duplex nodes are those nodes that are not allowed to transmit and receive simultaneously 
on the same channel 
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we obtain a closed-form solution for the power allocation for a given resource alloca

tion. Therefore, by combining this closed-form solution with the quasi-convexity of 

the maximum achievable rate in the resource allocation parameter, a simple efficient 

algorithm for the jointly optimal power and channel resource allocation is obtained. 

Using the KKT optimality conditions, it is shown that at optimality both nodes 

will be idle during at least one of the time slots, and hence the scheme does not use the 

channel resources efficiently. Therefore, in the second part of Chapter 4, we propose 

a modified orthogonal amplify-and-forward cooperation scheme that uses the channel 

resources more efficiently. As expected, with the jointly optimal power and channel 

resource allocation, the modified scheme is shown to provide a larger achievable rate 

region than the original scheme. Chapter 4 also includes a discussion in which the 

available CSI is uncertain and a simple strategy that enables efficient optimization of 

a guaranteed achievable rate region is developed. 

The results of Chapter 4 have been published in (48, 49] and will appear in [45]. 

1.3.4 Chapter 5 

In contrast to Chapter 3 and 4 that consider the cooperative multiple access config

uration in Fig. l.2(c), Chapter 5 considers the maximization of the achievable rate 

region for the orthogonal multiple access relay channel depicted in Fig. l.2(e). In 

multiple access relay systems users do not act as relays for each other, rather there is 

a dedicated relay node that relays the transmitted information of the source nodes. In 

this chapter, the relay node works in half-duplex mode, and four relaying strategies are 

considered, namely, regenerative decode-and-forward (RDF), in which the relay re

encodes the information of the source node with the same code book used at the source 

node, and then transmits it to the destination; non-regenerative decode-and-forward 

(NDF), in which the relay re-encodes the information of the source node with a code 
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book that is different from that used at the source node, and then transmits it to the 

destination; amplify-and-forward (AF), which was described above in Section 1.3.3; 

and compress-and-forward (CF), in which the relay transmits a compressed version 

of the signal received from the source nodes. The achievable rate region is maximized 

by jointly optimizing the power allocation and the channel resource parameter. For 

regenerative and non-regenerative decode-and-forward strategies it is shown that the 

problem can be formulated as a quasi-convex problem, while for amplify-and-forward 

and compress-and-forward it is shown that the problem can be made quasi-convex if 

the signal to noise ratios of the direct channels are at least -3 dB. Moreover, for a 

given resource allocation, it is shown that in all cases the problem of power allocation 

is convex and we obtain a closed-form solution for that problem. The quasi-convexity 

result, along with the closed-form solutions for the power allocation, enables the de

velopment of a simple efficient algorithm for obtaining the jointly optimal power and 

channel resource allocation at any point on the boundary of the achievable rate re

gion. The numerical results show that the joint allocation of power and the channel 

resource achieves significantly larger achievable rate regions than those achieved by 

power allocation alone with fixed channel resource allocation. The numerical results 

also demonstrate that assigning different relaying strategies to different users together 

with the joint allocation of power and the channel resources can further enlarge the 

achievable rate region. 

The results of Chapter 5 have been published in [51, 52]. 

Finally, in Chapter 6 we conclude the thesis and propose some potential research 

problems for future work. 
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Chapter 2 

Technical Background 

This chapter provides a brief summary of some of the principles upon which the work 

presented in the subsequent chapters will be built. We will begin by discussing the 

notions of capacity and achievable rate region. Then we will describe the concept of 

cooperative communications, and will provide a brief literature review. Finally, we 

will provide a brief overview of convex and quasi-convex optimization. 

2.1 Channel Capacity 

A fundamental limit on the performance of a communication system is the channel 

capacity, which is the maximum data rate that can be communicated through the 

channel with arbitrary small error probability [69]. In the case of additive white 

Gaussian noise (AWGN) channels, in which the channel gain is constant, the capacity 

is simple to define. However, in the case of fading channels, the channel gain is a 

random variable, and hence the instantaneous capacity is also a random variable, 

and there is no single measure of that random variable that leads to a notion of 

capacity that is appropriate for all scenarios. The commonly-used notions of capacity 
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depend on the nature of the random changes of the fading process relative to the 

delay requirements of the application; that is on whether the fading is fast or slow. 

They also depend on the amount of channel state information that is available at the 

receiver and the transmitter. 

The capacity of any channel is the maximum mutual information I(X; Y) between 

the input signal X and the output signal Y, where the maximization is carried over 

all admissible distributions of the input signal [9]. In the next subsection we define 

the channel capacity for different single input single output (SISO) channel models. 

We start with a simple channel; the additive white Gaussian noise (AWGN) channel, 

and then proceed towards fading channels. Since the thesis focuses on channels whose 

responses are flat in frequency, the exposition will focus on those channels. 

2.1.1 Capacity of SISO point-to-point channels 

One of the simplest models for a communication channel is the SISO AWGN channel. 

The symbol-spaced discrete-time baseband equivalent model for this channel can be 

written as 

y(m) = hx(m) + z(m), (2.1) 

where x(m), y(m), and z(m) are complex scalar sequences that represent the input, 

the output and the noise at time instant m, respectively, and h is a complex scalar 

that captures the attenuation and phase rotation of the channel. The noise sequence 

z(m) is modelled as an i.i.d sequence of zero mean circularly-symmetric complex 

Gaussian random variables of variance a 2 ; i.e., z(m) ,...., CN(O, a 2). If the variance of 

the transmitted signal is limited to P, i.e., JE{lx(m)j 2 } ~ P, then the capacity of the 
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channel in (2.1) can be shown to be (74] 

Cawgn - (2.2a)log ( 1 + lhl:p), 
- log (1 + lhl2SNR) bits per channel use, (2.2b) 

where the transmission of a single (complex) symbol, x(m), will be called a channel 

use. The term SNR = :i is the transmitted signal to noise ratio, while the term 

\hl? is the signal to noise ratio of the received signal. The distribution of the input 

signal x(m) that achieves the capacity in (2.2a) is the circularly symmetric Gaussian 

distribution with zero mean and variance P. 

In the model of (2.1), the channel gain is constant. While this is appropriate for 

a large class of narrowband wireline communication systems, in wireless systems the 

channel gain typically varies with time. This random variation is called fading, and 

the model in (2.1) can be extended to that case by writing the baseband representation 

of the channel output as 

y(m) = h(m)x(m) + z(m), (2.3) 

where h(m) is the fading process. We will assume that the receiver can perfectly track 

the fading process, i.e., that the receiver can operate coherently. This is a common 

assumption, since the coherence time in wireless systems is typically of the order of 

lOOs symbols [74], and hence the channel varies slowly relative to the symbol rate and 

can be estimated using a training sequence or via a decision directed or an iterative 

method. Since the channel h(m) changes randomly with time, this will cause random 

changes of the received SNR, and hence log (1 + lh(m)l2SNR) becomes a random 

variable. Depending on the channel knowledge at the transmitter and the nature of 

the channel fading, different measures of this random variable lead to fundamental 

limits on the data rate at which reliable communication can be achieved. 
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Fading channels are usually divided into two categories: slow fading channels and 

fast fading channels, depending on the relationship between the delay requirements 

of the system and the coherence time of the channel. If the delay requirement is short 

compared to the coherence time of the channel (i.e., the data should be decoded 

in periods shorter than the coherence time), then the fading process is said to be 

slow. (This is sometimes called quasi-static fading.) On the other hand, if the delay 

constraints are relaxed so that the delay requirements are much longer than the 

coherence time, then the fading process is said to be fast. 

In this thesis, we will focus on the case of slow fading channels, and on systems in 

which channel state information (CSI) is available at the transmitter. The channel 

fading is assumed to be slow enough to allow the feedback of the channel gain from 

the receiver to the transmitter without expending significant amounts of power or the 

channel resources. Therefore, we will focus our discussion on the capacity measure 

that is appropriate for this scenario. However, for completeness we will also briefly 

discuss the capacity measures that are appropriate in slow and fast fading scenarios 

without channel knowledge at the transmitter. 

In the case of slow fading the transmitted data is decoded in periods that are 

shorter than the coherence time, and hence the channel gain will be roughly static in 

these periods. Therefore, the capacity of the SISO channel for each channel realization 

h is C(h) = log(l + lhl2SNR) bits per channel use. In systems in which the source 

node is aware of this channel realization (or C(h)), it can adjust its transmission 

scheme so as to operate at a rate approaching C(h); [8, 19] Adopting such a scheme, 

the capacity over L coherence periods will be 

1 L 

L LC(ht), (2.4) 
£=0 

where ht is the channel gain for the eth coherence period and is i.i.d. across different 

16 




Ph.D. Thesis - Wessam Mesbah McMaster - Electrical & Computer Engineering 

coherence periods. In the limit as L---+ oo, we obtain, via the law of large numbers, 

the ergodic capacity of slow fading channels with CSI at the source node: 

(2.5) 


where JE.h {.} denotes the expectation over h. 

In case of slow fading channels without CSI at the source node, there is a non

zero probability that the channel is in deep fade and that any transmitted data is 

lost. This constitutes a conceptual difference between the AWGN channel and the 

slow fading channel. In AWGN channel, one can transmit data at a positive rate 

(any rate < C) while making the error probability arbitrary small. In that sense, 

the capacity of the slow fading channel without CSI at the source node is zero, since 

there is a non-zero probability that the channel will be in a deep fade. Therefore, it 

may be more appropriate to consider a different measure for the performance limits 

of the slow fading channels without CSI at the source node. One such measure is 

the <:-outage capacity Cn which is the maximum rate at which the transmitter can 

transmit data while ensuring that the outage probability Pout(R) is less than or equal 

to<:. The probability of outage is defined as 

Pout(R) - P{log(l + lhl2SNR) < R} 
2R-1 

- P{lhl2 < SNR }. (2.6) 

Solving Pout(R) = <:, we obtain the result 

CE= log(l +p-1 (1 - <:)SNR) bits per channel use, (2.7) 

where F(.) is the cumulative distribution function of the random variable lhl 2. There

fore, an appropriate criterion for rate-optimal systems in slow fading channels without 

channel knowledge at the source node is to maximize the the outage capacity CE" 
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In contrast to slow fading channels, if the receiver can wait for several coherence 

periods before decoding the data, the fading scenario can be considered as being fast. 

When the codeword length spans several coherence periods, time diversity is available 

and the outage probability can be reduced. Consider the baseband model in (2.3), 

where h(m) = ht for the gth coherence period and is i.i.d. across different coherence 

periods. This is the so called block fading model. Suppose that coding is done across 

L such coherence periods. The capacity of the channel over these L coherence periods 

is 
1 LLL log(l + lhtl 2SNR). (2.8) 

f=O 

If L is finite, then there will still be a non-zero outage probability for any target rate 

and we resort to the notion of outage capacity. However, if L---+ oo, the law of large 

numbers can be used to obtain an expression for the ergodic capacity of fast fading 

channels. The law of large numbers guarantees that 

1 L
LL log(l + lhtl2SNR) ---+ JEh {log(l + jhj 2SNR)}. (2.9) 

f=O 

Therefore, by coding over a large number of coherence periods, the source node can 

communicate reliably at rates approaching the ergodic capacity of the channel, 

bits per channel use. (2.10) 

2.1.2 Beyond SISO channels 

In the case of the simple AWGN SISO channel, closed-form expressions for the capac

ity of slow and fast fading channels can be obtained. It was shown in Section 2.1.1, 

that the average capacity of the slow fading channel with CSI at the transmitter (2.5) 

is equal to the ergodic capacity of the fast fading channel (2.10). However, this is 

not the case in general. In more complicated communication systems, there is no 
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closed-form expression for the capacity, rather the capacity is typically expressed in 

the form of 

C(h) = maxf(h,q), (2.11)
qEQ 

where f(h, q) is a function of the channel h and some design parameters q. For 

example, the capacity of an AWGN multiple-input multiple-output (MIMO) channel, 

y(m) = Hx(m) + z(m), can be written as [71] 

C = max log ( det(J + HQHt)) , (2.12) 
QtO 

Tr(Q) ~ p 

where His the channel matrix, Q is the covariance matrix of the input, and Ht is 

the Hermitian of the channel matrix. Cooperative communication systems fall in this 

category. Indeed, they resemble multiple antenna systems in which the antennas are 

not colocated. 

In this category of systems, there is a difference between slow fading channels with 

CSI available at the transmitter and fast fading channels. In slow fading channels 

with CSI at the transmitter, the transmitter can maximize over the design parameters 

for each channel realization. Therefore the average capacity can be written as 

l ~max f(ht,q) --+ Eh {max f(h,q)} · (2.13)
L L.J qEQ qEQ 

i=O 

In other words, in the case of slow fading and CSI at the source node, the design 

criteria for a rate-optimal system is based on maximizing the capacity for each channel 

realization. On the other hand, if the channel fading is fast, the transmitter would 

choose the design parameters in order to maximize the ergodic capacity; i.e., 

1 L 

max LL f(ht, q) --+ max Eh {f(h, q)}. (2.14) 
qEQ i=O qEQ 

Therefore, the rate-optimal system design criteria in case of fast fading is to maximize 

the ergodic capacity. It is interesting to note the difference in the ordering of the 
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expectation and the max operator between the slow fading with channel knowledge 

at the transmitter and the fast fading case. 

2 .1.3 Achievable Rate 

While the concept of capacity is used to measure the fundamental limits of a com

munication system with certain capabilities, the notion of achievable rate is used to 

capture the performance limits of a particular coding scheme over that system. The 

achievable rate of a particular scheme is the maximum rate with which that scheme 

can transmit data with an arbitrary small error probability, and by definition, it is 

a lower bound on the capacity of the channel. The closer the achievable rate of a 

certain scheme to the capacity of the channel, the more efficient the coding scheme 

is deemed to be, and if the achievable rate of a scheme coincides with the capacity of 

the channel, the scheme is said to be capacity achieving. 

In many cases, it is substantially easier to determine the achievable rate of a 

particular coding scheme than it is to determine the capacity. (The converse of the 

capacity proof is often the bottleneck.) For example, for relay channels [10] and 

for cooperative channels [20, 34] an expression for the capacity has, in many cases, 

remained elusive. However, in cases such as these, the lower bounds on capacity pro

vided by carefully chosen coding schemes and upper bounds obtained by alternative 

means are often useful guides as to where the capacity lies. In deed, some capacity 

proofs can be constructed by showing that these upper and lower bounds coincide. 

2.1.4 Communication system capabilities 

In order to obtain the capacity of a communication system or an achievable rate for 

a communication scheme, the capabilities of the components of the communication 
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system have to be taken into consideration. This is often a simple thing to do in 

single-user systems, but the greater flexibility of multi-user systems means that there 

are more issues to be considered. Of particular interest in this thesis is whether the 

relaying nodes operate in full-duplex or half-duplex mode, and whether the receiver 

is capable of jointly decoding the signals from several transmitters or it uses only 

per-user decoding. These two issues are discussed below. 

Full-duplex nodes are nodes that can simultaneously transmit and receive over the 

same channel, and hence they efficiently use the communication resources provided 

by the channel. However, because the transmitted signal typically has much higher 

power than the received signal, full-duplex cooperation requires a high degree of 

electrical separation between the transmit and receive modules and may require the 

use of echo cancelation algorithms to mitigate the effect of the transmitted signal. 

Therefore, the practical implementation of such nodes is difficult to achieve. On 

the other hand, half-duplex nodes are nodes that do not simultaneously transmit and 

receive over the same channel, and hence they divide their available resources between 

the transmission and reception processes. Although, half-duplex nodes are easier to 

implement than full-duplex nodes, they do not use the channel resources as efficiently 

as full-duplex nodes. 

Depending on the decoding capabilities of the receiver node, the source nodes 

of a multi-user system may transmit on the same channel or they may transmit on 

orthogonal channels. Transmission on the same channel requires a more complicated 

receiver that is capable of jointly decoding all the transmitted signals from different 

source nodes. In orthogonal transmission, different source nodes use orthogonal chan

nels (orthogonal time slots or orthogonal frequency bands) to transmit their data and 

the receiver needs only to perform per-user decoding. While orthogonal transmis

sion reduces the efficiency with which the channel resources are used, it allows for a 
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simpler receiver structure. 

2.1.5 Capacity Region of SISO Multiple Access Channels 

In Sections 2.1.1 and 2.1.2, we discussed limits on the data rates of single user sys

tems. In case of systems involving multiple users (e.g., multiple access and broadcast 

channels), the fundamental limits of the system are described by a capacity region, 

rather than a scalar value. For an N-user system, the capacity region is the region 

in JR.N that is the closure of all rate vectors that can be communicated through the 

channel with arbitrary small error probability. In the same sense, the achievable rate 

region of a particular multiuser communication scheme represents the closure of all 

achievable rate vectors of that scheme. 

The main focus of this thesis is on cooperative approaches to multiple access 

communications, in which multiple nodes wish to cooperate in the transmission of 

their messages to a common destination node. However, it is beneficial to start with 

the definition of the capacity region of the non-cooperative (conventional) multiple 

access channel (MAC). 

The baseband model for a slow-fading multiple access channel with two users can 

be written as 

(2.15) 

where x1 and x 2 are the transmitted signals from Users 1 and 2, respectively, with 

power constraints P1 and P2 , h1 and h2 are the channel gains, and z CN(O, 0'5)rv 

is the zero-mean circularly symmetric complex white Gaussian noise at the receiver. 

Since all users share the same bandwidth, there will be a tradeoff between the rates 

of reliable communication of the users; i.e, if one user needs to increase its rate then 

the maximum rate of the other user may have to be decreased. The capacity region 

of this multiple access channel is characterized by all the rate pairs satisfying the 
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following three constraints [9]: 

R1 ~ log (i + lh~;P1), (2.16) 

R2 ~ log ( 1 + lh~;P2), (2.17) 

2 2lh1! P1 + lh2! P2)R1 +R2 ~ 1og ( 1 + 2 . (2.18)
l1o 

The three constraints have a natural interpretation. The first two constraints state 

that the rate of any user in the multiple access channel can not exceed the rate that 

it would achieve in a single-user system (i.e., in the absence of interference from the 

other user). The constraint in (2.18) states that the sum capacity of both users can 

not exceed the point-to-point capacity of an AWGN channel with the sum of the 

received power of both users. 

An example of the capacity region of a non-cooperative multiple access channel is 

plotted with the solid line in Fig. 2.1. As shown in the figure, the three constraints 

construct three lines that bound the capacity region. Those three lines along with the 

horizontal and vertical axes give the well known pentagon shape of the multiple access 

capacity region. Reliable communication at rates on the boundary of the region can be 

attained by variations on a scheme in which each user encodes its data using a capacity 

achieving AWGN channel code and the receiver decodes the information from the 

users using successive interference cancelation (SIC). For example, in Fig. 2.1, Point A 

can be achieved by first decoding User 1 while considering User 2 as interference, 

subtracting the component of the received signal arising from the message of User 1, 

and then decoding User 2. On the other hand, Point B can be achieved by decoding 

User 2 first. Points on the line segment connecting A and B can be achieved by time 

sharing between Points A and B. 

Fig. 2.1 also shows the capacity region that would be obtained if the users were 

constrained to transmit on orthogonal channels. Transmission on orthogonal channels 
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Figure 2.1: Capacity regions for a two-user AWGN multiple access channel with or

thogonal (dashed), non-orthogonal (solid) transmission and the achievable rate region 

of orthogonal transmission with fixed r = ~ (dash-dot), in case of jh1 j = jh2 j = 1, 

a5 = 1, P1 = 2, and P2 = 1. 
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requires dividing the radio resource (time or bandwidth) between the two users. In 

that case the capacity region can be characterized with the following two constraints 

(2.19) 

(2.20) 

where r E [O, 1] is the radio resource allocation parameter that determines the fraction 

of the resource (e.g., time, or bandwidth) that is allocated to Node 1. To obtain each 

point on the dashed curve, the value of r must be optimized. The dash-dot curve in 

Fig. 2.1 shows the achievable rate region for the case in which r is fixed to 1/2. It 

is clear from Fig. 2.1 that the capacity region of orthogonal transmission is smaller 

than the capacity region of non-orthogonal transmission. However, it is also clear 

from Fig. 2.1 that optimization over the radio resource parameter yields much larger 

achievable rate region than simply setting r = 1/2. Furthermore, when orthogonal 

transmission is employed, optimal decoding can be performed in a per-user fashion 

and that significantly simplifies the receiver. 

Throughout the thesis, the goal will be to maximize inner bounds on the capacity 

regions (i.e., achievable rate regions) of different cooperative multiple access schemes. 

In the next section we provide a brief literature review on different cooperative systems 

and their capacity or achievable rate regions. 

2.2 Cooperative Systems 

The basic building block of cooperative systems is the three-node relay channel 

model [77], shown in Fig. 2.2. The general case of this relay channel was first 

examined in [63, 75, 76]. Later, in [10], the capacity for the class of degraded relay 

channels was determined. Moreover, in [10] lower bounds (achievable rates) for the 
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Figure 2.2: Three-node relay channel. 

general relay channel were developed using three different coding schemes; namely, 

facilitation, cooperation (currently known as decode-and-forward), and observation 

(currently known as compress-and-forward). 

Various extensions of the system in Fig. 2.2 to the case of multiple relay channels 

have appeared in [13, 17, 18,20,59,64) and in [43,44], where the problem of optimum 

power and bandwidth allocation for a system of one source, one destination, and 

many relay nodes was solved for the coherent combining and orthogonal transmission 

cases. Another variant is the multiple access relay channel (see Fig. 2.3) in which 

multiple information sources communicate to a single destination with the assistance 

of a single relay. Some work on this channel has appeared in [34, 35, 60-62], where 

bounds on the capacity of such channels were obtained, while in [68] the optimal 

power allocation for multiple access relay channels was obtained. In Chapter 5 of 

this thesis (see also [51]), an efficient algorithm for jointly optimal power and channel 

resource allocation for multiple access relay channels is developed. 

Cooperative multiple access systems, in which all nodes have their own data to 

transmit, but are also prepared to act as relays for each other, were examined late 

1970s [33] and early 1980s [6, 11,81]. These systems were also called multiple-access 

channels with feedback. Cover and Leung [11] considered the case of a two-user 

MAC with the channel output being known to both users and they characterized the 

achievable rate region for that case. Carlieal [6], and Willems and Van Der Meulen 
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Figure 2.3: Multiple access relay channel. 

[79], showed that restricting the feedback of the channel output to only one of the 

source nodes is sufficient to achieve the same rate region obtained in [11]. The capacity 

region of a two-user MAC channel with partial cooperation between the users was 

obtained in [78], while the capacity region of a two-user MAC, in which one or both of 

the encoders crib from each other and learn the channel input to be transmitted by the 

other encoder, was obtained by Willems and Van Der Meulen [80]. The capacity of the 

MAC with cribbing encoders represents an upper bound on the capacity of cooperative 

multiple access channels, since the cribbed information at both encoders is assumed 

to be obtained without expending any channel resources. In [81], a communication 

scheme based on superposition block Markov encoding and backward decoding was 

proposed for the MAC with generalized feedback and its achievable rate region was 

shown to improve upon that of [6]. This model can be considered as a generalization of 

the cooperation coding scheme in [10]. Recently, Sendonaris, Erkip and Aazhang [66] 

have investigated the application of the generalized feedback model of [81] to fading 

channels with additive white Gaussian noise. In [66], it was assumed that channel 

state information for each link is known to the receiver on that link, and the phase 

of the channel state is also known at the source nodes. The assumption of phase 

knowledge at the source nodes allows the source nodes to cancel that phase rotation 
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and obtain a coherent combining gain at the destination node. It was shown that this 

model achieves significantly larger achievable rate regions than those obtained in the 

non-cooperative MAC with the same constraints on the users' transmission power. 

Equivalently, for a give rate vector, cooperative multiple access can cover larger areas 

than the non-cooperative MAC with the same power, or can cover the same area with 

lower power. 

In [38], different protocols were exploited in conjunction with relaying. The first 

protocol is "fixed relaying" where the relay always relays the message of the source 

node with the same relaying strategy, e.g., decode-and-forward (DF), amplify-and

forward (AF), or compress-and-forward (CF). The second protocol is called "selection 

relaying" . In that protocol the source node and the relay are allowed to select be

tween cooperative or non-cooperative transmission based the measured SNR between 

them. The third protocol is called "incremental relaying" and it improves the spectral 

efficiency by relaying only when necessary using a limited feedback from the desti

nation to acknowledge success or failure of the reception of the message. Therefore, 

incremental relaying avoids relaying all the time saving the available resources. In 

this thesis, it is assumed that cooperation with a certain relaying strategy is selected. 

Therefore, the algorithms proposed in this thesis can be exploited either in fixed 

relaying protocol or in the other two protocols when cooperation is selected. 

2.3 	 Approaches to Maximizing The Achievable Rate 

Region 

In point-to-point communications, the achievable rate of a communication scheme is 

a scalar, and hence the maximization of this scalar is straight forward. In contrast, 

the achievable rates of multi-user communication systems are vectors with dependent 
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components. Therefore, there will be a trade-off between different components of 

those vectors resulting in a region of achievable rates. The achievable rate regions 

that have been obtained for different cooperative wireless channels can be maximized 

by optimizing different parameters like the power components and/or the channel 

resource allocation parameter. There are two approaches that can be used to maxi

mize the achievable rate region of a communication system. The first approach is to 

maximize a weighted sum of the rates of different users; e.g., for a case of two users, 

(2.21) 

where the maximization is done over the available system resources, (e.g., power, 

time, or bandwidth), subject to some constraints on those resources. Here, Ri is 

the rate of source node i, and the constant parameter µi is the weight of that rate. 

Typically, the weights are normalized so that Ei µi = 1. This maximization results 

in the optimal power and channel resource allocation at one point on the boundary 

of the achievable rate region. This point maximizes the achievable rate region in the 

direction l!:1... Therefore, by changing the values of the weights, we can maximize theµ2 

achievable rate regions in different directions and obtain the jointly optimal power 

and channel resource allocation at different points on the boundary of that region. 

An alternative approach to obtain the jointly optimal power and channel resource 

allocation at each point on the boundary of the achievable rate region is to maximize 

one of the rates subject to a given target value of the other rate; e.g., for a case of 

two users, the problem can be written as 

max (2.22) 

subject to R2 ~ R2,tar· 

This approach maximizes the achievable rate region in the direction of R 1 axis, as 

29 




Ph.D. Thesis - Wessam Mesbah McMaster - Electrical & Computer Engineering 

' ',, ,,''' 
' ,' 

, 
,,,"""''''

' 
,' ' , ' 

,,' '' 
,' ' , ' 

,,' ' ,, 

I

-------1------

Figure 2.4: Two approaches to maximize the different points on the boundary of the 

achievable rate region. 

shown in Fig. 2.4, and by changing the value of the target rate, different points on 

the boundary of the achievable rate region can be obtained, along with their jointly 

optimal power and channel resource allocations. 

Each of the two approaches has its applications. For example, the first approach 

can be used when it is desirable to maximize the sum rate of the system regardless of 

the fairness of the distribution of the components of that sum between the users. In 

contrast, the second approach may be of particular interest in heterogeneous systems, 

in which some of the users have applications that require fixed data rate, (e.g., voice, 

video), while other users have applications that work using the best effort data rate, 

e.g., file transfer, text messaging. In this thesis, it will be shown that adopting the 

second approach facilitates the development of efficient algorithms for jointly optimal 

power and resource allocation. It will also be shown that, under certain conditions, the 

solution to the problem in (2.21) can be obtained by iteratively solving the problem 

in (2.22). 

In both approaches the maximization is either done over power or jointly over 
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power and channel resource parameters. In cooperative systems, each source node 

transmits a signal that is composed of different components. For example, in a two

user cooperative system the signal of each source node may contain its own data and 

the data that is being relayed for the other source node. FUrthermore, each source 

node may divide its own data into direct component which is transmitted directly 

to the destination and a cooperative component which is transmitted to the other 

user in order to be relayed to the destination. Therefore, a natural question arises: 

How should each source node allocate its power between these components? It should 

be clear that each power allocation corresponds to a different achievable rate vector. 

Also, changing the power allocation of one user affects the achievable rate of the other 

user which further complicates the problem. The situation is somewhat simpler in or

thogonal cooperative systems, in which radio resources are divided between different 

source nodes so that they transmit on orthogonal channels. Moreover, in half-duplex 

systems the source nodes divide the available radio resources between transmission 

and reception. Therefore, in orthogonal half-duplex systems resource allocation rep

resents another important process in the maximization of the achievable rates of the 

source nodes. 

In this thesis, the channel model of the wireless cooperative systems is assumed 

to be slow fading. That is, the coherence time of the channel is long relative to the 

delay requirements of the system. This assumption allows feedback of the gain of 

different channels without expending a significant amount of the channel resources. 

Furthermore, we consider rate maximization using a short term average or fixed power 

constraint. 1 

The goal of this thesis is to maximize the achievable rate regions of different 

1The choice between short term average and fixed power constraint depends on whether the 
different components of the transmitted signal are sent on different time slots or at the same time 
slot. 
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cooperative schemes. This requires solving one of the problems in (2.21) and (2.22). 

The development of efficient algorithms to solve these problems can be facilitated by 

showing that the problem is convex or quasi-convex, or by transforming the problem 

into one of these classes. In Section 2.4, we briefly review the concepts of convexity 

and quasi-convexity, and why it is important to transform the optimization problem 

into a convex or quasi-convex problem. 

2.4 Convex Functions and Quasi-convex functions 

The general form of any optimization problem consists of an objective function that 

needs to be maximized or minimized and a number of constraints. Mathematically, 

it can be represented as 

min fo(x) (2.23a) 
x 

subject to i = 1, 2, ... , m (2.23b) 

i = 1,2, ... ,n, (2.23c) 

where the vector x is the optimization variable, f 0 (x) is the objective function, fi(x) 

for i = 1, 2, ... , m are the inequality constraint functions, hi(x) for i = 1, 2, ... , n are 

the equality constraint functions, and ai and bi are constants. The globally optimal 

value of x is usually denoted as x*. In order for x* to be a global minimum, it has to 

satisfy that for any x =I- x*, fo(x) ~ fo(x*). 

The importance of having convex or quasi-convex problems lies in the fact that 

there are efficient algorithms that can solve problems of those classes reliably and 

in an efficient manner; e.g., interior point methods and the bisection method [5]. A 

fundamental property of convex optimization problems is that any locally optimal 

point is also (globally) optimal. 
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Figure 2.5: An example of a convex function. 

In order for a function to be convex, it has to satisfy the following constraint 

/(ax+ (Jy) ~ af(x) + (J/(y), (2.24) 

for any x and y, where a+ (J = 1, a~ 0 and (J ~ 0. A function /(x) for which - f(x) 

is convex is said to be concave. In general, convex problems are mathematically 

defined as in (2.23), with each /i(x) being convex and each hi(x) being linear. 

Similar to the minimization problems, if we have a maximization problem written 

as 

max /o(x) (2.25a) 
x 

subject to i = 1,2, ... ,m (2.25b) 

i = 1, 2, ... , n, (2.25c) 

then in order for this problem to be a concave maximization problem, the objective 

function must concave, the inequality constraint functions must be convex, and the 

the equality constraint functions must be linear. Note also that maximizing / 0 (x) is 

equivalent to minimizing - / 0 (x). 
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c 

Figure 2.6: An example of a quasi-convex function. 

Similar to convex problems, the class of quasi-convex problems is interesting, be

cause there exist efficient algorithms to solve this class of problems [5]. The conditions 

required for a problem to be quasi-convex are related to those of the convex problem. 

An optimization problem of the form of (2.23) is said to be a quasi-convex problem if 

the objective function is quasi-convex, the inequality constraint functions are convex 

or quasi-convex, and the equality constraint functions are linear. 

There are several ways to check whether a function J(x) is quasi-convex or not. 

In this thesis, we use two criteria that are based on the sub-level sets2 of the function 

and the second order differentiation of the function: 

1. 	 A function f(x) is quasi-convex if and only if the sub-level sets of the function 

J are convex. 

2. 	 A twice differentiable function f (x) is quasi-convex if for all x, y E domf 

(2.26) 


2The a sub-level set of a function f(x) is the set of all vectors x that satisfy that f(x) is below 
a certain level a, Le, f (x) ~ a. The super-level sets are defined in a similar way using f (x) ~ a. 
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If one wants to determine whether a function is quasi-concave, then the super-level 

sets should be used in the first criteria instead of the sub-level sets, while in the second 

criteria the condition would be 

(2.27) 


For general optimization problems that have differentiable objectives, constraint 

functions and obey a certain regularity condition, Karush, and Kuhn and Tucker de

veloped a set of necessary conditions for the optimal solution of the problem. These 

conditions are called KKT conditions [5]. If the problem is convex and certain con

straint qualifications hold, then these conditions are also sufficient. In particular, 

if the problem is convex and satisfies Slater's condition that the feasible set has a 

non-empty relative interior, then the KKT conditions are necessary and sufficient. 

The KKT conditions can play an important role in solving the optimization problem. 

In a few cases, the KKT conditions can be solved analytically to obtain the optimal 

solution of the optimization problem. Moreover, many of the algorithms used to ob

tain the optimal solution of an optimization problem can be interpreted as iterative 

methods of solving the KKT conditions. In Chapter 4, the KKT conditions will be 

exploited to gain insight into the structure of the optimal power allocation and it 

will be shown that obtaining this structure will help to obtain closed-form solutions 

to the optimal power allocations, and in proving the quasi-convexity of the resource 

allocation problem. 
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Chapter 3 

Optimized Power Allocation For 

Pairwise Cooperative Multiple 

Access 

In this chapter, the class of pairwise decode-and-forward cooperative multiple ac

cess schemes in which channel state information is available at the transmitters is 

considered. The natural formulation of the power allocation problem for full-duplex 

cooperative schemes is not convex. It is shown herein that this non-convex formula

tion can be simplified and re-cast in a convex form. In fact, closed-form expressions 

for the optimal power allocation for each point on the boundary of an achievable 

rate region are obtained. In practice, a half-duplex cooperative scheme, in which 

the channel resource is partitioned in such a way that interference is avoided, may 

be preferred over a full-duplex scheme. The channel resource is often partitioned 

equally, but we develop an efficient algorithm for the joint allocation of power and 

the channel resource for a modified version of an existing half-duplex cooperative 

scheme. We demonstrate that this algorithm enables the resulting scheme to attain a 
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significantly larger fraction of the achievable rate region for the full-duplex case than 

the underlying scheme that employs a fixed resource allocation. 

3.1 Introduction 

In conventional multiple access schemes each node attempts to communicate its mes

sage directly to the destination node; e.g., the base station in a cellular wireless 

system. While such schemes can be implemented in a straightforward manner, al

ternative schemes in which nodes are allowed to cooperate have the potential to 

improve the quality of service that is offered to the transmitting nodes by enlarging 

the achievable rate region and by reducing the probability of outage; e.g., [4,38,66,67). 

The basic principle of cooperative multiple access is for the nodes to mutually relay 

(components of) their messages to the destination node, and hence the design of 

such schemes involves the development of an appropriate composition of several relay 

channels [10, 22, 34). In particular, power and other communication resources, such 

as time-frequency cells/dimensions, must be allocated to the direct transmission and 

cooperation tasks. The realization of the potential improvement in quality of service 

provided by cooperation is contingent on this allocation (among other things), and 

the development of efficient algorithms for optimal power and resource allocation for 

certain classes of cooperative multiple access schemes forms the core of this chapter. 

In this chapter we will focus on cooperative multiple access schemes in which the 

transmitting nodes cooperate in pairs and have access to full channel state informa

tion. The transmitting nodes will cooperate by (completely) decoding the cooperative 

messages transmitted by their partners, and hence the cooperation strategy can be 

broadly classified as being of the decode-and-forward type. We will consider an inde

pendent block fading model for the channels between the nodes, and will assume that 
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the coherence time is long. This enables us to neglect the communication resources 

assigned to the feeding back of channel state information to the transmitters, and 

also suggests that an appropriate system design objective would be to enlarge the 

achievable rate region for the given channel realization. 

We will begin our development with the derivation (in Sections 3.2 and 3.3) of 

a closed-form expressions for optimal power allocations for cooperative schemes that 

are allowed to operate in full-duplex mode; i.e., schemes that allow each node to 

simultaneously transmit and receive in the same time-frequency cell. Although the 

demands on the communication hardware required to facilitate full-duplex operation, 

such as sufficient electrical isolation between the transmission and reception modules 

and perfect echo cancellation, are unlikely to be satisfied in wireless systems with 

reasonable cost, the full-duplex case represents an idealized scenario against which 

more practical systems can be measured. It also provides a simplified exposition of 

the principles of our approach. The performance required from the communication 

hardware can be substantially relaxed by requiring each node to communicate in a 

half-duplex fashion; e.g., [4, 38, 66, 67]. However, half-duplex operation requires the 

allocation of both power and the channel resource. In Section 3.5 an efficient jointly 

optimal power and resource allocation algorithm for a (modified) block-based version 

of the half-duplex scheme in [67, Section III] will be developed. (The scheme in [67, 

Section III] employs a fixed, and equal, resource allocation). It will be demonstrated 

that the ability of the proposed scheme to partition the channel resource according 

to the rate requirements of each node enables it to achieve a larger fraction of the 

achievable rate region of the full-duplex case than the underlying scheme. 

An impediment to the development of reliable, efficient power allocation algo

rithms for full-duplex cooperative multiple access has been that the direct formula

tion of the power allocation problem is not convex unless the transmission scheme is 
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constrained to avoid interference. However, by examining the structure of this prob

lem, it is shown that the non-convex direct formulation can be transformed into a 

convex one. In particular, it is shown in Section 3.2 that for a given rate requirement 

for one of the nodes, the power allocation problem for the full-duplex case can be 

transformed into a convex problem that has a closed-form solution. In addition to 

the computational efficiencies that this closed form provides, the ability to directly 

control the rate of one of the nodes can be convenient in the case of heterogeneous 

traffic at the cooperative nodes, especially if one node has a constant rate requirement 

and the other is dominated by "best effort" traffic. The derivation of our closed-form 

expressions involved the independent discovery of some of the observations in [30, 31] 

regarding the properties of the optimal solution to the sum-rate optimization prob

lem. In particular, using different techniques from those in [30,31), we independently 

showed [46] that for each node, one of the components of the optimal power allocation 

is zero (although which one depends on the scenario), and that the optimization of 

the remaining powers can be formulated as a convex optimization problem. In [30,31], 

these observations were used to derive a power allocation algorithm with an ergodic 

achievable rate objective and long-term average power constraints, whereas our focus 

is on a setting in which the channel coherence time is long. A distinguishing feature 

of our approach is that the convex optimization problem for the remaining powers 

admits a closed-form solution. 

The development of reliable, efficient, power allocation algorithms for half-duplex 

cooperative multiple access schemes with fixed resource allocation is simpler than 

that for the full-duplex case, because interference is explicitly avoided and the prob

lem becomes convex. However, the joint allocation of power and the channel resource 

remains non-convex. In Section 3.5 a half-duplex scheme based on that in [67, Sec

tion III] is considered, and it is shown that for a given rate requirement for one of the 
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nodes the maximal achievable rate of the other node is a quasi-concave function of 

the resource allocation parameter. Therefore, an efficient algorithm for the optimal 

resource allocation using a standard quasi-convex search can be constructed. At each 

stage of the search, a convex optimization problem with just two variables is solved. 

The complexity reduction obtained by exploiting the underlying quasi-convexity sug

gests that it may be possible to develop an on-line implementation of the jointly 

optimal power and resource allocation algorithm without resorting to approximation. 

3.2 Full-Duplex Model 

A block diagram of the model for full-duplex pairwise cooperative multiple access is 

provided in Fig. 3.1; see [66, 81]. A superposition (first order) block Markov coding 

scheme with backward decoding was proposed for this system in [66] (based on an 

earlier scheme in [11]), and we will adopt that scheme herein. We will now briefly 

describe that system; a more detailed description is provided in the Appendix of [66]. 

Let wiO(n) denote the nth message to be sent directly from node i to the destination 

node (node 0), and let Wij(n) denote the nth message to be sent from node i to the 

destination node with the cooperation of node j. At the nth (block) channel use, node 

i transmits the codeword 

(3.1) 


where Xi0(wi0(n), Wij(n-1), Wji(n-1)) carries the information sent by node i directly 

to the destination node, Xij(Wij(n), Wij(n-1), Wji(n-1)) carries the information that 

is sent by node i to the destination node via node j, 1 and Ui (Wij (n - 1), w ii (n - 1)) 

carries the cooperative information. (Note that all three components of Xi depend 

on the cooperative messages sent in the previous block.). Let PiO, Pii and PUi denote 

1The destination node also receives Xi; directly. 
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Figure 3.1: Full-duplex pairwise cooperative multiple access. 

the power allocated to each component on the right hand side of (3.1), and define 

Pi= Pw + Pij + PUi. 

Assuming, as in [66], that perfect isolation and echo cancellation are achieved and 

that each transmitter knows the phase of the channels into which it transmits and 

has the means to cancel this phase, the received signal at each node can be written 

as 

(3.2a) 

(3.2b) 

respectively, where Kii is the magnitude of the channel gain between node i and node 

j, and Zi represents the additive zero-mean white circular complex Gaussian noise 

with variance uf at node i. We define the (power) gain-to-noise ratio of each channel 

to be '"'/ij = K'&/uJ. The transmitting nodes engage the channel in this way for N 

(block) channel uses, and the destination node employs backward decoding once all 

N blocks have arrived [66]. (The cooperating nodes employ forward decoding.) 

The data rate of node i in the above model is Ri = Rw + Rij, where RiO is 
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the rate of the message transmitted directly to the destination node, ww, and Rii 

is the rate of the message transmitted with the cooperation of node j, Wij· Under 

the assumption that all the channel parameters /ii are known at both transmitting 

nodes, an achievable rate region for a given channel realization is the closure of the 

convex hull of the rate pairs (Ri, R2 ) that satisfy the following constraints [66] 2 

Rw ~ log (1 + /w~o) , (3.3a) 

R10 + R20 ~ log (1+110P10 + '/'20P20), (3.3b) 

Ri ~ ~o +log (1 + /ij~~ ) , (3.3c)
1 + '/'ij iO 

R1 + R2 ~log ( 1+110P1 + '/'20P2 + 2J110/20Pu1Pu2) . (3.3d) 

Here, (3.3a) and (3.3b) bound the conventional multiple access region (with no coop

eration), and (3.3c) and (3.3d) capture the impact of cooperation. A natural design 

objective would be to operate the system in Fig. 3.1 at rates that approach the bound

ary of the region specified in (3.3), subject to constraints on the power transmitted 

from each node. The power allocation required to do so can be found by maximizing 

a convex combination of R1 and R2 subject to (3.3) and a bound on the transmitted 

powers,3 or by maximizing~ for a given value of Ri, subject to (3.3) and the bound 

on the transmitted powers. Unfortunately, the direct formulation of both these prob

lems is not convex in the transmitted powers, due to the interference components in 

(3.3c). The lack of convexity renders the development of a reliable efficient algorithm 

for the solution of the direct formulation fraught with difficulty. However, in Sec

tion 3.3 it will be shown that by adopting the latter of the two frameworks above, 

the direct formulation can be transformed into a convex optimization problem that 

2 All logarithms are to base 2, and all rates are in bits per two dimensions. 
3That problem that can be viewed as a special case of the problem in [30, 31], which involves 

power allocation over a distribution of channel realizations with an ergodic achievable rate objective 
and long-term average power constraints. 
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in most scenarios can be analytically solved to obtain closed-form expressions for the 

optimal power allocation. The overall strategy for obtaining this closed-form solution 

involves three main steps: 

Step 1: For a given (feasible4 ) value of R2 , denoted R2,tar, find a closed-form ex

pression for the powers that maximize R1 subject to (3.3) and the bound on 

the transmitted powers; i.e., solve 

max R1 
Pw,P;j,Pu; 

(3.4a) 

subject to 0 ~ ~o + ~j + PUi ~ Pi, (3.4b) 

and equation (3.3) with R 2 = R2,tar· (3.4c) 

Then repeat for all feasible values of R 2 . 

Step 2: For a given (feasible) value of Ri, denoted Ri,tar, find a closed-form ex

pression for the powers that maximize R 2 subject to (3.3) and the bound on 

the transmitted powers. Then repeat for all feasible values of R1 . The formula

tion of the optimization problem that appears in this step is the (algebraically) 

symmetric image of that in (3.4), in the sense that the powers and the rates of 

nodes 1 and 2 simply exchange roles. 

Step 3: The achievable rate region of the system proposed in [66] is the convex hull 

of the rate regions obtained in Steps 1 and 2 . When a desired rate pair on the 

boundary of this convex hull is achieved by the solution to Step 1 or Step 2, 

an optimal power allocation is obtained directly. When this is not the case, a 

standard time-sharing strategy is applied. 

4The set of feasible values for R2 is [O, R 2,max], where a closed-form expression for R2,max can be 
obtained by solving the problem in Step 2 for Ri,tar = 0. Analogously, a closed-form expression for 
Ri,max can be obtained by solving (3.4) for R2,tar = 0. 
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In a conventional multiple access scheme, all points on the boundary of the ca

pacity region can be obtained by time sharing (if necessary) between rate pairs that 

can be achieved by successive decoding of the messages from each node [9], and this 

significantly simplifies the system. A related result holds for the cooperative multiple 

access scheme, and significantly simplifies the power allocation problem. In particu

lar, it is shown in Appendix A that in each of Steps 1 and 2 it is sufficient to consider 

two simplified problems in which the direct messages from each node are decoded 

sequentially - one in which the direct message from node 1 is decoded first (and is 

cancelled before the remaining messages are decoded), and one in which the direct 

message of node 2 is decoded first. Furthermore, solving Step 1 with the direct mes

sage of node 1 decoded first results in the same set of constraints on the rates (i.e., 

the same simplification of (3.3)) as solving Step 2 with the direct message of node 1 

decoded first. Also, solving Step 1 with the direct message of node 2 decoded first 

results in the same set of constraints on the rates as solving Step 2 with the direct 

message of node 2 decoded first. Therefore, in Step 1 it is sufficient to consider only 

the case in which the direct message of node 1 is decoded first, and in Step 2 it is 

sufficient to consider only the case in which the direct message of node 2 is decoded 

first. Moreover, these two problems are (algebraically) symmetric images of each 

other. Therefore, the closed-form solution only for the problem in Step 1 in which 

the direct message of node 1 is decoded first will be explicitly stated. 

A key observation in the derivation of our closed-form expressions for the optimal 

power allocation is that the monotonicity of the logarithm implies that for positive 

constants a and c, and non-negative constants band d, the function log(~::), which 

appears in the process of solving (3.4), is monotonic in x E [O, P]. Hence, the optimal 

45 




Ph.D. Thesis - Wessam Mesbah McMaster - Electrical & Computer Engineering 

solution to 

max log (a+bx) (3.5a) 
x c+dx 

subject to 0 ~ x ~ P (3.5b) 

is 

x* = { P if b - ad/c > 0, 
(3.6) 

0 if b - ad/c < 0. 

(When b - ad/c = 0 all x E [O, P] are optimal.) Since problems of the form in (3.5) 

appear in two of the underlying components of (3.4), and since (3.6) has two important 

cases, four cases need to be considered in order to solve Step 1. (These four cases also 

arise in [30, 31], although in a different way.) In each case, we exploit the fact that 

since we are attempting to maximize R 1 , the upper bound in (3.4b) on the transmitted 

power for node 1 will be active at optimality. In order to simplify the exposition, the 

closed-form expressions for the optimal power allocations are collected in Table 3.1, 

and to simplify the derivation of these expressions, each of the four cases will be 

considered in a separate subsection of Section 3.3, below. Before moving to those 

derivations, we point out that in each of the four cases in Table 3.1, for each node (at 

least) one of the components of the optimal power allocation is zero. That observation 

is a key step in the derivation of these expressions, because once it is made the 

remaining design problem is convex. (These observations were made independently 

of [30, 31], in which they arise from an analysis of the problem of optimizing the 

sum rate.) The particular powers that are zero imply that in Case 1 both nodes use 

cooperative transmission only; in Case 2 node 1 uses direct transmission only and 

node 2 uses only cooperative transmission; and in Case 3 node 1 uses cooperative 

transmission only, and node 2 uses only direct transmission. 
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Table 3.1: Power allocations for points on the boundary of the achievable rate region for the full-duplex cooperative 

system, in Cases 1-3 and in Step 1 of Case 4. Given a feasible rate for Node 2, R2,tan we define q,2j = (2R2,t"r-l)//2j, 

and 4>2o,4 =max{q,20, (/10//12 - l)/120}. 

Case Scenario A,B§ B, Pio Pi2 P[;1 P2o P21 Pin 

1 ')'10 ~ ')'12' ')'20 ~ ')'21 (3.17) >0 

~o 

0 

0 

P1 -Pih 

P1 

(3.18a) 

0 

0 

0 

<1>21 

p~ -Pu2 

P2 - <I>21 

[O, p~ - <1>21] 

2 ')'10 > ')'12' ')'20 ~ ')'21 (3.22) >0 

~o 

P1 -Pill 

P1 

0 

0 

(3.18a) 

0 

0 

0 

<1>21 
v, 

P2 - Pin 

P2 - <I>21 

[O, p~ - <1>21] 

.i::. 
-l 3 ')'10 ~ ')'12, ')'20 > ')'21 (3.17) >0 0 P1 - Pill (3.18a) <1>20 0 P2 - <I>20 

~o 0 P1 0 p~ - Pu2 0 [O, p~ - <1>20] 

4t ')'10 > ')'12, ')'20 > ')'21 (3.17) >0 0 P1 -P[;1 (3.18a) c)20,4 0 P2 - c)20,4 

§A and Bare parameters in the expression in (3.18a). 

, If B ~ 0 there is a set of power allocations for node 2, rather than a unique allocation. The term P~ is an arbitrary 

power in [P2, P2], where P2 is defined in (3.19), and P~ E [F2, P 2], where P2 is defined in (3.23). Those allocations 

for which P~ = P2 (or P~ = F2) use the minimum power required to achieve the boundary. (Note that P 2 ~ <1>21 

and P2 ~ <1>21 . ) 

t In Case 4, the achievable rate region is the convex hull of this region, the analogous region generated in Step 2, and 

the conventional multiple access region; see Section 3.3.4. 

'i:I 
P"' 
b 
t-1 
P"' 
(!) 
UJ...... 
UJ 

~ 
UJ 

~ 

~ 

~ 
~ 

~ 
~ 
~ 
~ 

t:r:1 
co 
(").,... 
"'i;:;· 
e. 
~ 

j 
0 

.,... 
(!) 
"'i 

t:rj 
l::l 

oq 

~· 
(!) 
"'i s· 

oq 



Ph.D. Thesis - Wessam Mesbah McMaster - Electrical & Computer Engineering 

3.3 Derivation of Expressions in Table 3.1 

3.3.1 Case 1: 'Ylo ~ 1'12 and 1'20 ~ 1'21 

In this case the cooperation channel for both nodes has a higher gain-to-noise ratio 

than the direct channel. Following the discussion in Section 3.2, we will assume that 

node l's direct message will be decoded first, and hence the constraint on R 2,tar in 

(3.3c) can be written as 

'Y21P21 )
R2,tar ::::;; log ( 1 + ')"20P20) + log ( 1 + p. . (3.7)

1 + ')"21 20 

Furthermore, since f'i ::::;; ~ the constraint on R1 in (3.3d) can be written as 

The first step in the solution of (3.4) is to determine the powers of node 2 such 

that (3. 7) is satisfied and the bound on the right hand side of (3.8) is maximized. To 

do so, we need to maximize Pu2 = P2 - ( P20 + P 21 ), which is the portion of the power 

node 2 uses to send the cooperative codeword. This can be done by minimizing the 

power required to satisfy (3.7). The power used to satisfy (3.7) is the sum of the 

powers allocated to the direct and indirect codewords, namely 8 2 = P20 + P 21 . To 

determine P20 and P 21 such that 8 2 is minimized, (3.7) is rewritten as 

1 + /"2182)
R2,tar ::::;; log (1 + ')"20P20) +log l P.( + ')"21 20 

1 + 'Y20P20)=log p. +log (1 + ')"2182). (3.9)( 1 + /"21 20 

From (3.9) it can be seen that in order to minimize 82 such that (3.9) holds, we need 

to make the second term in (3.9) as small as possible. This can be achieved by making 
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the first term large. (Recall that 82 = P20 + P21 .) That is, we seek to 

max log ( 1 + 120P20) 
F.io 1 + 121P20 

subject to 0 ~ P20 ~ 82. 

This problem has the form of (3.5), and since 121 ~ 120, the solution is P20 = 0, and 

hence P21 = P2 - Pu2• For that power allocation, equation (3.7) can be written as 

(3.10) 


and hence the minimum power required for R2,tar to be achievable is 82 = P21 = 

(2R2 ,tar - l)/121· As in Table 3.1, we define 4>21 = (2R2 ,tar - l)/121· The remaining 

power available for the cooperative codeword is P[;2 = P2 - 4>21 · 

Now consider the optimization of the remaining powers {Pio, P12 , Pui} so that 

R1 is maximized (subject to R2,tar being achievable). The rate of node 1 has two 

constraints 

R1 ~ log (1 + 110P10) +log (1 + 
112Pi~ ) , (3.11)

1 + 112 10 

R1 ~log ( 1+110P1+120P2 + 2J110120Pu1Pin) - R2,tar· (3.12) 

To simplify (3.11), let 81 =Pio+ P12 = P1 - Pu1• This enables rewriting (3.11) as 

1+11281)R1 ~ log (1 + 110P10) +log p (3.13)( 1+112 10 

1 +110P10)= log p +log (1 + 11281) . (3.14)( 1 + 112 10 

For a given value of Pu1 , 81 is fixed and equation (3.14) can be maximized by solving 

subject to 0 ~ Pio ~ 81. 
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This problem takes the form in (3.5), and since 112 ~ /'rn, the solution is Pt0 = 0 

and Pi2 = P1 - Pu1 • The remaining two constraints on R1 are (3.12) and R1 ~ 

log ( 1 + 112 (P1 - Pu1)), and the remaining design variable is Pu1. Therefore, the 

problem in (3.4) has been reduced to 

max min{,81(Pu1),,82(Pu1)} (3.15a)
Pu1 

subject to 0 ~ Pu1 ~ P1, (3.15b) 

where 

,81(Pu1) =log (1 + /'12(P1 - Pui)), (3.16a) 

,82 (Pu1) = log ( 1 + 110P1 + /'20P2 + 2J!'10f'20Pu1 Pif2) 

- R2,tar· (3.16b) 

In order to solve (3.15) analytically, observe that the argument of the logarithm in 

,81(Pu1) is linearly decreasing in Pu1 while the argument of the logarithm in ,82(Pu1) 

is concave increasing. Therefore, the solution of (3.15) is the value of Pu1 for which 

the two upper bounds on R1 intersect (i.e, ,B1(Pu1) = ,82(Pu1)), so long that value of 

Pu1 satisfies 0 ~ Pu1 ~ P1. (A similar observation was made in [21] in the context 

of relay channels.) Equating ,81(Pu1) and ,82(Pu1) results in a quadratic equation in 

Pu1 , and to express the solution of that quadratic equation we define 

A = /'12 2R2,tar, (3.17a)
2Jf'10/'20 

B = [2R2,tar (1 + /'12P1) - (1 + /'10P1 + /'20P2)] /(2J1'101'20). (3.17b) 

If B > 0, then the optimal power allocation for node 1 is5 


p,* _ 2AB + Pif2 - J(2AB + Pif2)2 - 4A2 B2 

(3.18a)

Ul - 2A2 ' 

(3.18b) 

5It can be analytically shown that 0 :::::; P(;1 :::::; P1 . Furthermore, the condition that B > 0 
guarantees that the argument of the square root in (3.18a) is positive. 

Pi*0 = 0, 
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where Pi12 = P2 - <I>21 · 

In some scenarios, the gain-to-noise ratios of the channels may be such that B ~ 0 

for small values of R2,tar· In that case, it can be shown that /31(Pu1) ~ /32(Pu1) 

for all admissible values of Pui, and hence the problem in (3.15) simplifies to the 

maximization of /31(Pu1), for which the optimal power allocation is Pin = 0, and 

hence P{2 = P1 . The fact that /31(Pu1) ~ /32(Pu1) for all admissible Pu1 means that 

for the given R2,tar, node 2 does not have to use all its allowed power in order for 

node 1 to achieve its maximum achievable rate (while node 2 achieves its target rate). 

In fact, the minimum (total) power that node 2 must use is the power that would 

make Bin (3.l 7b) zero; i.e., 

(3.19) 

Since ')'10 ~ ')'12 and ')'20 ~ ')'21, we have that P2 ~ <I>21 · If P2 > <I>21, the additional 

power P2 - <I>21 can be partitioned arbitrarily between X 21 or U2 ; see Table 3.1.6 

An alternative perspective on scenarios in which B ~ 0 is provided by the obser

vation that if [O, R2,a] denotes the interval, if any, of values of R2,tar that result in 

B ~ 0, then for all R2,tar E [O, R2,a] the optimal value of R1 is equal to its maximum 

possible value. That is, for these cases the provision of a non-zero rate of up to R2,B to 

node 2 does not reduce the achievable rate for node 1. Such scenarios arise naturally 

in conventional multiple access systems. This property is illustrated in the achievable 

rate regions in Fig. 3.3 for the cases in which E(K12) = 0.63 and E(K12 ) = 0.71. The 

boundaries of these regions are constant for small values of R2,tar· 

As discussed in Step 1, the target rate R2,tar is achievable if (and only if) it lies 

in [O, R2,max], where R2,max can be found from the solution to Step 2 with target rate 

6 Since Pu1 = 0, there is no coherent combining of U1 and U2 at the destination node, but U2 can 
still play an active role in the backward decoder at the destination node; cf. [66, Appendix]. That 
said, setting P21 = P2 and Pu2 = 0 has the potential to simplify the encoder at node 2 and the 
decoder at the destination node. 
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R1,tar = 0. Using a similar derivation to that above, we can show that under the 

conditions of Case 1, the solution to Step 2 with Ruar = 0 has Pt0 = 0, Pt2 = 0 and 

P['JI = P1 , and that the constraints on R2 reduce to 

R2 ~ log (1 + 'Y21P21), (3.20a) 

R2 ~ log ( 1 + 110P1 + 120P2 + 2V'Y10'Y20P1 (P2 - P21)) . (3.20b) 

Therefore, the problem of finding R 2,max has been reduced to finding the value of 

P21 E [O, P2] that maximizes the minimum of the two constraints in (3.20). A problem 

of this type arose in (3.15), and hence by applying techniques similar to those that 

followed (3.15) one can obtain a closed-form solution for the optimal value of P 2i, 

and hence a closed-form expression for R2,max· Actually, this expression for R 2,max 

applies in any situation in which 121 ~ 120 . That is, it also applies to Case 2, below. 

For Cases 3 and 4, below, in which 121 < 120 , one can use similar arguments to show 

that R 2,max is the same as that for the conventional multiple access region, namely 

log(l + 120P2). 

3.3.2 Case 2: 'Ylo > /112 and /120 ~ /121 

In this case, the direct channel for node 1 has a higher gain-to-noise ratio than its 

cooperation channel, but for node 2 the opposite is true. Using a similar argument 

to Case 1, the minimum value of P20 + P21 required for R2,tar to be achievable occurs 

when P20 = 0. Thus, an optimal power distribution for the second node is P21 = 

<1>21 = (2R2 ,tar - 1) / 'Y2i, P20 = 0, P(72 = P2 - P21. Therefore, the constraint in ( 3 .3c) 

for node 1 reduces to that in (3.11). However, in this case it can be shown that 

the choices Pi*2 = 0 and Pt0 = P1 - Pin maximize the constraint in (3.11). The two 

constraints on R1 will be (3.3d) and R1 ~ log (1 + 'Yrn(P1 - Pu1 )). That is, for Case 2 
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we have reduced the problem in (3.4) to 

max min {,83 (Pu1), ,82 ( Pu1)} (3.21a)
Pu1 

subject to 0 ~ Pu1 ~Pi, (3.21b) 

where ,83(Pu1) = log (1+1'10(P1 - Pu1)) and ,82(Pu1) was defined in (3.16b). By 

analogy to Case 1, the solution to this problem is the intersection point between the 

two terms inside the minimum function, so long as that value lies in [O, P1]. Let us 

define 

A = {jji_ 2R2,tar, (3.22a)y41'20 

B = (2R2,tar(1 + /'10P1) - (1 + /'10P1 + /'20P2))/(2J/'101'20). (3.22b) 

If B > 0, the optimal value of Pu1 has the same form as (3.18a). If B ~ 0, it can 

be shown that ,83(Pu1) ~ ,82(Pu1) for all admissible values of Pui, and hence that 

Pin = 0. As in Case 1, if B ~ 0 then node 2 can reduce its total transmission power, 

in this case to 

(3.23) 


and there is a range of optimal values for the pair (P21 , Pu2 ); see Table 3.1. 

3.3.3 Case 3: ')'10 ~ ')'12 and ')'20 > ')'21 

In this case, the cooperation channel of node 1 has a higher gain-to-noise ratio than the 

direct channel, while this property is reversed for node 2. This case is (algebraically) 

symmetric to Case 2, which means that it is optimal to set Pj0 = 0, P21 = 0, 

P20 = <I>20 = (2R2,tar - l)/1'20 and Pi;2 = P2 - P2o· The problem in (3.4) can then be 

written in the same form as (3.15), except that R2,tax =log (1 + 'Y2oP20). Therefore, if 

we define A and Bas in (3.17), then if B > 0 the optimal power allocation for node 1 
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will have the same form as (3.18). If B ~ 0, then P(;1 = 0, and node 2 can reduce its 

total power to P2. 

3.3.4 Case 4: ')'10 > ')'12 and ')'20 > ')'21 

In this case, for each node the cooperation channel is "weaker" than the direct channel. 

Therefore, we expect rather modest gains, if any, from cooperation. These expecta

tions materialize in our solution. To solve the problem in Step 1, namely (3.4), under 

the assumption that node 1 's direct message will be decoded first, we observe that 

the constraint set (3.3) can be written as 

121p2~ )R2,tar ~log (1 + )'20P20) +log (i + , (3.24a)
1 + )'21 20 

Rl ~ log (i + 1'10P10 ) + log (i + 1'12P12 ) ' (3.24b)
1 + 120P20 1 + 1'12P10 

Rl ~log ( 1+110P1+120P2 + 2.J110120Pu1Pu2) 

(3.24c) 

where we have used the power constraint Pi ~ A. To simplify (3.24b), let 81 

P10 + P12 = P1 - Pu1• This enables us to write (3.24b) as 

R1 ~log ( (1+1'20P20) + 1'10P10) +log ( 1+1'1281 ) 
1 + 120P20 1 + 1'12P10 

(1+120P20) + 1'10P10) l ( 1+1'1281 ) = 1og + og . (3.25)( 1 + 1'12P10 1 + 1'20P20 

For a given value of Pui, 81 is fixed and equation (3.25) can be maximized by solving 

subject to 

This problem takes the form of (3.5), and hence the solution is 

if P20 > (J'.!Q - l)/1'20,
/12 (3.26) 

if P20 < (J'.!Q - l)/1'20·
/12 
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Consider the first case in (3.26), namely P20 > (1!!!. - l)/120. In that case, the ")'12 

constraint set in (3.24) can be written as 

121P2~ )R2,tar ~log (1 + /20P20) +log (1 + , (3.27a)
1 + /21 20 

Rl ~log (1 + /12Pi2), (3.27b) 

Rl ~log ( 1+110P1+120P2 + 2J110120Pu1Pu2) 

(3.27c) 

Our next step in the solution of (3.4) is to determine the powers of node 2 such that 

(3.27a) is satisfied and the bound on the right hand side of (3.27c) is maximized. To 

do so we need to maximize Pu2 = P2- (P20 + P21 ). This can be done by minimizing the 

power required to satisfy (3.27a). The power used to satisfy (3.27a) is 8 2 = P20 + P21 , 

and to determine P20 and P21 such that 82 is minimized, rewrite (3.27a) as 

1 + /2182)R2,tar ~ log ( 1 + /20P20) + log P.( 1 + /21 20 

1+120P20)=log p. +log (1 + /2182). (3.28)( 1 + /21 20 

From (3.28) it can be seen that in order to minimize 82 such that (3.28) holds, the 

second term in (3.28) needs to be as small as possible. This can be achieved by 

making the first term large; i.e., 

max log ( 1+"Y2o1'2o)
p 20 l+"Y211'20 

subject to 0 ~ P20 ~ 82. 

This problem has the form of (3.5), and since 120 ~ / 2i, the solution is P21 = 0 and 

hence P20 = 82 = P2 - Pu2• For those power allocations, equation (3.27a) can be 

written as 

(3.29) 
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The minimum value of P20 required for (3.29) to be satisfied is cI>20 = (2R2 ,tar 

l)/120 , and hence an optimal value for P20 under the conditions of the first case of 

(3.26) is P20 = max{cI>20 , (2'.!Q - l)/120}. The remaining power available for node 2's 
1'12 

cooperative codeword is P[72 = P2 - P2o· 

Now consider the optimization of the remaining powers (P10 , Pi2 , Pui) so that R1 

is maximized. Since the focus is on the first case in (3.26), Pi2 = P1-Pui, and hence 

the problem of maximizing R1 can be written as 

max min {,81 (Pu1), ,82 (Pu1)} (3.30a) 
Pu1 

subject to 0 ~ Pu1 ~ Pi, (3.30b) 

where ,B1(Pu1) and ,B2 (Pu1) were defined in (3.16). Therefore, as we have seen in Case 

1, the solution of (3.30) is the value of Pu1 for which the two upper bounds on R1 

intersect, so long as this value lies in [O, P1]. If we define A and Bas in (3.17), then 

if B > 0 the optimal power allocations for node 1 in the first case of (3.26) are given 

by the expressions in ( 3 .18); see Table 3 .1. If B ~ 0, then ,81(Pu1) ~ ,82(Pu1) for all 

admissible values of Pui, and in order to maximize min{,B1 (Pu1), ,82 (Pu1)}, we would 

choose P[n = 0 and hence Pi2 = P1 • With that choice, the achievable rate R1 for a 

given target rate R2,tar is R1 =log (1+112P1). However, a feature of the scenario in 

Case 4 is that for values of R2,tar that result in a negative value of B, the conventional 

multiple access scheme provides a larger value for R1 than that derived above; see 

Appendix B for the derivation. Therefore, in the first case of (3.26), if R2,tar is such 

that B ~ 0, then the optimal solution is to perform conventional multiple access. 

In the second case of (3.26), namely P20 < (2'.!Q - l)/120 , the constraint set in 
1'12 
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(3.24) can be written as 

R2,tar ~log (1 + ')'20P20) +log (i + ')'21P2~ ) , (3.31a)
1 + ')'21 20 

Ri ~log (1 + 1 '1'10P1~ ) ' (3.31b) 
+ ')'20 20 

Ri ~log ( 1 + '1'10P1 + '1'20P2 + 2V'l'10'1'20Pu1Pu2) 

(3.31c) 

It can be shown that letting P20 = S2 and P21 = 0 increases (3.31c), but at the same 

time it increases the interference term in (3.31b ). This suggests that the optimal 

values of P20 and P21 might both be non-zero, and hence the power allocation problem 

appears to become significantly more complex to solve. However, it is shown in 

Appendix C that it is sufficient to study the first case of (3.26), namely P20 > (™- 
1'12 

1)/'1'20 , and the symmetric case that arises when solving Step 2. In particular, it is 

shown in Appendix C that the convex hull of the regions obtained by solving Step 

1 for P20 > (™- - 1)/')'2o and Step 2 for P10 > (™- - 1)/')'10, and the conventional 
1'12 1'21 

multiple access region contains all other regions that would result from solving Step 1 

for P20 < (™- - l)/'1'2o and solving Step 2 for P10 < (™- - l)/'1'10·
1'12 1'21 

In Cases 1-3 above, the proposed closed-form solution to (3.4) generates the 

achievable rate region directly. However, as stated in the previous paragraph, in 

the present case (Case 4) the most convenient description of the achievable rate re

gion is via the convex hull of the rates generated by solving (3.4) in a special subcase, 

those generated by the solution of the (algebraically) symmetric image of that prob

lem, and the conventional multiple access region. Fig. 3.2 shows the construction of 

the optimal rate region. The dotted curve is the union of the region generated by 

the power allocation in Table 3.1 and the conventional multiple access region. The 

dashed curve is the union of the region generated by the corresponding solution for 
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Figure 3.2: Convex hull of the two achievable rate regions in Case 4. P1 = P2 

2.0, a5 = af =a~= 1, E(K12) = E(K21) = 0.55, E(K10) = 0.63, E(K20) = 0.67. 

Step 2 and the conventional multiple access region. The solid curve is the convex 

hull of the two component regions and hence is the optimized achievable rate region. 

The inner pentagon in Fig. 3.2 is the conventional (non-cooperative) multiple access 

region, and hence the cooperative gain in Case 4 is clear. (Recall that in Case 4 the 

direct channels are stronger than the cooperation channels, and hence the cooperative 

gain is expected to be modest.) Points on the interval (R;, R;) to (R~, R;) in Fig. 3.2 

are not achieved by the solution of the problem for Step 1 nor that for Step 2, but 

can be achieved using standard time sharing techniques in which the system operates 

at the point ( R;, R;) for a fraction p of the block length, and at the point ( R~, R;) 

for the remainder of the block. Although we do not have a closed-form expression 

for the points (R;,R;) and (R~,R;) at this time, they can be determined using the 

procedure below. 
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The procedure for obtaining the points (R~,R;) and (R;,R;) is based on the 

following observations: 

• 	 The line connecting the two points is tangent to Regions 1 (with a dotted line) 

and 2 (with a dashed line) at points (R~,~) and (R;,R;), respectively. 

• 	If the equation of the line is µR1 + P,R2 = m, where P, = 1 - µ and m is 

a constant, then the pair (R~, ~) maximizes the weighted sum µR1 + P,R2 

for Region 1 and the maximum value for this weighted sum is m, and the pair 

(R;, R;) maximizes the weighted sum µR1+p,R2for Region 2 and the maximum 

value for this weighted sum is also m. 

• 	 Therefore, the problem of finding the points ( R~, ~) and ( R;, R;) can be trans

formed into finding the value ofµ such that the maximum values of the weighted 

sum µR1+ P,R2 for Regions 1 and 2 are equal. 

• 	If we can obtain that value ofµ then we can obtain the two points (R~, ~)and 

(R;, R;) by maximizing µR1+ P,R2 for Regions 1 and 2, respectively. 

It can be shown that for a fixed value ofµ the problem of maximizing µR1+ p,R2 is 

concave in Pu1 and PU2 [30,31). This problem can be written as 

91(µ) = max µR1 + P,R2 	 (3.32)
Pu1.Pu2 

subject to Ri ~ log (1 + ')'12(P1 - Pu1)), 

R2 ~log (1 + ')'20(P2 - PU2)), 

Ri+R2 ~log (1 + 'Y10Pi + ')'20P2 + 2J'Y10'Y20Pu1Pu2), 
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for the Region 1 and as 

(3.33) 


subject to R1 :::;; log (1+1'10(Pi - Pu1)), 

R2 :::;; log (1+1'21 (P2 - Pu2)), 

R1 +R2 :::;; log (1+1'10Pi + 1'20P2 + 2Vf'101'20Pu1PU2), 

for Region 2. The functions 91 (µ) and 92 (µ) can be shown to be convex in µ as 

follows. Consider the function 91 (µ), and assume µ3 = (}µ 1 + 0µ2 , where µ 1 , µ2 , and 

µ3 are three distinct values forµ, and lJ = 1 - e. It can be shown that 

(3.34a) 

(3.34b) 

(3.34c) 

and hence 91 (µ) is a convex function ofµ. Using a similar argument, 92 (µ) can be 

shown to be a convex function ofµ. It can be seen from Fig 3.2 that 91 (µ) and 92 (µ) 

can intersect at only one point. Therefore, in order to obtain the value of µ at which 

91(µ) and 92 (µ) intersect, we consider the following problem 

min max {gi (µ), 92(µ)} (3.35a) 
µ 

subject to 

The solution to (3.35) gives the intersection point (the point at which 91 (µ) = 92 (µ)). 

Since the maximum of two convex functions is convex, the problem in (3.35) is a 

convex optimization problem. One simple way to solve this problem is to apply the 

bisection search technique over µ, and at each stage to exploit the convexity of the 

weighted sum rate problem in Pu1 and Pu2 in order to efficiently obtain the values of 
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91(µ) and 92 (µ) for the current value of µ for both regions. Once the value of µ that 

yields the intersection of 91(µ) and 92 (µ) has been found along with the corresponding 

optimal power components for both regions, the points ( R~, n;) and (R~, n;) can be 

obtained by direct substitution in the rate equations. 

3.4 Simulation/Numerical results 

In order to verify our derivations, the closed-form expressions are used to compute the 

average achievable rate regions in scenarios corresponding to those chosen for Fig. 2 

of [66]. The resulting regions are plotted in Fig. 3.3 and, as expected, they match 

the corresponding regions in Fig. 2 of [66]. In the scenarios considered, the channels 

were independent block fading channels with long coherence times. The channel gains 

were Rayleigh distributed, the Gaussian noise variances were normalized to 1, and 

the transmission powers of the cooperating nodes were set to be equal P1 = P2 = 2. 

(Recall that each node has full channel state information.) As in Fig. 2 of [66], Fig. 3.3 

is constructed for the case of a channel with symmetric statistics, in the sense that 

the direct channels between each node and the destination node is Rayleigh fading 

with the same mean value E(K10 ) = E(K20 ) = 0.63. Different curves are plotted 

for different values of the mean value of the inter-node channel E(K12 ). (For each 

realization K 12 = K21 .) The average achievable rate region was obtained by taking the 

direct sum of the achievable rate regions for each channel realization and then dividing 

by the number of realizations. Like Fig. 2 of [66], Fig. 3.3 demonstrates advantages 

of cooperative multiple-access, especially when the gain of the cooperative channels 

is (often) significantly larger than the gain of the direct channels. 

In addition to the average achievable rate region, it is interesting to observe the 
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Figure 3.3: Achievable rate region in a case of statistically symmetric direct channels. 

P1 = P2 = 2.0, 0"5 = O"~ = O"~ = 1, E(K10) = E(K20) = 0.63. 

optimal power allocations. Fig. 3.4 shows the allocation of the different power com

ponents for one channel realization in which K 10 = K 20 = 0.4 and K 12 = K 21 = 0.7. 

(These gains satisfy the conditions of Case 1 in our closed-form solution.) The figure 

plots the optimal power components that maximize the rate R1 for each value of the 

rate R2 • We note from the figure that there is one power component for each node 

that is zero for all values of R2 ; i.e., in this case P10 = P20 = 0. Also note that the 

curves for P12 and P21 intersect at the same value for R2 as the curves for Pu1 and 

PU2. This intersection point represents the equal rate point at which R 1 = R2 • The 

figure also illustrates that as R2 increases, node 2 allocates more power to P21 to 

increase the data rate sent to node 1. As R2 increases, node 1 has to reduce its data 

rate, and this is reflected in the decreasing amount of power that is allocated to P12 . 
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Figure 3.4: Power allocation for a channel realization that satisfies the conditions of 

Case 1. 

3.5 	 Jointly Optimal Power and Resource Alloca

tion for a Half-Duplex Scheme 

The full-duplex cooperative multiple access scheme studied in the previous section 

places demands on the communication hardware that can be difficult to satisfy with 

a reasonable cost. Therefore, in this section we consider (a modified version of) 

an existing half-duplex cooperative scheme that partitions the channel resource in 

order to avoid interference at the receivers and hence can be implemented using 

conventional communication hardware. In practice, the channel resource is often 

partitioned equally, but in this section an efficient algorithm for the joint allocation 

of power and the channel resource for this scheme is developed, and it is demonstrated 

that this algorithm enables the resulting scheme to attain a significantly larger fraction 

of the achievable rate region for the full-duplex case than the underlying scheme. 
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Band 1 Band 2 

Di D2 ID3 ID, I 
~Frequency 

rW -- f W ... 

Figure 3.5: Partitioning of the total bandwidth W into two bands and four subchan

nels, where f = 1 - r. 

The half-duplex cooperation scheme that will be considered is a modified version 

of a block-based version of the scheme proposed in [67, Section III]. The modification 

is that the system bandwidth is partitioned into two bands of fractional bandwidth r 

and f = 1- r, 0 ~ r ~ 1, respectively, rather than having r fixed tor= 1/2.7 In the 

first band, node 2 acts as a relay for node 1 and does not attempt to transmit its own 

data, while in the second band, node 1 acts solely as a relay for node 2. The chosen 

relaying strategy is of the regenerative decode-and-forward (RDF) type, and exploits 

coherent combining at the destination node. (The chosen scheme does not require 

backward decoding.) Each band is partitioned into two orthogonal subchannels. 8 

Those in the first band will be denoted D1 and D 2 and those in the second band will 

be denoted D3 and D4 . a repetition-based transmission strategy within each band 

will be adopted, and hence the subchannels D1 and D2 will each contain half of the 

bandwidth of the first band, and D3 and D4 will each contain half of the bandwidth of 

the second band. A typical bandwidth allocation for this system is given in Fig. 3.5. 

The transmission strategy envisioned for this system is depicted in Fig. 3.6, where 

we have used Q~k) to denote the power allocated by node i to the kth band, and 

7It is possible to construct equivalent systems in which the communication resource that is 
partitioned is a time interval or the components of a (large) set of orthogonal spreading codes, 
rather than the system bandwidth, but the principles that underly our approach are the same in 
those cases. For ease of exposition we will focus on the case of bandwidth allocation. 

8 Again, for ease of exposition the focus will be on systems in which the subchannels are synthe
sized in frequency. 
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Node 1 /Qf> B2(2) on D, -------------

Node 2 Q\'>- P21 B2(N -1) on D4 JQ\'>- P21 B,(N ) on D, 

-------------Time 

Figure 3.6: The modified half-duplex cooperation scheme. In the first band, node 2 

acts as a regenerative relay for node 1, and in the second band these roles are reversed. 

hence the total power transmitted by node i is Pi = Q?) + Q?) . Let us consider 

the operation of the first band, in which node 2 acts as solely a relay for node 1. In 

the nth block channel use, 2 ~ n ~ N - 1, node 1 transmits a new codeword (or 

new segment of a larger codeword) , B 1 (n) , on subchannel D 1 with power P12 , and 

repeats its previous codeword, B 1(n - 1) on subchannel D 2 with power Qi1) - P12 . 

In that same block, node 2 receives B 1 (n) on subchannel D 1 , and regeneratively re

transmits B 1 ( n - 1) on subchannel D 2 with power Q~1 ) and with the phase corrected 

so that it coherently combines at the destination node with the repeated transmission 

of B 1 (n - 1) by node 1. T he first block channel use contains only the first codeword 

(segment) from node 1, and the last block involves only repetition of the previous 

codeword, but the impact of these end effects can be neglected when N is large. In 

the second band, the roles are reversed, with powers as shown in Fig. 3.6. 

The half-duplex cooperative multiple access scheme described above has been 
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designed for scenarios in which the cooperative channels are stronger than the direct 

channels; i.e., ')'12 ~ ')'10 and 121 ~ 120 , which corresponds to Case 1 in Table 3.1. 

In that case, the proposed scheme is the convex hull of all rate pairs (Ri, R2 ) that 

satisfy the following constraints (see Appendix D) 

r { ( p ) ( 1'10P12+(,h10CQ~1 )-P12)+V1'20Q~1 ) 
2

)}12= '2 min log 1+11: 12 , log 1 + _____.____r 
1
- -----'--- ,
2 

(3.36a) 

_ (1 - r) . { ( ) ( 1'20P21+(V1'2o(Q~2)-Fi1)+J1'10Q~2)121 p 21 - mm log 1 + (l-r)/2 , log 1 + (l-r)/22 

(3.36b) 

The first term on the right hand side of (3.36a) and the first term on the right 

hand side of (3.36b) ensure that the messages to the relaying nodes can be reliably 

decoded, while the second term on the right hand side of (3.36a) and the second 

term on the right hand side of (3.36b) arise from the combination of the repeated 

direct transmissions and the regeneratively relayed signals. In particular, in the econd 

term on the right hand side of (3.36a) the term ')'10P12 is the SNR of the direct 

transmission of B1(n) to the destination node on subchannel D1 in block n, and the 

term ( V110 ( Q~1) - P12) + V120Q~1)) 
2 

is the SNR of the coherent combination of the 

repetition of B 1 (n) by node 1 on subchannel D 2 in block n + 1 and the regenerative 

retransmission of B 1(n) on subchannel D 2 in block n + 1 by node 2. (The relay 

receives B 1(n) on subchannel D 1 in block n.) The roles of nodes 1 and 2 are reversed 
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in the second band, leading to the second term on the right hand side of (3.36b). 9 

For a given value of the fractional bandwidth allocation, r, we can determine the 

achievable rate region by maximizing R1 for each value of R2 subject to (3.36) and 

the constraint that ~ ~ ~- Using techniques similar to those in Section 3.2, that 

problem can simplified to (see Appendix E for a derivation) 

max 
Q 

(l) Q(l) 
1 ' 2 

~ log ( 1+ 'Y1d1 (~)~ •Ql'>i) (3.37a) 

subject to "Y~o(Q~1)) 2 - BoQ~1) - 2110120Qi1)Q~1) 

C Q (1) 2 (Q(1))2 D+ 0 1 + 1'10 1 + 0 ~ 0, (3.37b) 

Ji (Qil)' Q~l)) - Qil) ~ 0, (3.37c) 

(3.37d) 

where Ji (QP), Q~1)) and the constants B0 , C0 and Do are defined in Appendix E. It 

is shown in Appendix E that the problem in (3.37) is convex, and hence the optimal 

values for Qi1
) and Q~1) can be efficiently obtained. Appendix E also contains the 

modifications that need to be made to (3.37) in the case where r is a timesharing 

parameter rather than a bandwidth sharing parameter. 

The formulation in (3.37) gives the optimal power allocation for a given value of r. 

However, our goal is to find the value of r that enables the largest R1; i.e., the largest 

optimal value in (3.37). It is clear that the optimal value of r depends on the target 

value of R2 ; i.e, the different points on the boundary of the achievable rate region 

are not achieved with the same r. Therefore, in order to determine the achievable 

9It is relatively straightforward to obtain an expression for the achievable rate region of the 
proposed scheme in the other cases in Table 3.1. In particular, if 'Yii < "fw, one would switch off 
the relaying activity of node j (i.e., set Q}i) = 0), and the rate constraint on communication from 
node i to node j would be removed. That said, in such cases the proposed scheme operates like a 
repetition-based orthogonal multiple access scheme, and for certain target rates for one of the users, 
one may be able to achieve a larger rate for the other user by time sharing between the proposed 
scheme and a conventional multiple access scheme. 
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rate region, we will have to optimize over both the powers and the resource sharing 

parameter, r. Although the problem in (3.37) is not convex in rand the powers, the 

following result, which is proved in Appendix F, will enable the development of an 

efficient algorithm for the optimal value of r. 

Proposition 3.1 For a given rate R2 , the maximum achievable rate R1 in (3.37) is 

a quasi-concave function of the resource sharing parameter r. 

Since R1 is quasi-concave in r, we can determine the optimal value of r using a 

standard search method for quasi-convex problems [5]. At each step in the search, a 

problem based on (3.37) with the current value for r is solved. Since the problem in 

(3.37) can be efficiently solved, and since the quasi-convex search can be efficiently 

implemented, the optimal design of rand the powers P 12 , P21, Qil), Qi2
\ Q~1 ) and 

Q~2) can be efficiently obtained. 

In (3.37) and in Proposition 3.1 the target rate approach was used to parameterize 

a certain point on the achievable rate region. However, using the result of Appendix E, 

it can be shown (see Appendix G) that the optimal solution to the weighted sum rate 

maximization problem can be obtained using an iterative algorithm in which the 

target rate problem is solved at each step. 

To illustrate the performance of the modified half-duplex cooperation multiple 

access scheme, the average achievable rate regions for several multiple access schemes 

are plotted in Figs 3.7 and 3.8. We consider the case of no cooperation (i.e., con

ventional multiple access), an optimally power loaded block-based version of the 

half-duplex strategy in [67, Section III], 10 the proposed half-duplex strategy and the 

full-duplex strategy from Section 3.2. In each scenario, the noise variance and the 

10Recall that the proposed scheme reduces to a block-based version of the scheme in (67, Section III] 
when r is set to 1/2. Therefore, the optimal power loading for that scheme can be found by solving 
(3.37) with r = 1/2. 
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transmitted powers were normalized to one, and the channel gains were Rayleigh 

distributed. In Fig. 3.7, the direct channel gains are statistically symmetric with 

E(K10 ) = E(K20) = 0.3, and K12 = K21 with E(K12) = 0.5. In Fig. 3.8, the direct 

channel gains are statistically asymmetric with E(K10 ) = 0.4, E(K20 ) = 0.3, and 

K12 = K21 with E(K12) = 0.7. In both Figs 3.7 and 3.8, the proposed half-duplex 

strategy provides a significant expansion of the achievable rate region over that of 

the half-duplex strategy in [67] when the rates of the nodes are significantly different. 

This is a consequence of the efficient algorithm for finding the optimal resource shar

ing parameter. Since r = 1/2 is the optimal value of r when R1 = R2 , boundaries of 

the achievable rate regions of the proposed strategy and that in [67] overlap at this 

point. 

3.6 Conclusion 

In this Chapter the power allocation problem in full-duplex cooperative multiple 

access schemes has been analyzed and the joint power and resource allocation problem 

in a class of half-duplex cooperative multiple access schemes has been solved. In the 

full-duplex case, the analysis revealed an underlying convex optimization problem 

that has a closed-form solution, while in the half-duplex case the quasi-convexity of 

the resource allocation problem was exposed and exploited to develop an efficient 

algorithm. In doing so, it has been demonstrated that a significantly larger fraction 

of the achievable rate region of the full-duplex case can be obtained with the proposed 

scheme. Moreover, the reduction that has been obtained in the complexity of finding 

the optimal power and resource allocation suggests that it may be possible to avoid 

approximations in the development of on-line algorithms. 
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Figure 3.7: Achievable rate region for the no cooperation case, the existing cooperative 

strategy in [67], the proposed cooperative strategy and the full-duplex model in case of 

statistically symmetric direct channels. P1 = P2 = 1.0, a5 = ar = a~ = 1, E(K10) = 

E(K20) = 0.3, E(K12) = E(K21) = 0.5. 
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Figure 3.8: Achievable rate region for the no cooperation case, the existing cooperative 

strategy in [67], the proposed cooperative strategy and the full-duplex model in case of 

statistically asymmetric direct channels. Pi = P2 = 1.0, u~ = ur = u~ = 1, E(K10 ) = 

0.4, E(K20) = 0.3, E(K12) = E(K21) = 0.7. 
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Chapter 4 

Joint Power and Resource 

Allocation for Two-User 

Orthogonal Amplify-and-Forward 

Cooperation 

In this chapter the jointly optimal allocation of transmission power and channel re

sources for a two-user orthogonal amplify-and-forward (AF) cooperation scheme is 

considered. In particular, a simple efficient algorithm for determining the power and 

resource allocations required to operate at any point on the boundary of the achiev

able rate region is derived. The algorithm is based on two results derived herein: 

a closed-form solution for the optimal power allocation for a given channel resource 

allocation; and the fact that the channel resource allocation problem is quasi-convex. 

The structure of the optimal power allocation reveals that at optimality at most one 

user acts as a relay, and hence a fraction of the channel resource will be idle. A mod

ified orthogonal AF cooperation scheme is proposed. The modified scheme uses the 
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channel resources more efficiently and hence provides a larger achievable rate region. 

4.1 Introduction 

The growing demand for reliable spectrally-efficient wireless communication has led 

to a resurgence of interest in systems in which nodes cooperate in the transmission of 

messages to a destination node; e.g., [66]. (See Fig. 4.1.) An achievable rate region for 

a full-duplex pairwise cooperative multiple access system was obtained in [66], based 

on earlier work in [81], and this achievable rate region was shown to be larger than 

the capacity region for conventional multiple access without cooperation between the 

source nodes. However, full-duplex cooperation requires sufficient electrical isolation 

between the transmitting and receiving circuits at each node in order to mitigate near

end cross-talk (e.g., [22,38,41,61]), and this is often difficult to achieve in practice. In 

order to avoid the need for stringent electrical isolation, the cooperation scheme can 

be constrained so that the source nodes do not simultaneously transmit and receive 

over the same channel, and such schemes are often said to be half-duplex; e.g., [4,38]. 

The subclass of half-duplex schemes with orthogonal components (e.g., [38]) further 

constrains the source nodes to use orthogonal subchannels. 1 This enables "per-user" 

decoding at the destination node, rather than joint decoding, and hence simplifies 

the receiver at the destination node. Motivated by this simplicity, we will focus on 

orthogonal (half-duplex) cooperation schemes in this chapter. 

A feature of orthogonal pairwise cooperation schemes is that they can be decom

posed into two parallel relay channels, each with orthogonal components [14, 22, 41]. 

1These subchannels can be synthesized by time division (e.g., [38]), or by frequency division; 
e.g., [41]. 
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Therefore, the remaining design issues reduce to the choice of the relaying strat

egy, and the allocation of power and channel resources (radio resources) to the par

allel relay channels. For the relaying strategy, a number of choices are available 

(e.g., [7, 10, 34, 36, 38, 53, 65]), and the focus in this chapter will be on the amplify

and-forward (AF) strategy, because it is the simplest in terms of the hardware re

quirements of the cooperating nodes. As such, the cooperative scheme that will be 

considered is a generalization of the orthogonal AF scheme in [38]. One of the con

tributions will be the development of a simple efficient algorithm for joint power and 

channel resource allocation for this scheme, for scenarios in which full channel state 

information ( CSI) is available. 2 

As mentioned above, the design of an orthogonal AF cooperation scheme requires 

the appropriate allocation of powers and channel resources to the components of each 

of the underlying parallel relay channels. Unfortunately, the problem of joint power 

and resource allocation so as to enable operation on the boundary of the achievable 

rate region is not convex; a fact that might suggest that this is a rather difficult 

problem to solve. Some progress has been made by considering power allocation 

alone [1].3 In particular, it was shown in [1] that for a given resource allocation, the 

problem of finding the power allocation that maximizes a weighted-sum of achievable 

rates can be written in a quasi-convex (e.g., [5]) form. In this chapter, the problem of 

jointly allocating the power and the channel resource will be considered. In particular, 

it will be shown that for a given target rate of one node, the maximum achievable 

rate of the other node can be written as a convex function of the transmission powers 

(see Section 4.3.1) and a quasi-convex function of the resource allocation parameter 

2That is, the design is based on knowledge of the (effective) channel gain on each of the four links 
in Fig. 4.1. 

3See [72] for some related work on a non-orthogonal AF cooperation scheme, [84] for some related 
work with an outage objective, and [47, 55] for some related work on half-duplex cooperation with 
decode-and-forward relaying. There has also been a considerable amount of work on power and 
resource allocation for a variety of relaying schemes with achievable rate or outage objectives; e.g., [3, 
22,39,41,56, 65,83]. 
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(see Section 4.4). Furthermore, using the Karush-Kuhn-Tucker (KKT) optimality 

conditions (e.g., [5]), a closed-form solution for the optimal power allocation for a 

given resource allocation will be derived (see Section 4.3.3). By combining this closed

form solution with the quasi-convexity of the maximum achievable rate in the resource 

allocation parameter, a simple efficient algorithm for the jointly optimal power and 

channel resource allocation will be obtained (see Section 4.4). In addition to the 

computational efficiencies that this approach provides, the ability to directly control 

the rate of one of the nodes can be convenient in the case of heterogeneous traffic at 

the cooperative nodes, especially if one node has a constant rate requirement and the 

other is dominated by "best effort" traffic. 

The structure of the closed-form solution to the optimal power allocation prob

lem for a fixed channel resource allocation (see Section 4.3.2) suggests that under 

the assumption that channel state information is available, the adopted cooperative 

communication scheme (which is based on that proposed in [38]) does not use all 

the available channel resources. (A related observation was made in [72] for a non

orthogonal half-duplex AF cooperation scheme.) Hence, the cooperative scheme itself 

incurs a reduction in the achievable rate region. In order to mitigate this rate reduc

tion, in Section 4.5 a modified cooperative scheme is proposed. The modified scheme 

retains the orthogonal half-duplex property of the original scheme (and that in [38]), 

yet can achieve a significantly larger achievable rate region. Similar to original coop

erative scheme, a closed-form solution to the problem of optimal power allocation (for 

fixed resource allocation) for this modified scheme is obtained, and it is shown that 

the problem of optimal channel resource allocation is quasi-convex (see Section 4.5). 

Therefore, the jointly optimal power and channel resource allocation for this modified 

scheme can also be obtained using a simple efficient algorithm. 

Although the focus of this chapter will be on scenarios in which perfect channel 
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Node 1 

Y2 

Node 2 

Yo. 

Figure 4.1: Transmitted and received signals of the cooperative channel. 

X1(4) = AiY1(3)X1(3) = 0X1(2) = 0X1(l) = ..;1f;.B11 

x2(l) = 0 X2(2) = A2Y2(l) X2(3) = v'&B21 X2(4) = 0 

r 

Figure 4.2: A frame of the orthogonal half-duplex amplify-and-forward cooperation 

scheme under consideration. 

state information ( CSI) is available, in Section 4.6 an example of a simple modification 

of the proposed approach that encompasses scenarios with imperfect CSI is provided. 

4.2 System Model and Direct Formulation 

This chapter considers a system in which two users (Nodes 1 and 2) wish to cooperate 

in the transmission of messages to a destination node (Node O); cf. Fig. 4.1. In or

der to enable simple implementation, an orthogonal half-duplex amplify-and-forward 

cooperation scheme will be adopted. In particular, the scheme illustrated in Fig. 4.2 
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will be adopted,4 which is a mild generalization of the scheme proposed in [38]. 5 Each 

frame of the scheme consists of four time blocks, with the first two blocks being of 

fractional length r/2 and the second two blocks having fractional length f /2, where 

f = 1 - r.6 In the first block, Node 1 transmits its message while Node 2 listens. In 

the second block, Node 2 works as a relay for Node 1; it amplifies the signal received 

in the first block by a factor A2 and re-transmits that signal to the master node. In 

the third and fourth blocks the roles of Nodes 1 and 2 are reversed, so that Node 1 

works as a relay for Node 2. In Fig. 4.2, resource allocation is implemented in the 

time domain by allocating a fraction r of the frame for the message from Node 1, and 

a fraction f = 1 - r of the frame for the message of Node 2. 

A block fading channel model is considered with a coherence time that is long 

enough to focus on the case in which full channel state information ( CSI) can be 

acquired without expending a significant fraction of the available power and channel 

resources. (A scenario with uncertain CSI will be considered in Section 4.6.) If we 

define Yn(t') to be the signal block received by Node n during block t', then the received 

signals of interest are Y1(t') fort' mod 4 = 3, y 2 (t') fort' mod 4 = 1, and y 0 (t') for all 

t'. If we define Kmn to be the complex channel gain between Nodes m E {1, 2} and 

n E {O, 1, 2}, and Zn(t') to be the zero-mean additive white circular complex Gaussian 

noise vector with independent components of variance a-; at Node n, then the received 

4In Fig. 4.2 the orthogonal subchannels are synthesized by time division. Although we will focus 
on that case, our work can be modified in a straightforward way to address the case of frequency 
division. 

5In the scheme in [38] the resource allocation parameter is fixed at r = 1/2. In the proposed 
scheme, r is a design variable. 

6The first and the second blocks have the same length because the adoption of the amplify-and
forward relaying means that the length of the signals to be transmitted in these two blocks is the 
same. For that reason the third and fourth blocks are also of the same length. 
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{ 
signal blocks can be written as 7 

K2ix2(t') + zi(t') f mod 4 = 3, 
Yi(t') - (4.1) 

{ 

0 f mod 4 =I- 3, 


Ki2xi(f) + z2(f) f mod 4 = 1, 

Y2(f) - (4.2) 

0 f mod 4 =I- 1, 

K10xi(f) + zo(f) f mod 4 = 1, 

K20A2Y2(f - 1) + zo(f) f mod 4 = 2, 
(4.3)Yo(f) 

K2ox2(t') + zo(t') f mod 4 = 3, 

K10AiYi(f - 1) + zo(f) f mod 4 = 0, 

where Ai and A2 represent the amplification factors of Nodes 1 and 2, respectively, 

when they act as a relay. Let us define Pij to be the power allocated by Node i to 

the transmission of the message from Node j. With that definition, the powers of the 

(non-zero) transmitted signals in the blocks in Fig. 4.2 are Pu, P2i, P22 , and Pi2, 

respectively. Furthermore, the amplification factors Ai and A2 that ensure that all 

the available relaying power is used are [38] 

(4.4) 


We will impose average transmission power constraints on each node, namely, the 

power components should satisfy the average power constraints ~Pil + ~~2 ~ Pi, 

where Pi is the maximum average power for Node i. For notational simplicity, define 

the effective channel gain to be 'Ymn = IKmnl2 /a;. 
For a given allocation for the power components, P = (Pu, Pi2, P2i, P22), and a 

given value for r, the achievable rate region of the system described above is the set 

of all rate pairs (Ri, R2) that satisfy [38] 

- r ( 'Y20/'i2PuP2i )Ri ~ Ri('P, r) = - log 1 + /'ioPn + p. p , (4.5a)
2 1 + ')'20 2i + 'Yi2 u 


7We use 0 to represent blocks in which the receiver is turned off. 
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(4.5b) 

Since we are considering scenarios in which full channel state information ( CSI) is 

available (i.e., ')'10 , ')'20 , ')'12, and ')'21 are known), one way in which the power and 

channel resource allocation required to approach a specified point on the boundary of 

the achievable rate region can be found is by maximizing a weighted sum of R1 and 

R2 subject to the bound on the transmitted powers; i.e., 

max µR1(P, r) + (1 - µ)R2(P, r) (4.6a)
Pij,r 

subject to ~Pn + ~Pi2 ~ P1, (4.6b) 


~P21 + ~P22 ~ P2, (4.6c) 


Pii;;::: 0. (4.6d) 


An alternative approach to finding the required power and channel resource alloca

tion is to maximize ~ for a given target value of Ri, subject to the bound on the 

transmitted powers; i.e., 

(4.7a) 

(4.7b) 

~Pn + ~P12 ~ P1, (4.7c) 

~P21 + ~P22 ~ P2, (4.7d) 

~j;;::: 0. (4.7e) 

Unfortunately, neither (4.6) nor (4.7) is jointly convex Pij and r, and this makes the 

development of a reliable efficient allocation algorithm rather difficult. However, it 

will be shown below that by adopting the approach in ( 4.7), the direct formulation can 

be transformed into the composition of a convex optimization problem and a quasi

convex problem. Furthermore, a closed-form solution for the (inner) convex problem 
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(see Section 4.3) will be derived, and it will be shown that this enables the solution 

of (4.7) using a simple efficient search over the resource allocation parameter, r; see 

Section 4.4. 

4.3 Optimal Power Allocation 

In this section a closed-form expression for the optimal power allocation for a given 

channel resource allocation r is obtained. The derivation of this closed-form expres

sion involves three main steps: the derivation of a convex problem that is equivalent to 

the problem in ( 4.7) with a fixed value for r; an analysis of KKT optimality conditions 

for that problem; and analytic solutions to a pair of scalar optimization problems. To 

simplify our development, let R2,ma.x(r) denote the maximum achievable value for R2 

for a given value of r; i.e., the value of R2 (P, r) in (4.5b) with P = (0, 2Jt 0, 2P2). 

4.3.1 A convex equivalent to (4.7) with a fixed value for r 

For a given value for r, the problem in ( 4.7) involves optimization over Pii only. If 

we define Ai = rPil and A2 = f Pi2, then for r E (0, 1) and R2,tar E (0, R2,ma.x(r)) we 

can rewrite (4.7) as8 

max (4.8a) 

subJ·ect to flog (i + 12ofai2 + 110121f>12fai2 ) ~ R (4.8b)72 f f(f+'Y21Fi2+'Y10P12) 2,tar' 

Pu+ P12 ~ 2P1, (4.8c) 

P21 + P22 ~ 2P2, (4.8d) 

Aj ~o. (4.8e) 

8In {4.7), the resource allocation r = 1 is feasible only if R 2,tar = 0, and the allocation r = 0 
is optimal only if R2,tar = R2,max{O). Also, if R2,tar = 0, the optimal 'P = {2Pi, 0, 2P2, 0) and if 
R2,tar = R2,max(r), the optimal 'P = {0,2P1,0,2P2). 
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The formulation in (4.8) has the advantage that the power constraints in (4.8c) and 

(4.8d) are linear in Aj, whereas the corresponding constraints in (4.7) are bilinear in 

~i and r. 

For a given positive value of r and non-negative constant values of a, b, c and 

d, the function log(l + a: + r(r!:~cy)) is not concave in x and y, and hence ( 4.8) is 

not a convex problem. However, it can be shown (see Appendix H) that the function 

h(x,y) = a:+ r(r!:~cy) is concave in x and y (on the non-negative orthant). By 

taking the exponent of both sides, the constraint in ( 4.8b) can be rewritten as 

2'Y20P22 + 'Y10'Y2!P12P22 _ ~ V2 R2rr _ 1. (4.9) 
f f(f + 'Y21P22 + 'Y10Pi2) 

which yields a convex feasible set for (P12 , P22 ) by virtue of the concavity of h(x, y). 

Furthermore, since the logarithm and the square root functions are monotonically 

increasing functions for positive arguments, maximizing the objective function in 

(4.8a) is equivalent to maximizing h(P11 , P21 ) with a = "(10 , b = "(20 and c = "(12 . 

Therefore, the problem in ( 4.8) is equivalent to 

110f>11 + 12011_2f>11f>21_max 	 (4.lOa)
r r(r+120P21 +112P11) 

pij v2R2 ty20P22 + 11012;P12P22. ::::0: 2~ _ 1subject to 	 (4.lOb)
f f(f+121P22+110P12) 7 	

' 

Pn + P12 ~ 2P1, 	 (4.lOc) 

(4.lOd) 

(4.lOe) 

The concavity of h(x, y) implies that (4.10) is a convex optimization problem. Fur

thermore, for all R 2,tar E (0, R 2,max(r)) the problem in (4.10) satisfies Slater's condi

tion (e.g., [5]), and hence the KKT optimality conditions are necessary and sufficient. 

As will be shown below, this observation is a key step in the derivation of the closed

form solution to (4.8). 
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4.3.2 Structure of the optimal solution 

The KKT optimality conditions will be used for ( 4.10) to show that at optimality one 

(or both) of P12 and P21 is zero.9 Therefore, at optimality, at least one of the nodes has 

its relay mode turned off. We begin by observing that for all feasible R2,tar the optimal 

power allocation satisfies power constraints in (4.lOc) and (4.lOd) with equality; i.e., 

~2 = 2A- ~i, where the asterisk indicates the optimal value. Therefore, the problem 

in (4.10) can be rewritten as the following (convex) optimization problem in Pu and 

P21: 

min subject to i = 1, ... ,5, (4.11)
P11,P21 

where 

!2(Pu, P21) =-Pu, 

f4(Pu, P21) =Pu - 2Pi, 

h(Pu, P21) = -P21, 

!s(Pu, P21) = P21 - 2P2. 

The KKT optimality conditions for this problem are 

!i(Pt1, P;1) ~ 0, (4.12a) 

.\~
i ~ 0, (4.12b) 

( 8/o(Pj1,P;,) + )."8f!(Pii,P;1) + ).' _ ).• )
1 4 28P11 8P11 - (4.12c)

8fo(Pr_1'Pi1) + ,\*8Ji(Pi_pPi1) + ,\* _ ,\* (~)'8~1 1 8~1 5 3 

9A related observation was made in (72] for a non-orthogonal half-duplex amplify-and-forward 
cooperation scheme, although that observation a.rose from an analysis of the sum-rate optimization 
problem. 
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(4.12d) 

where Ai is the ith dual variable. In Appendix I it will be shown that in order for 

(4.12) to hold, either P;2 = 0 or P;;1 = 0, or both, must be zero. An alternative, 

and possibly more intuitive, proof can be constructed via the following bounding 

argument. 

Consider a value for r E (0, 1) and a set of feasible values for P1j = rP1i and 

P2i = f P2i that satisfy the power constraints in ( 4.8c) and ( 4.8d) with equality. 

Furthermore, assume that both nodes are relaying for each other; i.e., P12 > 0, and 

P21 > 0. In that case, the achievable rates are 

.R1(~j, r) = 	 .C log ( 1 + 'Y10Pu + 'Y2o'Y13Pu P21 _ ) , (4.13a)
2 r r(r + "(20P21 + "(12Pu) 

- ( n.. ) = 	 ~ ( 1 + 'Y20P22 + 'Y10'Y21P12P22 )R2.rz ,r 1og ~ _ _ . (4.13b)3 
2 r f(f + 'Y21P22 + 'Y10P12) 

The key to the argument is to fix the rate of one of the nodes and show that re

allocating the powers so that this rate is achieved by direct transmission increases 

the achievable rate of the other node. 

First, let us consider the case in which 710P12 ~ 720P21 . (The other case will 

be considered at the end of the argument.) In this case let the rate of Node 1 be 

fixed. If we let ~1 = ~ denote the extra power that would need to be added to 

Pu in order to achieve R1 ( ~i, r) by direct transmission, then we have R1 ( ~i, r) = 

~log ( 1 + 'Yrn(Pi: +3.i)), from which we obtain 

A - "(20"(12Pu P21 
"110~1 - - - . 	 (4.14) 

r + 'Y20P21 + 'Y12Pu 

Now, let P;i denote the (scaled) power allocation for this scenario. First, P;1 =Pu+ 

~1 , and in order for the power constraint to be satisfied, we must have P;2 ~ P12 - ~1 . 

Furthermore, since Node 1 can achieve its desired rate by direct transmission, Node 2 
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need not allocate power to relay messages for Node 1; i.e., Node 2 can set P~1 = 0 

and hence can set P~2 = 2P2 . If Node 1 uses all of its remaining power to relay for 

Node 2, i.e., if f>~2 = f>12 - ..&i, then the achievable rate for Node 2 is 

R- (P:. ) = ~ 1 (1 +1'20P~2 + 1'101'21P~2P~2 ) (4.15)2 iJ ' r og ~ - ' - - .
2 r f(f + 1'21P22 +1'10(P12 - ~1)) 

Using the sequence of bounds in Appendix J, it can be shown that R2 (P;i, r) > 

R2 (Pij, r). Therefore, for the same value for the rate of Node 1 a higher rate for 

Node 2 is achievable if Node 1 operates via direct transmission rather than operating 

cooperatively. The above argument considered the case in which 1'10P12 ~ ')'20P21 · In 

the case that 1'ioP12 ~ ')'20P 21 , an analogous argument applies, but with the rate of 

Node 2 being fixed and achievable by direct transmission. 

4.3.3 Closed-form solution to (4.8) 

Since the problems in (4.8) and (4.10) are equivalent, the above KKT analysis has 

shown that the problem in ( 4.8) can be reduced to one of the following two one

dimensional problems: 

f3(r) = _ max_ 
fli1 E[0,2fli] 

subject to 

(4.16a) 

(4.16b) 

and 

a(r) = _ max_ (4.17a) 
Pu e[0,2P1] 

(4.17b) 

where (4.16) arises in the case that Pi2 = 0, and (4.17) arises in the case that P;1 = 0. 

Using the properties of the logarithm, the transformation that led to (4.9), and the 
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power constraints, it can be shown that the feasible set of each of these problems is a 

simple bounded interval. In both problems, the objective is monotonically increasing 

on that interval, and hence for all feasible R 2,tar, the optimal solutions to (4.16) 

and (4.17) occur when the constraints in (4.16b) and (4.17b), respectively, hold with 

equality. That is, the solutions to (4.16) and (4.17) are 

(4.18) 

(4.19) 

respectively. The optimal solution to ( 4.8) is then the power allocation that corre

sponds to the larger of the values of /](r) and a(r). However, since (4.16) corre

sponds to the case in which the target rate for Node 2 is met by direct transmis

sion, then it will generate the larger value whenever R 2,tar is less than R 2,thresh(r) = 

~ log(l + 2127P2 
). Therefore, if we let P = (Pu, P12 , P21 , P22 ) denote a (scaled) power 

allocation, then for each r E (0, 1) and each R 2,tar E (0, R2,max(r)) the optimal solution 

to ( 4.8) is 

if R2,tar :S R2,thresh(r), 
(4.20) 

if R2,tar > R2,thresh (r). 

This expression clearly shows that at points on the boundary of the achievable rate 

region (for the given value of r), at most one node is acting as a relay; i.e., P12 = 0 

or P21 = 0, or both. 

4.4 Optimal power and resource allocation 

The expression in (4.20) provides the optimal power allocation for a given value 

of r. However, different points on the boundary of the achievable rate region are 
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not necessarily achieved with the same r, and the goal of this section is to jointly 

optimize the power and resource allocations. Although the problem in ( 4.7) is not 

jointly convex in r and the powers, the following result will enable the development 

of a simple algorithm for finding the optimal value of r. 

Proposition 4.1 If the direct channels of both source nodes satisfy 'YmPi ~ ~' then 

for a given target rate for Node j, Rj,tar, the maximum achievable rate for Node i is 

a quasi-concave function of the channel resource allocation parameter r. 

Proof. For simplicity, consider the case in which i = 1 and j = 2. The first step is to 

show (see Appendix K) that the condition 'YrnP1 ~ 1/2 is sufficient for the function 

/3(r) in (4.16) to be quasi-concave in the resource sharing parameter r. The function 

a(r) can be shown to be quasi-concave in r in a similar way. Therefore, the set of 

values of r for which /3(r) is greater than a given rate, say Ri,test, is a convex set. 

Let S13 = {rl/3(r) ~ Ri,test} denote that set. Similarly, the condition 'Y20P2 ~ 1/2 is 

sufficient for the set Sa = {rla(r) ~ Ri,test} to be a convex set. Therefore, the set 

of values for r for which the solution of the original problem in (4.8) is greater than 

Ri,test is the union of S13 and Sa. To complete the proof, it must be shown that the 

union of these sets is, itself, convex. When only one of the problems can achieve a 

rate of at least Ri,test, one of S13 and Sa is empty, and hence the convexity of the union 

follows directly from the convexity of the non-empty set. For cases in which both S13 

and Sa are non-empty, the fact that r is a scalar means that it is sufficient to prove 

that the sets intersect. A proof that they do intersect is provided in Appendix L. 

Therefore, when 'YmA ~ 1/2, for a given target rate for Node 2, the set of values for r 

for which the maximum achievable value for the rate of Node 1 is greater than a given 

rate is a convex set. Hence, the maximum achievable rate for Node 1 is quasi-concave 

in r. 
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The result in Proposition 4.1 means that whenever the maximum achievable SNR 

of both direct channels is greater than -3 dB, as would typically be the case in 

practice, the optimal value for r can be determined using a standard efficient search 

method for quasi-convex problems; e.g. [5]. For the particular problem at hand, a 

simple approach that is closely related to bisection search is provided in Table 4.1. 

At each step in that approach, the closed-form expression in (4.20) is used to de

termine the optimal power allocation for each of the current values of r. Since the 

quasi-convex search can be efficiently implemented and since it converges rapidly, the 

jointly optimal value for r and the (scaled) powers Ai can be efficiently obtained. 

Furthermore, since the condition 'YwA > ! depends only on the direct channel gains, 

the noise variance at the master node and the power constraints, this condition is 

testable before the design process commences. 

4.5 Modified Orthogonal AF Cooperation Scheme 

The analysis of the KKT optimality conditions for the problem in ( 4.8) showed that 

for the cooperation scheme in Fig. 4.2, the optimal power allocation results in at least 

one of F12 and F21 being equal to zero; see Section 4.3.2. As a result, both nodes will 

be silent in at least one of the blocks in Fig. 4.2. This suggests that the cooperation 

scheme in Fig. 4.2 does not make efficient use of the channel resources. A question 

that then arises is whether there is an alternative orthogonal half-duplex amplify-and

forward cooperation scheme that retains the benefits of the original scheme, such as 

simplified transmitters and receivers, yet uses the channel resources more efficiently. 

In this section a modified version of the protocol in Fig. 4.2 that satisfies these 

requirements is proposed. 

The proposed scheme is based on time sharing between the states shown in Fig. 4.3. 
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Table 4.1: A simple method for finding r* 

Given R2,tar E (0, R2,max(O)), for r E (0, 1) define 1/J(r) denote the 

optimal value of (4.8) if R2,tar E (0, R2,max(r)) and zero otherwise. 

Set 1/J(O) = 0 and 1/J(l) = 0. Set t 0 = 0, t 4 = 1, and t 2 = 1/2. Using 

the closed-form expression for the optimal power allocation in (4.20) 

compute 1/J(t2). Given a tolerance E, 

2. 	 Using the closed-form expression in (4.20), compute 1/J(t1) and 

1/J(t3). 

3. 	Find k* = argmaxke{o,1,...,4} 1/J(tk)· 

4. Replace to by tmax{k•-1,0}, replace t4 by tmin{k•+i,4}i and save 

1/J(t0) and 1/J(t4). If k* ¢ {O, 4} set t 2 = tk. and save 1/J(t2), else 

set t2 = (to+ t4)/2 and use (4.20) to calculate 1/J(t2). 

5. 	 If t 4 - to 2'.: f return to 1), else set r* = tk•. 
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x1 (1) = y'P;;Bu 

x2(l) = 0 

X1(2) = 0 

x2(2) = A2Y2(l) 

X1(3) = 0 

x2(3) = ..)P;;B21 

----------1~....--- f 1 = 1 - r 1 ----~ 

(a) State 1 

x1(2) = 0 µ;1 (3) = A1Y1 (2)x1(l) = y'P;;Bu 

x2(l) = 0 X2(3) = 0X2(2) = ../&B21 

(b) State 2 

Figure 4.3: One frame of each state of the proposed modified orthogonal amplify

and-forward cooperation scheme. 

In the first state, the message of Node 1 is transmitted using AF relaying in a fraction 

r 1 of the frame, with Node 2 working as the relay and allocating a power P 21 to the 

relaying of the message of Node 1. In contrast, Node 2 employs direct transmission 

to transmit its message to the master node in a fraction f 1 = 1- r 1 of the frame using 

power P22 . In the second state, Nodes 1 and 2 exchange roles. In the first state, the 

received signal blocks can be expressed as 

f mod 3 = 1, 
(4.21) 

f mod 3 # 1, 

f mod 3 = 1, 

Yo(f) = K 20A2y 2 (f - 1) + z0 (£) 	 f mod 3 = 2, (4.22) 

f mod 3 = 0, 
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where A2 = IK tj,1 + 2 . In the second state, the received signal blocks are
121 11 0"2 

f, mod 3 = 2, 
(4.23) 

f, mod 3 =/= 2, 

K10x1(f) + zo(f) f, mod 3 = 1, 

Yo(f) = K2ox2(£) + zo(£) f, mod 3 = 2, (4.24) 

K10A1Y1(f - 1) + zo(f) f, mod 3 = 0, 

h A P12 
w ere 1 = IK21 l2P22+u~ · 

Using techniques analogous to those used in Sections 4.3 and 4.4, a simple efficient 

algorithm can be obtained for the joint optimization of the transmission powers and 

channel resource allocation for each state of the proposed cooperation scheme. In 

particular, in the first state, for a given resource allocation parameter r 1 E (0, 1) and 

a feasible R2,tar, it can be shown that Pi2 = 0, and hence the optimal power allocation 

problem can be reduced to 

</>(T1) = _µl~ !1. log (1 + J10(2P1) + 'Y20J12(2f>1).Ai1 _ ) (4.25a)
2 r1 r1(r1+120Fi1+J12(2P1))Fii.P22 

subject to f1 log ( 1 + 12~f~2 ) ~ R2,tar, 	 (4.25b) 

(4.25c) 

Using a similar argument to that in Section 4.3.3, the optimal solution to (4.25) can 

be shown to be P;1 = 2P2-Q1, where Q1 = ~(2 R1:a• -1), and hence the the optimal
")'20 

(scaled) power allocation is Pi = (2Pi, 0, 2P2 - Qi, Q1). In the second state, for a 

given r2 E (0, 1) and a feasible R2,tar, it can be shown that P;1 = 0, and hence the 

optimal power allocation problem can be reduced to 

.X(r2) = _µi~ (4.26a) 
P11,P12 

91 




Ph.D. Thesis - Wessam Mesbah McMaster - Electrical & Computer Engineering 

(4.26b) 

(4.26c) 

By adapting the argument in Section 4.3.3, the optimal solution to ( 4.26) can be 

shown to be Pt1= 2P1 - Q2, where 

2R2 t 

v (2P2/'21 + f2)(f2(2 f; ar - 1) - 2P2')'20) 
(4.27)Q2= - ~ - ' 

'Y10(2P2'Y21 - (f2(2 r2 - 1) - 2P2'Y20)) 

and hence the the optimal (scaled) power allocation is P2 = (2P1 - ()2, ()2, 0, 2P2). 

Furthermore, using a proof analogous to that in Appendix K, it can be shown 

that ¢(r1) and A(r2 ) are quasi-convex in r 1 and r2 , respectively. Hence, the jointly 

optimal power and channel resource allocation for each point on the boundary of the 

achievable rate region for each of the two states can be efficiently obtained. The 

achievable rate region for the proposed cooperation scheme is the convex hull of those 

two regions. In the numerical results section below, this region will be shown to 

subsume the region achieved by the cooperation scheme in Fig. 4.2. 

4.6 Numerical Results 

The goal of this section is three fold. First, the achievable rate regions of the original 

cooperative scheme in Fig. 4.2 with jointly optimal power and channel resource allo

cation are compared to the achievable rate regions obtained by the same scheme with 

optimal power allocation but a fixed channel resource allocation. Second, the achiev

able rate region of the (jointly optimized) modified cooperation scheme in Section 

4.5 is compared against that of the (jointly optimized) original scheme in Fig. 4.2. 

Finally, the performance of an approach to robust power and resource allocation that 

provides achievable rate guarantees in the presence of uncertain channel state infor

mation ( CSI) is investigated. For each investigation, two cases are examined, namely, 
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the case of symmetric direct channels and the case of asymmetric direct channels. In 

the first case, the channels between each of the nodes and the master node have the 

same gain, while in the second case the channels between each of the users and the 

master node have different gains. 

First the original cooperation scheme in Fig. 4.2 is considered in the case of 

symmetric direct channels. In Fig. 4.4, the achievable rate region that can be obtained 

by jointly optimizing both the power components and the time sharing parameter r 

using the efficient quasi-convex search method suggested in Section 4.4 is plotted 

with a solid line. In the same figure, the rate regions that can be achieved with 

a fixed resource allocation parameter; i.e., fixed r and optimized power allocation 

are plotted. (The rate region for equal power and resource allocation is plotted, as 

well.) Values for r = O.lk, for k = 1, 2, ... , 9 are used. These regions are plotted 

with a dotted lines, except for the region for r = 0.5, which represents the case in 

which the channel resources are equally distributed between the two users and is 

plotted with a dashed line. Fig. 4.6 is analogous to Fig. 4.4, except that it considers 

a case of asymmetric direct channels. We note that in both Figs 4.4 and 4.6, the 

region bounded by the solid curve, which represents the achievable rate region when 

one jointly optimizes over both the transmission powers and r, subsumes the regions 

bounded by the dashed curve and all the dotted curves. In fact, the region bounded 

by the solid curve represents the convex hull of all the achievable rate regions for 

fixed resource allocation. Also, we point out that each of the dotted curves and the 

dashed curve touches the solid curve at only one point. This is the point at which 

this particular value of r is optimal. 

The optimal value of the resource allocation parameter r and the optimized 

(scaled) power allocations P11 and P21 are plotted as a function of the target value 

R2,tar in Figs 4.5 and 4.7. In both these figures, we observe that the value of r decreases 
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as R2,tar increases. This is what one would expect, because for increasing values of 

R2,tar the fraction of the channel resource allocated to Node 2 (i.e., f = 1- r) should 

be increased. We also notice that when R 2,tar = 0 all the power and the channel 

resources will be allocated to the message of Node 1 and in this case the rate R 1 will 

achieve its maximum value. When R 2,tar takes on its maximum value, R 1 = 0 and 

all the power and channel resources will be allocated to the message of Node 2. Fig. 

4.5 also verifies the analysis of the KKT conditions in Section 4.3.2, which revealed 

that at optimality at least one of the nodes will turn off its relaying function. When 

R 2,tar is small, we observe that P11 = 2F1 and hence F12 = 0. This means that Node 

1 does not allocate any power for relaying, and hence that Node 2 must transmit 

directly to the master node. At high target rates for Node 2, F21 = 0, which means 

that Node 2 does not relay the message of Node 1. For a small range of target rates 

around R2,tar = 0.3, both F12 = 0 and P21 = 0, and there is no cooperation between 

the two nodes. (Both nodes use direct transmission.) The increase in R 2,tar in this 

region is obtained by decreasing the resource allocation parameter r (i.e., increasing 

f), and the change in the slope of the dashed curve that represents r in Fig. 4.5 can 

be clearly seen in this region. 

In Figs 4.8 and 4.9, the achievable rate region of the modified scheme proposed in 

Section 4.5 is compared against that of the original AF scheme in Fig. 4.2. Fig. 4.8 

considers the case of symmetric channels, and Fig. 4.9 considers the asymmetric case. 

It is clear from these figures that the (jointly optimized) modified scheme provides a 

significantly larger achievable rate region than the (jointly optimized) original scheme. 

In Fig. 4.8, we note that the maximum achievable rate for Node 1 for the modified 

scheme is the same as that of the original scheme. This is because in this scenario, 

the effective gain of the inter-user channel (1'12 = 1'2i) is large enough, relative to the 

effective gain of the direct channel, so that the maximum value of R 1 for the modified 
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scheme occurs in State 1, in which the message of Node 1 is relayed by Node 2 and 

all the transmission powers and channel resources are allocated to the message of 

Node 1. In contrast, in the scenario plotted in Fig. 4.9 the gain of the direct channel 

of Node 1 is large enough, relative to the effective gain of the inter-user channel, so 

that the maximum value of R1 occurs in State 2, in which the message of Node 1 

is transmitted directly and all the channel resources are allocated to the message of 

Node 1. As can be seen in Fig. 4.9, this means that the maximum achievable rate for 

Node 1 is larger than that provided by the original scheme in Fig. 4.2. 

In the final experiment, a scenario in which the available CSI is uncertain, in 

the sense that the effective channel gains are only known to lie in the interval "Iii E 

[i'ii - 8ii, i'ii +8ii], is considered. This model is well matched to scenarios that involve 

the communication of quantized channel estimates of the channel gains via low-rate 

feedback. The goal of this experiment is to obtain the power and resource allocations 

that provide the largest rate region that is guaranteed to be achievable under all 

admissible uncertainties. This can be achieved by applying the existing approaches 

to the scenario in which all the effective channel gains assume their lowest admissible 

value; i.e., "Iii = i'ii - 8ii· In Figs 4.10 and 4.11 the resulting robust achievable rate 

regions are compared to the achievable rate regions for the case of perfect CSI, for a 

scenario in which 8ii = 1/32. (This corresponds to a quantization scheme for "Iii with 

four bits and a dynamic range of [O, l].) As expected, channel uncertainty reduces 

the size of the achievable rate region, but this example demonstrates that robust 

performance in the presence of channel uncertainties can be obtained in a relatively 

straightforward manner. 
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Figure 4.4: Achievable rate region in a case of symmetric direct channels. P1 = P2 = 

2.0, a5 = a~ = a~ = 1, IKd = IK21I = 0.7, IK10I = IK20I = 0.4. The solid curve 

represents the case of joint optimization over ~i and r, the dotted curves represent 

the case of fixing r = O.lk, k = 1, 2, ... , 9 and optimizing only over Pij· The dashed 

curve represents the case of optimization over Ai for r = 0.5. The dash-dot curve 

represents the case of equal power and resource allocation. 
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Figure 4.5: Jointly optimized power and resource allocations in the case of symmetric 

direct channels considered in Fig. 4.4. 

4.7 Conclusion 

In this chapter the problem of joint power and channel resource allocation for a two

user orthogonal amplify-and-forward cooperative scheme was addressed. A closed

form expression for the optimal power allocation problem for a given channel resource 

allocation was obtained, and the quasi-convexity of the power and channel resource 

allocation problem was exploited to obtain a simple efficient algorithm for the jointly 

optimal allocation. Analysis of some KKT optimality conditions showed that the 

original system under consideration does not use the channel resources efficiently. 

Therefore, a modified orthogonal AF cooperation scheme was proposed, and it was 

demonstrated that with optimal power and channel resource allocation this scheme 

can provide a larger achievable rate region than that provided by the original scheme. 

97 




Ph.D. Thesis - Wessam Mesbah McMaster - Electrical & Computer Engineering 

0.8 ............. :-, . 


---- --·.,. 
,..... 
~0.6 


~~·····-,-·-~--~~~-·-·~~
. "! . . 
. . ...·.. . ..... ·\. 

. . . . . . . . . . . . . . . I0.4 	 . . . . . . 'i ... : . , . 
.,..··. 

:1 \.. ·1·· ····· ············· .:..,·. . . . . . . . . . . . .\ .. ·. 
0.2 


r=O.l •..: 

r~ ' - 'o~~~~~~~~~'~~~~~~~~~~ 

o 0.1 0.2 o.a R o.4 0.5 0.6 0.7 

2 

Figure 4.6: Achievable rate region in a case of asymmetric direct channels. P1 = P2 = 

2.0, a5 = a~ = a~ = 1, IK12I = IK21 I = 0.7, IK10I = 0.9, IK20I = 0.3. The solid curve 

represents the case of joint optimization over ~i and r, the dotted curves represent 

the case of fixing r = O.lk, k = 1, 2, ... , 9 and optimizing only over Ai· The dashed 

curve represents the case of optimization over Ai for r = 0.5. The dash-dot curve 

represents the case of equal power and resource allocation. 
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Figure 4.7: Jointly optimized power and resource allocations in the case of asymmetric 

direct channels considered in Fig. 4.6. 
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Figure 4.8: Achievable rate region of the modified orthogonal AF scheme in the case 

of symmetric direct channels considered in Fig. 4.4. 

99 




Ph.D. Thesis - Wessarn Mesbah McMaster - Electrical & Computer Engineering 

1.6 ,---r-----r----;r:::=:=::?::=:=:=!:::::==::!:=:=::;-i 
- Original Scheme 
· · · · · · · Modified Scheme (State 1)

1.4 · - · - · Modified Schem (State 2) 
- - - Modified Scheme (Convex Hull) 

1.2 

...... 
~0.8 

0.6 

0.4 

0.2 

0'-----'-----'-----'--~---'---'-----'-~-~ 

0.5 0.6 0.7 

Figure 4.9: Achievable rate region of the modified orthogonal AF scheme in the case 

of asymmetric direct channels considered in Fig. 4.6. 

Finally, a simple strategy that enables efficient optimization of a guaranteed achiev

able rate region in the presence of bounded uncertainties in the available channel 

state information was provided. 
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Figure 4.10: Achievable rate regions of the original and modified AF schemes with 

perfect and uncertain channel state information in the case of symmetric direct chan

nels considered in Fig. 4.4. 
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Figure 4.11: Achievable rate regions of the original and modified AF schemes with 

perfect and uncertain channel state information in the case of asymmetric direct 

channels considered in Fig. 4.6. 
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Chapter 5 

Power and Resource Allocation for 

Orthogonal Multiple Access Relay 

Systems 

In this chapter the problem of joint power and channel resource allocation for or

thogonal multiple access relay (MAR) systems is considered in order to maximize the 

achievable rate region. Four relaying strategies are considered; namely, regenerative 

decode-and-forward (RDF), non-regenerative decode-and-forward (NDF), amplify

and-forward (AF), and compress-and-forward (CF). For RDF and NDF, it is shown 

that the problem can be formulated as a quasi-convex problem, while for AF and CF, 

it is shown that the problem can be made quasi-convex if the signal to noise ratios 

of the direct channels are at least -3 dB. Therefore, efficient algorithms can be used 

to obtain the jointly optimal power and channel resource allocation. Furthermore, it 

is shown that the convex subproblems in those algorithms admit a closed-form solu

tion. The numerical results show that the joint allocation of power and the channel 

resource achieves significantly larger achievable rate regions than those achieved by 
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power allocation alone with fixed channel resource allocation. It is also demonstrated 

herein that assigning different relaying strategies to different users together with the 

joint allocation of power and the channel resources can further enlarge the achievable 

rate region. 

5.1 Introduction 

In multiple access relay (MAR) systems, several source nodes send independent mes

sages to a destination node with the assistance of a relay node [34,35,60,62]; see also 

Fig. 5.1. These systems are of interest because they offer the potential for reliable 

communication at rates higher than those provided by conventional [9], and coop

erative multiple access schemes [38, 66, 67] (in which source nodes essentially work 

as relays for each other.) For example, in [62] a comparison was made between the 

MAR system and the system that employs user cooperation, and the MAR system 

was shown to outperform the user cooperation system. Full-duplex MAR systems, in 

which the relay is able to transmit and receive simultaneously over the same chan

nel, were studied in [34, 35, 60, 61], where inner and outer bounds for the capacity 

region were provided. However, full-duplex relays can be difficult to implement, due 

to the electrical isolation required between the transmitter and receiver circuits. As 

a result, half-duplex relays, which do not simultaneously transmit and receive on the 

same channel, are often preferred in practice. The receiver at the relay and destina

tion nodes can be further simplified if the source nodes (and the relay) transmit their 

messages on orthogonal channels, as this enables 'per-user' decoding rather than joint 

decoding. 

In this chapter, the design of orthogonal multiple access systems with a half-duplex 

relay will be considered. In particular, the problem of joint allocation of power and the 
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channel resource will be considered in order to maximize the achievable rate region. 

Four relaying strategies will be considered; namely, regenerative (RDF) and non

regenerative (NDF) decode-and-forward [38, 66], amplify-and-forward (AF) [38, 65], 

and compress-and-forward (CF) [10, 36]. The orthogonal half-duplex MAR system 

that will be considered is similar to that considered in [68]. However, the focus of 

that paper is on the maximization of the sum rate, and, more importantly, it is 

assumed therein that the source nodes will each be allocated an equal fraction of 

the channel resources (e.g., time or bandwidth). 1 In this chapter, we will provide 

an efficiently solvable formulation for finding the jointly optimal allocation of power 

and the channel resources that enables the system to operate at each point on the 

boundary of the achievable rate region. 

Although the problem of power allocation for an equal allocation of the channel 

resource was shown to \>e convex in [68], the joint allocation of power and the channel 

resource is not convex, which renders the problem harder to solve. In this chapter 

it is shown that the joint allocation problem can be formulated in a quasi-convex 

form, and hence that the optimal solution can be obtained efficiently using standard 

quasi-convex algorithms; e.g., bisection-based methods [5]. Furthermore, for a given 

channel resource allocation, closed-form expressions for the optimal power allocation 

are obtained, which further reduces the complexity of the algorithm used to obtain 

the jointly optimal allocation. 

The practical importance of solving the problem of the joint allocation of power 

and channel resources is that it typically provides a substantially larger achievable rate 

region than that provided by allocating only the power for equal (or fixed) channel 

resource allocation, as will be demonstrated in the numerical results. Those results 

1This equal allocation of resources is only optimal in the sum rate sense when the source nodes 
experience equal effective channel gains towards the destination and equal effective channel gains 
towards the relay. 
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Node 1 

.... ,,."' -
Node 2 ~~---

Figure 5.1: A simple multiple access relay channel with two source nodes. 

will also demonstrate the superiority of the NDF and CF relaying strategies over 

the RDF and AF strategies, respectively; an observation that is consistent with an 

observation in [68] for the case of power allocation with equal resource allocation. The 

numerical results will also demonstrate that joint allocation of the relaying strategy 

together with the power and channel resources, rather assigning the same relaying 

strategy to all users, can further enlarge the achievable rate region. 

5.2 System Model 

An orthogonal multiple access relay (MAR) system is considered with N source nodes 

(Nodes 1, 2, ... N), one destination node (Node 0), and one relay (Node R) that 

assists the source nodes in the transmission of their messages to the destination 

node.2 Fig. 5.1 shows a simplified two-source MAR system. The focus here will be 

on a system in which the transmitting nodes use orthogonal sub-channels to transmit 

their signals, and the relay operates in half-duplex mode. This system model is similar 

to that used in [68]. The orthogonal sub-channels can be synthesized in time or in 

frequency, but given their equivalence it is sufficient to focus on the case in which 

they are synthesized in time. That is, the total frame length will be divided into 

N non-overlapping sub-frames of fractional length ri, and the ith sub-frame will be 

2The generalization of this model to different destination nodes is direct. 
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x1(l) = VAB1(w11) 

X2(l) = 0 

XR(l) = 0 

x1(2) = 0 

X2(2) = 0 

xR(2) = V15ffij(wu) 

X1(3) = 0 

2(3) = .,/J5;B2(W21) 

XR(3) = 0 

x1(4) = 0 

x2(4) = 0 

!rn(4) = ,.,/PB;./(w21) 

Figure 5.2: One frame of the considered orthogonal cooperation scheme for the case 

of 2 source nodes, and its constituent sub-frames. 

allocated to the transmission (and relaying) of the message from source node i to the 

destination node. Fig. 5.2 shows the block diagram of the cooperation scheme and 

the transmitted signals during one frame of such an MAR system with two source 

nodes. As shown in Fig. 5.2, the first sub-frame is allocated to Node 1 and has a 

fractional length ri, while the second sub-frame is allocated to Node 2 and has a 

fractional length r2 = 1 - r1 . Each sub-frame is further partitioned into two equal

length blocks [68]. In the first block of sub-frame i of frame£, Node i sends a new 

block of symbols Bi(wu) to both the relay and the destination node, where wu is the 

component of the ith user's message that is to be transmitted in the f_th frame. In 

the second block of that sub-frame, the relay node transmits a function J(-) of the 

message it received from Node i in the first block. (The actual function depends on 

the relaying strategy.) We will let Pi represent the power used by Node i to transmit 

its message, and we will constrain it so that it satisfies the average power constraint 

¥~ ~ P;,, where A is the maximum average power of Node i. We will let Pni 

represent the relay power allocated to the transmission of the message of Node i, and 

we will impose the average power constraint Ef:1 ~PRi ~ Pn. (The function J(-) 

is normalized so that it has unit power.) In this chapter, we consider four relaying 

strategies: 
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• 	 Regenerative decode-and-forward (RDF): The relay decodes the message Wi£, 

re-encodes it using the same code book as the source node, and transmits the 

codeword to the destination [38, 66]. 

• 	 Non-regenerative decode-and-forward (NDF): The relay decodes the message 

Wi£, re-encodes it using a different code book from that used by the source 

node, and transmits the codeword to the destination [2, 41]. 

• 	 Amplify-and-forward (AF): The relay amplifies the received signal and forwards 

it to the destination [38,65]. In this case, J(wu) is the signal received by the 

relay, normalized by its power. 

• 	 Compress-and-forward (CF): The relay transmits a compressed version of signal 

it receives [10, 36]. 

Without loss of generality, the focus here will be on a two user system in order to 

simplify the exposition. However, as we will explain in Section 5.3.5, all the results 

of this chapter can be applied to systems with more than two source nodes. For the 

two source system, the received signals at the relay and the destination at block m, 

can be expressed as3 

Krnx1(m) + zR(m) m mod 4=1, 

YR(m)  K2Rx2(m) + ZR(m) m mod 4 = 3, (5.1) 

0 m mod 4 E {0,2}, 

K10x1(m) + zo(m) m mod 4=1, 

KRoXR(m) + zo(m) m mod 4 = 2, 
(5.2)Yo(m) 

K20x2(m) + z0 (m) m mod 4= 3, 

KRoXR(m) + zo(m) m mod 4= 0, 

3We use 0 to represent blocks in which the receiver of the relay node is turned off. 
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where Yi and xi vectors containing the block of received and transmitted signals 

of Node i, respectively, Ki;, i E {1,2,R} and j E {R,O}, represents the channel 

gain between Nodes i and j, and z; represents the additive zero-mean white circular 

complex Gaussian noise vector with independent components of variance a} at Node j. 

For simplicity, we define the effective power gain "Iii = 1~f . 
3 

The focus of this chapter will be on a system in which full channel state information 

( CSI) is available at the source nodes, and the channel coherence time is long. The CSI 

is exploited to jointly allocate the powers PRi and the resource allocation parameters 

ri, with the goal of enlarging the achievable rate region. Under the assumption of 

equal channel resource allocation (i.e., ri = r8 , Vi, s), expressions for the maximum 

achievable rate for a source node under each of the four relaying considered relaying 

strategies were provided in [68]. The extension of those expressions to the case of 

not necessarily equal resource allocation results in the following expressions for the 

maximum achievable rate of Node i as a function of Pi, the transmission power of 

Node i, PRi, the relay power allocated to Node i, and ri, the fraction of the channel 

resource allocated to Node i: 

• Regenerative decode-and-forward (RDF): 

it,RDF = ~ min{log(l + 'YiR~), log(l + 'YiOpi + "(ROPRi) }, (5.3a) 

• Non-regenerative decode-and-forward (NDF): 

lt,NDF = ~ min{log(l +'YiRPi),log(l +'Yi0~) +log(l +'YRoPRi)}, (5.3b) 

• Amplify-and-forward (AF): 

(5.3c) 
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• Compress-and-forward (CF): Assuming that the relay uses Wyner-Ziv lossy 

compression [82], the maximum achievable rate is 

- _ ri l (l + n + /iR/Ro('"YiO~ + l)~PRi )RiCF - - og /iO·Li · (5.3d)
' 2 /no('"YiO~ + l)Pni + Pi(!iO +Im)+ 1 

It was shown in [68] that for fixed channel resource allocation, the rate expressions 

in (5.3) are concave functions in PRi. 

The focus of the work in this chapter will be on systems in which the relay node 

relays the messages of all source nodes in the system using the same pre-assigned re

laying strategy. However, as will be demonstrated in Section 5.4, the results obtained 

in this chapter naturally extend to the case of heterogeneous relaying strategies, and 

hence facilitate the development of algorithms for the jointly optimal allocation of 

the relaying strategy. 

5.3 Joint Power and Channel Resource Allocation 

It was shown in [68] that for fixed channel resource allocation, the problem of finding 

the power allocation that maximizes the sum rate is convex, and closed-form solutions 

for the optimal power allocation were obtained. However, the direct formulation of 

the problem of joint allocation of both the power and the channel resource so as to 

enable operation at an arbitrary point on the boundary of the achievable rate region 

is not convex, and hence is significantly harder to solve. Despite this complexity, 

the problem is of interest because it is expected to yield significantly larger achiev

able rate regions than those obtained with equal channel resource allocation. In the 

next four subsections the problem of finding the jointly optimal power and resource 

allocation will be studied for each relaying strategy. It will be shown that in each 

case the problem can be transformed into a quasi-convex problem, and hence an op

timal solution can be obtained using simple and efficient algorithms; i.e., standard 
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quasi-convex search algorithms [5]. Furthermore, for a fixed resource allocation, a 

closed-form solution for the optimal power allocation is obtained. By exposing the 

quasi-convexity of the problem and by obtaining a closed-form solution to the power 

allocation problem, we are able to achieve significantly larger achievable rate regions 

without incurring substantial additional computational cost. 

The jointly optimal power and channel resource allocation at each point on the 

boundary of the achievable rate region can be found by maximizing a weighted sum 

of the maximal rates R1 and R2 subject to the bound on the transmitted powers; i.e., 

max 
P;,PR;,r 

µR1 + (1 - µ)R2, (5.4a) 

subject to ~PRI + ~PR2:::;; PR, (5.4b) 

~Pi:::;; Pi, ~P2:::;; P2, (5.4c) 

PRi ~ 0, pi~ 0, (5.4d) 

where ~ is the expression in (5.3) that corresponds to the given relaying strategy, 

r = ri, f = r2 = 1 - r, andµ E [O, 1] weights the relative importance of R1 over R2 . 

Alternatively, the jointly optimal power and channel resource allocation at each point 

on the boundary of the achievable rate region can also be found by maximizing ~ 

for a given target value of Rj, subject to the bound on the transmitted powers; e.g., 

max Ri, (5.5a)
P;,PR;,r 

subject to R2 ~ R2,tar, (5.5b) 


~PRI + ~PR2:::;; PR, (5.5c) 


~Pi:::;; Pi, ~P2:::;; P2, (5.5d) 


PRi ~ 0, ~~o. (5.5e) 


Neither the formulation in (5.4) nor that in (5.5) is jointly convex in the transmitted 
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powers and the channel resource allocation parameter r, and hence it appears that it 

may be difficult to develop a reliable efficient algorithm for their solution. However, in 

the following sub-sections, it will be shown that by adopting the framework in (5.5), 

the direct formulation can be transformed into a composition of a convex problem 

(with a closed-form solution) and a quasi-convex optimization problem, and hence 

that it can be efficiently and reliably solved. Furthermore, using the concavity of the 

rate expressions in (5.3) in PRi, it can be shown (see Appendix G) that the optimal 

solution to the weighted sum rate maximization problem, in (5.4), can be obtained 

using an iterative algorithm in which the target rate problem, in (5.5), is solved at 

each step. 

The first step in the analysis of (5.5) is to observe that since the source nodes 

transmit on channels that are orthogonal to each other and to that of the relay, then 

at optimality they should transmit at full power, i.e., the optimal values of P 1 and 

P2 are Pt(r) = 2Pi/r and P2(r) = 2P2/f, respectively. In order to simplify the 

development, we will define R2,max(r) to be the maximum achievable value for R2 for 

a given value of r and the given relaying strategy; i.e., the value of the appropriate 

expression in (5.3) with PR2 = 2PR/f and P2 = 2P2 /f. 

5.3.1 Regenerative Decode-and-Forward 

For the regenerative decode-and-forward strategy, the problem in (5.5) can be written 

as 

max ~ min{log(l + "fIRPi*), log(l + "(10Pi* + "/RoPm) }, (5.6a)
PRi,r 

subject to ~ min{log(l + "f2rP2), log(l + "(20P2 +"/RoPR2)} ;;?; R2,tan (5.6b) 

(5.6c) 

(5.6d) 
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Unfortunately, the set of values for r, PRI and PR2 that satisfy the constraint in 

(5.6c) is bilinear, and hence the problem in (5.6) is not convex. However, if we define 

PRI = rPRI and PR2 = f PR2, then the problem in (5.6) can be rewritten as 

max 
PRi,r 

~ min{log(l + 271~P1 ), log(l + 2110P11?8°Pa1) }, (5.7a) 

subject to ~min{log(l + 212;~),log(l + 2120~~1aoPa2 )} ~ R2,tan (5.7b) 

PRl + PR2 = 2PR, (5.7c) 

(5.7d) 

Formulating the problem as in (5.7) enables us to obtain the following result, the 

proof of which is provided in Appendix M 

Proposition 5.1 For a given feasible taryet rate R 2,tar E (0, R2,max(O)), the maximum 

achievable rate Ri,max in (5.7) is a quasi-concave function of the channel resource 

sharing parameter r. D 

In addition to the desirable property in Proposition 5.1, for any given channel 

resource allocation and for any feasible R2,tar, a closed-form solution for the optimal 

power allocation can be found. In particular, for any given r, PRI must be maximized 

in order to maximize R1. Therefore, the optimal value of PR2 is the minimum value 

that satisfies the constraints in (5.7), and hence it can be written as 

if "'f2R ~ "'(20, 
(5.8) 

if "'f2R > "'(20, 

282 tar 
where A= f(2---=r= - 1), B = "YRo, and x+ = max(O, x). The optimal value of PRI 

is Piu(r) = min{2PR - P}a(r), (2i'1 <~:0--r10))+}, where the second argument of the 

min function is the value of PRI that makes the two arguments of the min function 

in (5.7a) equal. In Section 5.3.5 the quasi-convexity result in Proposition 5.1 and 
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the closed-form expression for PR,2(r) in (5.8) will be exploited to develop an efficient 

algorithm for the jointly optimal allocation of power and the channel resource. 

5.3.2 Non-regenerative Decode-and-Forward 

Using the definition of PRI and PR2 from the RDF case, the problem of maximizing 

the achievable rate region for the NDF relaying strategy can be written as 

~ min{log(l + 211;P1 
), log(l + 211;P1

) + log(l + 1Ro;m) }, (5.9a) 

subject to ~ min{log(l + 212;P2), log(l + 2127P2 ) + log(l + wo:R2 )} ~ R2,tar,5.9b) 

(5.9c) 

PRi ~ 0. (5.9d) 

Using the formulation in (5.9), the following result is obtained in Appendix N. 

Proposition 5.2 For a given feasible target rate R2,tar E (0, R2,max(O)), the maximum 

achievable rate Ri,max in (5.9) is a quasi-concave function of r. D 

Similar to the RDF case, for a given r and a feasible R2,tari a closed-form expression 

for the optimal PR2 can be obtained. This expression has the same form as that in 

(5.8), with the same definition for A, but with B defined as B = 'YRo + 2'Y2D'YRoP2 /f. 
The optimal value for PRI is Pin(r) = min{2PR - PR,2 (r), (~=~~;~~;;~~~))+}, where 

the second argument of the min function is the value of Pm that makes the two 

arguments of the min function in (5.9a) equal. 

5.3.3 Amplify-and-Forward 

In the case of amplify-and-forward relaying, problem (5.5) can be written as 

(5.lOa) 
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subJ.ect to f. log (i + 2120~ + 2128180~.Pn~ ) ~ R (5.lOb)72 f f(f+2'Y2rP2+'YnoPn2) 2,tan 

PRl + PR2 = 2PR, 	 (5.lOc) 

(5.lOd) 

Using this formulation, the following result is obtained in Appendix 0.4 

Proposition 5.3 If the direct channels of both source nodes satisfy rwPi > ~, then 

for a given feasible target rate R2,tar E (0, R2,max(O)), the maximum achievable rate 

Ri,max in (5.10) is a quasi-concave function of r. D 

Similar to the cases of RDF and NDF relaying, for a given r and a feasible R2,tar, 

in order to obtain an optimal power allocation we must find the smallest PR2 that 

satisfies the constraints in (5.10). If we define C = A-2r20P2 , a closed-form solution 

for PR2 can be written as 

A  +
pR (r) = ( C(r + 2r2RP2) ) (5.11)2 2r2R'YR0P2 - rROC 

Hence, the optimal value of PRl is P;u(r) = 2PR - Pit2(r). 

5.3.4 Compress-and-Forward 

Finally, for the compress-and-forward relaying strategy, the problem in (5.5) can be 

written as 

max 
Pni,r 

(5.12a) 

PRl + PR2 = 2PR, (5.12c) 

PRi ~ o. (5.12d) 

4Note that 'YwPi is the maximum achievable destination SNR on the direct channel of source 
node i. 

115 


http:2128180~.Pn


Ph.D. Thesis - Wessam Mesbah McMaster - Electrical & Computer Engineering 

As stated in the following proposition (proved in Appendix P), the quasi-convex 

properties of the problem in (5.12) are similar to those of the amplify-and-forward 

case. 

Proposition 5.4 If the direct channels of both source nodes satisfy 1wA > ~, then 

for a given feasible target rate R2,tar E (0, R2,max(O)), the maximum achievable rate 

Ri,max in (5.12) is a quasi-concave function of r. D 

If we define D = /Ro(2120P2 + f), then the optimal solution for f>R2 for a given r 

and a feasible R2 tar can be written as 
' 

(5.13) 

5.3.5 Summary and Extensions 

In the previous four subsections it has been shown that the problem of jointly allo

cating the power and the channel resource so as to enable operation at any point on 

the boundary of the achievable rate region is quasi-convex. In addition, it has been 

shown that for a given resource allocation, a closed-form solution for the optimal 

power allocation can be obtained. These results mean that the optimal value for r 

can be determined using a standard efficient search method for quasi-convex prob

lems; e.g. [5]. 5 For the particular problem at hand, a simple approach that is closely 

related to bisection search is provided in Table 5.1. At each step in that approach, 

the closed-form expressions for the optimal power allocation are used for each of the 

5In the AF and CF cases these results are contingent on the maximum achievable SNR of both 
direct channels being greater than -3 dB, which would typically be the case in practice. Furthermore, 
since the condition "/iOpi > ! depends only on the direct channel gains, the noise variance at the 
destination node, and the power constraints, this condition is testable before the design process 
commences. 
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current values of r. Since the quasi-convex search can be efficiently implemented and 

since it converges rapidly, the jointly optimal values for rand the (scaled) powers PRi 

can be efficiently obtained. 

In the above development the focus has been on the case of two source nodes. 

However, the core results extend directly to the case of N > 2 source nodes. Indeed, 

the joint power and resource allocation problem can be written in a form analogous 

to those in (5.7), (5.9), (5.10) and (5.12). To do so, we let it denote the appropriate 

maximal rate for Node i from (5.3), and we define PRi = riPRi, where PRi is the relay 

power allocated to the message of Node i. If we choose to maximize the achievable 

rate of Node j subject to target rate requirements for the other nodes, then the 

problem can be written as 

Rj, (5.14a) 

subject to Ri ~ R,;,
'
tar i = 1, 2, ... , N; if. j, (5.14b) 

(5.14c) 
i=l 

PRi ~ 0, (5.14d) 
N 

:Lri = l. (5.14e) 
i=l 

Using similar techniques to those in the previous subsections, it can be shown that 

this problem is quasi-convex in ( N - 1) resource allocation parameters. 6 (The other 

parameter is not free as the resource allocation parameters must sum to one.) Fur

thermore, since for a given value of i, the expression it ~ R,;,,tar depends only on PRi 

and ri, for a given set of target rates for Nodes if. j and a given set of resource allo

cation parameters, a closed-form expression for the optimal PRi can be obtained (for 

the chosen relaying strategy). These expressions have a structure that is analogous to 

6In the AF and CF cases, this result is, again, contingent on the condition 'YiOpi > 1/2 holding 
for all i. 
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Table 5.1: A simple method for finding r* 

Given R2,tar E (0, R2,max(O)), for r E (0, 1) define 'lj;(r) denote the 

optimal value of (5.5) for a given r if R2,tar E (0, R2,max(r)) and zero 

otherwise. Set 'lj;(O) = 0 and 'lj;(l) = 0. Set t 0 = 0, t4 = 1, and 

t2 = 1/2. Using the closed-form expression for the optimal power 

allocations compute '1j;(t2). Given a tolerance E, 

2. 	 Using the closed-form expressions for the power allocations, 

compute '1j;(t1) and '1j;(t3 ). 

3. 	 Find k* = arg maxkE{0,1, ... ,4} 'lj;(tk)· 

4. 	 Replace to by tmax{k•-1,o}l replace t4 by tmin{k*+l,4}, and save 

'1j;(t0 ) and '1j;(t4). If k* fl. {O, 4} set t 2 = tk. and save '1j;(t2), else 

set t2 = (to+ t4)/2 and use the closed-form expressions for the 

power allocations to calculate '1j;(t2). 

5. 	 If t4 - t0 2: E return to 1), else set r* = tk•. 
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the corresponding expression for the case of two source nodes that was derived in the 

sub-sections above. As we will demonstrate in Section 5.4, problems of the form in 

(5.14) can be efficiently solved using (N - 1)-dimensional quasi-convex search meth

ods, in which the closed-form solution for the optimal powers given a fixed resource 

allocation is used at each step. 

In the development above, systems in which the relay node uses the same (pre

assigned) relaying strategy for each node have been considered. However, since the 

source nodes use orthogonal channels, the results extend directly to the case of differ

ent relaying strategies, and an example of such a heterogeneous multiple access relay 

system will be provided in the numerical results below. 

5.4 Numerical Results 

In this section, comparisons between the achievable rate regions obtained by different 

relaying strategies with the jointly optimal power and channel resource allocation 

derived in Section 5.3 are provided. Comparisons between the achievable rate regions 

obtained with jointly optimal power and channel resource allocation and those ob

tained using optimal power allocation alone, with equal channel resource allocation, 

r = 0.5, are also provided. the comparisons will be provided for two different channel 

models, whose parameters are given in Table 5.2. Finally, it will be shown that in 

some cases assigning different relaying strategies to different source nodes can result 

in a larger achievable rate region than assigning the same relaying strategy to all 

source nodes. In Fig. 5.3 the achievable rate regions for the four relaying strategies, 

RDF, NDF, CF, and AF are compared, in Scenario 1 in Table 5.2. In this scenario, 

the source-relay channel of Node 1 has higher effective gain than its direct channel, 
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Table 5.2: Parameters of the channel models used in the numerical results. 

Scenario 1 0.3 1.2 0.8 0.6 0.4 1 2 2 4 

Scenario 2 0.3 1.2 0.6 0.8 0.4 1 2 2 4 

whereas for Node 2 the direct channel is better than the source-relay channel. There

fore, for small values of R1 one would expect the values of R2 that can be achieved 

by the CF and AF relaying strategies to be greater than those obtained by RDF and 

NDF, since the values of R2 that can be achieved by RDF and NDF will be limited 

by the source-relay link, which is weak for Node 2. Furthermore, for small values of 

R2 , one would expect RDF and NDF to result in higher achievable values of R1 than 

CF and AF, since the source-relay link for Node 1 is strong and does not represent 

the bottleneck in this case. Both these expected characteristics are evident in Fig. 

5.3. In Fig. 5.4 optimal the power allocation f>Rl for the four relaying strategies is 

provided, and Fig. 5.5 shows the optimal channel resource allocation. (Note that, as 

expected the optimal resource allocation is dependent on the choice of the relaying 

strategy.) It is interesting to observe that for the RDF strategy the relay power allo

cated to Node 2 is zero (i.e., f>Rl = 2PR for all feasible values of R2,tar·) This solution 

is optimal because in Scenario 1 the achievable rate of Node 2 for the RDF strategy 

is limited by the source-relay link and there is no benefit to allocate any relay power 

to Node 2. For the same reason, the relay power allocated to Node 2 in the case of 

NDF relaying is also zero. However, in the case of NDF relaying, for small values of 

r, there is no need to use all the relay power to relay the messages of Node 1, i.e., 

PRl < 2PR, and it is sufficient to use only the amount of power PRl that makes the 
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arguments of the min function in (5.9a) equal, i.e., Pm = 2P1t~;'10)). This can be 
/ROT 1/10 

seen in Fig. 5.4 as the (steeply) decreasing dotted curve that represents the optimal 

Pm for the case of NDF relaying. For values of R2,tar in this region, the average power 

that the relay needs to use is strictly less than its maximum average power. We also 

observe from Fig. 5.5 that the channel resource allocations for both RDF and NDF 

are the same. This situation arises because in both strategies the achievable rate of 

Node 2 is limited by the achievable rate of the source-relay link. This rate has the 

same expression for both strategies, and hence the same value of f will be allocated 

to Node 2. A further observation from Fig. 5.3 is that the achievable rate region for 

the CF relaying strategy is larger than that for AF and the achievable rate region 

for NDF is larger than that for RDF. This is consistent with the observation in [68], 

where the comparison was made in terms of the expression in (5.3) with r = 1/2. 

To provide a quantitative comparison to the case of power allocation alone with 

equal resource allocation, in Fig. 5.6 the rate regions achieved by joint allocation and 

by power allocation alone for each relaying strategy are plotted. It is clear from the 

figure that the joint allocation results in significantly larger achievable rate regions. 7 

As expected, each of the curves for r = 0.5 in Fig. 5.6 touches the corresponding curve 

for the jointly optimal power and channel resource allocation at one point. This point 

corresponds to the point at which the valuer= 0.5 is (jointly) optimal. 

In Figs 5.7-5.10, the performance of the considered scheme is examined in Sce

nario 2 of Table 5.2, in which the effective gain of the source-relay channel for Node 2 

is larger than that in Scenario 1, and that of the source-destination channel is smaller. 

As can be seen from Fig. 5.7, increasing the gain of the source-relay channel of Node 2 

expands the achievable rate of the RDF and NDF strategies, even though the gain of 

7The horizontal segments of the regions with r = 0.5 in Fig. 5.6 arise from the allocation of all 
the relay power to Node 1. In these cases R2,tar can be achieved without the assistance of the relay, 
and hence all the relay power can be allocated to the message of Node 1. 
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the direct channel is reduced, whereas that change in the channel gains has resulted in 

the shrinkage of the achievable rate region for the CF and AF strategies. Therefore, 

we can see that the RDF and NDF strategies are more dependent on the quality of the 

source-relay channel than that of the source-destination channel,8 while the reverse 

applies to the CF and AF strategies. Figs 5.8 and 5.9 show the allocation of the relay 

power and the channel resource parameter, respectively. It is interesting to note that 

for the RDF strategy, when R2,tar is greater than a certain value, the relay power 

allocated to Node 2 will be constant. The value of this constant is that which makes 

the two terms inside the min function in the left hand side of (5.7b) equal. This value 

can be calculated from the expression PR2 = 2b 2R-1'
2o)f>2 

• Fig. 5.10 provides compar
l'Ro 

isons between the achievable rate regions obtained by the jointly optimal allocation 

and those obtained by optimal power allocation alone with equal resource allocation. 

As in Fig. 5.6, it is again clear that the joint allocation results in significantly larger 

achievable rate regions. 9 

In Fig. 5.11 this comparison is extended to a three-user case. In order to obtain 

the jointly optimal power and channel resource allocations used to plot this figure, a 

two-dimensional quasi-convex search algorithm analogous to that in Table 5.1 is used 

to solve instances of the optimization problem in (5.14). As in the two-user case, a 

substantially larger rate region can be achieved by joint allocation of the power and 

the channel resource. It is worth mentioning that the R3 = 0 slice through the jointly 

optimized region is the same as that obtained in the corresponding two-user case; 

cf. Fig. 5.7. This is because when R3,tar = 0, the message from Node 3 will not be 

allocated any of the relay power, nor any of the channel resource. On the other hand, 

8This observation holds so long as the first term in the argument of the min function in (5.3a) 
and (5.3b) is no more than the second term. 

9In Fig. 5.10, the horizontal segments arise from all the relay power being allocated to Node 1, 
because the corresponding values of R2,tar can be achieved without the assistance of the relay. 
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the R3 = 0 slice through the region with fixed (and equal) resource allocation will be 

smaller than the corresponding region in Fig. 5.7, because equal resource allocation 

in the three-user case corresponds tori= 1/3. This indicates that as the number of 

source nodes increases, so do the benefits of joint power and resource allocation. 

In the above examples, the case in which the relay applies the same strategy to the 

messages of all source nodes has been considered. However, in Figs 5.12 and 5.13, it is 

shown that assigning different relaying strategies to the messages from different nodes 

may result in larger achievable rate regions. Fig. 5.12 shows that in Scenario 1, if the 

messages of Node 1 are relayed with the NDF strategy and the messages of Node 2 

are relayed with the CF startegy, the resulting achievable rate region will be larger 

than that of the homogeneous NDF and CF strategies. If the relaying strategies are 

reversed, it can be seen that the achievable rate region will be smaller than that 

of both the homogeneous NDF and CF strategies. Since the NDF achievable rate 

region dominates the CF achievable rate region in Scenario 2 (see Fig. 5.7), it can 

be seen in Fig. 5.13 that both combinations NDF /CF and CF/NDF provide smaller 

achievable rate regions than the pure NDF region. Therefore, in Scenario 2 NDF 

relaying for both source nodes provides the largest achievable rate region. The ex

amples in Figs 5.12 and 5.13 suggest that one ought to jointly optimize the power 

allocation, the resource allocation and the relaying strategy assigned for each node. 

Indeed, Figs 5.12 and 5.13 suggest that significant gains can be made by doing so. 

However, the direct formulation of that problem requires the joint allocation of power 

and the channel resource for each combination of relaying strategies, and hence the 

computational cost is exponential in the number of source nodes. Furthermore, as the 

achievable rate region of the overall system is the convex hull of the regions obtained 

by each combination of relaying strategies, time sharing between different combina

tions of relaying strategies may be required in order to maximize the achievable rate 
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Figure 5.3: Achievable rate regions obtained via jointly optimal power and resource 

allocation in Scenario 1. 

region. The approach in [54] to the design of relay networks based on orthogonal 

frequency division multiplexing (OFDM) offers some insight that may lead to more 

efficient algorithms for joint power, channel resource and strategy allocation, but the 

development of such algorithms lies beyond our current scope. 

5.5 Conclusion 

In this chapter it was shown that the problem of jointly optimal allocation of the 

power and channel resource in an orthogonal multiple access relay channel is quasi

convex, and hence that simple efficient algorithms can be used to obtain the optimal 

solution. In addition, a closed-form expression for the optimal power allocation for 

a given resource allocation was obtained, and this expression was exploited to sig

nificantly reduce the complexity of the algorithm. The numerical results obtained 
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Figure 5.4: Powers allocated by jointly optimal algorithm in Scenario 1. 
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Figure 5.5: Resource allocation from the jointly optimal algorithm in Scenario 1. 
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Figure 5.6: Comparisons between the achievable rate regions obtained by jointly 

optimal power and resource allocation and those obtained by power allocation only 

with equal resource allocation, for Scenario 1. 
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Figure 5.9: Resource allocation from the jointly optimal algorithm in Scenario 2. 

using the proposed algorithm show that significant rate gains can be obtained over 

those schemes that apply only power allocation and equal channel resource allocation. 

Finally, an example of the joint allocation of the power, the channel resource, and 

the relaying strategy was provided, and it was shown that this has the potential to 

further enlarge the achievable rate region. 
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Figure 5.10: Comparisons between the achievable rate regions obtained by jointly 

optimal power and resource allocation and those obtained by power allocation only 

with equal resource allocation, for Scenario 2. 
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Figure 5.11: The achievable rate regions obtained by jointly optimal power and re

source allocation and those obtained by power allocation alone with equal resource 

allocation for three-user system with jK3nl = 0.6, jK3ol = 0.9, P3 = 2, and the 

remaining parameters from Scenario 2 in Table 5.2. 
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Chapter 6 

Conclusion and Future Work 

6.1 Conclusion 

This thesis has considered problems of optimal power allocation and jointly opti

mal power and channel resource allocation for different cooperative communication 

schemes for which full channel state information is available. The channel model 

that was considered throughout the thesis is the slow fading channel model under 

which the coherence time of the channel is long enough to enable the feedback of 

the channel gains to the nodes without expending a significant fraction of the avail

able power and channel resources. The availability of full channel state information 

enables the cooperating nodes to allocate their power and adapt their access to the 

channel resources in an optimal manner, and hence to optimally adjust their coding 

and decoding rates. The objective of the jointly optimal power and channel resource 

allocation is to maximize the achievable rate region. In other words, the objective is 

to obtain the joint allocation of the power and the channel resources that enables the 

cooperative system to operate at an arbitrary point on the boundary of the achiev

able rate region. Although this objective is achieved under the assumption that a well 
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designed long enough (capacity achieving) code is available, it provides a benchmark 

against which systems with capacity approaching codes can be compared. 

The target rate approach that was proposed in the thesis provides a new perspec

tive on the class of problems that consider maximizing the rate region, and enables the 

development of efficient algorithms for the jointly optimal power and channel resource 

allocation for different cooperative systems. Furthermore, in most of the cases that 

were considered, closed-form solutions for the optimal power allocation for a given 

channel resource allocation were provided. In particular, the main contributions of 

the thesis are as follows: 

• 	 In the first part of Chapter 3 the problem of power allocation in a full-duplex 

cooperative multiple access scheme that employs block Markov superposition 

encoding was analyzed. The goal was to obtain the optimal power allocation 

that enables the full-duplex cooperative system to achieve an arbitrary point 

on the boundary of the achievable rate region. The analysis revealed that the 

apparently non-convex problem can be transformed into a convex optimization 

problem that has a closed-form solution. That transformation was revealed by 

analyzing the structure of the solution at optimality. That structure revealed 

that at optimality two of the six power components that need to be allocated, 

one component for each user, must be zero, although which two depends on the 

channel state. 

• 	 In the second part of Chapter 3, a half-duplex cooperative multiple access 

scheme that employs the decode-and-forward relaying strategy was considered 

and the joint power and channel resource allocation problem for that scheme 

was solved. The analysis exposed the quasi-convexity of the resource alloca

tion problem, and that property was exploited to develop an efficient algorithm 
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for the jointly optimal power and channel resource allocation. Moreover, for a 

given resource allocation, the power allocation problem was shown to be convex 

and the number of design variables was reduced from six to two. By applying 

this design approach, it was demonstrated that a substantial fraction of the 

achievable rate region of the full-duplex case can be obtained with the proposed 

half-duplex scheme. Furthermore, the reduction that was obtained in the com

plexity of finding the jointly optimal power and resource allocation suggests 

that it may be possible to avoid approximations in the development of on-line 

algorithms. 

• 	 In Chapter 4, the problem of joint power and channel resource allocation for 

a two-user orthogonal amplify-and-forward cooperative scheme was addressed. 

A closed-form expression for the optimal power allocation for a given channel 

resource allocation was obtained. Moreover, the power and channel resource 

allocation problem was shown to be quasi-convex under typical channel con

ditions. These results were exploited to develop a simple efficient algorithm 

for the jointly optimal allocation. Analysis of the KKT optimality conditions 

showed that the original system under consideration does not use the channel 

resources efficiently and that at optimality both source nodes will be idle dur

ing at least one quarter of the time slots. Therefore, a modified orthogonal 

AF cooperation scheme was proposed, and it was demonstrated that with op

timal power and channel resource allocation the modified scheme can provide 

a significantly larger achievable rate region than that provided by the original 

scheme. Furthermore, a simple strategy that enables efficient optimization of a 

guaranteed achievable rate region in the presence of bounded uncertainties in 

the available channel state information was provided. 
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• 	 Finally, in Chapter 5, an orthogonal half-duplex multiple access relay system 

was considered. In multiple access relay systems, the source nodes do not work 

as relays for each other. Instead, there exists an independent node that works 

only as a relay and serves all the source nodes. Four relaying strategies were 

employed; namely, regenerative decode-and-forward, non-regenerative-decode

and-forward, amplify-and-forward, and compress-and-forward. It was shown 

that the problem of jointly optimal allocation of the power and the channel 

resource in an orthogonal multiple access relay channel is quasi-convex under 

typical channel conditions, and hence that simple efficient algorithms can be 

used to obtain the optimal solution. In addition, a closed-form expression for 

the optimal power allocation for a given resource allocation was obtained and 

exploited to significantly reduce the complexity of the algorithm. The proposed 

efficient algorithm can be used for homogeneous cases, where the information of 

the source nodes are being relayed using the same relaying strategy, and also for 

heterogeneous cases, where different relaying strategies may be used for different 

users. The numerical results obtained using the proposed algorithm show that 

significant rate gains can be obtained over those schemes that apply only power 

allocation and equal channel resource allocation. Moreover, an example of the 

joint allocation of the power, the channel resource, and the relaying strategy, 

was provided and it was shown that this additional degree of freedom has the 

potential to significantly enlarge the achievable rate region. 

6.2 Future Work 


The area of cooperative wireless communication has been an area of intensive re

search over the last few years. Cooperative wireless communication systems have 
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demonstrated their potential to improve the quality of service provided for the users. 

There are several future research directions that will build on the current research 

in cooperative systems, including that presented in this thesis. One direction is to 

study cooperative systems under different and/or more pragmatic assumptions. An

other direction is to study the different ways of integrating cooperative systems with 

the existing communication system and to study the behavior of cooperative systems 

when employed in conjunction with other communication schemes, e.g, systems with 

multiple antennas and/or multiple carriers. In the next two subsections, some specific 

problems related to these two directions are discussed. 

6.2.1 Cooperative Systems with Pragmatic Assumptions 

• Generalization to More Than Two Users 

In the thesis, cooperative multiple access schemes with two source nodes (users) 

were considered. The quasi-convexity of the joint power and channel resource 

allocation problems was proved for the case of two source nodes. Therefore, it 

would be interesting to generalize the schemes considered in this thesis to more 

than two users. In this case, it is not clear what the best cooperation protocol 

might be, or whether the expressions of the achievable rates will preserve the 

quasi-convexity or not. Furthermore, it is even not clear if the achievable rates 

will be convex in the power components for a given resource allocation or not. 

Nevertheless, the success reported herein for the two-user case suggests that 

this should be investigated. 

• Design of Codes for Different Cooperative Configurations 

The optimal power and channel resource allocation algorithms proposed in this 

thesis were developed under an assumption of ideal coding. Therefore, the 
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development of efficiently encodable and decodable codes that can operate effi

ciently at rates close to those obtained by ideal codes is a critical step towards 

achieving the promised gains of the optimized cooperative systems. There has 

been some work on developing coded cooperation schemes using convolutional 

codes [70], turbo codes [29, 86] and rate-compatible punctured convolutional 

(RCPC) codes [23-26]. Furthermore, there has been some recent work that em

ploys bilayer and multi-layer LDPC codes for the relay channels with single and 

multiple relays [57, 58]. However, these codes were developed for specific coop

erative configurations, and hence codes for different configurations still need to 

be designed. 

• 	 Distributed Power and Resource Allocation Algorithms 

The channel model that was assumed in this thesis is a block fading channel 

model with a coherence time that is long enough to enable the nodes to acquire 

channel state information using a negligible fraction of the power and channel 

resources. However, if the channel experiences faster fading, then it will be 

difficult to employ the centralized power and channel resource allocation strate

gies proposed in the thesis. These strategies assume that the nodes have full 

instantaneous channel state information, and in the case of fast fading the com

munication of this CSI will require a significant fraction of the available power 

and channel resources. In this case, distributed power and channel resource 

allocation schemes that rely on partial CSI must be developed. 

• 	 Efficient Algorithms for Heterogeneous MARC 

In Chapter 5 joint power and channel resource allocation for the homogeneous 

and the heterogeneous MARC was considered. It was also shown that the 

heterogeneous MARC can achieve larger achievable rate regions if the relaying 
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strategy used for each user is optimally chosen. However, the optimal power, 

channel resource, and relaying strategy allocation is not an easy problem to 

solve. In the example of Chapter 5, an exhaustive search approach was used 

to determine the optimal strategy assignment, and the computational cost was 

exponential in the number of source nodes. Therefore, the development of 

an efficient and low complexity algorithms for optimal (or suboptimal) strategy 

assignment, together with jointly optimal power and channel resource allocation, 

is necessary to achieve the aforementioned gains in practice. In [54], an approach 

was developed for the design of relay networks based on orthogonal frequency 

division multiplexing (OFDM). This approach offers some insight that may 

lead to more efficient algorithms for joint power, channel resource and strategy 

assignment. 

• Cooperation Among Correlated Sources 

Throughout the thesis it has been assumed that the source nodes have inde

pendent information to transmit to the destination. However, the problem of 

cooperative communication with correlated sources is an important and inter

esting problem to study. The importance of this problem comes from its high 

relevance to sensor networks, as the measurements taken at different sensors may 

have some correlation structure. To efficiently forward these measurements to a 

fusion center over noisy and fading links, distributed joint source-coding and co

operative diversity techniques should be developed. This is different from joint 

source-channel coding problems in the sense that both the source-coding and 

the cooperation take place at spatially dispersed nodes. New cooperation proto

cols that take the correlation structure into consideration are needed. Moreover, 

these protocols will be need to be robust in order to provide solutions to the 
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class of problems in which imperfect correlation information is provided. 

• 	 Cooperative Broadcast Channel 

While the algorithms developed in this thesis work well for cooperative multiple 

access channels with separate power constraints, one might consider adapting 

the algorithms for cooperative broadcast channels with a total power constraint. 

Although there has been some work in the literature that considers the duality 

between cooperative BC and cooperative MAC [12, 28] and investigates bounds 

on the capacity regions of different cooperative broadcast schemes [40, 42], the 

amount of that work is rather limited compared to the work that considers 

cooperative multiple access channels. Moreover, efficient algorithms for power 

and resource allocations to maximize the achievable rate regions need to be 

developed. 

6.2.2 	 Integration of Cooperative Systems with Current Com

munication Schemes 

• 	 Cooperative MIMO Channels 

In this thesis, all the source nodes, relays and destination nodes were assumed 

to have a single antenna. However, multiple-input multiple-output (MIMO) 

technology increases the degrees of freedom of the communication system along 

with increased diversity. On the other hand, cooperative schemes also have 

the potential to increase the achievable rates and the diversity provided for 

the users. Moreover, for the same rate, cooperative schemes may increase the 

coverage area without the need to use more power. These powerful advantages 

in both technologies render it desirable to bridge between MIMO systems and 

cooperative communication schemes. Combining these two technologies is a 
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very wide research area to explore. Two interesting objectives for this research 

can be considered: 

- Developing diversity-multiplexing optimal coding schemes for slow fad

ing MIMO cooperative channels. The performance of slow fading MIMO 

channels is characterized using a tradeoff curve between the diversity order, 

which measures the reliability gain, and the multiplexing order, which mea

sures the rate gain [73,87]. This tradeoff is used as a benchmark to compare 

different space-time coding schemes. Moreover, it defines the criteria for 

designing universal coding schemes for different classes of channels. Non

orthogonal cooperation schemes that achieve the diversity-multiplexing 

tradeoff have been developed for half-duplex single antenna cooperative 

systems, e.g., [4]. Furthermore, some schemes have been shown to be 

diversity-multiplexing optimal for MIMO channels, e.g., D-BLAST [74], 

and LAST [15, 16). However, universal code design for optimal diversity

multiplexing tradeoff for MIMO cooperative channels is still an open area 

for further research. Recently, in [85] the diversity-multiplexing tradeoffs 

for several MIMO cooperative systems that employ the DF and CF strate

gies were examined. In some configurations, DF and CF strategies were 

shown to be diversity-multiplexing optimal. 

- Exploring optimal transmission strategies for cooperative MIMO channels 

in different cases of transmitter channel state information. This research 

is expected to have a significant impact on the evolving communication 

standards that aim to provide high rates along with high reliability and 

broad coverage. A recent work that derives the optimal beamforming 

directions for a simple MIMO relay channel, with quantized feedback of the 

channel information to the transmitter, appears in [32]. This direction still 
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needs a substantial amount of research to obtain the optimal transmission 

strategies for different MIMO cooperative systems. 

• 	 MIMO-OFDM Cooperative Systems 

Orthogonal frequency division multiplexing (OFDM) is being extensively used 

in most emerging wideband communication systems. This proposed research 

aims to incorporate MIMO-OFDM modulation with cooperative schemes in or

der to combine their benefits. OFDM is often used in wideband transmission 

in order to efficiently communicate over frequency-selective fading channels, 

whereas MIMO and cooperative technologies have the powerful advantage of 

increasing the rate and the diversity provided. Therefore, combining the three 

technologies together would provide a dramatic improvement in the performance 

of current wireless technologies that use MIMO-OFDM, such as WiMAX IEEE 

802.16. In fact, in addition to the gains in rate and diversity, combining cooper

ative schemes with WiMAX technology has the potential to provide substantial 

increase to the coverage of the WiMAX networks. Even shadowed users will be 

able to obtain high rates with high reliability. 
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Appendix A 

Sufficiency of the corner points on 

the conventional multiple access 

•region 

Let us begin with a point on the line connecting the two corner points of the conven

tional multiple access region; i.e., the (R10, R20 ) region. Any point on that line can 

be achieved by time sharing between the two corners, [9]. That is, 

R10 ~ plog (1 + l /rnPi~ ) + plog (1+110P10), (A.l) 
+ /20 20 

120p2~ )R20 ~ plog (1+120P20) + plog (1 + , (A.2)
1 + /10 10 

where p E [O, 1] is a time sharing constant and p = 1 - p. Since R1 = R10 + R12 and 

Ri = R20 + R21, we can write the constraints on R1 and R2 as 

Ri ~plog (1 + /ioPi~ ) + plog (1+110P10) 
1 + /20 20 

+log (1 + /12P12 ) ' (A.3)
1 + 'Y12P10 

120p2~ )R2 ~plog (1 + 'Y20P20) + plog (1 + 
1 + /10 10 
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+log (1 + 1'21P21 )
1+1'21P20 

' (A.4) 

R1 + R2 ~log ( 1+1'10P1+1'20P2 + 2J710720Pu1Pu2) , (A.5) 

which can be written as 

(A.6a) 

R2 ~ pR; + pR;*, (A.6b) 

R1 + R2 ~log (Ao+ 2V'f'101'20Pu1Pu2), (A.6c) 

where 

Ri =log (1 + 1'10P10 ) +log (1 + 1'12P12 ) ' 
1 + 1'20P20 1 + 1'12P10 

Ri* = log (1 + 1'10Pio) +log (1 + 
712Pi~ ) ,

1+1'12 10 

721p2
R; =log (1+1'20P20) +log (i + ~ ) ,

1+1'21 20 

R;* =log (1 + 1'20P20 ) +log (1 + 1'21P21 ) ' 
1 + 1'10P10 1 + 1'21P20 

Ao= 1+1'10P1+1'20P2. 

Now, consider maximizing the region defined by the constraints in (A.6), subject to 

the power constraints in (3.4b). Any point on the boundary of the maximized region 

can be obtained by solving the following problem (maximize the weighted sum of 

rates) 

subject to (A.6a), (A.6b), (A.6c), (3.4b), 

where p is a vector containing all the power components. For simplicity, we will focus 

on the case in which µ2 ~ µ 1• The proof for the case in which µ 2 < µ 1 is analogous. 
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If µ2 2':: µ 1 , then the above problem can be written as 

max µ1(R1 + R2) + (µ2 - µ1)R2 (A.7a) 
p 

subject to (A.6a), (A.6b), (A.6c), (3.4b). (A.7b) 

The sum rate constraint in (A.6c) can be written as 

R1 + R2 ~min {log (Ao+ 2J'Y10')'20Pu1Pu2), 

pRi + pRi* + PR2 + pll;*} (A.8) 

= min{f(p),g(p)}, (A.9) 

where 

Now, (A.7) can be written as 

max µ1 min{f(p),g(p)} + (µ2 - µ1)R2 
p 

subject to (A.6a), (A.6b), (A.6c), (3.4b). 

(A.lOa) 

(A.lOb) 

Substituting for R2 from (A.6b), the objective in (A.lOa) can be rewritten as 

Furthermore, equation (A.11) can be bounded as 

maxp [µ1 min {f(p),g(p)} + (µ2 - µ1)R2] 
p 

+ ,0[µ1 min{f(p),g(p)} + (µ2 - µ1)R2*] 
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~ pmax [µ1 min{f(p),g(p)} + (µ2 - µ1)R;] 
p 

+ pmax [µ1 min{f(p),g(p)} + (µ2 - µ1)R;*]. (A.12) 
p 

The first term in the right hand side of (A.12) represents the maximization of the rate 

region assuming that the direct message of node 1 is decoded first, while the second 

term represents the maximization of the rate region assuming that the direct message 

of node 2 is decoded first. Therefore, it is clear from (A.12) that time sharing between 

the two regions corresponding to the two corner points of conventional multiple access 

region (i.e., the (R10 , R20 ) region) contains all the regions corresponding to the points 

on the line connecting the two corners. Hence, it is sufficient to study only the two 

regions corresponding to the two corner points on the (R10 , R20 ) region. 
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Appendix B 

The first case of (3.26) with B < 0 

In the first case of (3.26), if Bis negative, then (1+112P1) < (i+-ri;%;,7::20~). Taking 

the logarithm of both sides, we have that 

-) < 1 (1+110P1 -\9120P2)1og (1 + ')'12P1 og 2R2,tar 

=log (1+110P1+120P2) - R2,tar· (B.1) 

Given the conditions on the channel gains for Case 4 to arise, we also have log ( 1 + ')'12P1) < 

log (1+110P1). The conventional multiple access scheme provides an achievable R1 

that equals 

Since both terms in the minimization in (B.2) are larger than log (1+112P1), in this 

scenario the conventional multiple access scheme provides a higher achievable rate 

than that offered by a scheme that presumes cooperation. 
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Appendix C 

Proof of sufficiency of the first case 

of (3.26) and its symmetric image 

For simplicity, we let f(Pui, Pu2) =log (1 + 'Y10P1 + 'Y20P2 + 2J'Y10'Y20Pu1Pu2). When 

P20 < (W - 1)/'Y2o, the constraint set (3.24) can be written as 
'Y12 

'Y21P21 )R2 ~ log ( 1 + 'Y20P20) + log ( 1 + p. , (C.la)
1 + ')'21 20 

'Y10Pio )R1 ~ log 1 + p. , (C.lb)
( 1 + 'Y20 20 

(C.lc) 

The first term in the right hand side of (C.la), and the term on the right hand side of 

(C.lb) represent the conventional multiple access region. Therefore, this constraint 

set can be rewritten as 

'Y21P21 )R2 ~ log ( 1 + 'Y20P20 ) + log ( 1 + p. , (C.2a)
1 + ')'21 20 

Rl ~log (1 + 'Y10P10) , (C.2b) 

R / . { f ( D ) 1 ( 1 + 'Y10P10 + 'Y20P20)D
1 + R2 :::::::: mm ru1, ru2 , og + P.1 ')'21 20 
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(C.2c) 

Solving Step 1 with P20 > (11.Q - 1)/')'20 , using (3.27) and (3.29), gives the following
/'12 

constraint set 

(C.3a) 

(C.3b) 

Similarly, solving Step 2 with P10 > ( ™ - 1) /y10 gives the following constraint set 
/'21 

R2 ~ log (1+1'21P21), Ri ~ log (1 + ')'10P10) , (C.4a) 

(C.4b) 

Now consider the generic problem of maximizing a weighted sum of the rates R 1 

and R2 , under the second case of (3.26), namely 

max 
p 

subject to (C.2), (3.4b), P20 < (11.Q - l)/1'20, (C.5)
/'12 

where pis the vector containing all the power components to be allocated. The region 

resulting from (C.5) is contained in the region that is achievable if the constraint 

P20 < (11.Q - 1)/'!'20 is removed, namely 
/'12 

max µ1R1 + µ2R2,
p 

subject to (C.2), (3.4b). (C.6) 

The problem in (C.6) can be written as 

max a(R1+ R2) + bR1, 
p 

subject to (C.2), (3.4b), (C.7) 
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where a = µ2 and b = µi - µ2 are constants. The region resulting from the problem 

in (C.7) is contained in the following region 

max a maxp21 (Ri + R2) + b maxP21 Ri, 	 (C.8)
i> 

subject to (C.2), (3.4b), (C.9) 

where p contains all the power components to be allocated, except P2i. The objective 

in (C.9) can be expanded as 

max a max 
i> P21 

. {!( D D ) 1 (1 + "Y10P10 + "Y20P20)mm rui, ru2 , og P.
1 + 1'21 20 

+log (1 + "Y2iS2)} + b log (1 + "YioP10). (C.10) 

For a constant sum S2 = P20 + P2i, maximizing over P2i takes the form of (3.5), and 

hence 

if Pio < (~ - l)/1'10,
'Y21 (C.11) 

if Pio > (~ - l)/1'10·
'Y21 

For the first case of (C.11), namely Pio < (~ - 1)/"Yio, the expression in (C.10) 
'Y21 

can be written as 

+ b log (1 + "YioPio). 	 (C.12) 

Since 	f(Pui, Pu2) ~log (1 + "Y10P10 + "Y20P20), (C.12) can be written as 

m!lX a log (1 + "Y10Pio + "Y20P20) + b log (1 + "Y10Pio). (C.13) 
p 

The region resulting from (C.13) is the same as the conventional multiple access 

region. In the second case of (C.11), namely Pio > (~ - 1)/"Yio, the problem in 
'Y21 
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(C.10) can be written as 

mF amin { f(Pui, Pu2), log (1 + ')'10P10) +log (1+1'21P;1)} 

+ b log (1 + 'Y10P10). (C.14) 

The region resulting from solving (C.14) is the same as the region resulting from the 

constraint set in (C.4). 

Therefore, given the containment arguments that gave rise to (C.6) and (C.9), 

the regions resulting from the case in which P20 < (1!.Q - 1)/'Y2o is contained in the 
'Y12 

convex hull of the conventional multiple access region and the region resulting from 

the constraint set in (C.4). Using similar arguments, it can be shown that the region 

resulting from solving Step 2 with P10 < ( ™ - 1) //'IO is contained in the convex hull 
'Y21 

of the conventional multiple access region and the region resulting from the constraint 

set in (C.3). 
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Appendix D 

Achievable Rate Region for The 

Half-Duplex Cooperative Multiple 

Access Scheme 

Any block of symbols from node 1 will be received at the destination two times 

(exactly the same codeword but with different powers) on two orthogonal channels. In 

the first time block it will be sent by node 1 and will be received with power ')'10P12. In 

the second time block it will be sent by both node 1 and node 2 and the signals will add 

coherently at the destination to produce a power of ( J')'Io ( QP) - P12) +J')'20Q~1)) 
2

. 

If we let x denote an individual symbol from the codeword B1 (n), the corresponding 

received signal at node 2 on the first channel is 

(D.l) 

where z2 denotes the additive noise. The received signals at the destination node on 

the two orthogonal channels are 

Yo= Ax+zo (D.2) 
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where z0 denotes the additive noise. Expanding the terms in (D.2) we have 

1 1 
Yb ) ) ( .../y10Pi2 ) ( za ) ) (D.3)

( Yb2) = J1'10 (Qi1) - P12) + J/'20Q~1 ) x + za2) . 

It is clear from equation (D.l) that in order for node 2 to be able to reliably decode 

the message sent from node 1, the rate of the message should satisfy 

r ( 1'12P12)R1 :::;; 2log 1 + r . (D.4)
12 

In order for the destination node to be able to reliably decode the message of node 1, 

the rate of the message should also satisfy that R 1 :::;; I(x; y 0 ). Calculating I(x; y 0), 

it can be shown that (for Gaussian signalling) 

(D.5a) 

- H(Yo) - H(Yolx) (D.5b) 

- log((27re) 2 det(E(y0y~))) -log((27re) 2 det(E(z0z~))) (D.5c) 

1 
r ( 1'10P12 + ( J110(Qi ) - P12) + J120Q~1))2) 

(D.5d)- 2log 1 + r/2 . 

Hence, the minimum of the constraints in (D.4) and (D.5d) represent the constraint 

on the rate of the messages sent from node 1. This constraint can now be written as 

r { ( p 12 ) ( 'Y10P12+( J-y10(Qp>-P12)+J-y20Q~1 ) 
2 

= - min log 1 + 112 
, log 1 + ---->----12----.L-

)} 
. (D.6)~2 r 12 r 

Similarly, we can obtain an analogous constraint on the rate of the messages of Node 2; 

(1 r) { ( ) ( J'Y20(Q~2>-Pi1)+J-y10Q~2) 
2

)-y20P21+ }
1 + 'Y21 P 21= - min log log 1 + ---'-----,-....,....,--~ .2 (1-r)/2 ' (1-r)/2 

(D.7) 
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Appendix E 

Derivation of (3.37) 

For given values of r and R2 we must choose values for P21 , Ql2) and Q~2) such that 

(3.36b) is satisfied. For the first term on the right hand side of (3.36b) to be satisfied 

with minimum power we should choose P21 = <I-r) (2~ - 1) and for the second2')'21 

term on the right hand side of (3.36b) to be satisfied Ql2) and Q~2) should satisfy the 

following inequality 

(E.1) 

where Ao= < 1;r)(2~ -1). Using the relations between (Qpl,Q~1)) and (Ql2),Q~2)), 
(E.1) becomes 

2 (Q(1))2 Q(l) Q(l)Q(l) (1) 2 ( (1))21'20 2 - Bo 2 - 2')'101'20 1 2 + CoQ1 + 1'10 Qi + Do ~ 0, (E.2) 

where 

Bo = 2')'101'20Pi + 2Ao1'20 - 2')'~0P2, 

Co = 21'101'20P2 + 2Ao1'10 - 4')'101'20P21 - 21'~oPi, 

Do=~+ 1'~oPl + 1'~oP: - 2')'101'20PiP2 - 2Ao1'20P2 
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(E.3) 


Now, equation (3.36a) can be written as 

R1 ~ R1 

= !:_ . {1 (i + "/12P12) l (i + 1'10Q~1>+120Q~1>+2~JQ~1>(Q~1>_p12))}
2mm og r/2 'og r/2 . 

(E.4) 

The problem of maximizing R1 can now be written as 

max (E.5a) 
p Q(l) Q(l) 

12, 1 ' 2 

subject to 'Y~o (Q~1)) 2 
- BoQ~1 ) - 2"110"/20Qi1)Q~1 ) 

C Q(1) 2 (Q(1))2 D O+ 0 1 + "110 1 + 0 ~ ' (E.5b) 

(1) 
0 ~ Q1 ~ P1, (E.5c) 

(1) 
0 ~ Q2 ~ P2, (E.5d) 

where Ru and R12 are the first and second terms on the right hand side of (E.4), 

respectively. This problem can be shown to be concave in P12 , Qi1) and Q~1) as follows. 

First, Ru is concave in Pi2. The function inside the logarithm in R12 has a negative 

semi-definite Hessian, namely 

(E.6) 

Since the logarithm is concave non-decreasing function, then R12 is a concave function 

and since the minimum of two concave functions is a concave function then the 
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objective function is concave. The first constraint can be shown to be convex by 

evaluating the Hessian. The Hessian is 

-2110/20) t: 0, (E.7) 
21~0 

which is positive semi-definite and hence the constraint is convex. The last three 

constraints are linear constraints, and hence the problem in (E.5) is convex and 

a global maximum can be efficiently obtained. However, as we show in the next 

paragraph, the variable Pi2 can be determined analytically. 

We can solve the right hand side of (E.4) to obtain the value of P12 that maximizes 

the minimum of both equations in terms of QP) and Q~1). Since the term inside the 

first logarithm in (E.4) is linearly increasing in P12 and the term inside the second 

logarithm in (E.4) is concave decreasing in P12 , the intersection of these two curves 

is the target point. This will results in Pi2 = f1(Qi1), Q~1)), where 

u31;?2 (K2 Q(1) + K2 Q(1)) 4K2 K2 Q(1)
(1) (1) - <T2 10 1 20 2 - 10 20 2 

fi(Q1 'Q2 ) - u2K2 
(~)2

<T2 

By substituting the expression for fi(Qi1),Q~1)) into (E.5) we obtain (3.37). By 

evaluating the Hessian, it can be verified that f 1 (Qi1), Q~1)) is a concave function of 

QP) and Q~1). In the case that /12Qi1) ~ 110Qi1) + /2oQ~1) the derivation simplifies 

in that Ru ~ R12 for all admissible Qi1) and Q~1). In that case, the optimal value of 

P12 is Q~1) and Ji (QP), Q~1)) = QP). 

In Section 3.5 and the proof above, the parameter r was a bandwidth sharing 

parameter. However, it is easy to envision an equivalent time sharing system. In this 

paragraph we point out some minor adjustments to the formulation that are required 
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in the time sharing case. In the case of time sharing the average power transmitted 

by node i is Pi= rQ;1) + (1 - r)Q~2). Therefore, the constraints in (3.37d) should be 

. (P f:l.) ......._ Q(l) ......._ (0 P1 -(l-r)P1 peak) h p · h alh d to min l,peak, r -::::- 1 -::::- max , r ' , w ere I,peak IS t e v: uec ange 

of the peak power for the transmitter of node 1. Constraining Ql1) to be less than 
- ( ) - Q(l)1;- guarantees that Q1

2 
= Pi ~~r 1 will not take negative values, while constraining 

Ql1) to be greater than Pi -(I-~)Pi,peak guarantees that Ql2) will not exceed the value 

of peak power for the transmitter of node 1. Using similar arguments, the constraint 

in (3.37d) should be changed to min(P2,peak, P;-) ~ Q~l) ~ max(O, Pr(l-~)P2.peak). 

Moreover the rate constraints can be written as 

R1 ~ R1 

1 
= ~min {log ( 1 + 'Y12P12), log ( 1 + ']'10P12 + ( J1'10(Q\1l - P12 ) + J']'20Q~ ))') } , 

(E.9a) 

R2 ~ R2 

2
(1 - r) . { ( (v (2) v (2)) )}= mm log (1 + "}'21P21), log 1 + "}'20P21 +1'20(Q2 - P21) +'Y10Q1 ,

2 

(E.9b) 

where the rates R1 and R2 are both concave functions of the power components. 
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Appendix F 

Proof of quasi-concavity of Ri in r 


Using the substitution Qi2
) = P1 - Qi1

) and Q~2) = P2 - Q~1 ), the second term on 

the right hand side of (3.36b) can be written as a function of P2i, Qi1) and Q~1). For 

given values of Qi1) and Q~1) we can solve the right hand side of (3.36a) to find the 

value of P12 that maximizes the minimum of the two equations in terms of Qi1
) and 

Q~1). (A similar analysis led to (E.8).) Similarly we can solve the right hand side of 

(3.36b) for P21 • Hence, the constraints on R1 and R2 reduce to 

R ~ R = :_log (1 + Ji (Qii)' Q~i))) (F.la)
I "'= I 2 r /2 ' 

R & R = (l - r) log (1 + h(Qi1),Q~I)))
2 2 (F.lb) 

"' 2 (1 - r)/2 ' 

where / 1 ( Qi1), Q~1)) was defined in (E.8) and /2(Qi1), Q~1)) has a similar form. It can 

be shown that fi(Qi1
), Q~1)) and h(Qi1

), Q~1)) are concave functions of Qi1) and Q~1) 

by evaluating the Hessian. 

We will now show for a given target value of R2 , R1 is quasi-concave in r by 

proving that the set of values of r such that R1 is greater than certain level R1,test 

is a convex set. For a given value of R2 , say R2,tar, if a value of r, say r0 , is to be 
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such that there exist transmission powers that provide a rate RI that is greater than 

RI,test, these powers must satisfy 

(I) Q(I)) ( ) Ji (QI ' 2 ~ 9I r , (F.2a) 

(I) Q(I)) ( ) f2 (QI ' 2 ~ 92 r , (F.2b) 

2R1 test ) ( ) i.!.=_d ( 2R2,tar )
1for r = r 0 , where 9I(r ) = ~ ( 2-=::= -1 and 92 r = ; 2 -1 . The functions-r 

9I(r) and 92(r) can be shown to be convex functions in r for r E (0, 1). Now, assume 

that there exist transmission powers QiI) = X(I) and Q~I) = y(l) such that (F.2) 

holds for r = rI, and powers QiI) = X(2) and Q~I) = yC2) such that (F.2) holds for 

r = r 2. To complete the proof we need to show that for any r 3 = >.rI + (1 - >.)r2 

with>. E [O, 1] there exist transmission powers QiI) = X(3) and Q~I) = yC3) such that 

(F.2) holds for r3 . 

Consider the powers X(3) = >.X(I) + (1 - >.)XC2) and yC3) = >.Y(l) + (1 - >.)YC2). 

For these powers, 

Ji (X(3)' y(3)) ~ >.JI (X(I)' y(l)) + (1 - >.)Ji (X(2)' y(2)) (F.3a) 

~ >.9I(rI) + (1 - >.)9I(r2) (F.3b) 

(F.3c) 

where (F.3a) follows from concavity of fi(Qf), Q~I)), (F.3b) follows from (F.2), and 

(F .3c) follows from the convexity of 9I (r). A similar analysis shows that h (X(3), y(3)) ~ 

92(r3). That is, given r3 E [ri, r2], we have constructed powers X(3) and yC3) such 

that (F.2) holds for r = r 3. Therefore, the set of values of r for which RI for a given 

R2 is greater than RI,test is convex, and hence RI for a given R2 is a quasi-concave 

function in r. 
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Appendix G 

Solving the weighted sum problem 

using the target rate approach 

First we start by proving that if the achievable rates are convex functions of the power 

components for a given channel resource allocation parameter r, then the achievable 

rate regions achieved via jointly optimal power and channel resource allocation are 

convex. In order to prove that, we will prove that the rate achievable via time sharing 

between any two points that employ two different values for the resource allocation 

parameter r; say r1 and r2, can be achieved using a distinct value of r; say r3. 

In systems in which users transmit orthogonally in time, the achievable rates of 

the two source nodes can be represented as R1 = rfi('P) and R2 = fh('P), where 'P 

is a vector that contains the power components. The functions Ji and f2 have been 

shown to be concave in the power components for the orthogonal systems considered 

in Chapters 3 and 5. Now, consider the rate achievable via time sharing between two 

points using (r1 , P 1) and (r2 , P2 ) with ratios a and 1 - a, respectively. In that case 

the achievable rates can be written as: 

R1 = ar1fi('P1) + (1 - a)r2fi('P2), (G.la) 
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(G.lb) 

where each of (r1, 'P1) and (r2 , P2) satisfy the average power constraints. These power 

constraints can be written as G 1'P1 ~ P and G 2'P2 ~ P,1 where Gi is a matrix that 

adds the appropriate power components of the vector Pi with the appropriate ratios, 

and whose entries depend on ri, and Pis a vector of the maximum average power for 

each user. Now, time sharing between (ri, 'P1) and (r2 , P2) with ratios a and 1 - a 

is equivalent to allocating for the transmission of the message of user 1 a fraction of 

the time r3 = ar1+ (1 - a)r2 and an average power ari'Pi+~I -a)r2P2 and allocating for 3
the transmission of the message of user 2 a fraction of the time f 3 = af1 + (1 - a)f2 

with an average power afi'Pi+(_i-a)r2 P 2 Now, we examine the rate achievable using r3• 
T3 

and the average power for user 1 

_ r fi(ar1'P1 + (1 - a)r2'P2)
3 (G.2a)

r3 

~ r3 (ar1/i('Pi) + (1 - a)r2fi('P2)) (G.2b)
r3 r3 

- arif1('P1) + (1 - a)rd1('P2), (G.2c) 

The result in ( G .2c) indicates that the rate achievable via time sharing can be achieved 

using a distinct value of r. A similar proof for R2 (r3 ) can be obtained using analogous 

steps. Therefore, the region obtained via jointly optimal power and channel resource 

allocation is convex. Since this achievable rate region represents the hypograph for 

the function R1 (R2), then this function is concave in R2 [5]. 

Next, we show that the weighted sum maximization problem is a convex problem. 

The weighted sum maximization problem can be written as: 

(G.3) 


1These vector inequalities are element-wise inequalities. 
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and since R1 is a concave function of R2 , the problem in (G.3) is a convex problem 

in R2 • Therefore, it can be solved using efficient algorithms. One simple algorithm 

to solve this problem is to use the bisection search over R2 , and in each step of the 

algorithm, the value of R1 ( R2) is calculated using the target rate approach. 
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Appendix H 

Concavity of the power allocation 

problem 

The concavity of h(x, y) = Ja: + r(rZcy) in x and y for positive a, b, c, r and 

x, y ~ 0 can be shown by establishing the negative semi-definiteness of the Hessian 

of h(x, y). 

(H.1) 


where hwz = !!Jz, for w, z E { x, y}. It can be shown that 

3 2b2 2 + 6a2 2 2 2 + 4a2rb3 3 + a2 4hxx = -1/4(4a2r 3bx + 4a2r cy + 6a2r x r c y x r 

2b4 4 + a2 4 4 + b2 4 2+ a x c y c y4 + 12a2r 2bcxy + 2ar3bcy + 6ar2bc2y 

2 2 3 3+ 12a2rb2x cy + 12a2rbxc2y2 + 8ar2b2xcy + 16arb2xc y2 + 4a2rc y 

2 2 3 3 3 2 2 2+ 2ac4 y4b + b2c y r2 + 2b2c y r + 6arc3 y3b + 4a2b3x cy + 6a2b2x c y 

2 2 2 3 3 2 2+ 6ab3x cyr + 6ab3x c y2 + 4a2bc3xy3 + 8ab2c xy3 + 4xb3c y3 + 4xb3rc y ) 
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x(ar + abx + acy +bey) )-I
x ( x(ar + abx + acy + bcy)r(r +bx+ cy)' 

r(r + bx + cy) ' 

(H.2) 

(b2x + 4abx + 4bcy + br + 4acy +4ar)(r + bx)xc2b 
hyy = -1/4--------------~=====, 

(ar + abx + acy + bcy)r(r +bx+ cy)3 x(ar+abx+acy+bcy)
r(r+bx+cy) 

(H.3) 

and hence that 

2 2 2 2
det(V2h(x, y)) = l/4 (ab x

2 + abcxy + 2arbx + arcy + ar
2 + b rx + b xcy + bcyr)c b. 

x(ar + abx + acy + bcy)r(r +bx+ cy)3 

(H.4) 

For positive values of the parameters (a, b, c, r) and non-negative x and y, the diagonal 

elements of (H.l) are negative and the determinant of V 2h(x, y) is positive. Therefore, 

V 2h(x, y) is negative semi-definite, which establishes the concavity of h(x, y). 
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Appendix I 

At least one of P12 and P21 will be 

zero at optimality 

Since all the partial derivatives will be evaluated at the optimal point (P1\, P;1), for 

simplicity, we will use :J:i to refer to afi(:~:;f>2i). We are interested in the case in 

which both nodes have information to transmit, and hence Pt1 > 0, and P;1 < 2P2. 

In that case it can be (analytically) shown that :£~ < 0, and that ;£; > 0.1 1 

Let us first consider the case in which .X4 = 0. From ( 4.12c) we have that :J: + 
1 

.X* 8fi ~ 0 and hence A* ~ - ~/.EA- Therefore
Iapu 7 

' 1 7 8P11 8P11. ' 

(I.1) 

It can be shown that 

ofo ofi 

aP21 aPu 
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where 

- - - - 2 - -2
A - 4rf(f + 'Y21(2P2 - P;1) + 'Y10(2Pi - Pt1)) (r + 'Y20P;1 + 'Y12P1\) 

110Pi1 + 'Y20'Y13Pi1 Ri1 _ 
r r(r + 120P21+ 'Y12Pi1) 

x 

x 

It can also be shown that 

8fo 8f1 
A-1 [ 'Y10(r + 'Y12Pi*1+'Y20P;1)2+ 'Y20'Y12P;1(r + 'Y20P;1)]

-afau 8P21 

2x [ 120(f + 121 (2P2 - fa;1) +110(2P1 - Pt1) ) 

+(r + 110(2P1 - Pt1) )(2P2 - fa;1h1o'Y21] 
- 2 - - 2;::a 'Y10'Y20(r + 'Y12Pi*1) (f + 'Y21(2P2 - P;1)) /A 

where the right hand side of inequality a is obtained by retaining only the underbraced 

parts of the previous equation and ignoring the remaining terms, which are non

negative by construction. For the case of interest here, where both users have their 

own information to send, inequality a will be a strict inequality and hence we can 

write 

ofo 8f1 8fo 8/1 - - - - 2 - - - - --------------- > 3rfP1\(2P2-P;1)+'Y12fPt1(2P2-P;1)+'Y21rPt1(2P2-P;1) , 
8P21 8Pu 8Pu 8P21 

(I.2) 

where the right hand side is positive because P21 is required to satisfy the power 
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constraint P;1 ~ 2P2 . Using (I.1), and the positivity of (1.2) and :J: , we have that 
1 

8[o + >.; 8[1 > O. (1.3) 
8P21 8P21 

Given (I.3) and (4.12b), in order for (4.12c) to be satisfied with ..\4 = 0 we must have 

,\j > 0. Using (4.12d), this implies that P21 = 0. 

Using a similar strategy, we can show that if ,\j = 0, then 

8[o + ..\i 8[1 < O. (I.4)
8Pn 8Pn 

Given (I.4) and (4.12b), in order for (4.12c) to be satisfied with ,\j = 0 we must have 

..\4 > 0. Using (4.12d), this implies that P11 = 2P1 and hence that P12 = 0. Therefore, 

at optimality at least one of P12 and P21 equals zero. 
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Appendix J 

- I 

Proof of R2(P, r) > R2(P, r) 

The bounding argument below is based on the fact that for any non-negative and 

finite a, b, c and r 

ab a(---~a and ab) 0 (J.l)
r+a+b 8a r+a+b ~ ' 

and that for r > 0 
ab 

---<a. (J.2)
r+b+c 
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= 	~log ( 1 + 'Y20P22 + ,,!~'Y21P12P~2 _ ) 

2 f f(f + 'Y21P22 + 'Y10(Pi2 - ~i)) 


>c ~log (l + '"'(20P22 + 'Y!o'Y21P12P:2 _ ) 
2 f f(f + 'Y21P22 + 'Y10(P12 - ~i)) 

> ~log ( 1 + 'Y20P22 + 'Y10'Y2:P12P22 _ ) 

2 f f(f + 'Y21P22 + 'Y10Pi2) 


> R2(P, r), 

where inequality a is a consequence of (J.2) (assuming f > 0), inequality bis obtained 

by applying the first inequality in (J.1) to (4.14), which yields '"'(10Li1 :::;; '"'(20P21 , and 

inequality c comes from the second inequality in ( J.1). 
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Appendix K 

Quasi-Concavity of the Resource 

Allocation Problem 

Consider ri, r2 E Sf3. Let x1 and x 2 denote the maximizing values of P21 corresponding 

to those values of r, respectively. Then the following pair of equations hold for 

(r = ri, P21 = x1) and for (r = r2, P21 = x2), 

2,10P1 2r20"Y12P1P21 )-r 1og ( 1 + + - ~ Ri,test, (K.la)
2 r r(r + r20P21 + 2r12Pi) 

~ log(l + r;o (2P2 - P21)) ~ R2,tar· (K.lb) 

The inequalities in (K. l) can be rewritten as 

fi(ri, x1) ~ 91(r1), /1(r2,x2) ~ 91(r2), (K.2a) 

h(ri, xi) ~ 92(r1), /2(r2, x2) ;?:: 92(r2), (K.2b) 

where 

P- 2r2o"Y12P1xr2f1(r,x)= r + 2"Y10 1r + , 91(r) = 
(r + r20x + 2r12P1) 

2R2 tar 

'2(r, x) = "Y20(2P2 - x), 92(r) = f(2~ - 1). 

173 




Ph.D. Thesis - Wessam Mesbah McMaster - Electrical & Computer Engineering 

Examining the convexity properties of these functions, it can be seen that the function 

h(r,x) is a linear function. That is h(r,x) is concave in x and r. The second 

Differentiation of g1 ( r) with respect to r results in 

2Ri,;est R2 ln(2)2 
1,test ~ O 

3 ?' • (K.3)
dr2 r 

Therefore, g1(r) is a convex function in r. With regard to the function g2(r), it can 

directly be shown to be convex decreasing in f by differentiating it with respect to f. 

The first differentiation results in 

dg~~r) = exp(2R2 tar ln(2)/f) - 1 -
2R2,t~ ln(2

) exp(2R2 tar ln(2)/f). (K.4) 
r ' r ' 

Let a= 2R2,tar ln(2)/f, then we have 

- (1 - a) exp( a) - 1 (K.5a) 

(K.5b) 

(K.5c) 

The second differentiation with respect to r results in 

(K.6) 


Therefore, from (K.5c) and (K.6) we have that g2 (r) is convex decreasing in f. Fur

thermore, by obtaining an analytic expression for the Hessian of fi(r,x), it can be 

shown that the condition 2'"'j10 P1 ~ 1 is sufficient for the Hessian to be negative 

semi-definite, and hence is sufficient for / 1 (r, x) to be concave in r and x. 

Let r3 = Or1+ (1 - O)r2, for some () E [O, 1], and let X3 = Ox1 + (1 - O)x2. Then 

we have 
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(K.7) 

where inequality a follows from the concavity of f 1(r,x) and inequality b follows from 

the convexity of g1(r). Similarly, we can show that 

(K.8) 

Hence, for any two values of r (namely, r 1 and r 2), if there exist values of x (namely, 

x1 and x2 ), such that the conditions in (Kl) are satisfied, then for any value of r that 

lies between r 1 and r 2 (namely, r3 ), there exists a value for x that lies between x1 and 

x2 (namely, x3 ), such that the conditions in (K.l) are satisfied. Therefore, S13 is a 

convex set, and hence the objective in ( 4.16) is quasi-concave in r. Following similar 

steps, it can be shown that the objective in (4.17) is quasi-concave in r if 2120P2 ~ 1. 
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Appendix L 

Intersection of the Sets of r that 

Result from (4.16) and (4.17) 

Here we will show that if Ri,test is such that both Sf3 and Sa are non-empty, then these 

two sets intersect. In doing so, we will show that if both sets are non-empty, then 

there exists a value of r, denoted r 3 , such that a rate of at least Ri,test can be achieved 

for Node 1 (and the target rate for Node 2 satisfied) using only direct transmission. 

Since direct transmission is a feasible solution for both ( 4.16) and ( 4.17), r 3 lies in 

both Sf3 and Sc" and hence these sets intersect. 

Using the closed-form solution in ( 4.20) we have that 

{J(r) = :_ 1 ( 1 + 2P1'10 + 2P1'12(2P2120 - f(2~ -1)) )(L.la)
2 0 g r - 2R2,tar A 

r(r + (2P2120 - r(2 r - 1)) + 2Pn12) 

:_ log ( 1 + 2Pn10 _ [2P2121 + f][f(2~ - 1) - 2P2120] ) . (L. lb)a(r) = 
2 r r(2P2')'21 - [f(2

2

R~tar - 1) - 2P2120]) 

Let Tf3 E s(3 and Ta E Sa. Since the constraints in (4.16b) and (4.17b) hold with 

equality at optimality, and since the power constraint must be satisfied, we have that 

(L.2) 
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and that 

(L.3) 


Since '!3 E Sf3 and ra E Sa by assumption, (3(rf3) ~ R1,test and a(ra) ~ R1,test· By 

substituting the expressions in (L.1) into these bounds, and using the inequalities in 

(L.2) and (L.3) we have 

(L.4a) 
2R1,test - - 2R2,tar 

T'a(2 ra - 1) ~ 2P1 /'IO + 2P2/'20 - fa (2 - 1). (L.4b)fa 

2R1 test 
It can be shown that r(2~ - 1) is convex decreasing in r (see (K.5)), and hence 

for any r3 = µrf3 + (1 - µ)rm we have 

2R1 test 2R1,test 2R1 test 

i3(2~ - 1) ~ µr(3(2 r13 - 1) + (1 - µ)ra(2~ - 1) 
2

~ µ( 2P1'Y10 + (2P2'Y20 - f1 (2 R~tar - 1))) 

+ (1 - µ) (2Fn10 - [f2(2 
2

R~~tar - 1) - 2F2'Y20J) 

2R2 tar 2R2 tar ) 

= 2Pn10 + 2P2'Y20 - ( µf1(2----FF - 1) + (1 - µ)r2(2~ - 1) 
_ _ 2R2,tar 

~ 2P1'Y10 + 2P2'Y20 - f3(2 r3 - 1) (L.5) 

2R2 tar  1If we choose r3 such that f3(2~ - 1) = 2F2'Y2o, i.e., R2,tar = tr-log(l + 21;J20 
), 

2R1,test _ 2P 
then we have r3(2 r3 -1) ~ 2P1!'10 , and hence Ri,test ~ ~ log(l + ~?1°). That is, 

for the choice r = r3, direct transmission from both nodes (i.e., P12 = 0 and P21 = 0) 

yields a rate for Node 1 that is at least Ri,test· (Actually, direct transmission yields 

the largest achievable rate for Node 1 for this value of r.) Since direct transmission 

is a feasible solution to both (4.16) and (4.17), r 3 is an element of both Sf3 and Sa, 

and hence these sets intersect. 

1The existence of an r 3 such that Tf3 ~ f3 ~ fa follows directly from (L.2) and (L.3) and the 

decreasing nature of the function f(2~ - 1) inf. 
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Appendix M 

Proof of Proposition 5.1 

Assume that the solutions to (5.7) with T = Ta and T = Tf3 are both greater than 

certain target rate Ci,tar· Let Xa and Xf3 denote the corresponding optimal values of 

Pm. Then we have that 

!:_ min{log(l + 21IRP1 ), log(l + 2110P1 + 'YR0PR1)} ~ (M.la)
2 T T 


~ . {l (l 'Y2rf>2) l (l 2120f>2 + 'YROPR2)}
mm og + , og + A ~ (M.lb)
2 T 

A 

T 

for (r = Ta, Pm = Xa) and (T = Tf3, Pm = x13). The inequalities in (M.l) can be 

written as 

fi(xa) ~ 91(Ta), fi(x13) ~ 91(Tf3), (M.2a) 

h(xa) ~ 92(Ta), h(x13) ~ 92(T13), {M.2b) 

where 

2C1 tar

fi (x) = min { 2')'1Rf>i, 2')'1of>1 + ')'ROX}, 91(T) = T(2--T -1), 
2C2 tar 

h(x) = min{212rP2, 2120P2 + 'YR0(2PR - x) }, 92(T) = f(2--'F" - 1). 
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Examining these functions, we observe that fi(x) and f2(x) are both concave func

tions. By differentiating g1(r) twice with respect tor we obtain 

4C2 ln(2)22 2c1/ar 
1,tar >- O (M.3)

dr2 3 ~ ' r 

and hence, g1(r) is a convex function in r. Similarly, we can show that g2(r) is convex 

in r. 

Now, if we consider r'Y = µr°' + {Lr13 and x'Y = µx°' + {Lx13, where µ E [O, 1] and 

fL = 1 - µ,then 

fi(x'Y) ~a µf1(xa) + fLf1(x13) (M.4) 

~ µg1(ra) + fLg1(r13) (M.5) 

(M.6) 


where a follows from the concavity of Ji (x) and b follows from the convexity of g1 ( r). 

Similarly, it can be shown that 

(M.7) 


Hence, for any two values of r (namely, ra and r13), if there exist values of x (namely, 

Xa and x13 ), such that the conditions in (M.1) are satisfied, then for any value of r 

that lies between ra and r13 (namely, r'Y = µxa + {Lx13), there exists a value for x that 

lies between Xa and x13 (namely, x'Y = µxa + {Lx13) such that the conditions in (M.l) 

are satisfied. Therefore, the set of values of r for which the solution of the problem in 

(5.7) is greater than a certain target rate Ci,tar is a convex set. Hence, the problem 

in (5.7) is quasi-concave in r. 
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Appendix N 

Proof of Proposition 5.2 

We begin by showing that the function~ log ((1 + ;)(1 + b:)) is quasi-concave in the 

variables r and x, where a and bare non-negative constants. To do so, we assume 

that the pairs ( ro:i x0 ) and ( rf3, x f3) satisfy 

(N.1) 


where Mis a non-negative constant. We can write (N.1) as 

fo(r, x) ~ 9o(r), (N.2) 

where 
222Mr 

fo (r, x) = r + bx and 9o(r) = --. 
r 

r+a 

The function f 0 (r, x) is a linear function, while the function g0 (r) can be shown to be 

convex function using the fact that 

d2g0 (r) 2a22
2
: (r2(1 - ln(2))2 + 2ar ln(2)(21n(2) - 1) + ln(2)2(r2 + 2a2)) 

---= ~o
dr2 (r + a)3r 2 • 

(N.3) 
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Now, if we consider r'Y = µr0 +fl,rf3 and x'Y = µx 0 +fl,xf3, whereµ E [O, 1] and fl,= 1-µ, 

then 

µfo(ro., Xo.) + P,fo(rf3, Xf3) (N.4) 

~ µgo(ro.) + fl,go(rf3) (N.5) 

~a go(r'Y), (N.6) 

where a follows from the convexity of g1(r). Therefore, the set of pairs (r, x) that 

satisfy (N.1) is a convex set, and hence the function pog ( ( 1 + ~) ( 1 + b:)) is quasi

concave in the variables rand x. 

By obtaining its second derivative, it is straight forward to show that ~ log(l + 

211~P1 ) is concave in r. Since the minimum of a concave function and a quasi-concave 

function is a quasi-concave function, then we can say that the function 

is quasi-concave in r and PRI. Similarly, the function 

can be shown to be quasi-concave in r and PRI. Therefore, the problem in (5.9) is 

quasi-concave in rand PRI. That is, the set of all pairs (r, PRI) for which the solution 

of the problem (5.9) is greater than a target rate C1,tan i.e., the set of all pairs that 

satisfy 

r . { ( 21rnP1) ( 2110P1) ( "YRof>RI)}
2mm log 1 + r , log 1 + r +log 1 + r ~ C1,tan (N.7a) 

f . { ( 21'2rP2) ( 2120P2) ( 1'RoPR2) }2mm log 1 + f , log 1 + f + log 1 + f ~ C2,tan (N. 7b) 

is a convex set. 
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Appendix 0 

Proof of Proposition 5.3 

Consider the function 

a bcx )f (r, x) = rlog ( 1 + - + ( b ) , (0.1) 
r rr+ +ex 

where a, band care positive constants and (r, x) E (0, 1) x IR++· We will avoid the 

cases where r = 0 or r = 1 because these cases correspond to scenarios in which one 

of the source nodes does not transmit. In those scenarios, the problem is easy to 

solve because all the relay power and all the channel resource will be allocated to the 

transmission of the message of the other source node. We will show that f(r, x) is 

quasi-convex using the the second-order condition for the quasi-convexity which states 

that [5]: For any vector z such that zT'Vj = 0, if the function f satisfies zT'V2fz < 0, 

then f is quasi-concave. 

For the function f, we denote the gradient as VJ = [fr, fxJT, where fw = ~· 

Since 'VJ E JR.2 , the subspace orthogonal to 'VJ will be a one dimensional subspace. 

Since the vector z = [-Jx, frJT is orthogonal to 'VJ, then all the vectors in the 

subspace orthogonal to 'VJ are parallel to the vector z. Examining the quantity 
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zT'\72f z, we have that 

(0.2) 


where A, B and C are positive quantities that depend on the constants a, b and c 

and the variables rand x. Equation (0.2) can be written as 

From (0.3), it can be seen that it is sufficient that 2.y'AC > B for the quantity 

zT'\72f z to be negative and consequently for the function f (r, x) to be quasi-concave· 

in (r, x). Since both the quantities 2.y'AC and B are positive, we can examine the 

quantities 4AC and B 2 . In particular, it can be shown that 

B 2 24AC - = 4(5abcxr2 
- bcxr3 + 3ab2r - b2r3 + abr3 

- br4 +4ab3cx + l0ab2cxr 
~ 

+2b3cxr + 2a2c2x 2r + 6a2b2r + 6a2br2 + 2a2r3 + 2a2b3 + 4bac2x 2r 

+2arb3 + 2b2c2x 2r + 2b3c2x 2 )r2b3c4 (b + r) 2 (b +ex+ r)-4 

x (rb + rcx + r2 +ab+ acx + ar + bcx)-5 
. (0.4) 

The underbraced terms in (0.4) contain the negative terms in (0.4), each paired 

with a corresponding positive term. It can be seen that if a ~ r then each of these 

underbraced terms is non-negative. Therefore, a ~ 1 is a sufficient condition for 

4AC > B 2 , and hence is a sufficient condition for the function J(r,x) to be quasi-

concave. 

By making the substitutions a = 2'"'(10 Pi, b = 2'"'(rnPi, c = '°'(RO, and x = Pm, 

the sufficient condition becomes 2'"'(10P1 ~ 1. That is, if the maximum achiev

able SNR of the direct channel of Node 1 is at least -3 dB, then the function 

.?:log (i + 21 10 f>1 + 211R"fRoPiPm_ ) is quasi-concave in (r, PRI)· Similarly, we can 
2 r r(r+21IRP1+JR0Pm) 
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obtain that 2120 f>2 ~ 1 is a sufficient condition for the function 

to be quasi-concave in (f, PR2 ). Therefore, the problem in (5.10) is quasi-concave in 

(r, PRl) if the maximum achievable SNR of the direct channel of both nodes is at 

least -3dB. 
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Appendix P 

Proof of Proposition 5.4 

Following a similar proof to that in Appendix 0 , consider the function 

a bc(a+r)x )f r, x = r log 1 + - + , (P.l)
( ) ( r r(r2 +(a+b)r+c(a+r)x) 

where a, band care positive constants and (r, x) E (0, 1) x IR++· Define z to be the 

vector orthogonal to the gradient subspace of the function f (r ,x ), i.e., z = [- f x, fr]T . 

Examining the quantity zT'\12fz , we have that 

where, of course A , B and C are different positive functions of a, b, c, r and x than 

those in Appendix 0. 

From (P.2) it can be seen that it is sufficient that 2VAC > B for zT'\12fz to be 

negative, and consequently for the function f (r, x) to be quasi-concave in ( r, x). Since 

both 2VAC and B are positive, we can examine 
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2 4 b2 2 2b2 2 2 2b2+ 8b2a r - r6 +7ba5r - br7 +l2a2r c x 2 + 2r5cxb2 + 2r4c x
~ 

4 2 3b2+ 4ar4bc2x 2 + 2a2r c x 2 + 2r4cxb3 + l0ar4b2cx + 2a2r6 + 24a2r cx 

2 2 2 2 2+ 8a5c x r + 4a5x c2b + l6a5r cx + 5b3r a3 + 2la4r3b) 

2 + a 2 5x (2ar + r 2 +ab+ rb)-2 (cx + r)-4 (acx + rcx + ar + rb + r )

(P.3) 

The underbraced terms of (P.3) contain the negative terms in (P.3), each paired with 

a corresponding positive terms. It can be seen that if a ;;:::: r, each of these underbraced 

terms is non-negative. Therefore, a ;;:::: 1 is a sufficient condition for 4AC > B 2 , and 

hence for the function f(r, x) to be quasi-concave. 

Making the substitutions a = 2710Fi, b = 27rnPi, c = "YRo, and x = PRI, 

the sufficient condition becomes 2710P1 ;;:::: 1. That is, if the maximum achiev

able SNR of the direct channel of Node 1 is at least -3 dB, then the function 

!:log (i + 2110f>1 + 2'Y1R'YRof>i(2'Y1of>i+r)f>Rl - ) is quasi-concave in (r PRI)· Sim
2 r r(r2+2('Y10+'Y1R)P1 r+"(Ro(2"(10Pi +r)PR1) ' 

ilarly, we can obtain that 2"f20P2 ;;:::: 1 is a sufficient condition for the function 

2flog (i + 212?f>2 + . . 'Y2R'YRof>2<:'Y20f>2+r)f>R2 • - ) to be quasi-concave in (f, PR2)·
2 r r(r2+2('Y20+'Y2R)P2r+'YR0(2'Y20P2+r)PR2) 

Therefore, the problem in (5.12) is quasi-concave in (r, PRI) if the maximum achiev

able SNR of the direct channel of both nodes is at least -3dB. 
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