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Abstract

This thesis contributes to the methods for evabgatthe hardware
performance of microwave imaging systems. Differadpects of this
performance study are systematically describedeamatliated through existing
and novel performance metrics. The dynamic rangéwof vector network
analyzers and their noise floor are explored. Tifexts of low noise amplifiers
on the dynamic range of the microwave system ae studied. To increase
the dynamic range and sensitivity of the systemew high efficiency ultra
wide band TEM horn antenna is introduced. The neterma significantly
blocks the electromagnetic interference from theosunding medium. The
parasitic coupling between the transmitting anckirgog antennas has been
reduced to a minimum. To estimate the efficiencyhefantenna used in tissue
imaging more realistically, a measurement basedhodeis also proposed. The
method models the two-port network formed by theemmas and the medium
between them by signal flow graph. The medium’steleal properties mimic
those of tissue and can vary according to the egpbn. Also, a new
performance metric for microwave systems namelyg pimysical contrast
sensitivity is proposed. Methodologies are propdsedts evaluation through
measurements and through simulations. This endhkesestimation of the
smallest detectable target permittivity contrastsare for the system under

evaluation.
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Chapter 1

| ntroduction

1.1 MOTIVATION

Microwave tissue imaging relies on the differenge the dielectric
properties of the different tissues. For instantes dielectric properties
(permittivity and conductivity) of the malignantssiues in breast cancer are
higher than those of normal breast tissue. Thigewihce is referred to as
dielectric contrast, which can be detected by mwence imaging (MWI)
methods. MWI employs energy levels that do not h#rentissues. Its other
advantage is that the equipment has lower costttaicurrently widely used
diagnostic tools, e. g., magnetic resonance imagiNiRl) or X-rays.
Therefore, MWI has potential benefits in early-stdgyeast cancer detection

respectively for screening of the population &t.ris



MWI systems seek to address the limitations of ytsdatandard imaging
modalities for breast cancer detection. For insgaXeray mammography may
pose some health risk as it delivers ionizing ramiainto the breast tissues.
Other drawback of mammography is the pain assatiatgth breast
compression. It also has relatively low sensitivgpecially in the case of
radiologically dense breast tiss{d. In the case of ultrasound, the images
contain too many artifacts and ambiguities (suclsledowing, speckle, and
non-quantified contrasts). These issues often trasulnsufficient effective
resolutions, as well as a lack of specificity irstoiguishing malignant and
normal masses, as well as distinguishing betweemalobackground tissue
and suspected masgé$ The main disadvantage of MRI is its operataosgt.
The long examination times and the use of a candigent (gadolinium) make
it unsuitable for screening purposes. Also, actedhis imaging tool is rather

limited and may result in unacceptable delays étitme for testingl].

To investigate the ability of MWI for breast canceetection, several
studies of the dielectric properties of biologickésues at microwave
frequencies were carried out. The results show thatdielectric contrast
between malignant and normal breast tissues igmuft for early stage breast

cancer detectiofl]-[4].



Various acquisition setups have been considered tii@r microwave
measurements of the bref4}-[13]. These setups can be categorized into three
groups. passive, active, and hybrid. In the passystems, similar to
radiometry, a sensor measures the radiated thezlealromagnetic energy.
The energy detected by a radiometer at microwaaguincies is the thermal
emission from the tissue itself as well as thermeahission from the
environment that arrives at the radiometer aftélecgon. This intensity of
emission is proportional to the temperature olugs<ancer detection relies on
the fact that there is a temperature contrast mtveemalignant tumor and the
surrounding normal tissue due to the differencth@r metabolisnjl4].

In some systems, the contrast between malignantnamchal tissue is
increased further. To archive a better contrast, dgample, microwave
radiation can be used to induce heating. Such mgstee examples of hybrid
systems. For instance in microwave-induced acousgging, microwaves are
used to illuminate the breast. Due to the higherdaactivity of malignant
breast tissue, more energy is deposited in tunnessilting in selective heating
of these lesions. The tumors expand and generatsyme waves, which are
detected by ultrasound transducddrs).

The active methods are based on the generationi@bwave signals
which are coupled into the tissue using antennd&® ficrowave signals

penetrate into the tissue and are scattered. Tagessd field can be also
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extracted in three different scenarios; mono-stdicstatic or multi-static. In
the mono-static scenario which is common in rathe,transmitting (Tx) and
the receiving (Rx) antennas are co-located, andvihees are extracted at the
point where they were generated. Moreover, to coasttissue images,
scanning the Tx/Rx location over a sufficiently garsurface (acquisition
surface) is essentiflé6].

In a bi-static scenario, the Tx and Rx locations different and one
antenna transmits and only one antenna receivesobi@n tissue images
similar to mono-static scenario either the Tx a Bx antenna, or both, may
be scanned over their respective surfaded. A multi-static system is a
generalization of the bi-static system, with one noore receivers extract
microwave signalsrom one or more geographically separated tranersitt
Scanning the Tx/Rx antennas may also be used iti-atatic systemg§l8].

Most systems exploit active microwave imaging teghes. Here, also our
focus is on active systems. The goals of microwawaging design are
increasing its capability to detect low-contrastl amall-size tumors as well as
reducing its size and cost. The improvement carrdatized both in the
hardware and the software system components. Hleeefocus is on the
hardware of the microwave imaging systems and thaluation of its

performance. As a matter of fact, the hardwarehef microwave imaging



system has a primary role in determining the pentorce, the size and the cost
of the system.

There are several challenges in MWI that need tadoieessed in hardware
design[19] [20]. One of these challenges is coupling microwpeaer into
the tissue. Due to the large difference betweenelketrical properties of
living tissue and air, the reflection of any mict@we radiation generated in air
at the tissue interface is significant. In genedifferent layers of tissue not
only reflect back the microwave power but also fifts penetration through
attenuation.

To reduce reflections and increase the coupling goointo the tissue
coupling liquids are useff1]. Although using coupling liquids reduces the
reflections, it can still cause power loss dueditiavers and dissipation in the
coupling liquid. Moreover, coupling liquids makeethmaintenance of the
acquisition system more difficult in clinical implentations. Another
approach to improve the power coupling into thesuis is to design the
antennas so that they couple the power througlttdo@ntact with the tissue
[22]. In this case, the acquisition system showddlexible for adjustments or
deformations of setup to conform to the size arapstof the particular imaged
tissue.

Low dynamic range of microwave imaging systemsnistiaer challenging

factor. The loss in medium, sensor efficiency amtteutainty in tissue
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measurements are major defining factors of dynaraige in microwave
imaging systems. High dynamic range is desirabbkctoeve better microwave
signal penetration depth and better sensitivitthentumor detection.

In this thesis, we addressed some of the hardwasggm challenges.
Moreover, several parameters describing the pednom of the MWI systems
are investigated. Methods to estimate the effigiesnad the sensitivity of the
MWI systems and their components have been inteditend applied in
practical scenarios. These methods can be usedbtttify the performance of

MWI systems and to compare them.

1.2 DYNAMIC RANGE OF MICROWAVE IMAGING
SYSTEMS

The dynamic range (DR or DNR) is the ratio betweéisnlargest and
smallest possible values. It describes the rangbeotignal levels that can be
reliably measured simultaneously; in particularg thbility to accurately
measure small signals in the presence of the lsiggals[23]. The DR is an
important parameter of any measurement systemalmyrapplications such as
spectral analysis, tomography, and communicatitiesPDR should be as high
as possible.

The maximum signal in the transmitter side is alsvdiynited in the
acquisition system. In microwave tissue imaginge tmaximum allowed

transmitted power is limited by thermal effects do¢he microwave radiation
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absorbed in a living organism, which may causeuéisdamage. The tissue
damage depends primarily on the absorbed energytlfadissue thermal
sensitivity. The absorbed energy is a functionhef microwave power density
(which depends on the distance from the sourcei@ngdower output), the
frequency, and the absorption rate in the giversuis The effects of
microwaves on tissues are well understood in polecbut are still under
investigation and characterizat[@8]. There are strict safety limits for the
exposure of people to microwave radiation. The. @&upational Safety and
Health Administration defines the energy densityitlifor exposure periods of
0.1 hours or more to 10 mW/énfor shorter periods, the limit is 1 mW-hr/cm
with limited excursions above 10 mW/gf24].

The microwave signal decays as it passes through ldksy tissue.
Therefore, the signal level in the receiver sidedstrolled by the transmitter's
power and tissue loss. On the other hand, in therdevels of the dynamic
range, the small signal analysis is limited by timdependent factors: the
system noise floor and the spurious signals (anyesinable unpredictable
signal that increases the uncertainty of the measent). In this section, the

noise floor of our imaging setup is investigated.

1.2.1 Vector Network Analyzer Noise floor

The dynamic range of the microwave imaging setup agstem is dictated

by the dynamic range of its different parts. Thesadevel of a system sets the
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lower limit of the magnitude of a signal that cadetected. The noise floor of
the imaging system is determined by the noise flobrthe measuring
equipment. ForSparameter measurement, vector network analyzelA[V
are used. In this section the noise performant@@VNAs, Advantest-R3770
and Agilent-E8363B, is investigated. The effecttioé resolution bandwidth
(RBW) and the averaging factor (AF) on the noismiflare measured and

studied. The effect of a low noise amplifier on tfwese floor is also examined.

1.2.2 NoiseLevel of the Advantest VNA (R3770)

The first step in measuring the noise level of Yi¢A is calibration. In
order to see the performance of the instrumertsientire frequency range, the
start and stop frequencies are set to 300 kHz an@Hz, respectively. Since
|S1| represents the square root of the ratio of tlemived power to the
transmitted power, by setting the output power oft mne to 0 dBm,S|
represents the actual noise level of the instrumentdBm. Then, other
parameters like the RBW and the number of frequepawts should be

selected according to the experiment specifications

When measuring the noise level, the receiving jgomiatched to a standard
50 Q load. All other ports, including the transmittipgrt, are left open. A
smoothing factor of 20% is used as suggested imgteument manual for the

case of noise measurement. The averaging is disable averaging reduces



the noise level, so the highest noise level is nweaswith the averaging being

off.

1.2.2.1 The Effect of the Resolution Bandwidth on the Noise L evel

The thermal noise power is related to the measuretvendwidthAf by

[25]

P =k, TAf (1.1)
wherekg is Boltzmann’s constant aridis the absolute temperature. Therefore,

the noise power is directly proportional to the RBW

-70
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Fig. 1.2-1. Noise level of the Advantest VNA for diffeteRBWs (smoothing = 20%, AF = 0,
transmitter power = 0 dBm, number of frequency on1601).

Fig. 1.2-1 shows the noise level of this instrument diofferent RBW

values. The noise performance of this VNA is nat th its entire frequency
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range. The differences in the noise levels for\wem@iRBW are due to the
different receivers used in the different frequerayges.

Since the noise level decreases by the decredsnBBW, one may desire
the smallest RBW. On the other hand, the measuretimea depends on the
RBW. For a lower RBW, the measurement lasts longke sweep times for

several RBW values are summarized in Tdbi1.

Table 1.2-1. Sweep time for different resolution bandWwidtwith 1601

frequency points.

RBW (kHz) Sweep time (s)

1 1.486
5 0.397
10 0.195
100 0.042

1.2.2.2 TheEffect of Averaging on the Noise Level

As noise is a random phenomenon, averaging theureshsignal decreases
the noise level of the VNA. Fid..2-2 shows the effect of the averaging factor
(AF) on the noise level of the Advantest VNA. Inesang the AF decreases the

noise level and increases the measurement time.
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The measurement time (MT) of the VNA can be reldtethe AF and the
sweep time (ST). To find the relationship, sevenahsurements were carried
out for different MT, AF and ST. Our calculatiortsosv that, for the Advantest

VNA, this relationship is linear and can be expeelsas

MT = 2(AF +1)ST. (1.2)
i jﬁzg T T T T T I \//_”/\__/—"//

dBm
f]
13
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130 10 12 14 16 18 20
Frequency(GHz)

Fig. 1.2-2. Effect of averaging on the noise level & Advantest VNA (smoothing = 20%,
RBW = 10 kHz, transmitter power = 0 dBm, numbepoints = 1601).

The factor of 2 in (1.2) is due to the post-processime of the VNA. As it
can be seen in Fid..2-1 and Figl.2-2, the RBW and the AF have significant
effects on the measured noise level of the VNA. yTlaso affect the
measurement time. Therefore, selecting these fadton trade-off between

noise level and measurement time.
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1.2.3 NOISE LEVEL OF THE AGILENT VNA (E8363B)

The same parameter settings as those in the AdtavitkA measurements
are used in the Agilent VNA measurements. This VNG restrictions on the
choice of some of these parameters. By selectiaghipphest frequency at 40
GHz (the maximum frequency in the range of thigrimeent), the RBW can

be between 1 kHz and 40 kHz.

270 :

—RBW=1 kHz
| --"RBW=5 kHz
T51 - RBW=10 kHz
|- - RBW=40 kHz
80k
!
]
i . R
51 s I N
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bl “. e BT R
95 (R : ,,f’/ B
Ty % = . : xS SR S .
Sy L S W
_100\ \\\\\\\\ - o /\*..W\H i
s sl s ——
-105
v_‘\\\,,\_/d—
-110
-115 I I
(o 5 10 15 20 25 30 35 40

Frequency(GHz)
Fig. 1.2-3.Noise level of the Agilent VNA for different RBW rf®othing = 20.42%, AF = 0,

transmitter power = 0 dBm, number of point = 1601).

1.2.3.1 Resolution Bandwidth Effect on the Noise Leve

The noise levels for the different RBW values dreven in Fig.1.2-3. The
effect of the RBW is similar to that in the measneats with the Advantest

VNA

13



1.2.3.2 TheEffect of Averaging on the Noise Level

Similar to the Advantest VNA, increasing the AF axses the noise level
of the Agilent VNA; see Figl.2-4. The observed measurement time with the

Agilent VNA is half that of the Advantest VNA:

MT = (AF+1)ST. (1.3)
80 .
—AF=0
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85 AF=10
-—-AF=20
90 \
1
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Fig. 1.2-4. Effect of averaging on noise level of thal&gt VNA (smoothing = 20.42%, RBW
=10 kHz, transmitter power = -1 dBm, number ofip®i= 1601).

1.2.4 NOISE LEVEL COMPARISON

The noise levels of the two instruments in the @esirequency range (from
3 GHz to 10 GHz) are shown in Fig.2-5 for set values of RBW and the AF.

As seen from the figure, the noise level for thev&atest VNA is smaller than

14



that of the Agilent VNA in the frequency range frddnto 7.5 GHz, and it

becomes higher for frequencies above 7.5 GHz.

1.2.5 NOISE LEVEL WITH LOW-NOISE AMPLIFIERS

An ideal amplifier would have no noise of its owsyt would simply
amplify its input (the signal and the noise). Tliere, the noise floor at the
output of the amplifier is higher than that at thput by a factor equal to its
gain. The ideal noiseless amplifier does not chahgesignal-to-noise ratio
(SNR). But a real amplifier not only amplifies theise at its input, but will

contribute its own noise to signal, as shown in Eig-6. and (1.4).

-92 : T T
—— Advantest
-—-Agilent
-94 - - 5
-98
-100
£
m
~

-102

-104

-106

_1 1 0 I 1 L L i I
7
Frequecy(GHz)

Fig. 1.2-5. Noise levels of the Advantest and the AdiMNAs (smoothing = 20%, RBW = 10
kHz, AF = 0, transmitter power = 0 dBm, number oints = 1601).
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Fig. 1.2-6. Schematic of an amplifier and its parameters

ON (dB)=IN (dB)+ G (dB)+ NF ( dB (1.4)
In which IN is the noise at the input and ON is tiwase at the output of the
amplifier. G is the gain of amplifier, and NF isetmoise figure of the
amplifier.

This reduces the SNR at the output of the ampldied consequently the
dynamic range of the whole system. The real anepliias two major internal
components: an ideal noiseless amplifier and aeneisirce. The noise source
adds noise to any signal that enters the amplifiélen the ideal amplifier

amplifies both the signal and aggregate noise bgnaount equal to its gain.

Even though an amplifier reduces the SNR at theutirgf the VNA
receiving port, it can be in fact increase the dyitaof the MWI system. If the
noise in the measurement environment is lower th@nnoise floor of the

VNA, the low-noise amplifier will increase the dyne& range. In the
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following section, the effect of a low-noise amigifon the noise floor and the

dynamic range of the system is explored.

1.2.5.1 Effect of Cascade Amplifierson the Dynamic Range

The contribution of the amplifier's noise sourcefiled and does not
change with the input signal. Therefore, when muooese is present at the
amplifier input, the contribution of the internadise source is less significant
in comparison. When amplifiers are cascaded togatharder to amplify very
weak signals, it is the first amplifier in the chawhich has the greatest
influence upon the SNR because the noise floohesldwest at that point in

the chain. This can be expected bearing in mindrties equatioffi26]:

Teq = T1+T_2+_T3

+.... (1.5)
G GG

Here, Teqis the resulting noise temperature referred toipet, T1, T, and T3

are the noise temperatures of the first, secondtlaindl stage in the cascade,

respectively; Gand G are the power gains of the first and the secoagesin

the cascade, respectively.

As the first amplifier in a cascade has the moghicant effect on the
total noise figure, amplifier with the lowest noisigure should be first

(assuming all else is equal). This also applieshto gain. If two amplifiers
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have the same noise figure but different gainshtgker gain amplifier should

precede the lower gain amplifier.

In our experiments, two cascade low-noise ampéifeme connected to the
receiver port (port 2) of the VNA. Port 1 the tramiing port is loaded with a
standard 5@ load. The amplifiers are similar and each of thess 26 dB
gain and 3 dB noise figure. The result is showkim 1.2-7. The jump in the
noise level of the VNA approximately (35 dB), is$ethan the summation of
the gains of the two amplifiers and the resultingisa temperature
approximately (55dB). This translates into an iaseeof dynamic range by 20
dB. Therefore, if the noise in the measurementrenment is lower than the
noise floor of the VNA, low noise amplifiers can lbeed to increase the

dynamic range of the MWI system.

We investigated the noise floor of two vector nekvanalyzers to find the
lowest limit of the dynamic range of our microwaireaging setup. The
smaller noise level corresponds to smaller RBW langer averaging factor.
However, both small RBW and large averaging factprplong the
measurement time. A tradeoff should be made betwesse level and

measurement time.
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Fig. 1.2-7. Effect on the noise level of a connecting-stage LNA at the receiving side of
Agilent VNA (smoothing = 20%, RBW = 10 kHz, AF =%ansmitter power = 0 dBm, number
of frequency points = 1601).

The effect of low-noise amplifiers on the noiseoflos also investigated.
The use of low noise amplifiers can only be uséefuhcreasing the dynamic
range when the noise level of the measurement@mwient is lower than the
VNA noise floor (at least as much as the noiserégof the amplifier). If a
cascade of amplifiers is going to be used in tlheiwer side, the lower noise

figure and higher gain amplifier should be first anline of amplifiers to

achieve the best overall noise figure.

We focused on the dynamic range of the VNA as #rgest achievable

dynamic range of a MWI setup. There are severatrothctors, which can
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introduce noise and uncertainty into the MWI systmd decrease its dynamic
range. Beside the noise figure of amplifiers, tbesa figures of antennas are
also important. The tissue itself has a noise &gurhe leakage or any
electromagnetic interference will also increase thaise floor of the
measurement setup. Moreover, any mechanical mowvera&m introduce
measurement uncertainty, which in effect acts fikése to the measurement.
Some of these effects were explored8]. In Chapter 4 the importance of the
noise and the measurement uncertainty for the tegtysof the MWI system
will be further investigated. In the next Chapte® introduce a new high-
efficiency antenna, which increases the dynamigeasf the microwave MWI

imaging system.

1.3 OUTLINE OF THE THESIS

Chapter 2 introduces a new high efficiency ultralevband TEM horn
antenna for breast cancer detection. The efficia@idire antenna is one of the
important parameters, in its design. It affects dgpamic range of the whole
imaging setup. Beside high efficiency, the new @ange also has several
advantages other over pervious designs. The needdpling liquids is
eliminated by enclosing the radiating structureaisolid dielectric medium.
This simplifies the acquisition setup. It also emses the overall coupling

efficiency of the system by increasing the poweupted into the tissue.
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Moreover, the new antenna blocks the electromagneterference from the
surrounding medium by being fully shielded (excty# front aperture which
comes in contact with the tissue). The leakag@ensurrounding medium (air)
is eliminated thus reducing the parasitic couplegwveen the transmitting and
receiving antennas to a minimum.

In Chapter 3 a measurement-based method to evalatefficiency of
antennas used in microwave tissue imaging is pexhoIhe method is
versatile and in principle applicable to antennaerating in free space as well.
Two identical antennas are employed, one trangmitand the other one
receiving. A signal flow graph (SFG) is developed the two-port network
formed by the antennas and the medium between tHdma. medium’s
electrical properties mimic those of tissue and wany according to the
application. Several measurements are performed one of the antennas
being loaded with known loads. A system of equatiisnconstructed from the
acquired data. The solution of this system produtes efficiency of the
antenna in addition to other unknown parameteth®fSFG. The efficiencies
of two antenna designs are estimated from measamddsimulated data and
are verified through comparisons.

Chapter 4 introduces a new performance metric fa/IMystems, namely,
the physical contrast sensitivity. Methodologies proposed for its evaluation

through measurements and through simulations. diables the estimation of
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the smallest detectable target permittivity contmassize for the system under
evaluation. The outcomes of the proposed simuldiesed and measurement-
based methods are compared for the case of ati@éiBsue-imaging system.
The agreement between the simulated and measureitisgy estimates
validates the proposed methods. The intention ®@fpttoposed methodology is
to provide common means to quantify and compareehesitivity performance
of microwave systems used in tissue imaging as aglhe antennas used as
sensors. The proposed method targets the perfoentdrtbe hardware and it is
not concerned with the image-reconstruction algorg.

The thesis concludes with Chapter 5 where conahgsioand

recommendations for the future work are given.

1.4 CONTRIBUTIONS

The author has contributed to a number of origdealelopments presented

in this thesis. These are briefly described next.

(1) A new high efficiency ultra wide band TEM horn ame for breast
cancer detection is introducgB][30][31].

(2) A measurement-based method to evaluate the effigiehantennas used
in microwave tissue imaging is propod8a][33].

(3) The physical contrast sensitivity of microwave inmgg systems

employing scattering-parameter measurements isodated. This
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Chapter 2

Antenna Design for Microwave | maging

2.1 INTRODUCTION

The antenna is an important part of a microwavegintasetup. In tissue
imaging, it needs to satisfy several requiremdntsome microwave imaging
applications, the typical design requirements, Whave been considered in
previous designs, are wide impedance bandwidthh lgectivity, good
efficiency, and small size. Different kinds of amas have been introduced for
near-field microwave imaging such as the planar aopoie [1], the slot
antennal2], the Fourtear antenni], the microstrip patch antenrid], the
planar “dark-eyes” antenrjg], a cross-Vivaldi antenn®], a ridged pyramidal

horn[7], and a TEM hori8].
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2.2 NEW UWB ANTENNA FOR MICROWAVE IMAGING

The efficiency of the antenna is one of its impottdesign parameters. It
affects the dynamic range of the whole microwavegmg setup. In this
chapter, a new ultra-wide band high efficiency TEMn antenna is presented.
Beside its high efficiency, the new antenna alse $everal advantages over
pervious designs. Similarly to the TEM horn [8], the need for coupling
liquids is eliminated by enclosing the radiatingusture in a solid dielectric
medium. The elimination of the coupling liquid sifigantly simplifies the
acquisition setup and its maintenance. It alsoemses the efficiency of the
system by improving the coupling power. Unlike @ngenna i8], the new
antenna blocks the electromagnetic interferenam fitte surrounding medium
by being fully shielded (except the front apertwieich comes into contact
with the tissue phantom). The leakage in the sumgowg medium (air) is
eliminated, thus reducing the parasitic couplingMeen the transmitting and
receiving sensors to a minimum. Thus, with the rmwenna design, the
dynamic range of the imaging system is increasesltdul) increase in the
efficiency of the sensor, and 2) suppressing tleigps signals.

The ultra-wide band (UWB) performance of the anteisnverified through
simulation and measurement. Excellent coupling ciefficy is also

demonstrated through simulation results.
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Fig.2.2-1. Tapered balun transformer.

2.2.1 New Antenna Design
The UWB TEM horn antenna is matched to atb@oaxial cable through a

balun. The balun provides good impedance matchUwa (from 3 GHz to
10 GHz). It transitions form the unbalanced coagélle to the balanced TEM
line, which leads to the TEM horn.

A wide-band coaxial balun between a coaxial lind artwin-lead line has
been introduced ifB]. Another similar wide-band balun from a coaxXiak to
a parallel-plate line has been proposedll®]. These baluns are based on the
gradual angular removal of the outer conductohefdoaxial line. Irf11], the
balun was used in a TEM horn design for the germerabf high-power
subsecond pulses. Similarly [@ and[10], here a balun is used as a transition

from the unbalanced coaxial line to the balanceMT®©rn plates as shown in
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Fig.2.2-1. As the figure shows, the outer conductor dreddielectric of the
coaxial line are tapered toward the TEM horn plaféoretically, the balun
has no upper frequency limit other than the fregyewhere higher order
coaxial modes are supportd.

The balun is connected to two flared metallic @ateat to form the TEM

horn antenna. The TEM horn is placed in a solidediec medium with

& =10and tand = 0.01 as shown in Fig2.2-2(a). The permittivity of 10 is the

weighted averaged tissue permittivity of a breaghe UWB frequency range
[12]. This permittivity value ensures maximum coogl of the microwave
power into the tissue.

In addition, the whole structure is shielded frome utside environment
(except the front aperture) as shown in F2g2-2(b). This ensures good
isolation and minimal electromagnetic interferentem the surrounding

medium. It also reduces sideway leakage alongdked-air interface.
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(b)

Fig. 2.2-2. TEM horn structure (a) TEM horn inside tbédsdielectric medium withe, =10
and tand = 0.01. (b) Shielded TEM horn.
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skin
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Fig. 2.2-3. Simulation configuration of TEM horn antenna

The most important design shape parameters foatitenna are the balun’s
length I;, widths w;,w, and the lengths,s, 1,2 of the TEM horn plateshe
maximum distance between the horn pldateand the dimensions of the soild
dielectric block €, s, t, I); see Fig.2.2-2. These parameters have been
optimized using an optimizer based on the selfiatigensitivity analysis tool

in Ansoft's HFSS ver. 1213].
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Fig. 2.2-4. Measured dielectric constant of the phansaimssue and skin layers made using
glycerin-based recipies.

Fig. 2.2-3 shows the simulation configuration in HFSS8, which the
antenna operates with its front aperture attacbaae layers: a skin layer and
a tissue layer. The dielectric properties of thealt tissues reported jh5]
have been considered when making the tissue phantdime dielectric
properties of these tissue phantoms are measurédtiae Agilent 85070E
Performance Dielectric Probe Kfii6]. Fig. 2.2-5 and Fig.2.2-5 show the

measured relative permittivity anéfective conductivity of the phantoms.
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Fig. 2.2-5.Measured effective conductivity of the phantomssue and skin layers made using

glycerin-based recepies.

These phantom properties are also used in the afiowl The

antenna

parameters have been optimized so that the antsnneatched to a 502

coaxial cable in the whole UWB frequency range.

2.2.2 Antenna performance

Table 2.2-1 shows the optimized design parameters optbposed TEM

horn. The total length of the antenna is 81.6 mohthe aperture size is 22 mm

x 32 mm.
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A prototype of the antenna is fabricated. Most pait the solid dielectric
block are machined out of ECCOSTOEKHIK cement from Emerson &
Cuming Microwave Productfl7], the properties of which are, =10 and
tand < 0.002 in the frequency range from 1 GHz to 10 GElapper sheets are
attached to the relevant parts of the antenna laewl &ll pieces are attached
together. Finally, the remaining dielectric part® anade out of dielectric
cement material ECCOSTOGKHIK Cement from Emerson & Cuming
Microwave Product§17] (& =10 and tand < 0.01 in the frequency range

from 1 GHz to 10 GHz).

Table2.2-1. Design parameters of the TEM horn antenna.

Parameter Value (mm) Parameter  Value (mm)
l¢ 33 Wo 19.2
Re 0.35 b 5.7
Re 1.78 h 234
R 0.43 e 10
d 3 C 12
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Fig.2.2-6. Measured and simulated reflection coefficathe antenna.

To test the antenna performance, two glycerin-bggeahtom layers are
made emulating the skin and the tissue with pragseds those shown in Fig.
2.2-5 and Fig2.2-5. Fig2.2-6 compares the measured reflection coeffiant

the antenna with the simulated one. It is evideat,tthe antenna features good
impedance match within the UWB. The observed resoes in the|S, |
response are largely due to the reflections froensttin interface (or the end of
the horn) as well as the intrinsic resonances ef ghielding. In fact, these
resonances are crucial in achieving the impedaretehrin the whole UWB.

Since the proposed antenna has a more compliciteduse than a TEM horn
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in open space, many resonances can be expectedh wlepend on the
dimensions and the constitutive parameters of tieeatric medium, the

shielding, and the balun.

The other investigated parameter is the couplifigiehcy computed as

P
e =—", 2.1
P (2.1)

P. and P, are the power coupled into the tissue and the tinmwer,
respectivelyP; is computed in the simulations as the flux intégfathe real
part of the Poynting vector over the antenna aperthig. 2.2-7 shows the
variation ofe; versus frequency over the UWB for the proposee@rard and
for the antenna irf8]. This figure shows a significant improvement time
coupling efficiency for the proposed antenna. Theerage coupling
efficiencies over the UWB for the proposed anteand the antenna i8] are
0.87 and 0.37, respectively. The main reason fg tmprovement is the
complete shielding of the antenna as compareddadértial shielding of the

antenna ir{8].
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8 shows the respective

In order to study the improvement in the perforneaotthe imaging system
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Fig. 2.2-7.Comparison of the coupling efficiencies of the pregd antenna and the antenna in

[8].

based on the measurement of transmission coeffiieme simulate the
transmission coefficient when two antennas aregaldace-to-face on opposite

sides of a compressed tissue phantom. This inatigis performed for both
setup. The tissue thickness is 5 cm with two lapéiskin placed on both sides

the proposed antenna and the antenngBjinFig.2.2
with thicknesses of 1.5 mm. The same setup is fdtie antenna if8].



Fig. 2.2-9 shows the comparison of the transmissionficosits for the
setup with the proposed antenna and the setupthetintenna if8]. Overall,
the transmission coefficient for the proposed amtems larger than the
transmission coefficient computed for the samesetith the antenna ifB].
An average of —-96 dB for the transmission coeffities computed for the
proposed antenna over the UWB compared to an awerhgl102 dB for the
antenna irf8)]. This already shows that the transmission coieffit is increased
by an average factor of 2 (6 dB) when using theppsed antenna. This

improvement is due to the significant increasenm¢oupling efficiency

skin layer

3
mSOmm 1.5mm

£
1.5m

Fig.2.2-8. Setup for simulation of the transmissionficient between two antennas placed on
opposite sides of a compressed tissue.
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Fig. 2.2-9. Comparison of the transmission coefficieotsthe proposed antenna and the
antenna ir8].

2.3 RASTER SCANNING SETUP

The antenna is used in the raster scanning setiquiuted iN8]. There are
two common data acquisition approaches in microwavaging. The first
approach utilizes scanning where usually one or $emasors perform a scan
over the acquisition surfaces (e.g., $#8]-[21]). In the second approach, a
fixed electronically switched array of sensors s®dito sample the scattered
field (e.g., sed22]). In both cases, the scattered field is ugusidmpled on
canonical surfaces such as planes, cylinders acgrephor portions of those.
Also, the scattered field can be sampled at thatioc of the transmitter

(monostatic case), at a location different front thfathe transmitter (bistatic
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/

Antenna

YT

z

Fig. 2.3-1. Configuration of the raster scanning setith two identical antennas

case) or at multiple locations (multistatic case).

The planar-raster scanning arrangement is shovgir2.3-1. Two Tx/Rx

sensors (antennas) are placed along each othegsigot on both sides of the

object. These sensors, together with the examir®ecth form a two-port

microwave network whoseSparameters are measured at the desired

frequencies. The two antennas are scanned simaliatyeover the two planes.

A flat phantom is used to emulate the human breast.

The measurements with the VNA produce $ygarameters of the two-port

network, both the reflection and the transmissioefftcients, as functions of

andy, which define the sampling position. Note thathis setup the antennas

are fixed. It is the phantom which is being movethtive to the antennas by
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the scanning table using two stepper motors. Tharsd area of this system
can extend up to 18 cm alomgandy and the user-defined sampling step can
be anywhere between 1 mm and 10 mm.

The performance of the new antenna compared taathbenna in[8] is
investigated through a 1D scan of a tumor simutdirsize 6 mm embedded in
a 5 cm-thick tissue phantom. The properties of tthreor simulant and the
tissue background are those of the tumor and flarmtylar tissues,
respectively, presented [B8], with a contrast of 1.7 in permittivity and 10
conductivity. Here, the contrast is defined asréte of the tumor property to
that of the background. Fig2.3-2 shows the simulated transmission
coefficients of the setup with the two antennastfe new and the previous
designs at 3 GHz. As evident from the figuB,||is on average 2.5 dB higher
for the new antenna in comparison with the previons. In fact, the tumor
cannot be detected when using the previous sersigrdwhile $;| measured
with the new antennas contains a clear signatutbeaposition of the tumor
stimulant (inside the homogenous phantom). Thidicoa the improvement
of the dynamic range and the sensitivity of thegmg setup due to the better
antenna design which enables the detection of emalimor simulants in

thicker tissue phantoms.
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Fig. 2.3-2. Comparison of the tumor response for the aet®nna with that for, the antenna in

[8].
24 CONCLUSION

A new UWB TEM horn antenna is proposed for microevéigsue imaging.
The advantage of this antenna over the previousipgsed UWB TEM horn
antenna is that the antenna is completely shiel@&is ensures maximum
coupling of the interrogating microwave power intbe tissue. The
investigated parameters of the antenna includerdfiection coefficient and
the coupling coefficient for a single antenna ameltransmission coefficient in
a setup where two antennas are placed on oppa$ite 6f a compressed tissue
phantom. These parameters demonstrate the satisfgoérformance of the
proposed antenna within the UWB. Excellent coupkficiency is achieved

that would increase the dynamic range of the rastanning microwave
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imaging setup. Moreover, the sensitivity of the gimg setup is increased,

which enables the detection of smaller tumor simiglan thicker phantoms.
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Chapter 3

Estimating the Efficiency of Antennas Used
as Sensorsin Microwave Tissue
M easur ements

3.1 INTRODUCTION

The efficiency of the sensor affects the efficiemay the dynamic range of
the imaging system. The system noise temperatutfeeaeceiving antennbsys
is related to its losses and, therefore, to itsataxh efficiency;. In the
absence of external noise sources, the relationséiweenTsys the antenna

efficiency, and the ambient temperature of theramad,, is[1]:

Tsys = Tamt(l_”) In. (3.1)
Methods to estimate the efficiency of the microwdéigsue sensors using

full-wave simulations have been reported bef@ie[3]. Such approaches are
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not satisfactory bearing in mind the possibilitylaiv fidelity of the simulation
of the tissue imaging setup. The measurement apiprbas the advantage of
including all of the hidden loss factors that magt me included in the
simulation. Examples might include poor solder fgjna lossy film on the
conductors, or losses in tuning and matching coraptsn Therefore, it is
preferable to have a method based on measurements.

So far, both the radiation and the coupling efficies of microwave-
imaging antennas have been evaluated through fwkwsimulations. The
radiation efficiency[4] describes the intrinsic conduction and dielieciosses
of the antenna. In contrast, the coupling efficiertescribes the sensor’s
ability to channel the available microwave powewrdod the tissug?] without
loss, i.e., it takes into account not only theimic loss, but also the return loss
and the loss due to power leakage away from tlsedislt can be computed
from the radiation efficiency if the return lossdatie field pattern are known.
In general, estimating the radiation efficiency as ongoing challenge,
particularly for antennas operating in environmeottser than free space and

especially in heterogeneous media such as tissue.

One common method for estimating the efficiencyaotennas used in
communications is the Wheeler-cap method, originplloposed in[5] and
revisited many times; see, e.ff]. The method cannot be used to evaluate the
efficiency of tissue sensing antennas. First, iha$ suitable for lossy media
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because it cannot separate the tissue loss franotthlae antenna. Second, it is
not applicable to ultrawide-band (UWB) antennas riyndissue-sensing
antennas have very wide bandwidths). The sizeeiNheeler cap depends on
the frequency of interest—its radius must be A/277, where A is the

wavelength (see Fig3.1-1). This ensures that the cap is big enoughtmot
disturb the antenna current distribution and smadugh to suppress resonant
modes. Attempts have been made to modify the Wheale method for
broadband application§/]-[9]. However, it has been shown [i0] that
accurate efficiency values cannot be obtainedldtexjuencies especially due
to resonant modes in the cap and the associateehsed cap loss. Third, the
Wheeler cap method is practical only for electticaimall antennas (smaller

than a wavelength).

measurement #1 measurement #2
MNix

-

Fig. 3.1-1. Wheeler cap method [http://www.tsc.upc.astftlcoms/t43.htm]

Another classical method is the gain/directivity thoel [11]. It is only

suitable for antennas operating in free space.,Atse expensive in terms of
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equipment and time.

More recently, the reverberation chamber was iniced as a new facility
for measuring the antenna efficiency in multipatkieonments; see, e.412].
The purpose of the reverberation chamber is thergéion of a statistically
uniform, isotropic and randomly polarized field. i¥hmethod, too, cannot
separate the tissue loss from the antenna losswifs the Wheeler-cap
method, the antenna could be measured withoutdbeet inside the chamber;
however its current distribution would be substhtidifferent from that in its
intended application and the loss result will bealid. On the other hand, if
the antenna was measured with the tissue insidehtamber, the loss of the
tissue would be added to that of the antenna.

In [13], the antenna is represented as a two-port netamdkits efficiency
is expressed in terms of the scattering parametérshis network. The
measurements are performed with the antennas placgdvaveguide so that
their current distribution is not disturbed sigoéntly. Consequently, the
approach is only suitable for small antennas opeyan air. Conceptually, this
method follows the Wheeler-cap approach and, thereforeresh similar
limitations.

In this chapter, we propose a new method for evialgdahe efficiency of
antennas employed in tissue imaging, including éhoperating in direct

contact with the tissue. To our knowledge, suchhoetis being proposed for
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the first time. It is based on measurements witb samples of the same
antenna operating in their intended environmeny,, evith a tissue phantom
between them. Similarly tfL3], the antenna is represented by the scattering
parameters of an equivalent two-port network, framch the efficiency is
calculated. In our method, however, these scaggrarameters are extracted
differently, so that the tissue loss can be efietyi separated from the antenna
loss. The proposed method is suitable for eledlyidarge as well as UWB
antennas. Also, it can be applied with any tisshi@npom (solid or liquid) as
needed by the particular antenna. Due to the vktgaif the technique, it

could be employed to evaluate free-space antermagla

3.2 EVALUATION OF THE ANTENNA EFFICIENCY

The antenna is modelled as a two-port network ssoried by its four
generalized scattering parameters as shown in3R2gl. As the characteristic
impedances at the input and output ports are reoséime, general scattering
parameters are needed. The impedafica the input port is that of the feed
line while the impedancg, at the output port is the intrinsic impedancehaf t

radiation medium.

54



Sh 52 Output to

Antenna input 7 . Z_radiation medium
Sz S, (tissue)
1 2
oO——| — O

Fig. 3.2-1. The antenna as a two-port network.
3.2.1 Radiation Efficiency and Antenna Network Parameters
The radiation efficiencyy is defined as the ratio of the total radiated powe

P: to the power accepted by the anteRp4]:

(3.2)

Considering the reflection at the antenna termjriaks relation betweelR, and

the input powePj, can be expressed as

P _.i e 2
poeLmlsdl (3:3)

in

Since the antenna is a passive two-port netwosklogs powelP; can be

related to the input power in terms of the scattgparameters as

L=1-|s, ) -|S" (3.4)

n

'U|'U

Then, the efficiency is written in terms Bf P,, andP;, as

R_R-R_RB/R-F/R
R R/R,

(o] (o]

(3.5)

which leads to
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(3.6)

3.2.2 Measurement Setup and Signal Flow Graph

The scattering paramete}S,,|and |S,| are needed in (3.6) for the antenna

efficiency estimation. For this purpose, a measgr@nsetup is proposed in
which we employ two identical antennas facing eater, with the tissue
medium (radiation medium) between them as showrFign 3.2-2. The
medium between the two antennas is modeled assntiasion component in
the signal flow graph (SFG) of the complete netwddee Fig.3.2-3). The
antennas are represented by their four unknSpwarameters in the SFG while
the tissue medium is represented by the compleanpatierm, which is also
unknown. This parameter depends on the signalgation the tissue losses as
well as on the field distribution in the mediumween the antennas. Note that
in near-field imaging, standing waves are possiWwlach results in power loss
different from that in a traveling wave field distution. All 5 unknown SFG

parameters must be estimated using measurements.

Radiation
medium

Fig. 3.2-2. Two identical antennas with a radiation medbetween them.
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The complete SFG is characterized by $hgarameters of the equivalent
two-port network of the setup (see F®J2-3) when matched to 30-loads.
TheseS-parameters are measured with a vector networkya@a(VNA). The

SFG can be solved to express the meas@pdrameters,S%- and S}

(superscript “ML” indicates matching to %0-loads at the ports), in terms of

the unknownss;;, Si», $1, S andm:

a 1 Sy m S, 1 b

O > O > O > O > O > O
Portl S, Sy S Su

O < O < O < O < O < O

b 1 S, m Sy 1 a4,

Fig. 3.2-3. The SFG of two identical antennas with aatiah medium between them.

aML _ ngz -
1= 1+ 2 2, 22 3.7
R RN (3.7)
_,\;L — Slz %1'? (3.8)
1_mt%2

From the reciprocity principle, it follows th&,=S;. Therefore, there are four
unknowns in the system of equations formed by (ang (3.8). To solve for

these four unknowns, at least two extra equatiomsegjuired.
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O > > > O > >

Portl S S, S, Sy r
@, < O < O < < O <
b, 1 S, m Sy 1 a,

Fig. 3.2-4.The SFG of two identical antennas with a radiatieedium between them when an
arbitrary load of reflection coefficiemtis connected to the terminals of antenna Il.

Two additional equations can be obtained by commgdnown loads to
port Il, represented by in the SFG shown in Fig.2-4. The expression for

the reflectionS-parameter at the terminals of antenna | is obthase

SlZ%lnﬁ( $Fasth 3 zéf’ . (3.9)
1-TS,-S,mM+r §§ mr s 38,8°%

= 5.

With two loading condition$;, =+1 (open and short circuits), two
additional equations are obtained, §7° and S:°. Here, the superscripts OC

and SC stand for open circuit and short circugpeetively. Thus, a system of
four nonlinear equations with four unknowns is ¢amgted using (3.7), (3.8)
and (3.9).

It is worth noting that if the antennas are locate@ach other’s far zone,
connecting different loads at the terminals of angll produces insignificant
changes on the measured reflect®parameters at the terminals of antenna 1.
On the other hand, when the antennas are in e&en'®treactive zones, the

current distributions on the antenna structurefesuihdesired changes. This in
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turn affects the efficiency of the antennas as cexb to their normal

operating conditions (when only the tissue medianmifront of the antenna).
To avoid the aforementioned problems, as a trafjeasdasurements are

performed in the Fresnel zone. The boundary betweeneactive near zone

and the Fresnel zone can be estimated by the welldk expression
0.62(D° /A ). Note that the calculation of the wavelengthmust take into

account the conductivity and the permittivity ofetmedium where the
antennas are placed. In practice, the separatistartie has to be further
adjusted from the initially estimated Fresnel-zdimindaries by performing
several measurements (with short and open loatteantenna Il terminals),

starting from the far zone and gradually decreasimggdistance between the
antennas until the difference betwe8g and S2° becomes measureable, i.e.,

it is considerably larger than the measurementendssnce these boundaries
depend on the frequency, in the UWB case, seveedsarements may be
required in the different frequency sub-bands. bBnegal, the wider the
frequency band is, the more measurement sets grered in sufficiently
narrow sub-bands.

Furthermore, to have better estimationngfand to reduce the effects of
measurement noise and uncertainty, it is bettenawe extra measurements

performed at various distances in the Fresnel Zzbhen, the nonlinear system
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of equations is over-determined and it is solvethenleast-square sense.

3.2.3 Solving the Nonlinear System of Equations

To solve the least-square problem, the initial sohs are obtained with the
genetic algorithm in the Matlab optimization toattjd4]. Then, starting from
the solution provided by the genetic algorithm, t8EG parameters are
optimized further using the Levenberg-Marquardbathm with a line search
[14]]. This approach is based on various studies shptiat the combination
of local and global optimization methods resultsifaster and better solution
[15]]-[17]. The genetic algorithm is in principal capalokfinding a global
solution; however, it is slow to converge once tiegghborhood of the global
optimum is found. In the genetic-local hybrid, theain role of the genetic
algorithm is to explore the search space in ordasdlate the most promising
region. On the other hand, the role of the locard® method is to locate
quickly the local optimum in this region, therel@fining the solution found by
the genetic algorithm. In the examples presentddwhethe target values
achieved by the genetic optimization were reducgéib average of 30% by
performing the additional local optimization. Moweo, the genetic-algorithm
performance strongly depends on the population aszevell as the cross-over
and mutation probabilities. We optimized those galio achieve smaller
target value with fewer iterations as follows: plgpon size is 200, cross-over

probability is 0.9 and mutation probability is 0.2.
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To reduce the nonuniqueness of the solution andnture convergence
toward the true solution for the antenna loss, fmmstraints are used.

The first constraint is:

s, +]8] <1 (3.10)
which follows from the conservation of power forettpassive two-port

network.

The second constraint restricts the behavior of niegnitude of the
complex transmission parametan | as a function of the distan€ebetween

the two antennas:

|m™ |
— —Rn[< 0, Ry (3.11)
|m{™ |
where
e_g(D(n)_D(m))
Rm =@ pm (3.12)

Here, the relative differencé, is a small real positive number. In (3.11), the
superscriptsn andm are indicates that measurements performed atndissa
D™ and D™, respectively, wheren# n. In (3.12), @ is the attenuation
constant calculated from the known conductivity (oss tangent) of the
radiation medium. Thus,R, estimates the signal-attenuation ratio for
spherical-wave propagation in a lossy medium. Tdwestraint (3.11) in effect
forces the optimization to search for a solution|of | close to a behavior
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described bylm | €° / D. The propagation mechanism does not need to be

necessarily spherical as assumed by the ratio ib2)3 However, if the
measurements are performed in an unbounded losdymend in the Fresnel
zone of the antennas, this approximation ofRhgdependence on distance is
adequate. If the behavior of the signal attenuatisnexpected to be
significantly different from that of a spherical v then the ratio (3.12)
should be properly adjusted, e.g., using simulateadels. To allow for
sufficient freedom in thar}| behavior,d, should not be too small. In all our
examples,d, =0.2.

The third constraint is
[Om® -0nf” - (07 - D7) <, (3.13)
in which g is the medium’'s phase constant. This constrainposas

restrictions on the phase delay of the signal tiagethrough the radiation

medium. Similarly to the previous constraint, itsases reflection-free

propagation. The choice of the deviatidp depends on the accuracy of this

assumption. In all our examplesd, = 77/10.

The fourth and final constraint is:

S/-| o

<0, (3.14)
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single

where 11 is the measured reflection coefficient of a sirghenna with the
tissue medium. In this single-antenna measurentieatthickness of the tissue
medium must be large enough so that the reflecticm its further end are
negligible at the antenna port. This constraiftased on the expectation that
the presence of a second antenna in the Fresnehrefjthe first one cannot

significantly alter the magnitude of the first amt@’s reflection coefficient.

The recommended value éf is 0.2.

3.3 VALIDATION AND RESULTS

As an example, the proposed method is employed viduate the
efficiency of a UWB antenng]. The antenna was developed for breast-cancer
diagnostics. It has been designed to operate gctdgontact with the tissue.
The performance of this antenna, its efficiencyuded, is highly frequency-

dependent and so are the properties of the tidsaet@m.

Fig. 3.3-1 shows the measured properties of the material tsedake the
tissue-phantom slabs placed between the two argeinnthe measurements.

The same properties are used in the simulatiotiseafespective setups.
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Fig. 3.3-1. Measured constitutive parameters of the tissuersagede of glycerin phantoms
(the same properties are employed in the HFSS ationk): (a) dielectric constant and (b)

effective conductivity.
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Fig. 3.3-2. Simulation setup consisting of the two TEbtrhantennas proposed in [2] and a
tissue layer with a thickness Bfbetween them.

The accuracy of the proposed method in evaluatiegefficiency of this
antenna is examined via simulated and measured Bafa3.3-2 shows the
simulation configuration of the two TEM horn antesnwith a tissue layer of
thicknessD between them. The full-wave simulations of alfeliént scenarios
under matched load, open circuit, and short cirfaritfour distances between
the two antennas are performed in HFSS ve[18B The four distances arg:
cm, 3 cm,5 cm and 7 cm. The computational domain is terreishaby
radiation boundary conditions, the sides of theuis layer included. The

phantom properties are simulated as per the mahdata in

Fig.3.3-1
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~Al'?sorbers

Antennall

Fig. 3.3-3. Photo of the measurement setup for two aaewith a tissue layer between them.

A photo of the respective measurement setup is showirign 3.3-3
Absorbers are placed around the phantom to redoeeirtterference and
reflections. The measurements have been perfornmidawector Network
Analyzer (VNA) Advantest-R3770 where the resolution bandwidth (RBSV
10 kHz, the averaging factor is 10 and the inputgrois 8 dBm. The four
different distances are realized with four tispirantoms of thicknesses 2 cm,

3 cm,5 cm and 7 cmThe phantoms are solid slabs the transverse size of
which is 10 cm by 10 cm. The slabs are homogenesits electrical

parameters as in
Fig.3.3-1

Fig. 3.3-4 shows the calculated efficiency of the andéemersus frequency

where four results are being compared. First, tlopgsed method is applied
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with the measuredS-parameters acquired with the four tissue phantoms.
Second, the proposed method is applied with thpexse simulatedS
parameters. The figure also shows two numericaliyiputed efficiency curves
based on field information extracted from the fulve simulations. This
computation employs the ratio of radiated to am@ptower. The radiated
power is obtained through the integration of thenmed component of the real
part of the Poynting vector over a closed surfaghtly enveloping the
antenna. The accepted power is the input powdregport (1 W) multiplied by
(11-5u1P), see (3.3). The third curve shows the resultsnthis computation is
performed in all four simulations of the two-antaracquisition setup with the
four different phantom thicknesses and the averegdaken. In these
simulations, the two antennas are matched t&290ads. The fourth curve
shows the result when this computation is perfornmethe simulation of a
single antenna attached to a semi-infinite phant®m.average, satisfactory
agreement is observed between all results. Howehere are observable

differences, which are discussed in more detadvwel
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Fig. 3.3-4. Comparison of the efficiency of the anteim#§2] evaluated by: (i) the proposed
method using measured data, (ii) the proposed rdaibimg simulated data, (iii) the average of
the ratios of the radiated to accepted power coatpint the 4 simulations with 4 different slab
thicknesses, and (iv) the ratio of the radiateddoepted power computed in the simulation of
a single antenna attached to a semi-infinite tisegen.

First, we discuss the differences between theieffay values based on the
measurements with four slabs of different thickeesand those based on the
simulations of these measurements. These diffeserene due to the
inaccuracies in the simulations modeling the actnahsurement setup. For
example, the absorbing sheets, which in realitynateperfectly matched to the
phantom, are simply simulated by an absorbing baopndctondition. The
details in the connectors are also not fully repnésd. The simplifications in
the simulation model are necessitated by the otlserprohibitive computation

time. There are significant differences betweensiheulated and the measured
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Sparameters for the two-antenna setup with eadhthiakness (not shown for
brevity). The absolute differences between these dets ofS-parameters are
on average 0.15 (linear scale) between 8 GHz a@G#i® (the frequency range
of the worst disagreement). Consequently, theieffiy values obtained with
these two sets of data differ by as much as 0.@8ifain absolute terms). In
summary, the difference in the efficiency estimatased on measured and
simulated S-parameters is due to the difference between Siparameters

themselves.

To confirm the validity of the proposed method lre ttase of simulate®
parameter data, we exploit the fact that in simaoitet the field distribution is
available and can be used to compute the efficiasaye radiated-to-accepted
power ratio as explained before. This method hashesed to compute the
efficiency in the four simulations of the two-ant@nsetup (with the four slab
thicknesses) under matched-load conditions anddbelts were averaged to
produce the third curve in Fi@.3-4. This curve agrees much better with the
curve obtained from the simulat&iparameters processed by the proposed

method.

The fourth curve in Fig3.3-4 shows the efficiency calculated as the
radiated-to-accepted power ratio in the simulabba single antenna attached

to a semi-infinite slab. As expected, this ressilsomewhat different from the
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third curve. This is due to two major differencesvizeen the two-antenna and
the single-antenna simulations: (i) finite-thickeeslabs in the former case
versus a semi-infinite slab in the latter case, @ndhe effect of the second
antenna on the reflection coefficient of the fiesttenna in the former case
while the second antenna is simply not presertiendtter case. It is important
to note that the differences in these two results r@presentative of the
accuracy expectation for the proposed approachctwis based on two-
antenna measurements while, in practice, the atiQnisnethod may be using
a single antenna. Since in the two-antenna measutsnthe two antennas are
in each other’'s Fresnel zone, they affect eachrsthmirrent distributions.

However slight this effect may be, it does influenke efficiency estimates.

As a second example, the efficiency of a printgubted square monopole
antenna fed with a coplanar waveguide (CPW) isdtigated. The antenna has
been originally proposed if19] for breast-cancer detection. It is designed to
operate in a lossy coupling liquid. Its frequenaynge is from 3 GHz to 10
GHz. Fig. 3.3-5 shows the simulation setup with two printednopoles

immersed in the liquid.
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Fig. 3.3-5. Simulation setup of the two printed squaknapoles19] located inside a liquid
phantom.

Measurements are performed at four distances battireetwo antennas: 2
cm, 3 cm, 5 cm and 7 cm. The distance betweenntenaas is adjusted by
moving the antennas in the tank (the tank is 15deep, 25 cm wide and 35

cm long). The properties of the liquid are simt@those shown in
Fig. 3.3-1 The VNA setup is the same as in the previous @kam

Fig. 3.3-6 compares the estimated efficiency valueshisrantenna versus
frequency. The four curves are obtained in the samaner as in the first
example. The results are generally in good agreem&s expected, the
agreement among the last three curves that arel lmassimulations is better
than that between the first curve (results basetheasured-parameters) and

the second curve (results based on simul&pdrameters). Similarly to the
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first example, the latter comparison is less fabl@decause of the insufficient
fidelity of the simulations modeling the rather qaex measurement setup
whereby the differences in the measured and siedi&parameters lead to

differences in the respective efficiency estimates.

1 i -a-proposed method with measurggharameteres
N proposed method with simulat&parameteres
1 |——ratio of radiated to accepted power (averaged fovarsimulations
0.95---- ””” —ratio of‘radiated to agcepted power (single-antesjlmlalation)
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Fig. 3.3-6. Comparison of the efficiency of the antermgL8] evaluated by: (i) the proposed
method using measured data, (ii) the proposed rdatkimg simulated data, (iii) the average of
the ratios of the radiated to accepted power coetpint the 4 simulations with 4 different slab
thicknesses, and (iv) the ratio of the radiateddoepted power computed in the simulation of
a single antenna radiating into a semi-infinitsuis region.

3.4 CONCLUSION

A measurement-based method is proposed for evaduttie efficiency of
antennas used in tissue imaging. The method mdigelantenna as a two-port

network. It uses two identical antennas in a meament setup where either
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solid or liquid tissue phantoms are employed. Aaidlow graph models the
measurement, facilitating the relation betweenrteasureds-parameters and
the antenna efficiency. The method is also appléc#éd antennas working in
free space or any other open medium. The accuratlyeomethod has been
validated in tests involving two different types ahtennas designed for
microwave tissue imaging. The results are in gogdeement with the
simulated efficiencies. The proposed method brimgs benefits into the field
of antenna measurements: (i) a measurement-baskdigee to evaluate the
efficiency of antennas operating in a complex (tagle lossy, dispersive)
medium and in a very wide bandwidth; (i) the akilto compare the

performance of antennas used in tissue sensimgnrstof their efficiencies.
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Chapter 4

Sensitivity of microwave imaging systems
employing scattering-parameter
measur ements

4.1 INTRODUCTION

So far the antenna efficiency has been consideiedara important
performance metric of sensor in microwave imagisgt &as strong impact on
the sensitivity of a MWI system. On the other hatal,our knowledge, no
method has been introduced so far to quantify tbgopmance of a MWI
system in terms of its sensitivity. The purposelo$ chapter is to propose a
definition and a method to evaluate the sensitivifymicrowave imaging

systems.

77



Imaging is essentially a two-stage process in wihehfirst stage involves
the acquisition of the signals in a radiation stteand the second stage
involves the extraction of information from thisredm, including the
reconstruction algorithm, the image processingngdting, and interpretation.
At the acquisition stage, the raw data is collectEde raw-data quality is
critical for the final image fidelity and it can l@ssessed independently from
the reconstruction or the image-processing algmsthit is desirable to be able
to assess and quantify the physical merits of #ta-dcquisition hardware in
order to design it efficiently and to compare iother systems.

In [1], Wagneret al introduced the signal-to-noise ratio of an idgaderver
(SNRI). They presented expressions for the SNR&albthe major medical
imaging modalities at the time, including radiogrgpcomputed tomography
(CT), nuclear magnetic resonance (NMR), and PETsi{fpmn emission
tomography), along with ways to use this expressi®ra figure of merit. The
primary figure of merit is referred to as the plegsisensitivity of a medical
imaging setup. The method of obtaining the SNRI tredphysical sensitivity
needs rigorous statistical analysis of the insgksigstem. It was developed
further and was applied to other medical imagingdatities in [2]-[5].
Microwave imaging systems have not yet been usealide clinical practice
and, to our knowledge, there are no rigorous ormom means to quantify

their performance in terms of physical sensitivity.
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The objective here is to define what physical dentsi means in the case
of microwave imaging of tissue and to propose mashtm estimate it. The
proposed approach is different from common sigoaldise image
assessments. Since microwave imaging relies onp#renittivity contrast
between the scattering objects and their backgroutie proposed
methodology estimates the smallest detectable ehang the complex
permittivity per unit volume in the background. Timeasurement uncertainty
at the acquisition stage can be determined angl & good indicator of the
guality of the raw data. Then, tiplysical contrast sensitivifPCS) is defined
as a figure of merit. Methods to estimate the PR@®ugh simulations and
through measurements are also proposed.

The PCS is not only useful in comparing the diffeéracquisition systems
but can also be used as an optimization goal dutiegsensor design. For
example, in microwave tissue imaging, the sensesigdeincludes goals such
as high efficiency, wide bandwidth, small size,ueed inter-sensor coupling,
etc. These goals by themselves do not guarantebetstedetection ability of
the whole system although they do affect it. Onabeer hand, the PCS can
play the role of an aggregate performance measutbeosensor detection
ability.

Improving the PCS of a single sensor during itsigies-typically done

through simulations—does not necessarily mean #st BCS of the overall
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system. This is because the acquisition systengcesfy in tissue imaging,
may include many sensors arranged in arrays wheyegscoupling exists not
only between the array elements but also between sénsors and the
surrounding structural components such as conreatables, container walls,
and the object under test (in near-zone imagirtgls thus important to also
have means of evaluating the PCS of the whole syspeeferably through
measurements.

Another benefit of this study is that it reveals thnderlying physical
reasons leading to higher sensitivities in the owi@ve imaging systems

employingS-parameter measurements.

42 THEORY

In general terms, the sensitivity is the minimunpuh of a physical

parameter that results in a detectable output.

4.2.1 Defining Sensitivity in Microwave Ilmaging

In microwave imaging, the output signals changessponse to changes in
the permittivity and the conductivity or, equivallsnthe complex permittivity.
For brevity, hereafter, we refer to the complexnmpétivity as permittivity.

In frequency-sweep measurements, the output sigmalsheS-parameters
of the microwave network formed by the imaged obj@ed the employed

antennas. Therefore, here, a detectable outputietextable change in ti&

80



parameters with respect to the baseline (or backgtomeasurement.

The baseline measurement is that of the backgrowandnedium the
permittivity of which is assumed known. Thus, the/gical-parameter input is
a change in the permittivity with respect to thath@ background. In imaging,
however, the permittivity is a function of positioMt each position, a
sufficiently small volume can be defined (refertedas gpixel in 2-D imaging
or avoxelin 3-D imaging) within which the permittivity issasumed constant.
The voxel represents the smallest shape detaittdrabe captured in the image
provided that it produces sufficiently strong signhe voxel size is defined
by the spatial resolution limit of the imaging tedjue, or, equivalently, by the
width of its point-spread function at the half-pavevel.

Therefore, the definition of the physical-parametgut as a change in the
permittivity must be confined to the volume of agle voxel. On the other
hand, the size of the voxel is determined by thieineaof the reconstruction
algorithm and it should not influence the evaluataf the sensitivity of the
acquisition hardware. In the case of small low-castt targets, i.e., the case
where the linear Born approximation holf], the scattered signals are
proportional to the permittivity contrast and th|ume of the target. Here, the
contrast is defined as the difference betweenalhget permittivity and that of
the background. Thus, the smallest detectable eéhamghe S-parameter is

proportional to the voxel's volume, provided thislwme is sufficiently small.
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It is, therefore, appropriate to use the smalleteéctable response change per
unit volume.

Finally, to eliminate the dependence of the phygieaameter input on
position, the assumption is made that the backgtasinniform.

To summarize, the physical contrast sensitivity $P@f a microwave
system is defined here as the smallest permittisitgnge within unit volume
in a knownuniform background that results in a detectable changthen
measuredS-parameters. The smallest detectable change imisuredS
parameters can be defined through the standarate®viin the measurements
of the background. Thus, the mathematical formoitatf the above definition
of the PCS is given by

a(Sy)

“198, 1€ (3.15)

where S, is the vector of a data set i complex Sparameters acquired
through multiple measurements of the backgroundiunedinder the same

conditions, 0(S,) is the measurement uncertainty given by the standa

deviation,

o8)= (A 318~ St @16
i=1

where
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1 N
So,av:_z S)i (3.17)
N i=1

and [0S, /0¢ | is the magnitude of th&parameter derivative associated with

the data setS,. Further, |0S,/0¢)| is the derivative magnitude per unit

volume, i.e.,

Ia;gni :|asg\//ag| (3.18)

where dV is a known sufficiently small volume. The estinoatiof [0S, /¢ |

is discussed in detail later.

We emphasize that all elements of a responseSgetnust represent the
same measurement scenario, i.e., under ideal comslithey are all the same.
For example,S, may be comprised of the transmission coefficienémasured
with identical pairs of transmitting (Tx) and redgeig (Rx) antennas separated
by a given distance. Howeveg, maynot be comprised of both transmission
and reflection coefficients, or, of both co-pol ardss-pol responses, because
such types of responses are not identical undat @mditions.

In microwave imaging, unlike in device measuremethe S-parameter
acquisition is extensive. It involves not only @&duency sweep but also a
sweep over the acquisition surfaces enclosing thaged volume (using

mechanical scanning or switched arrays), switchiatyveen the transmitting
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(Tx) antennas at a given position (e.g., to chatige polarization of the
incident field), switching between the receivingxjRantennas at a given
position (e.g., to gather co-pol or cross-pol sraty data), etc. Thus, various
sets of responses [s&g in (3.15)] are acquired depending on several facto
frequency, Tx position, Rx position, Tx antenna, &%enna, all of which may
vary independently during data acquisition. Consedy, the PCSde
depends on all of these factors as well.

To obtain a single measure of the hardware perfoceawe take the best
(i.e., the smallest)ds value across all employed orientations, positiand
antennas.

Also, the PCS is a frequency-domain metric, itehais a particular value at
each frequency, since it is based on the measutsnwnthe scattering
parameters, which are frequency-domain responsaswiteband systems,
such as those examined later, a single PCS valwbtaned by averaging
across the whole frequency band. In our validaéramples, for comparison,
the PCS is shown as a function of frequency intamtdio the overall averaged
estimate.

Finally, the PCS¢& is dependent on the electrical properties of the
background medium, which is determined by the paldr application. A PCS
relative to the background permittivits, may be a preferable metric since it
provides the smallest detectable permittivity clenger unit volume in
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proportion tog,. This relative PCS is defined as

_%__ 0(S)

& &0S, /0] (3.19)
In comparing the performance of measurement setupsialler PCS means
better system performance, i.e., better sensititotyariations of the spatial
distribution of the permittivity in the examined lume. In addition, an
estimate ofds (or o) should be always accompanied by a descriptichef
background electrical properties, especially whiea background is lossy,

because increased background losses result in weafggals and worse

sensitivity.

4.2.2 Evaluation of the S-parameter Derivative

The derivativedS, / 0¢ in (3.15) reflects the sensitivity of tf®parameter
(in measurements of the background medium) witpaeisto the permittivity
of a voxel located at a representative positigrwithin the imaged volume.
This position should be chosen so that it represantaveraged impact of a
small target on all measured baseline responsesaHer, we refer to. as the
scattering center. In a uniform background, is simply the center of the
imaged volume. The imaged volume is usually wefirgel by the acquisition
surfaces enveloping it.

The derivativedS,/d¢ can be estimated through electromagnetic (EM)

85



simulations of the background measurement scenariairectly through
measurements. The simulation method is useful Isecauallows for the
sensitivity estimation of a system or an antennanduhe design stage. Also,
it provides insight into the reasons leading to riowed sensitivity. On the
other hand, the measurement method is importarthéoevaluation of existing
imaging systems and/or their antennas.

In order to obtain the minimum PC& for a given data set, we must select
the maximum response sensitivity for this set;(8e#5). For a given response

S,, which corresponds to a selected Tx/Rx antenna (éth its mutual

distance and orientation fixed), the factors tinffuence its derivative are: (i)
the distance from the scattering centgrto the Tx antenna, (ii) the distance
from r. to the Rx antenna, (iii) the angular positionrgfwith respect to the
Tx antenna boresight, and (iv) the angular positibn, with respect to the Rx
antenna boresight. These factors may change whaplisg over a surface,
depending on the shape of the surface and the sagherientation of the
antennas. Therefore, to obtain its maximum value,response sensitivity has
to be explored for all possible placements of thkected Tx/Rx antenna pair
relative tor.. This can be achieved by varyimg while the Tx/Rx antenna is
fixed (preferred in simulations) or by scanning Th&Rx antenna pair over the

surface whiler, remains fixed (preferred in measurements).
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4.2.2.1 S-parameter derivativein simulations

The general analytical sensitivity formula for theattering parameters of
microwave networks has been derived9h When the parameter of interest is
the complex permittivity of an object filled unifoly with an isotropic
dielectric medium, the complekparameter derivative is computed as

a —
g NIHC\/I(II']C

”_[E [E, dv (3.20)

\
whereV is the volume of the objeck is its complex permittivity,w is the

radian frequencyEs (& = j,k) is the electric field due to the excitation attpo
&, V}”C is the known modal magnitude of the incident waveort ¢, and

i=+/-1. Bearing in mind the complex-permittivity repretaion £ =& —ig",
the derivatives with respect to the real pdrtand the imaginary pat” are
obtained from (3.18) a®Sy /0&' = 0Sj /0¢ and 0Sy /0&" =-0S, / 0¢,
respectively.

For the purpose of calculating the P@S in (3.15), the volume/ of the
object of interest must be sufficiently small tpmesent a voxel, i.eV =4V,
so that the field distribution withidV is mostly uniform. Then, thé&
parameter derivative per unit volume in the backgtmedium with respect

to the complex permittivity at. is calculated as
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{asn(rj,rk)} _ iw E (1) [ (1) (3.21)

ag(rc) Z\/jint\/kinc
Here, the pair of position vectofs;,r,) describes the position of the R+

th) and the Tx k-th) antenna pair. The two field solutiols (&= j,k) in
(3.21) are obtained by simulating the whole strieetyantennas and
background medium) by exciting pojt or port k, respectively, regardless of
whether this port is connected to a Tx or an Ream& in the actual setup. If
S, is a reflection coefficient, i.e.j =k, one simulation is needed with the

th port excited. Conversely, B, is a transmission coefficient, two simulations
are needed, where porfs and k are excited, one at a time. In general, for a
network of K ports, in order to obtain the derivatives of &fparametersSy,
j,k=1,...,K, K simulations need to be carried out to obtain tefield

distributions.

From (3.21), it is clear that the maximum derivati¢ obtained when the
maximum value of the field produdtE; [E, | is achieved at the scattering
centerr, for a particular placement of thk-th and j-th antennas. What

matters is themutual placement ofr. and the antenna pair. When the
acquisition surface is symmetric (e.g., planaringyical, or spherical), there is

no need to vary the antenna placement in the stronk& It is far more
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efficient to varyr, because the simulations provide the field distrdyuin the
whole computational volume, i.e., at all possibbsigions relative to the Tx/Rx
antenna pair. Thus calculating the derivative 213 can be efficiently done

for all mutual placements defined if§;,r, ) andr..

Any high-frequency simulator can be used to obthefield distributions in
(3.21), provided that it offers utilities to expdtie field solution at user-
defined locations and frequencies. Most commegmblers have such utilities.

Also, some commercial software packages provideurate S-parameter
derivatives at very low computational cost, inchgliderivatives with respect
to the real and imaginary parts of the permittivafyobjects[18], [11]. This
capability is referred to asxactor adjoint Sparameter sensitivity analysis. If
such software is used to obtain tB@arameter derivatives, virtual objects of
sufficiently small volumedV (typically spheres or cubes) have to be defined
at all desired locations in the background regiod toeir permittivity must be
submitted as parameters for sensitivity analysise TesultingS-parameter
derivatives must then be divided by the volurd¥ in order to obtain
|0S, /0¢[; see (3.18).

Finally, it should be noted that while the derivatiin (3.15) can be
estimated through simulations, the PCS calculatstil requires the

measurement uncertainty, which is established axpetally.
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4.2.2.2 S-parameter derivative in measur ement

The S-parameter acquisition in imaging involves scannimg antennas over
the acquisition surfaces enveloping the imaged melu Alternatively,
electronically switched arrays may be used to santip¢ baseline signals at
these surfaces. In both cases, two acquisitiond tedée made to obtain an
estimate of th&-parameter derivative: with and without a weak tsrat atr,
in the background medium.

The Sparameter derivative (per unit volume) is estirdatsing a finite-
difference approximation where the difference betwéhe two signals, with
and without a scatterer, is divided by the knowmnpgivity contrast of the

scatterer:

(3.22)

{asn(rj,rk)] 1 ASrn)

_ 1 1) SN~ Ba
0£(r,) N Aery) oV e(r)-g, |

Here, S(rj,r«) is theSparameter acquired (with the scatterer in platéhe
Rx/Tx locations given by(rj,rc), & and & are the known permittivities of

the background and the scatterer, respectively, &ndis the known volume

of the scatterer. The maximum derivative is setbetmong the set obtained at

all locations (rj,r) and is then used in (3.15). For best results, raéve

measurements (scans) should be taken with theesmatin place, and, an

average should be taken of all values obtainediir@3.22).
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Note that the target contraAte must be large enough to provide a response
difference AS which is sufficiently larger than the measuremenctertainty
o.If AS<o, the PCS estimate is not valid. On the other h#mal scatterer
must be sufficiently weak so that its contrast aim satisfy the constraints

associated with the linear Born approximatjiéh
ko L(£s— 1)/ £ <1. (3.23)

Here, k, is the background wave number ahdis the largest dimension of

the scatterer.

4.2.2.3 The Smallest Detectable Change
Once the PC&% is obtained from (3.15), either the smallest detde

permittivity contrast for a given target size oe tmallest detectable size for a
given target contrast can be determined from tlaioaship

o€ = A AV (3.24)
where A¢ is the minimum detectable permittivity contrast #otarget of size
AV or, alternatively,AV is the minimum detectable volume for a target of
contrastA¢ . In both cases, the estimation is valid only & ttontrast and the

size fulfill the constraint (3.23).
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~ Antenna Il

Fig. 4.2-1. Photo of the planar raster scanning setup

4.3 VALIDATION

The proposed method is validated through the gemgiestimation of a
planar raster scanning imaging setup that is bes®ggd in experiments with

tissue samples and phantoms.

4.3.1 Planar Raster Scanning Setup and Antenna Description

In planar raster scanning, two antennas (or switcir@enna arrays), are
facing each other along boresight and are moviggtter to scan two parallel
planes on both sides of the imaged volume. &1 shows the photograph of
the scanning setup used here, which employs twenaas, one transmitting
and one receiving. Four different antennas aregoased in the examples as
described later.

Fig. 4.2-1 also shows a tissue phantom and dielectiistsate (Taconic
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CER-10¢, =10,tand = 0.003!) underneath the phantom to hold it. The

measurements with a vector network analyzer (VN4&iext-E8363Bproduce
the Sparameters of a two-port network, both the refteciand transmission

coefficients, as functions ok and y, which define the sampling position.

Note that in this setup the antennas are fixe. the phantom which is being
moved relative to the antennas by the scanning tadéihg two stepper motors.

The scanned area of this system can extend up tml8longx and y and

the user-defined sampling step can be anywheredeetd mm and 10 mm.

In the all examples, the background medium (basgbimantom) is a 3 cm
thick dielectric slab of lateral size 20 cm by 20.d-our absorber sheets, each
of thickness 8 mm, are placed around the phantagase(bee absorbing sheets
covered by white paper tape in Fi¢g.2-1) to reduce interference and to
suppress waves propagating along the phantom-tarface. The overall
scanned area is 8 cm by 8 cm with a sampling iatexv1 mm. The frequency
range is from 3 GHz to 10 GHz with 101 samplingnp®i The resolution
bandwidth (RBW) of the VNA is set to 10 kHz; unlegsecified theraise; the
averaging factor is 10. The power level at the fiteana port is 8 dBm.

To model the background tissue phantom in simulatidghe phantom’s
constitutive parameters are extracted by solvinpast-square problem in
HFESS ver. 13[18] using sequential nonlinear programming optenizThe

least-square problem is solved to match the medsarsl the simulated
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magnitude of the transmission coefficiefy, | when the i antenna set is

used. The real part of the extracted relative p@intty is mostly constant in
the whole frequency range and has an average vad.3. The loss tangent,
however, exhibits significant dispersion. It is tpéal versus frequency in Fig.
4.3-1.

In the first example, two identical antennas aredusn both sides of the
planar scanning setup. They employ an ultra-widelq@hWB) design for the
frequency range from 3 GHz to 10 GHz. The desigmsists of a TEM horn
and a UWB impedance matching structure with a @dged, all of which are
embedded in a solid dielectric medidftf]. These antennas are being used in
experiments on breast-tissue phantoms as well agnonal tissue samples.
Hereafter, this antenna pair is referred as thartenna set.

1
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Fig. 4.3-1. The phantom’s extracted loss tangent.
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coaxial line

balun

14.78

bow-tie elemer

Fig. 4.3-2. Bow-tie antenna structure with tapered balun.

In the second example, a different set of two idahiantennas (introduced
in chapter 2 and reported [ih3]) is investigated with the same scanning setup.
These antennas also exploit a UWB TEM horn designféature different
feed structure (a tapered coaxial balun) and ingutoshielding compared to
the £'antenna set. We refer to this antenna pair ag"thentenna set.

In the third example, a set of two broadband b@w-fintennas is
investigated. This design has not been publishddsabriefly described hefe
Fig. 4.3-2 shows the inner structure and the dimensioinghe bow-tie
radiating element together with its tapered coalzaln. The bow-tie element

is printed on one side of Rogers 4003printed circuit board (PCB) of

! The bow-tie antennas wedesigned in Computational Electromagnetic Reselaatioratory
at McMaster University by Ali Khalatpour and falated by Justin McCombe.
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thickness 0.02" (0.508 mm) of permittivity= 3.38 and dielectric loss tangent
tary = 0.0027. The bow-tie element faces the measursdeiphantom, while
the back of the PCB (not metalized) is glued toladgielectric medium of;

= 9 and tan = 0.005. The feeding balun is embedded in the shitectric.
The bow-tie is used in a switched array structunesisting of nine elements.
Fig. 4.3-3 shows the bow-tie array. Two sets of idehtameays as are used
here. The sensitivity is evaluated for the pairtleé central elements (see
element 1 in Fig.4.3-3). This pair is the most sensitive to permiiti
variations centered along the array boresight. ¥fer ito this antenna pair as
the 3% antenna set.

In the fourth example, a quad-ridge horn antefidd is used as a Tx
antenna while the bow-tie element acts as a sefber.quad-ridge horn is a
dual-polarization (two-port) antenna designed fesue illumination through
direct contact, i.e., without a coupling medium. efidfore, for Dbetter
impedance match with the tissue medium, the qudgkristructure is
embedded in a solid dielectric medium, similarlytb@ TEM horn designs
described above. For best sensitivity, the Tx poddion is aligned with that of

the receiving bow-tie. We refer to this antenna paithe 4 antenna set.
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(b)
Fig. 4.3-3. Fabricated bow-tie array: (a) front surféfegeing the tissue phantom), and (b) back
view showing the coaxial connectors.

To illustrate the level of alignment between sintiola and measurement

achieved by the phantom-property extraction,

Fig. 4.3-4 shows the measured and the simulat&d | in the case of the
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baseline data acquisition (background phantom). plo¢s show the| S, |

transmission coefficient for both antenna sets. dgeeement between the
simulated and measured responses is good for thantenna set. The
comparison for the " antenna set shows significant discrepancies at
frequencies below 5 GHz. These discrepancies arstlyn@ue to the
fabrication inaccuracies of the tapered coaxialtvah combination with the
response being very sensitive to these inaccuraéigsthis low-frequency
misalignment has nothing to do with the phantoncteleal properties, it
cannot be compensated for by the phantom-propettsction.

There are various strategies that could be pursoedrther improve the
alignment of simulations and measurements; howesesh) investigations are
irrelevant here. Such discrepancies are not uncammonear-field data
acquisition scenarios where complex antenna stregtwncertainties in the
material parameters, positioning errors, radiatieakage and imperfect
isolation make for an involved, often intractabteasons for discrepancies
between simulations and measurements. Additionadlgue phantoms exhibit
high loss resulting in very weak responses, theslleaf which is often
comparable to the numerical accuracy of the sinaratFor example, the
mesh convergence error used here is set to 0.@)3arevident from

Fig. 4.3-4, the signal levels are at or below this value
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Fig. 4.3-4. Comparison of the baseline measured andlaietl S, | of the scanning system

when the Tx/Rx pair employs: (a) th& dntenna set, and (b) th& antenna set.
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«—>

Fig. 4.3-5. Schematic of the raster scanning setup sipiwie air gap, th@lexiglas plate
holding the phantom, the phantom layer, and thdlsoatter target

In addition to the baseline measurements, we alsednto perform
measurements on a small scattering target embedtiélde center of the
background phantom. The target is a ceramic cytimdeadius 10 mm and
height 10 mm (see Figt.3-5). Its relative permittivity iss, =12 and its loss
tangent istand = 0.001..

Fig. 4.3-5 also shows other details describing the rast@nning setup such
as the air gap between the antenna face and thue tghantom as well as the

thickness of th@lexiglasplate.
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4.3.2 S-parameter Derivatives. Simulation vs. M easur ement

To estimate the PCS, th&parameter derivatives per unit volume are
needed; see (3.15). For the simulation-based demvaestimation, the
commercial software HFSS ver. IB8] is used to perform aB-parameter
frequency sweep from 3 GHz to 10 GHz with 101 samplThe mesh
convergence error for th&parameters is set to 0.005. The absorbing sheets
wrapped round the sides of the tissue phantom aréelad with radiation
boundary conditions since their electrical progsrtare not available. The
antennas are modeled with as much detail as pessicluding the baluns and
the coaxial ports. The coaxial connectors, howeaeg, not included in the
simulation due to the excessive computational reguents of the entire
model.

As explained in sectiof.2.2.1, in the simulation model, the antennasaaire

a fixed position. Theé&s-parameter derivative is calculated with the sensit

formula (3.21) as a function of positior, in (3.21), and the result is averaged

over a volume of7r/ 4 cn?® at each position. This volume corresponds to the
actual small scatterer used in the measurements Effeld distributions are

exported on a uniform 3-D grid of 1 mm spacing gsihe Field Calculator
tool in the post-processing module of HFSS. To iobtS, /0|, the

maximum derivative is selected among all valuesresmonding to all
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positions r. within the phantom. Since the measurements emal@mall
scatterer at the center of the background phantanthe sake of comparison,
here,r, is restricted to the phantom’s mid-plane.

The simulations also reveal that th&parameter derivatives vary
substantially with the position of the voxel. Tlighavior is dictated by their
relationship with the field distribution, see (3)2Nonetheless, the maximum
derivative value is always correlated with the ciiens of the maximum
radiation of the two antennas because stronget figlues translate into larger
derivatives as (3.21) suggests. Fg3-6 illustrates this behavior in the case of
antenna set 1 at
6 GHz and at 8 GHz. The antennas are polarizedyadoimhe plots show the
derivative magnitude at the respective frequendgutated at each voxel (of
volume 77/4 cm®) and plotted in three mutually orthogonal planksis
evident that it varies with position significanthand has a distinct
“interference” pattern. This is due to the maxinmal dhe minima of the dot
product of the two fields (the one due to fHh antenna and the one due to the
k-th antenna). The figure also shows how these iloligions change with
frequency where a shorter wavelength (that at 8 Gdtapared to the one at 6
GHz) implies a denser pattern of minima and maxifathermore, as the

medium is very lossy, the field strength and, a®@sequence, the magnitude
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of the response derivative attenuate quickly. Thigarticularly pronounced in
the vertical direction in which the antenna haslatively narrow beam. Also,
due to the fact that the two TEM horns are aligrsddng each other’'s
boresight, the dot product of their respectivedsels the strongest in they
plane.

The measurements are performed with the planaerrastanning setup
described in sectiod.3.1. TheSparameters are acquired as functions of the
sampling position(x, y) with both phantoms: (a) the background phantord, an
(b) the target phantom which is the same as th&kgoaond phantom except
that it contains a small scatterer at its centee (5ig. 4.3-5). The small
scatterer is a ceramic cylinder of height 10 mnandter 10 mm, relative
permittivity & =12 and loss tangertand = 0.0013. The electrical properties
of this scatterer are constant in the whole frequdsand. The derivative (also
a function of the sampling position) is evaluatesing the finite-difference

approximation (3.22). Then, the maximum derivativagnitude|dS, /d¢ | is

selected.
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Fig. 4.3-7. Sparameters derivative values per unit volume etall via the simulation

approach explained in sectigh2.2.1 and the measurement approach explainee@dtios
4.2.2.2 for the raster scanning imaging setup Wi#M horn antennas introduced in (@)

and, (b)[13].

The derivative results from the simulations andrteasurements for thé'1

and the 2 antenna sets are shown in Fig3-7 a) and b), respectively. Fairly
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good agreement is observed for most of the frequesrtge. As expected, the
only significant discrepancy between simulationd areasurements occurs for
antenna set 2 below 5 GHz. As explained in Sedli@l, this discrepancy
exists for theSparameters themselves and it is expected to affexS

parameter derivatives as well.

4.3.3 PCSEvaluation

Once theS-parameters derivatives per unit volume are avia]ahe PCS is
evaluated using (3.15). The measurement uncegaiatie evaluated with the
standard deviation in (3.17) from the baseline mesments at each frequency.
The PCS has been evaluated for the four antensadestribed in Section
4.3.1. Fig.4.3-8 shows their normalized PCS values, see (3.18)sus
frequency. The results suggest that the two hotersra sets perform similarly
across the frequency band. The set of bow-tie aatehas the worst PCS on
average. Its weak performance is due to the lovirexctivity and radiation
efficiency compared to the horn antennas. Thadtenna set, which employs
a quad-ridge horn as a Tx antenna and the bowedrment as the Rx antenna,
performs very well at higher frequency where itediivity is relatively high.
This behavior illustrates the importance of the amntenna ability to provide
strong illuminating fields in addition to the pemfeance of the sensor (Rx

antenna).
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Fig. 4.3-8. Normalized PCS versus frequency for theerastanning setup with antenna sets 1
and 2.

As discussed before, from the PCS, the minimumctiiée volume for a
given target contrast can be evaluated from (3 24¢rnatively, the minimum
detectable permittivity contrast for a given siznalso be estimated. For
example, for an object of 1 émvolume, the minimum detectable normalized
contrast Q\e/ | &, |), averaged over all frequencies, is 0.1613 an@4® with
antenna sets 1 and 2, respectively. Thus, the tenaa sets perform very
similarly being capable of detecting a relativdas a contrast as 16 % for the
given background of thickness 3 c&,=9.13 and loss tangent as shown in
Fig. 4.3-1. In comparison, the average normalized PCi8evéor the &

antenna set is 0.4746. Therefore, the bowtie aatenaed at least 47% relative
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Fig. 4.3-9. Difference between the transmission coeffits measured with and without the
small scatterer in the raster scanning setup wi¢hf' antenna set at: (a) 3 GHz, and (b) 5
GHz.

contrast for the same background to detect the®Iscatterer. This value is
32% for the 4 antenna set.

Fig. 4.3-9 provides a different illustration of the merhance of the raster
scanning setup with the'lantenna set. The plot shows thedependence of

the magnitude of the difference of the complexgrmaission coefficients with
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and without the small scatterer used in 8ygarameter derivative estimation
through measurement. This difference is essentidléy signal due to the
scatterer. The two plots show thedependence of this signal at 3 GHz and at
5 GHz. These two frequencies are chosen basedeoretlults in Fig4.3-8
where we observe that the relative PCS is relatilaaige (or bad) at 3 GHz
and is significantly smaller (or better) at 5 GHherefore, these two very
different values correlate with the respective plaif the transmission
coefficients in terms of the clarity with which thehow the target signature. It
is evident that the setup has better detectioropednce at 5 GHz, which is in

agreement with the PCS frequency dependence shoffig.i4.3-8.

1 T T
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\ T
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Frequency (GHz)

Fig. 4.3-10. lllustration of the effect of the VNA reatibn bandwidth (RBW) on the PCS of
the raster-scanning setup with tiéahtenna set.
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One of the important factors that can affect theSP& the microwave
imaging system is the resolution bandwidth (RBW)haf VNA. The impact of
the RBW varies depending on how the instrumentengismpares with the
external noise in the measurement environment drel level of the
uncertainties due to positioning errors, spuriougnas due to radiation
leakage, temperature variations, etc. Bi@-11. shows the effect of the VNA
RBW on the normalized PCS of the raster scannitpssith the ¥ antennas
set. As expected, a larger RBW leads to highenthkenoise levels and thus a
higher (or worse) PCS. The impact of the RBW onRIGS is less significant
at high frequencies because at these frequencgesirtbertainties due to the
external factors, such as positioning errors aatdge, dominate. Decreasing

the instrument’s RBW has no influence on such facto

4.4 CONCLUSION

The PCS of microwave imaging systems employingtegag-parameter
measurements is defined and a method to evaluate gtoposed. For the
system under evaluation, the PCS estimates theleshaletectable target
contrast for a given size @ice versaThe definition relies on the evaluation of
the Sparameters derivatives, for which measurementebas®wl simulation-
based methods are proposed. Validation and illustraf the PCS evaluation

methodology is carried out for a raster-scanninggimg system where four
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different antenna arrangements are used. The pedpoethodology provides

common means to quantify and compare the sengitpédrformance of

microwave systems used in tissue imaging as wethasantennas used as

Sensors.
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Chapter 6

Conclusion

In this thesis, various metrics of the hardwarefqrerance of the
microwave imaging systems is investigated. Alsothods to estimate the
efficiency and the sensitivity of the microwave giray systems and their

components have been introduced and applied inipahscenarios.

A new UWB TEM horn antenna is proposed for microevéigsue imaging.
The new antenna has several advantages over tWeysly proposed UWB
TEM horn antenna in terms of coupling efficiencydammmunity to
electromagnetic interferences. These charactezigtad to the better dynamic
range of the microwave imaging setup. Moreover, $easitivity of the
imaging setup is increased, which enables the teteof smaller tumor

simulants in thicker phantoms.
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The proposed measurement-based method for evajusnefficiency of
antennas can be used for antennas operating ifmpleo (layered, lossy,
dispersive) medium and in a single or a wide badtwirequency. The sensor
efficiency and dynamic range of measurement setapnat the only factors
affecting the sensitivity of the acquisition hardeaPCS can be used to
compare the whole microwave system in terms of $ensitivity in detecting a
tumor. It provides a quantitative approach to compghe acquisition hardware
of microwave imaging systems usirff§parameters measurements. For the
system under evaluation, the PCS estimates theleshaletectable target
contrast for a given size omice versa The proposed methodology provides
common means to quantify and compare the sengitip@rformance of
microwave systems used in tissue imaging as wethasantennas used as

sensors in microwave imaging.

From the experience gained during the course o Work, the author

suggests the following research topics to be addrem future developments.

* To increase the dynamic range of microwave imagiygiem, further
efforts toward decreasing the electronic and meachamoise in the
microwave system are needed. Substantial improvemehis respect
can be achieved if the mechanically scanned ansearereplaced by

electronically switched arrays. This will eliminatBe uncertainties
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associated with the mechanical antenna positingp #ie predictability
of the acquisition environment should be improvgdobtter shielding
and isolation.

* The physical sensitivity method can be used indi&ign stage of the
microwave imaging system to increase the sensitioftthe system.
Especially, PCS can be useful in designing of betearing arrays for
MWI.

* The physical sensitivity method uses frequency donmreasurements.

This method can be extended to time domain measuntsm
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