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ABSTRACT

Background and Objectives

We investigate three statistical and methodological issues within the context of non-inferiority randomized controlled trials (RCTs), specifically those of radiotherapy regimens for the prevention of local recurrence in patients with early stage breast cancer who have undergone breast conserving surgery. These issues are: (1) the analysis of multiple time-to-event outcomes in non-inferiority RCTs; (2) the interim analysis of a binary outcome that is repeatedly assessed at pre-specified times; and (3) determining the optimal analysis population for dealing with crossovers in non-inferiority RCTs.

Methods

Issue 1: We investigated and compared the properties of four statistical models (proportional hazards model, competing risk model, marginal model and frailty model) for analyzing radiotherapy non-inferiority RCTs of patients with early stage breast cancer who are at risk for and may experience multiple failure types. We applied the four methods to data from an existing trial in which subjects with breast cancer could experience local recurrence (the primary outcome), distant recurrence, death, or a combination of these events. In addition, we compared these models using simulated examples of similar non-inferiority trials with varying hazards of each failure type.

Issue 2: We investigated and compared the properties of three methods for estimating the event proportions for an interim analysis in RCTs with a binary outcome that is...
repeatedly assessed at pre-specified times. Generally, interim analyses are performed after half or more of the subjects have completed full follow-up. However, depending on the duration of accrual relative to the length of follow-up, this may be inefficient, since there is a possibility that the trial will have completed accrual prior to the interim analysis. We focussed our simulations on situations where delaying the interim analysis until half or more of subjects have completed full follow-up is an inefficient approach. The methods include: 1) estimation of the event proportion based on subjects who have been followed for a pre-specified time (less than the full follow-up duration) or who experienced the outcome; 2) estimation of the event proportion based on all available data from subjects randomized by the time of the interim analysis; and 3) the Kaplan-Meier approach to estimate the event proportion. We varied the risk of the outcome, the treatment effect and the probability of an event occurring at each pre-specified time. We compared the three methods in terms of overall type I and II errors, as well as the probability of stopping early for benefit.

**Issue 3:** We explored the effect of subject crossover from the experimental to the standard radiotherapy arm prior to treatment initiation on the intention-to-treat, per-protocol, as-treated and combined intention-to-treat and per-protocol analysis in non-inferiority RCTs of radiotherapy for the prevention of local recurrence in patients with early stage breast cancer. We varied the non-inferiority margin, the percent of subjects who cross over and evaluated random and non-random crossover. The main comparison of the methods was done using overall type I error. In addition, we compared the methods based on estimate bias and standard error of the estimate.
Results and Conclusions

**Issue 1:** All four models produced similar results for the existing trial (i.e. non-inferiority was observed regardless of the method used). Simulations showed that the event-specific methods yielded contrasting results when the distribution of distant recurrence or death differed between treatment groups. We conclude that multiple models should be used as part of a comprehensive analysis.

**Issue 2:** We showed that conducting an interim analysis when a considerable number of subjects have completed a portion of their full follow-up duration is an efficient approach under certain scenarios where event distribution probabilities are similar between treatment groups. Under these specific scenarios, all three methods preserved the type I and II errors. In these cases, we recommend using the Kaplan-Meier method because it incorporates all the available data and has greater probability of early stopping.

**Issue 3:** The as-treated analysis had the best performance in terms of type I error rate. However, it can be recommended only in scenarios where crossover is random. It performed poorly in scenarios with greater than 2% non-random crossover. The intention-to-treat and per-protocol analysis performed poorly under both random and non-random crossover scenarios.
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CHAPTER 1

INTRODUCTION

Breast cancer is one of the most common cancers in women and is the second leading cause of cancer deaths among females [1]. It is estimated that approximately 23,800 Canadian women were diagnosed with breast cancer in 2013, with 9300 of these occurring in Ontario [2]. Approximately 5000 women per year die from breast cancer in Canada [2].

Breast cancers present as palpable or non-palpable tumours. Non-palpable tumours detected by screening tools such as mammography tend to be smaller in size compared with palpable tumours. The extent of breast cancer is generally classified into four stages (I to IV) and this correlates with prognosis, where a higher stage indicates a worse prognosis. Tumour size, presence of tumour in the axillary nodes and presence of metastases are components that define the stage of breast cancer. This is commonly done using the International Union Against Cancer TNM classification where T refers to the tumour size (T1: ≤ 2cm, T2: > 2 to ≤ 5cm, T3: > 5cm), N refers the presence of cancer in the lymph nodes (N0: 0 nodes, N1: 1-3 nodes, N2: 4-9 nodes, N3: ≥ 10 nodes) and M refers to the presence of metastases (M0: no metastases, M1: metastases present) [3].

Randomized clinical trials (RCTs) are considered the gold standard for evaluating therapeutic interventions for various diseases, including breast cancer. Mortality and recurrence rates from early stage breast cancer have been declining over the past few
decades due to advances in treatments, and the rigorous evaluation of these treatments through RCTs.

Breast cancer is commonly treated using each or a combination of surgery, radiotherapy, chemotherapy and endocrine therapy. The course of treatment is determined by stage as well as by other clinical factors such as age and presence of biomarkers. For patients with early stage breast cancer, surgery is usually the first step of treatment. Surgical treatment can be either a mastectomy, which consists of removal of the whole breast, or a lumpectomy, which involves removal of the portion of the breast containing the tumour, thus aiming to preserve the appearance and sensation of the breast. The 20-year follow-up results of the National Surgical Adjuvant Breast and Bowel Project trial comparing mastectomy with lumpectomy showed that the overall survival was similar between the two procedures [4].

The second phase of treatment is generally radiotherapy. Breast conserving treatment (BCT), which consists of lumpectomy or breast conserving surgery (BCS) followed by radiotherapy, has been shown to be superior to BCS alone in the prevention of ipsilateral cancer recurrence in the breast in patients with early stage breast cancer, and is the preferred option for treating this population [4-9]. Furthermore, BCT has been shown to be superior to BCS alone with respect to breast cancer death [9].

In addition to surgery and radiotherapy, some patients also receive adjuvant chemotherapy and endocrine therapy. The Early Breast Cancer Trialists’ Collaborative Group (EBCTCG) review of RCTs investigating the effect of chemotherapy and
endocrine therapy concluded that “some of the widely practicable adjuvant drug treatments that were being tested in the 1980s, which substantially reduced 5-year recurrence rates, also substantially reduce 15-year mortality rates” [10].

The advancement of statistical and research methodology over the past few decades has played a significant role in establishing improvement in breast cancer outcomes and in population health in general [11]. Many methodological and statistical challenges that were inherent to breast cancer clinical trials have been studied, and solutions to overcome these challenges have been proposed [11-17].

A major advancement was the development of the non-inferiority trial design [18, 19]. The non-inferiority design aims to show that an experimental treatment is no worse than the active control by a pre-specified tolerance margin. This design is generally considered when the experimental treatment is less toxic, or less invasive, or more convenient or cheaper, compared with the active control. There are a number of weaknesses in this design that do not exist in the traditional superiority RCTs. These include the choice of non-inferiority margin, the issue of assay sensitivity, which is the ability of a trial to distinguish an effective therapy from one that is less or not effective, and the notion of bio-creep which refers to the phenomenon that a slightly inferior treatment becomes the active control for future non-inferiority trials and after a series of trials, the active control becomes no better than placebo. These issues, among others in the design, conduct and analysis of non-inferiority trials, have been discussed by several authors [20-24].
Nonetheless, the non-inferiority design has played an important role in evaluating radiotherapy treatment of women with early stage breast cancer. For example, hypofractionation radiotherapy, which delivers a higher dose of radiation over a fewer number of treatments, has been shown to be non-inferior to standard whole breast irradiation for the prevention of local recurrence [25-27]. Furthermore, techniques such as accelerated partial breast irradiation, which delivers multiple doses of radiotherapy per day to only part of the breast tissue, are currently being compared with whole breast irradiation in several on-going non-inferiority trials [28, 29].

However, various unresolved challenges in the design and analysis of non-inferiority RCTs still require statistical and methodological investigation, and current methods for designing and analyzing non-inferiority radiotherapy trials in breast cancer can be improved upon. The objective of this dissertation is to address some of the recent challenges surrounding non-inferiority radiotherapy breast cancer clinical trials through simulations and re-analyses of previous trials, and to provide direction for future research. We investigated three specific methodological issues: (1) the analysis of multiple time-to-event outcomes in non-inferiority RCTs, (2) the interim analysis of a binary outcome that is assessed repeatedly at pre-specified times, and (3) determining the optimal analysis population for dealing with cross overs in non-inferiority RCTs.

**Issue 1: The Analysis of Multiple Time-to-event Outcomes in Non-inferiority RCTs**

Women with early stage breast cancer who have been treated with radiotherapy for their disease are at risk of their disease recurring. The recurrence of disease can be local (i.e.
within the treated breast), contralateral or untreated breast, regional (i.e. in the axillary, supraclavicular, infraclavicular, or the internal mammary lymph nodes of the treated breast) or distant (metastases in the liver, bone, lung, brain etc.). In addition, women are also at risk of a new primary cancer occurring at another site, and at risk of death. These events can be related to each other, and patients can experience any number of them over a specified period of time.

Several methods exist for analyzing data consisting of multiple time-to-event outcomes. These include the proportional hazards model [30], the competing risk model [31], the marginal model [32] and the frailty model [33]. While some methods completely ignore the plausible relationships between the events, others account for a correlation using various modelling techniques. The use of these methods to analyze such data arising from non-inferiority trials has not been investigated thoroughly. The effect of the plausible relationships between events on the performance of the models within the non-inferiority framework has not yet been demonstrated in the published literature.

**Issue 2: Interim Analysis of a Binary outcome that is Assessed Repeatedly at Pre-specified Times**

Analyses that evaluate the treatment effect during the conduct of a trial are referred to as interim analyses. These analyses are generally included in the design of RCTs for ethical and economic reasons as they provide guidance for early stopping of the trial for extremely positive or harmful results, or for futility. For example, if the results of a mid-trial interim analysis demonstrate that the experimental therapy is unsafe, then the
principal investigators should consider stopping the trial. If, on the other hand, the results show that the experimental therapy is much better than the standard therapy, then early termination should also be considered since it would be unethical to continue the trial.

A major concern when delivering radiotherapy to the breast is the effect of radiation on the cosmetic appearance of the breast. Therefore, many RCTs evaluating new high-dose radiotherapies include adverse breast cosmesis as an important safety outcome [28, 29]. In some cases, although the primary objective of the trial is the prevention of local recurrence, in the non-inferiority setting, it is not uncommon to perform an interim analysis of safety based on adverse cosmesis using the superiority framework [29].

Breast cosmesis of a subject is assessed typically at pre-specified follow-up visits (e.g. 1, 2, 3 and 5 years post-randomization) by a nurse using a questionnaire such as the European Organisation for Research and Treatment of Cancer (EORTC) Cosmetic Rating System for Breast Cancer in which the treated breast is compared with the untreated breast in terms of size, shape, location of the areola and nipple, appearance of the surgical scar, presence of telangiectasia, and an overall global cosmetic score.

The global cosmetic score is generally the focal point of the interim analysis, and is often analyzed as a dichotomy, either adverse or normal cosmesis. A failure in cosmetic outcome can be identified in two ways: a) whether a subject has been assessed as having adverse cosmesis at a pre-specified follow-up visit (e.g. the 3-year assessment) or b) whether a subject has been assessed as having adverse cosmesis at any visit prior to the pre-specified visit. In our research, we focus on the latter. Similar situations are seen in
venous thrombosis trials investigating the effect of an intervention for preventing post-thrombotic syndrome, where subjects are assessed every 6 months for up to 24 months using a disease-specific questionnaire [34, 35]. A failure is defined if the score exceeds a threshold at any visit.

Interim analyses in RCTs with binary outcomes are performed typically after half or more of the subjects have completed follow-up. However, in some cases, depending on the duration of accrual relative to the length of follow-up, this may not be an efficient undertaking because it may be possible that the trial will have completed accrual and all subjects will have been treated prior to the interim analysis. An alternative is to plan the interim analysis after subjects have completed follow-up to a specified time that is less than the fixed full follow-up duration. However, this option has never been investigated in the clinical trial methodology literature, and little is known about the effect of conducting an interim analysis using data on subjects who have completed follow-up to a time that is less than the fixed full follow-up duration, especially in RCTs where the outcome is assessed at pre-specified visits.

**Issue 3: The Optimal Analysis Population for Dealing with Crossovers in Non-inferiority RCTs**

In most RCTs, it is likely that some subjects will cross over from one treatment arm to another. This may occur prior to initiating any study treatment, midway through the trial or after a study treatment has been completed. Subjects crossing over from the experimental intervention to the standard therapy are most common, and they can occur
for a number of reasons [36]. There may be complications in delivering the allocated
treatment. A physician may conclude that a subject is not responding to the allocated
treatment and therefore recommends switching treatments. Moreover, a subject may
choose to switch due to side-effects related to their current treatment.

In non-inferiority RCTs of radiotherapy in women with early stage breast cancer, it is
inevitable that some subjects will cross over from the experimental arm to the standard
arm prior to initiation of any treatment due to complexities that occur in delivering the
experimental radiotherapy, physician preference, or subject preference. Generally,
crossovers from the standard arm to the experimental arm are not permitted, especially if
the experimental radiotherapy is not offered outside of the trial.

During the analysis of a trial, crossovers pose a challenge for methodologists and
statisticians since they are a potential cause for bias [36]. For superiority trials, it is well
known that the intention-to-treat (ITT) analysis which analyzes subjects according to
their randomized group regardless of what they received preserves randomization and
should be used for the primary analysis of the trial [37]. Since crossovers are a source of
contamination, the ITT analysis tends to dilute the treatment effect and therefore provides
a conservative estimate of the treatment effect [38]. However, some argue that the
opposite is true for non-inferiority trials. This argument suggests that since non-inferiority
trials aim to show that the experimental therapy is not inferior to the standard therapy (i.e.
that they are similar), the ITT analysis in the presence of crossovers is anti-conservative
[21, 38, 39]. Alternative strategies are to conduct a per-protocol (PP) analysis which
includes only subjects who have fully complied with their allocated treatment, an *as-treated* (AT) analysis which analyzes subjects according to the treatment they actually received, or a combined ITT and PP (ITT+PP) analysis which requires that both the ITT and PP analyses reject the null hypothesis of inferiority in order to conclude non-inferiority of the experimental therapy [21, 39].

The effect of crossovers from the experimental to standard therapy prior to initiation of any treatment on the ITT, PP, AT and combined ITT and PP analyses using time-to-event outcomes has not been studied extensively. The current literature provides little guidance on the most appropriate approach for conducting analyses of non-inferiority RCTs in the presence of crossovers.

**Summary of Chapters**

This is a “sandwich thesis” of three manuscripts, each relating to one of the issues described above. The papers are separated into three chapters beginning with Chapter 2.

Chapter 2 deals with the analysis of multiple correlated time-to-event outcomes in a non-inferiority trial. We compared four statistical methods for analyzing multiple time-to-event outcomes using a previously reported non-inferiority trial of hypofractionated radiotherapy versus standard therapy for the prevention of local recurrence in women with early stage breast cancer [27]. In addition, we compared the methods using simulations of similar non-inferiority trials using a latent failure time approach. The methods under investigation include the proportional hazards model, the competing risk
model, the marginal model and the frailty model. We considered two scenarios in which we varied the hazards for experiencing each of the three events: local recurrence, distant recurrence and death. The methods were evaluated in terms of whether they concluded non-inferiority of the experimental arm.

Chapter 3 discusses the assessment of methods of estimating the event proportions when conducting an interim analysis in RCTs evaluating a binary outcome that is assessed repeatedly at pre-specified times. We restricted our attention to the situation where it was impractical to conduct an interim analysis on only those subjects who have completed their follow-up. In our simulations, we varied the “true” event proportion in the control group, the treatment effect, and the probability of experiencing the event at each of the pre-specified times. We evaluated three approaches to estimate the event proportions: 1) based only on subjects who have been followed for a pre-specified time (less than the full follow-up duration) or who experienced the outcome; 2) based on all available data from subjects randomized by the time of the interim analysis; and 3) using the Kaplan-Meier approach. Assessment of the three approaches was done using the overall type I and II errors and the probability of early stopping for benefit of the experimental treatment.

Chapter 4 focuses on the effect of crossovers from the experimental to the standard therapy on the ITT, PP, AT and ITT+PP analyses of non-inferiority RCTs. We used simulations to investigate the effect of random and non-random crossovers on each of the analysis approaches. Inputs for the simulation were also based on previously reported non-inferiority RCTs of hypofractionated radiotherapy versus standard therapy for the
prevention of local recurrence in women with early stage breast cancer [26, 27]. In our simulations, we varied the non-inferiority margin of the RCT, the percentage of subjects who crossed over, and the degree of non-random crossover based on a prognostic variable. We evaluated each approach in terms of type I error. In addition, we compared bias and standard errors for the ITT, PP and AT approaches.

Lastly, Chapter 5 discusses the key findings, limitations and implications of the thesis. The overall objective of the thesis is to advance our understanding on some of the issues related to non-inferiority RCTs of radiotherapy in subjects with early stage breast cancer. Results reported in the three papers will enhance the literature on the design and analysis of non-inferiority RCTs in breast cancer.
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Abstract

**Background:** Subjects with breast cancer enrolled in trials may experience multiple events such as local recurrence, distant recurrence or death. These events are not independent; the occurrence of one may increase the risk of another, or prevent another from occurring. The most commonly used Cox proportional hazards (Cox-PH) model ignores the relationships between events, resulting in a potential impact on the treatment effect and conclusions. The use of statistical methods to analyze multiple time-to-event events has mainly been focused on superiority trials. However, their application to non-inferiority trials is limited. We evaluate four statistical methods for multiple time-to-event endpoints in the context of a non-inferiority trial.

**Methods:** Three methods for analyzing multiple events data, namely, i) the competing risks (CR) model, ii) the marginal model, and iii) the frailty model were compared with the Cox-PH model using data from a previously-reported non-inferiority trial comparing hypofractionated radiotherapy with conventional radiotherapy for the prevention of local recurrence in patients with early stage breast cancer who had undergone breast conserving surgery. These methods were also compared using two simulated examples, scenario A where the hazards for distant recurrence and death were higher in the control group, and scenario B, where the hazards of distant recurrence and death were higher in the experimental group. Both scenarios were designed to have a non-inferiority margin of 1.50.
**Results:** In the breast cancer trial, the methods produced primary outcome results similar to those using the Cox-PH model: namely, a local recurrence hazard ratio (HR) of 0.95 and a 95% confidence interval (CI) of 0.62 to 1.46. In Scenario A, non-inferiority was observed with the Cox-PH model (HR=1.04; CI of 0.80 to 1.35), but not with the CR model (HR=1.37; CI of 1.06 to 1.79), and the average marginal and frailty model showed a positive effect of the experimental treatment. The results in Scenario A contrasted with Scenario B with non-inferiority being observed with the CR model (HR=1.10; CI of 0.87 to 1.39), but not with the Cox-PH model (HR=1.46; CI of 1.15 to 1.85), and the marginal and frailty model showed a negative effect of the experimental treatment.

**Conclusion:** When subjects are at risk for multiple events in non-inferiority trials, researchers need to consider using the CR, marginal and frailty models in addition to the Cox-PH model in order to provide additional information in describing the disease process and to assess the robustness of the results. In the presence of competing risks, the Cox-PH model is appropriate for investigating the biologic effect of treatment, whereas the CR models yields the actual effect of treatment in the study.

**Keywords:** non-inferiority, Cox model, correlation, marginal model, frailty model, competing risks
1. Introduction

Randomized controlled trials are considered to be the gold standard for evaluating therapeutic interventions in many different diseases including those in oncology. Unlike studies in other diseases, cancer trials typically follow subjects beyond the planned intervention, often for many years. During this time, subjects may be at risk for several events. For example, subjects in breast cancer trials can experience local recurrence in the treated breast, distant recurrence, death or a combination of these. In most trials, only one of these events is considered the primary outcome and the others are secondary outcomes. The occurrence of multiple events per subject over a period of time is sometimes referred to as event history data [1].

One of the most commonly used statistical approaches for analyzing such data is the Cox proportional hazards (Cox-PH) model, which models the time from randomization to a specific event [2]. However, analyzing each outcome separately using the Cox-PH model does not make use of all the available information because it fails to account for the plausible relationships or correlations between events. For instance, it is possible that experiencing one event increases the risk of experiencing another event. Conversely, it is also possible that the occurrence of one event may even prevent others from occurring, a situation known as competing risks [3]. Standard survival analysis techniques have been shown to bias results in such circumstances [4–6]. The effect of treatment may differ depending on whether or not intermediary events are incorporated into the analysis.
Several statistical methods exist to analyze event history data. These include: the Cox-PH models [2], the competing risk (CR) model [7], the marginal model [8], and the frailty model [9]. The majority of research has focused on using these methods in the analysis of superiority trials where the intervention is expected to be superior to the standard treatment, but their application to non-inferiority trials is lacking. Marginal and frailty models are efficient methods of estimating treatment effect in studies where patients have multiple events of the same type, such as recurrence of asthma attacks. In addition, they are used in studies where treatment can have an effect on multiple events using the same biological pathway. Research on the CR models in superiority trials has shown the Kaplan-Meier approach over-estimates the event rate in the presence of competing risks. However, the relative treatment effect from the CR model remains unchanged compared to the Cox-PH model unless treatment affects the competing event [10].

Non-inferiority randomized trials generally compare the standard treatment with a new treatment that is expected to be less toxic or less expensive or less invasive but “no worse” within a tolerance margin than the standard treatment in terms of clinical outcome.

The purpose of this manuscript is to compare empirically these different approaches in the analysis of a non-inferiority trial in which a subject can experience more than one type of outcome event. In addition, we compare these methods using simulated examples of trials. We first provide a brief overview of the methods, and then apply them to a previously-reported randomized trial of hypofractionated radiotherapy in patients with
breast cancer [11,12], and to the simulated trial examples. For the purposes of this study, we will consider the Cox-PH model for each type of event as the primary analysis.

2. Methods

2.1 Cox Proportional Hazards (PH) Model

The instantaneous rate of failure known as the hazard rate is defined as the probability of failing in the next small time interval, given that one has already survived until the beginning of the interval [13]. The standard Cox-PH model has become the most frequently used method for modeling hazards and covariates. The model does not make a distributional assumption about the baseline hazard, and assumes that the covariate acts multiplicatively on the hazard independent of time. The model is given by the following:

\[ \lambda_i(t \mid X) = \lambda_0(t) \exp(\beta X) \]

where \( \lambda_i(t \mid X) \) is the hazard of subject \( i \) conditional on covariate \( X \) at time \( t \), \( \lambda_0(t) \) is the baseline hazard at time \( t \), \( X \) is the covariate (e.g. \( 1 = \) experimental group, \( 0 = \) control group), and \( \beta \) is the coefficient representing the effect of treatment independent of time. In cancer trials, the constant treatment effect is represented by the ratio of hazards for the experimental group relative to the control group, or hazard ratio (HR), given by \( \exp(\beta) \).
2.2 Competing Risks (CR) Model

Kalbfleisch and Prentice developed the cumulative incidence function (CIF) to analyze competing risk data [14]. The CIF estimates the hazard of an event of interest in the presence of other competing events, known as hazard of the sub-distribution. The estimation of the CIF is similar to that used by Kaplan-Meier; however, the CIF does not censor subjects who experience a competing event and therefore does not require the assumption of independence between the event of interest $j$ and the competing events [4,15]. Fine and Gray [7] proposed a proportional hazards model that models the effects of covariates on the hazards of the CIF by distinguishing between competing events and truly censored subjects [15]. Similar to the Cox-PH model, the CR model is given by:

$$\lambda_{ij}^{sub}(t | X) = \lambda_0^{sub}(t) \exp(\beta_j^{sub} X)$$

where $\lambda_{ij}^{sub}(t | X)$ is the hazard of the sub-distribution for cause $j$; $\lambda_0^{sub}(t)$ is the baseline hazard of the sub-distribution; and $\beta_j^{sub}$ is the treatment effect of the sub-distribution. This model reduces to the standard Cox-PH model when competing risks are absent.

2.3 Marginal Model

Wei, Lin and Weissfeld [8] proposed a marginal model (WLW model) where a subject is assumed to be simultaneously at risk for all events, and is at risk for each event until this event occurs [16]. The WLW model estimates the treatment effect using independent Cox-PH models for each event, and, therefore, the relationship structure between event
times does not need to be known [17,18]. For each event $j$ for subject $i$, the model is given by

$$\lambda_{ij}(t \mid X) = \lambda_{0j}(t) \exp(\beta_j X).$$

Stratification by event $j$ allows for varying underlying baseline hazards $\lambda_{0j}$ for each event. In addition, treatment by event interactions allows for estimation of event-specific treatment effects [18,19]. The WLW model also estimates the ‘average effect’ of treatment $\bar{\beta}$ on all events using a weighted average of $\hat{\beta}_j$, which we will call the average WLW model. Dependencies between observed event times are adjusted for by the use of a robust sandwich estimate of the variance. In the presence of competing risks, the WLW model models both the marginal hazard for death and the cause-specific hazard for recurrences [19].

### 2.4 Frailty Model

Frailty models are survival random effects models in which a parameter for heterogeneity is incorporated into the model. The model is given by:

$$\dot{\lambda}_i(t \mid X) = \lambda_0(t) \exp(\beta X + \gamma_i)$$

where $\gamma_i$ is the frailty parameter that can also be used to model associations between event times [20]. A large parameter value corresponds to a large correlation between event times for a subject, and also describes the frailty or excess risk within a subject
This model assumes that event times within a subject are independent given the frailty parameter [20]. Similar to other random effects model, this one also yields effects specific to the subjects in the trial. Several published books provide excellent reviews on frailty models [9,21,23].

2.5 The Hypofractionation Trial

Between April 1993 and September 1996, 1234 patients with early stage breast cancer who had undergone breast conserving surgery were randomly allocated to receive either 42.5 Gray of radiotherapy in 16 fractions (the experimental arm) or 50 Gray in 25 fractions (the standard arm) to the breast for the prevention of local breast recurrence; details and long-term results are described elsewhere [11,12]. The primary outcome of local recurrence was compared was using a point-in-time comparison of local recurrence failure probabilities at five and 10 years [11,12].

For the purpose of this paper, HRs rather than point-in-time failure probabilities will be used. The hypofractionation trial was designed with a control arm local recurrence rate of 7% at 5 years. The non-inferiority margin was set at 5% to tolerate an increase in local recurrence to 12% in the experimental arm. This translates into a HR = \( \frac{\ln(0.88)}{\ln(0.93)} \approx 1.76 \). Additional events of interest were distant recurrence, new primary cancer and death. Because of the difficulty in differentiating new primaries from distant recurrences, these will be combined in the distant recurrence category. In addition, we consider only the first occurrence of each type of event.
2.6 Simulated Examples

Suppose that a randomized non-inferiority trial similar to the Hypofractionation Trial were designed to demonstrate that an experimental therapy $E$ is as good as a control therapy $C$ for the prevention of local recurrence in a subset of breast cancer patients.

Assuming that the rate of local recurrence at five years in the control arm is 10.0%, and that the maximum tolerable rate of local recurrence at five years in the experimental arm is 14.6% (HR=1.50), then 1000 patients per treatment arm would be required, giving 90% power and a one-sided alpha of 0.025.

As with the Hypofractionation trial, we assume that these patients will also be at risk for distant recurrence and death. We simulated two possible outcome scenarios (A and B) for this trial using a latent failure time approach. For each treatment group, data were generated using two independent bivariate exponential models based on the hazards in Table 1 (24); one model for local recurrence ($l$) and death ($d_1$) with correlation of 0.2, and the other for distant recurrence ($m$) and death ($d_2$) with correlation of 0.6. Time of death ($d$) is given by:

$$
    d = \begin{cases} 
    d_1 & \text{if } \min(l, d_1, m, d_2) = d_1 \\
    d_2 & \text{if } \min(l, d_1, m, d_2) = d_2 \\
    d_1 & \text{if } \min(l, d_1, m, d_2) = l \\
    d_2 & \text{if } \min(l, d_1, m, d_2) = m 
    \end{cases}
$$

which essentially is the time of death if death is the first event, or the time of death that is linked to the first recurrence (local or distant). Independent censoring was generated so
that approximately 40% of the observations were censored. Survival times for event and censored observations were calculated for each subject by combining event times and censoring times. Recurrences could occur only prior to death (i.e. recurrence times were less than the death time). Similarly, local recurrence could not occur after distant recurrence. Censoring could occur prior to any events occurring, or after recurrences have occurred. Based on the standard error estimated from the Cox-PH model using hypofractionation trial data, 1000 simulations would produce an estimate to within at least 1.5 percent of the true coefficient.

2.7 Analysis

For the Cox-PH model, we structured the data in a “wide” format (i.e. one record per subject). We fit Cox-PH models for each event separately. For the local recurrence model, death and distant recurrences are censored, and for the distant recurrence model, death is treated as a censored observation and local recurrence is ignored. Any recurrence is ignored for the death model. Similarly, for the CR approach, we fit Fine and Gray’s model (7) for each event. Death and distant recurrences are treated as competing events for the local recurrence model, and death is treated similarly for the distant recurrence model. The analysis for death is equivalent to the standard Cox-PH model because death is always observable.

Data for the WLW model is set up in a “long format” where every subject has three records, one for each event, whether censored or observed. The events are treated as independent strata in the model, and time is expressed from randomization to each event.
Table 2 shows the time and censoring mechanism for each event given a subject’s event experience.

The frailty model is fit using an extension of the Cox-PH model that includes the frailty parameter that assumes a gamma distribution because the events are assumed to be positively correlated (25,26). For this analysis, every subject has at least one record representing vital status (i.e. alive or dead) at the end of the study, and each recurrence is represented by an additional record.

For the simulation, the HRs and the standard errors of the HRs were averaged on the log scale (1000 replications). All analyses were performed using SAS 9.2 (SAS Institute, Cary, NC) and R 2.13 (www.r-project.org).

3. Results

3.1 The Hypofractionation Trial

Figure 1 shows the results of the treatment effect using each of the methods. The Cox-PH, CR and WLW models all yield almost identical estimates for each of the events of interest. The shorter experimental treatment does not affect the occurrence of local recurrence, distant recurrence or death with HRs (95% CI) of 0.95 (0.62, 1.46), 1.12 (0.86, 1.43) and 0.97 (0.75, 1.24) respectively. Since the upper 95% CI of the HR for local recurrence is less than 1.76, non-inferiority can be concluded. Moreover, the frailty and WLW models also show that treatment does not affect the risk of failure from all events combined.
3.2 Simulated Examples

Results of scenario A (Figure 2), the Cox-PH and WLW model yield an upper 95% CI of 1.35 for the HR for local recurrence, thus suggesting that the experimental therapy is non-inferior to the control. These models also suggest a protective effect of experimental therapy on distant recurrence and death. In contrast, the CR model shows that the experimental therapy is not non-inferior to the control with the upper confidence limit of 1.79 crossing the 1.50 margin. In addition, the CR model yields a treatment effect of 0.96 (0.75, 1.21) for distant recurrence. The frailty and average WLW model show that the experimental arm is significantly protective for all events combined.

The results of Scenario B (Figure 3) are opposite to that of scenario A. In this case, the Cox-PH and WLW models yield an upper 95% CI for the HR for local recurrence that is greater than the 1.50 margin. On the other hand, the CR model shows that the experimental therapy is non-inferior to the control with respect to local recurrence. Moreover, the CR model shows that treatment has no effect on distant recurrence whereas the Cox-PH and WLW models suggest a detrimental effect of the experimental treatment on distant recurrence. The frailty and average WLW model suggest that the experimental treatment is harmful when considering all events together.

4. Discussion

In non-inferiority clinical trials of patients with breast cancer, patients may be at risk of and may experience multiple failure types. The occurrence of one of these events may
alter the probability of occurrence of other events. Moreover, the influence of treatment may differ depending on whether another event has occurred, thus affecting the conclusions of the trial. This paper discusses, and applies four approaches of analyzing non-inferiority trials with multiple events, by using data from an existing trial in which subjects with breast cancer could experience local recurrence, distant recurrence, death, or a combination of these events. In addition, we compared the methods using simulated examples of non-inferiority trials.

The analysis of the Hypofractionation Trial showed that treatment was not associated with increased risk of any of the events of interest either individually or in combination. The results for each event using the Cox-PH model and the CR model are similar, suggesting that the impact of competing risks in this data set is minimal. The treatment estimates for each event from the WLW model are identical to those of the standard Cox-PH model since the estimates of the regression coefficients are calculated using equivalent methods. However, the adjustment of correlation in the variance estimate of the WLW model leads to slightly different confidence intervals when compared with the Cox-PH model. The WLW model is also susceptible to the competing risk problem since subjects are at risk for events until they occur, but the model yields unbiased estimates when treatment does not influence the competing events [27].

Scenarios A and B provide evidence that the presence of multiple events could alter the conclusions of the trial depending on the method of final analysis. The Cox-PH and WLW local recurrence models ignore the hazards for distant recurrence and death, thus
resulting in different conclusions for local recurrence when compared to with CR model. Similarly, the Cox-PH and WLW distant recurrence models ignore the hazard for death. By ignoring the competing risks, the Cox-PH and WLW methods model the cause-specific hazard or the marginal failure times, and the effect of treatment can be interpreted as the “pure effect” or the biologic effect of treatment on the event of interest [28]. This is the effect of treatment under the assumption that the competing risk had not occurred, which can be of interest to investigators.

Unlike the Cox-PH and WLW models, the CR model does not censor patients who have had a distant recurrence or death, but rather assumes that these patients will have a zero risk of local recurrence once distant recurrence or death is observed. Censoring assumes that the patient is still at risk for local recurrence. Therefore, in the CR model, the treatment group with higher relative hazards of distant recurrence and death will have a relatively lower hazard of local recurrence, and the HR for local recurrence will favor this treatment group. This approach models the hazard of the sub-distribution, and the effect of treatment can be described as the “real effect” or the actual effect seen in the data [28,29].

The CR model does provide additional information about the treatment when competing events are present. The Cox-PH model declares non-inferiority of local recurrence, but the CR model shows that the absolute effect of treatment is inferior in the study because the control group has a higher hazard of competing events (scenario A). However, in some situations (scenario B), the results from the CR model should be interpreted with
caution since the CR model may show that the experimental group is non-inferior to the control for local recurrence, but at the expense of increased distant recurrence or death, which are clinically worse outcomes. If this is a concern, one may opt to design the trial using an outcome such as disease-free survival which encompasses local and distant recurrence. In addition, CR models have less power than the Cox-PH models to rule out the same non-inferiority margin [30].

The average WLW and frailty models are useful in investigating the overall effect of treatment for any event accounting for the correlation between event times in their respective ways. The main advantage of these approaches is that they are efficient in their estimation of regression coefficients due to their ability to use all the data and to adjust for the association between event times, thus increasing statistical power. However, their use is limited when dealing with dissimilar types of events with different clinical etiology such as local and distant recurrence, because the approach does not provide HRs of treatment and other factors in relation to specific events but rather a combination of all events. Moreover, these models do not correspond to the design of the trial which is evaluating a local treatment and based on rate of local recurrence.

The methods behave similarly in non-inferiority trials as compared with superiority trials. As in superiority trials, competing risks is an issue when treatment affects the competing event. When the distribution of competing events are similar in both treatment groups, the CR model and the Cox-PH model yield similar results, and therefore, the biologic effect and actual effect of treatment in the study are similar. However, similar to superiority
trials, when treatment has a differential effect on competing events, the results of the biologic and actual effect of treatment can contradict each other.

A limitation of this study is that we compared analytic techniques using a single non-inferiority trial. To overcome this, we simulated examples to illustrate that the choice of method may influence the conclusions. However, we simulated only two scenarios using the latent failure time approach, thus limiting the generalizability of the results. Secondly, we generated the data using a latent failure time approach which is not without controversy [31]. However, we did not use the model or its assumptions in any of our analyses, and do not recommend it for use for analysis. Lastly, we considered only the most commonly used methods of analysis which are readily available in current statistical software. Alternative options include jointly modeling all types of events using a joint frailty model where each event has one hazard function [32], or using a multivariate competing risk frailty model [33]. However, such undertakings would be computationally intensive and complex.

5. Conclusions

Our results show that the choice of event-specific models did not affect the non-inferiority conclusion of the Hypofractionation Trial. However, our examples showed that the CR method did yield contrasting conclusions to the Cox-PH and WLW models when competing events were present. In general, the method of analysis should be determined by the research question. The Cox-PH or the WLW model can be used for analysis of non-inferiority trials when the question relates to the biologic effect of treatment. The CR
model should also be used when competing risks are present as it provides valuable information on the actual effect of treatment in the study, especially when treatment has an effect on the competing event. Both models should be part of a comprehensive analysis. The frailty and average WLW provide similar results of the overall effect of treatment on all the events. When subjects are at risk for multiple events in non-inferiority trials, researchers should consider the use of the CR, WLW and frailty models concurrent with the standard Cox-PH model in order to provide additional information in describing the disease process.
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Table 1. Hazards for simulated scenarios of non-inferiority trials

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Outcome</th>
<th>Hazard Rate</th>
<th></th>
<th>Marginal Hazard Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Experimental</td>
<td>Control</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>LR</td>
<td>0.02</td>
<td>0.02</td>
<td>1.00</td>
</tr>
<tr>
<td>A</td>
<td>MR</td>
<td>0.02</td>
<td>0.03</td>
<td>0.67</td>
</tr>
<tr>
<td>A</td>
<td>DT</td>
<td>0.02</td>
<td>0.04</td>
<td>0.50</td>
</tr>
<tr>
<td>B</td>
<td>LR</td>
<td>0.03</td>
<td>0.02</td>
<td>1.50</td>
</tr>
<tr>
<td>B</td>
<td>MR</td>
<td>0.03</td>
<td>0.02</td>
<td>1.50</td>
</tr>
<tr>
<td>B</td>
<td>DT</td>
<td>0.04</td>
<td>0.02</td>
<td>2.00</td>
</tr>
</tbody>
</table>

LR = local recurrence, MR = distant recurrence, DT = Death

Table 2: Data structure for the WLW model for all possible combinations of events

<table>
<thead>
<tr>
<th>Events</th>
<th>Local</th>
<th>Distant</th>
<th>Death</th>
</tr>
</thead>
<tbody>
<tr>
<td>L, M, D</td>
<td>L</td>
<td>M</td>
<td>D</td>
</tr>
<tr>
<td>L, M</td>
<td>L</td>
<td>M</td>
<td>E⁺</td>
</tr>
<tr>
<td>L, D</td>
<td>L</td>
<td>D⁺</td>
<td>D</td>
</tr>
<tr>
<td>M, D</td>
<td>M⁺</td>
<td>M</td>
<td>D</td>
</tr>
<tr>
<td>L</td>
<td>L</td>
<td>E⁺</td>
<td>E⁺</td>
</tr>
<tr>
<td>M</td>
<td>M⁺</td>
<td>M</td>
<td>E⁺</td>
</tr>
<tr>
<td>D</td>
<td>D⁺</td>
<td>D⁺</td>
<td>D</td>
</tr>
</tbody>
</table>

L= time to local recurrence, M= time to distant recurrence, D= time to death, E= time at end of follow-up, + = censoring indicator
Figure 1. Forest plot showing the treatment effect in the Hypofractionation Trial using each of the analysis methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Local Hazard Ratio (95% CI)</th>
<th>Distant Hazard Ratio (95% CI)</th>
<th>Death Hazard Ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cox PH Model</strong></td>
<td>0.95 (0.62, 1.46)</td>
<td>1.12 (0.88, 1.43)</td>
<td>0.97 (0.75, 1.24)</td>
</tr>
<tr>
<td><strong>CR Model</strong></td>
<td>0.95 (0.62, 1.46)</td>
<td>1.13 (0.86, 1.44)</td>
<td>0.97 (0.75, 1.24)</td>
</tr>
<tr>
<td><strong>WLW Model</strong></td>
<td>0.95 (0.62, 1.46)</td>
<td>1.12 (0.88, 1.43)</td>
<td>0.97 (0.75, 1.24)</td>
</tr>
<tr>
<td>All events*</td>
<td></td>
<td></td>
<td>1.03 (0.84, 1.27)</td>
</tr>
<tr>
<td><strong>Frailty Model</strong></td>
<td></td>
<td></td>
<td>1.02 (0.75, 1.39)</td>
</tr>
</tbody>
</table>

PH = proportional hazards, CR = competing risks, WLW = Wei, Lin and Weissfeld, CI = confidence interval, * average WLW model.
**Figure 2.** Forest plot showing the treatment effect in Scenario A using each of the analysis methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Hazard Ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cox PH Model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>1.04</td>
<td>(0.80, 1.35)</td>
</tr>
<tr>
<td>Distant</td>
<td>0.72</td>
<td>(0.57, 0.92)</td>
</tr>
<tr>
<td>Death</td>
<td>0.50</td>
<td>(0.44, 0.58)</td>
</tr>
<tr>
<td><strong>CR Model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>1.37</td>
<td>(1.06, 1.79)</td>
</tr>
<tr>
<td>Distant</td>
<td>0.96</td>
<td>(0.75, 1.21)</td>
</tr>
<tr>
<td>Death</td>
<td>0.50</td>
<td>(0.44, 0.58)</td>
</tr>
<tr>
<td><strong>WLLW Model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>1.04</td>
<td>(0.79, 1.34)</td>
</tr>
<tr>
<td>Distant</td>
<td>0.72</td>
<td>(0.57, 0.92)</td>
</tr>
<tr>
<td>Death</td>
<td>0.50</td>
<td>(0.44, 0.58)</td>
</tr>
<tr>
<td>All events *</td>
<td>0.61</td>
<td>(0.55, 0.69)</td>
</tr>
<tr>
<td><strong>Frailty Model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All events</td>
<td>0.66</td>
<td>(0.59, 0.74)</td>
</tr>
</tbody>
</table>

PH = proportional hazards, CR = competing risks, WLW = Wei, Lin and Weissfeld, CI = confidence interval, * average WLW model.
**Figure 3.** Forest plot showing the treatment effect in Scenario B using each of the analysis methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Hazard Ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cox PH Model</strong></td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>1.46 (1.15, 1.85)</td>
</tr>
<tr>
<td>Distant</td>
<td>1.40 (1.10, 1.78)</td>
</tr>
<tr>
<td>Death</td>
<td>1.94 (1.68, 2.22)</td>
</tr>
<tr>
<td><strong>CR Model</strong></td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>1.10 (0.87, 1.39)</td>
</tr>
<tr>
<td>Distant</td>
<td>1.07 (0.84, 1.35)</td>
</tr>
<tr>
<td>Death</td>
<td>1.94 (1.68, 2.22)</td>
</tr>
<tr>
<td><strong>WLW Model</strong></td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>1.46 (1.15, 1.85)</td>
</tr>
<tr>
<td>Distant</td>
<td>1.40 (1.10, 1.78)</td>
</tr>
<tr>
<td>Death</td>
<td>1.94 (1.69, 2.23)</td>
</tr>
<tr>
<td>All events*</td>
<td>1.71 (1.54, 1.91)</td>
</tr>
<tr>
<td><strong>Frailty Model</strong></td>
<td></td>
</tr>
<tr>
<td>All events</td>
<td>1.70 (1.53, 1.89)</td>
</tr>
</tbody>
</table>

PH = proportional hazards, CR = competing risks, WLW = Wei, Lin and Weissfeld, CI = confidence interval, * average WLW model.
CHAPTER 3

INTERIM ANALYSIS OF BINARY OUTCOME TRIALS WITH A LONG FIXED FOLLOW-UP TIME AND REPEATED OUTCOME ASSESSMENTS AT PRE-SPECIFIED TIMES

S. Parpia\textsuperscript{a}, J. A. Julian\textsuperscript{a}, C. Gu\textsuperscript{a}, L. Thabane\textsuperscript{bc} and M. N. Levine\textsuperscript{ad}

\textsuperscript{a} Ontario Clinical Oncology Group, Department of Oncology, McMaster University, 711 Concession Street – G (60) Wing 1\textsuperscript{st} Floor, Hamilton, ON, Canada. L8V 1C3

\textsuperscript{b} Biostatistics Unit - FSORC, St Joseph’s Healthcare - Hamilton, 50 Charlton Avenue East, Hamilton, ON, Canada. L8N 4A6

\textsuperscript{c} Department of Clinical Epidemiology and Biostatistics, McMaster University, Hamilton, ON Canada

\textsuperscript{d} Juravinski Cancer Centre, 699 Concession Street, Hamilton, ON, Canada. L8V 5C2

© 2014 Parpia et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
Abstract

In trials with binary outcomes, assessed repeatedly at pre-specified times and where the subject is considered to have experienced a failure at the first occurrence of the outcome, interim analyses are performed, generally, after half or more of the subjects have completed follow-up. Depending on the duration of accrual relative to the length of follow-up, this may be inefficient, since there is a possibility that the trial will have completed accrual prior to the interim analysis. An alternative is to plan the interim analysis after subjects have completed follow-up to a time that is less than the fixed full follow-up duration. Using simulations, we evaluated three methods to estimate the event proportion for the interim analysis in terms of type I and II errors and the probability of early stopping. We considered: 1) estimation of the event proportion based on subjects who have been followed for a pre-specified time (less than the full follow-up duration) or who experienced the outcome; 2) estimation of the event proportion based on data from all subjects that have been randomized by the time of the interim analysis; and 3) the Kaplan-Meier approach to estimate the event proportion at the time of the interim analysis. Our results show that all methods preserve and have comparable type I and II errors in certain scenarios. In these cases, we recommend using the Kaplan-Meier method because it incorporates all the available data and has greater probability of early stopping when the treatment effect exists.

Key words: interim analysis, binary outcome, power, type I error
1. Introduction

Interim analyses that permit early stopping of a randomized controlled trial (RCT) for extremely positive results or for futility are included in the design for ethical and economic reasons. Strategies have been developed for interim analyses such that the overall type I error of the entire trial is preserved at a fixed level [1-4].

Often, the primary outcome is whether or not a subject experienced an event over a fixed period of time $T$. In some trials, the outcome is assessed repeatedly at pre-specified times during follow-up, and the subject is considered a failure if the event occurs at any time. For example, in a cardiovascular RCT investigating the effect of an intervention for preventing post-thrombotic syndrome, subjects can be assessed every 6 months for up to 24 months using a disease-specific questionnaire [5, 6]. A failure has occurred if the questionnaire score exceeds a pre-specified threshold. Another example would be a breast cancer radiotherapy RCT where adverse cosmesis (i.e. a dichotomy), assessed at 1, 3 and 5 years post-randomization, would be the primary safety outcome and the focus of the interim analysis.

Interim analyses are generally performed after half or more of the subjects have completed follow-up [7]. Depending on the duration of accrual relative to the length of follow-up, this strategy may be inefficient because it is possible that accrual will have been completed and patients will have finished treatment prior to the interim analysis. If, however, the interim analysis was done earlier and a statistically significant effect was
found, the trial may be stopped, and all future subjects would receive the experimental
therapy.

In this situation, one alternative is to plan an interim analysis after a smaller percentage of
subjects have completed full follow-up. However, there is a low probability of
terminating the trial early when the interim analysis is based on so little information, and,
therefore, such an analysis would unnecessarily spend alpha [8]. A second alternative is
to plan the interim analysis after half or more of the subjects have completed a specified
portion of the follow-up $R$, where $R < T$, and $T$ is the fixed full follow-up duration for each
subject.

Several researchers have studied methods that combine data from subjects who have
completed full follow-up with those who have been followed for duration $R$ in situations
where the outcome is reversible [9-11]. In our research, however, the situation is different
in that the outcome can be ascertained at any of the pre-specified visits during follow-up
and is irreversible.

In this paper, we consider 3 methods of estimating the interim event proportion (risk) for
each treatment group in an RCT for an interim analysis: 1) estimated event proportion
based only on subjects who have been followed for at least duration $R$ or who had an
outcome event; 2) the event proportion based on data from subjects that have been
randomized by the time of the interim analysis, and 3) the Kaplan-Meier approach to
estimate the event proportion. We investigate the effect of each method on the type I and
II errors and the probability of early stopping through computer simulation of various trial scenarios.

2. Materials and Methods

Consider a trial designed to detect an absolute risk reduction (ARR) between the standard group ($\pi_0$) and the experimental group ($\pi_1$) over the time period 0 to $T$ using a normal approximation $Z$-test with

$$Z = \frac{\hat{\pi}_1 - \hat{\pi}_0}{\sqrt{\frac{\hat{\pi}_1 (1-\hat{\pi}_1)}{n_1} + \frac{\hat{\pi}_0 (1-\hat{\pi}_0)}{n_0}}}$$

where $\hat{\pi}_0$ and $\hat{\pi}_1$ are the observed proportions, $n_0$ and $n_1$ are the group sample sizes, and we are testing the one-sided hypotheses $H_0: \pi_1 \geq \pi_0$ versus $H_1: \pi_1 < \pi_0$. Furthermore, we assume 90% power, an alpha of 0.025 and a 1:1 randomization. Since the normal distribution is symmetric, the p-value for a one-sided test is equivalent to half of the two-sided p-value.

Suppose the trial requires 4 years for enrolment, each subject is followed for 2 years (i.e. $T=24$ months), and failures are ascertained at any of the four 6-monthly pre-specified visits post-randomization. Let the start of the trial (calendar time) be denoted by $\tau_0$.

Following the notation in Table 1, let $t_j$ be the pre-specified visit times in the trial where $t_j \leq T$ and $j$ is the visit number where $j = 0, 1, 2 \ldots J$, and $J$ denotes the number of visits (e.g. $J = 4$ and $t_0 = 0, t_1 = 6, t_2 = 12, t_3 = 18, t_4 = 24$ months). Suppose an interim analysis is scheduled to occur when 50% of the subjects have completed $R=12$ months ($t_2=R$) of
follow-up which, assuming a uniform recruitment pattern, corresponds to approximately 36 months after the start of the trial, denoted by $\tau_i$ (Figure 1). At the interim analysis, the proportion of subjects who fail in each group could be estimated using any of the following approaches.

**2.1 Method 1: Event proportion based on subjects followed for at least duration $R$ or who had an event**

In RCTs where the length of enrolment relative to follow-up is not an issue, subjects included in the interim analysis are those who have completed their full follow-up $T$ or who have had an event prior to completion [7]. A similar approach is used here whereby we include only subjects who have completed at least duration $R$ (where $t_r = R$, $r$ refers to the visit at which follow-up time equals $R$) of their full follow-up $T$, or have had an event prior to this point. Since the interim analysis occurs after 50% of the subjects have completed at least follow-up of $R$, this approach includes the first 50% of enrolled subjects plus those subjects that have experienced an event but have not completed follow-up of $R$. For each treatment group $i$ (0=standard, 1=experimental) at visit time $t_j$, let $m_{ij}$ be the number of subjects at risk (i.e. have completed visit at $t_j$ without having an event), and let $e_{ij}$ be the number of new events diagnosed. Then the event proportion in treatment group $i$ at the time of interim analysis $\tau_i$ is given by:

$$\hat{\pi}_i(\tau_i) = \frac{\sum_{k=1}^{j} e_{ik}}{m_{ir} + \sum_{k=1}^{j} e_{ik}}$$
The individuals who have experienced an event but have not completed duration $R$ of follow-up are included in the numerator and the denominator.

2.2 Method 2: Event proportion based on data from subjects that have been randomized by the time of the interim analysis

This simple approach uses data from the subjects randomized by the time of the interim analysis $\tau_1$ (i.e. once 50% of the subjects have been followed for time $R$). Let $n_i$ be the number of subjects who have been randomized to treatment group $i$. Then the event proportion for each group at the time of interim analysis $\tau_1$ is given by

$$\hat{e}_i(\tau_1) = \frac{\sum_{k=1}^{i} e_{ik}}{n_i}$$

which is simply the total number of observed events divided by the number of subjects randomized by $\tau_1$.

2.3 Method 3: Kaplan-Meier Approach

This approach also uses all the data available at the time of the interim analysis $\tau_1$ (i.e. once 50% of the subjects have been followed for time $R$). For individuals who have not completed follow-up time $T$ (i.e. the full fixed follow-up duration) and have not had the event, they are simply right-censored at the latest time that they were observed. Then the Kaplan-Meier (KM) estimates can be calculated using all randomized subjects and the event proportion in treatment group $i$ at the time of interim analysis $\tau_1$ is given by

$$\hat{e}_i(\tau_1) = 1 - S_i(T)$$
where $S_i(T)$ is the KM survivor function estimate. Following the notation in Table 1, this is equivalent to
\[
\hat{\pi}_i(t) = 1 - \prod_{k=1}^{j} (1 - d_{ik}).
\]

We evaluated these methods in terms of overall type I and II errors and the probability of early stopping of the trial for a positive result at the interim. The interim analysis was performed using the Haybittle-Peto [1] and O’Brien-Fleming [4] monitoring boundaries for extreme positive results. These boundaries are conservative and require small $p$-values for early stopping of the trial. Other less conservative boundaries such as the Pocock approach were not evaluated [12, 13].

2.4 Simulation

We considered six RCTs similar to the trial described in the methods section (see Table 2). Data for the binary endpoint were generated using the binomial distribution under the null and alternative hypotheses.

For each subject with an event, the time at which the event occurred was randomly assigned to reflect five clinically-plausible scenarios (Table 3), using the following: 1) events were distributed equally across the four time-points with probabilities (0.25, 0.25, 0.25, 0.25) for both groups; 2) the majority of the events occurred in the first two time-points with probabilities (0.35, 0.30, 0.20, 0.15) for both groups; 3) the majority of the events occurred in the last two time-points with probabilities (0.15, 0.20, 0.30, 0.35) for both groups; 4) the standard group follows distribution (3) and the experimental group
follows distribution (2); and 5) the reverse of scenario (4). Entry times for subjects over 48 months were randomly generated from a uniform distribution, and the interim analysis was carried out after 50% of the subjects completed $R=12$ months of follow-up. We carried out 10,000 replications for each trial. Given that $Z(x)$ and $Z(y)$ are the interim and final test statistics, respectively, the type I error rate,

$$P_{H_0} \left( Z(x) > g \text{ or } \left[ Z(x) \leq g \text{ and } Z(y) > f \right] \right)$$

and the type II error,

$$P_{H_1} \left( Z(x) \leq g \text{ and } Z(y) \leq f \right),$$

were obtained from data generated under the null and alternative hypotheses, respectively, where $g$ and $f$ are the interim and final critical values of the O’Brien-Fleming ($g = 2.797, f = 1.977$) and Haybittle-Peto ($g = 3.0, f = 1.967$) monitoring boundaries. The probability of early stopping, $P_{H_1} \left( Z(x) > g \right)$, was obtained under the alternative hypotheses. All analysis was performed in R 2.15 (www.r-project.org).

3. Results

The results of the type I error rates for the three methods are shown graphically in Figure 2. The three methods have comparable type I error rates across each of the trials and event distribution scenarios. The methods in general have nominal or close-to-nominal type I error rates when the event distribution probabilities are equivalent between treatment groups or when the experimental treatment group events occurred earlier in the trial compared with the standard group. However, under these same scenarios, slightly greater-than-nominal type I error rates are seen in the trials where $(\pi_0, \pi_1) = (0.30, 0.10)$ and $(\pi_0, \pi_1) = (0.50, 0.45)$, where the type I error rates are approximately 0.03.
scenario where the experimental group events occurred later in the trial compared with
the standard group, the type I error was generally inflated for all methods.

The three methods also have comparable type II error rates (Figure 3). In general, under
all event distribution scenarios and trials, the type II error rates are comparable to the
nominal value of 0.10 regardless of the interim analysis method or stopping boundary
rule. Moreover, in the scenario where the experimental group events occurred later in the
trial compared with the standard group, the type II errors rates are much lower than the
nominal value for the trials with ARR of 0.05 and 0.10.

Under the alternative hypothesis, methods 1 and 3 have comparable probabilities for early
stopping in scenarios where the treatment groups have equivalent event distributions
probabilities over time, specifically in the trials where \( \pi_0 = 0.30 \) (Figure 4). Method 3 has
a slightly greater probability of early stopping than method 1 in the trials where \( \pi_0 = 0.50 \).
Moreover, method 2 has the smallest probability of early stopping in scenarios where the
treatment groups had equivalent event distributions probabilities over time. On the other
hand, all methods have comparable probabilities of early stopping in the scenarios where
the treatment groups had contrasting event distributions over time. The highest
probabilities for early stopping are seen in the trials where the experimental group had a
smaller proportion of events occur earlier in the trial compared with the standard group,
and the lowest probabilities of early stopping are seen in the opposite scenario. In general,
the probability for early stopping is greater using the O’Brien-Fleming boundaries
compared with the Haybittle-Peto monitoring boundaries.
4. Discussion

In RCTs with binary endpoints, interim analyses are generally conducted after a considerable percentage of subjects have completed follow-up. However, under certain situations this approach is not optimal since the trial may have completed accrual and all the subjects will have been treated by that time. We evaluated three approaches for an interim analysis when a considerable percentage of subjects complete a follow-up time that is less than the planned trial follow-up.

We observed that the type I error rates were comparable for all three methods. For most trials simulated, under the scenarios where the event distributions were equivalent between treatment groups or the experimental group had events occur earlier than the standard group, the type I error rates were close to the nominal value. These results concur with those of Pedley [7], who showed that conducting the interim analysis after a considerable percentage of subjects had completed full follow-up (using method 2) produced nominal type 1 error rates, albeit in the situation where events could be measured at any time during follow-up and not just at specific time points. However, we also observed that the type I error rate increased with increasing absolute risk reduction for trials with a standard group event proportion of 0.3, thus resulting in slightly higher type I error rates for the trial with ARR to 0.20. In addition, similar slightly higher type I error rates were seen in the trial with a standard group event proportion of 0.5 and the ARR=0.05. This is perhaps due to a combination of less variability and a small sample
size for the former, and a large sample size and small ARR for the latter. Therefore, trialists should be cautious of using either of these methods under these situations.

While there were situations in which the type I errors were slightly inflated with all methods, the methods performed much better with regard to the type II errors under all scenarios, suggesting that these methods will not have a negative effect on the power to detect the hypothesized difference between treatment groups provided the difference exists. Under the scenarios where the experimental group had events occur later compared with the standard group, the methods showed increased overall power because the probability of early stopping was greater in these scenarios. However, under these scenarios, the type I error rates are inflated.

The methods differed on the probability of early stopping under the alternative hypothesis with method 2 having the lowest probability. This is because this approach includes data from all subjects that have been randomized subjects by the time of the interim analysis in the denominator of the estimation of the event proportion even though a subgroup of these patients would not have had any assessment of the outcome since they would not have reached their first time point for outcome assessment. The consequence is the dilution of the interim treatment effect leading to lower interim power. Method 3 also uses all available data from randomized subjects at the time of the interim analysis. However, it employs a conditional probability approach which differentiates between those subjects who have not yet had an assessment visit (i.e. censored) and who are at risk at each assessment visit, thus yielding a greater probability of early stopping. Similarly,
since method 1 uses only a subset of randomized subjects at the time of the interim
analysis, the estimated interim treatment effect is less diluted and, therefore, has greater
probability for early stopping than method 2. Conversely, since it uses a smaller number
of subjects compared with method 3, the probability for early stopping is slightly lower
than method 3 in trials where the standard group event proportion is 0.5, because the
variability is greater for proportions closer to 0.5. Furthermore, we observed that the
probabilities for early stopping are greater using the O’Brien-Fleming boundary
compared with the Haybittle-Peto boundary since it is less conservative.

Although the largest probabilities of early stopping under the alternative hypothesis and
the smallest type II errors were seen under the scenario where the experimental group had
events occurring later compared with the standard group, the type I errors is greatly
inflated and, therefore, none of the methods can be recommended in this situation. Since
there is a delay in occurrence of the event in the experimental group, this may be
perceived as an effect of treatment. However, in situations where investigators are
interested in the occurrence of an event over a fixed time period, this scenario, although
rare, would still be considered under the null hypothesis.

Our study had some limitations. The generalizability of our findings may be limited since
we evaluated six trial scenarios with particular event distributions over time. In diseases
where the event distributions over time differ from the ones evaluated in this research,
further simulations would be required to evaluate these methods. Secondly, we evaluated
trials with one interim analysis after 50% of the subjects completed 12 months of follow-
up using the O’Brien-Fleming or Haybittle-Peto approach. These findings may not be applicable to trials in which interim analyses are required at multiple times or when using the alpha spending function approach to monitor the trial. Finally, the biases of the interim event proportions and treatment effects were not evaluated primarily because it is well known that estimators at the interim are biased, especially for estimators that allow for early stopping for positive results. However, further investigation on the estimators is needed.

5. Conclusion

Nonetheless, we have shown that under certain scenarios, conducting an interim analysis when a considerable number of subjects have some follow-up data, using any of the methods, preserves the type I and II errors. Although all three methods preserve type I and II errors under these scenarios, we recommend using the Kaplan-Meier method because it incorporates all the available data and has greater probability of early stopping when the treatment effect exists. We have also shown that under certain scenarios, none of these methods is suitable for an interim analysis, and trialists should be cautious when using them. Finally, when possible, an interim analysis should be undertaken when data from a considerable number of subjects who have completed full follow-up are available. However, if waiting for a considerable number of subjects to complete full follow-up is not an efficient approach, such as in the examples described, the methods outlines in this paper should be considered and evaluated to fit the specific needs of the trial.
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Table 1. Notation table for estimation of event proportions

<table>
<thead>
<tr>
<th>Visit Number</th>
<th>Visit Time</th>
<th>Subjects at Risk</th>
<th>New Events</th>
<th>Incidence at Visit $j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j$</td>
<td>$t_j$</td>
<td>$m_j$</td>
<td>$e_j$</td>
<td>$d_j$</td>
</tr>
<tr>
<td>0</td>
<td>$t_0$ ($&lt;6m$)</td>
<td>$m_0$</td>
<td>$e_0 = 0$</td>
<td>$d_0 = 0$</td>
</tr>
<tr>
<td>1</td>
<td>$t_1$ (6m)</td>
<td>$m_1$</td>
<td>$e_1$</td>
<td>$d_1 = e_1/m_1$</td>
</tr>
<tr>
<td>2</td>
<td>$t_2$ (12m)</td>
<td>$m_2$</td>
<td>$e_2$</td>
<td>$d_2 = e_2/m_2$</td>
</tr>
<tr>
<td>3</td>
<td>$t_3$ (18m)</td>
<td>$m_3$</td>
<td>$e_3$</td>
<td>$d_3 = e_3/m_3$</td>
</tr>
<tr>
<td>4</td>
<td>$t_4$ (24m)</td>
<td>$m_4$</td>
<td>$e_4$</td>
<td>$d_4 = e_4/m_4$</td>
</tr>
</tbody>
</table>
Table 2. Summary of six trials considered for simulation with $\beta = 0.10$ and a one-sided $\alpha = 0.025$

<table>
<thead>
<tr>
<th>Standard Group Event Proportion ($\pi_0$)</th>
<th>Experimental Group Event Proportion ($\pi_1$)</th>
<th>Absolute Risk Reduction ($\pi_0 - \pi_1$)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30</td>
<td>0.25</td>
<td>0.05</td>
<td>3342</td>
</tr>
<tr>
<td>0.30</td>
<td>0.20</td>
<td>0.10</td>
<td>796</td>
</tr>
<tr>
<td>0.30</td>
<td>0.10</td>
<td>0.20</td>
<td>160</td>
</tr>
<tr>
<td>0.50</td>
<td>0.45</td>
<td>0.05</td>
<td>4182</td>
</tr>
<tr>
<td>0.50</td>
<td>0.40</td>
<td>0.10</td>
<td>1030</td>
</tr>
<tr>
<td>0.50</td>
<td>0.30</td>
<td>0.20</td>
<td>242</td>
</tr>
</tbody>
</table>
Table 3. Summary of the event distribution probabilities for the simulated scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Event Distribution Probabilities by Visit Time $t_1$, $t_2$, $t_3$, $t_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard Group</td>
</tr>
<tr>
<td>1</td>
<td>0.25, 0.25, 0.25, 0.25</td>
</tr>
<tr>
<td>2</td>
<td>0.35, 0.30, 0.20, 0.15</td>
</tr>
<tr>
<td>3</td>
<td>0.15, 0.20, 0.30, 0.35</td>
</tr>
<tr>
<td>4</td>
<td>0.15, 0.20, 0.30, 0.35</td>
</tr>
<tr>
<td>5</td>
<td>0.35, 0.30, 0.20, 0.15</td>
</tr>
</tbody>
</table>
Figure 1. Plot showing the follow-up time in months for 10 subjects and the proposed time for the interim analysis after 5 (50%) subjects have completed 12 months of follow-up.
Figure 2. Overall type I error rates for each trial by event distribution scenario.
Figure 3. Overall type II error rates for each trial by event distribution scenario
Figure 4. Probabilities for early stopping under the alternative hypothesis for each trial by event distribution scenario.
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Abstract

**Background:** In non-inferiority trials of radiotherapy in subjects with early stage breast cancer, it is inevitable that some subjects will cross over from the experimental to standard arm prior to initiation of any treatment due to complexities in treatment planning or subject preference. Although the intention-to-treat (ITT) analysis is the preferred approach for superiority trials, its role in non-inferiority trials is still under debate. This has led to the use of alternative approaches such as the per-protocol (PP) analysis or the as-treated (AT) analysis, despite the inherent biases of such approaches.

**Methods:** Using simulations, we investigate the effect of 2%, 5% and 10% random and non-random crossovers prior to radiotherapy initiation on the ITT, PP, AT, and the combination of ITT and PP analyses with respect to type I error in trials with time-to-event outcomes. We also evaluate bias and standard error of the estimates from the ITT, PP and AT approaches.

**Results:** The AT approach had the best performance in terms of type I error, but was anti-conservative as non-random crossover increased. The ITT and PP approaches were anti-conservative under all percentages of random and non-random crossover. Similarly, lowest bias was seen with the AT approach; however, bias increased as the percentage of non-random crossover increased. The ITT and PP had poor performance in terms of bias as crossovers increased.

**Conclusions:** If minimal crossovers were to occur, we have shown that the AT approach has the lowest type I error rates and smallest opportunity for bias. Results of trials with
high number of crossover should be interpreted with caution especially when crossover is non-random. Attempts to prevent crossovers should be maximized.
1. Introduction

The non-inferiority randomized trial design is frequently used to compare novel experimental breast radiation regimens with standard breast irradiation for the prevention of local recurrence in patients with breast cancer who have undergone breast conserving surgery. For example, hypofractionated radiotherapy that delivers a high dose of radiation per fraction and, therefore, requires a shorter duration of treatment resulting in greater convenience for the patient, has been compared with standard radiotherapy using a non-inferiority design [1-4]. The challenges in the design, conduct and analysis of such trials have been discussed by several authors [5-9]. These include the determination of the non-inferiority margin, and issues related to assay sensitivity, biocrep and the choice of the analysis population [5, 7, 10-14].

Typically, in breast cancer radiotherapy trials, prior to beginning treatment, the patient undergoes a planning process to establish the treatment fields to target the tumour and avoid radiating normal tissue. Such planning generally occurs after randomization. Sometimes planning may reveal that it is not possible to deliver the experimental regimen and therefore the patient is treated with standard therapy. In some cases, after being randomized to experimental radiotherapy, the patient decides to be treated with standard radiotherapy instead. In a trial of 1234 women comparing hypofractionated radiotherapy to standard radiotherapy for the prevention of local recurrence, the crossover percentage was 1.2% [3]. Generally, in trials evaluating new experimental radiotherapy techniques
(that are not currently available as part of usual care), patients are not permitted to cross over from standard therapy to experimental therapy [15].

In randomized superiority trials, it is well established that the analysis should be performed based on the intention-to-treat (ITT) principle—which states that subjects are analyzed according to the group they were randomized to regardless of the treatment they received. An ITT analysis tends to produce diluted treatment effect estimates and therefore is considered a conservative approach in analysis of superiority trials, but is anti-conservative in demonstrating non-inferiority [16]. This has led to the use of a per-protocol (PP) analysis where the analysis set consists only of subjects who fully comply with their assigned treatment [11], or an as-treated (AT) analysis which groups subjects according to the treatment they actually received [12], despite the inherent bias of such analyses [17, 18].

Several researchers have investigated the effect of non-compliance on the ITT and PP analyses in non-inferiority trials with binary or continuous outcomes [11, 19-22]. This research has focussed mainly on issues such as drop outs, missing data and treatment discontinuations. Literature on the effect of crossover bias in non-inferiority trials is limited. Sheng and Kim showed that both the ITT and PP can be biased in trials with binary outcomes [23]. Matsuyama studied the effect of crossovers to the other treatment after initiating the assigned treatment in the time-to-event situation, and suggested that the PP analysis should not be used [16]. Similarly, others have studied the effect of switching treatments mid trial (i.e. after receiving at least some of their original allocated treatment).
in the context of superiority trials [24-29]. However, the effect of crossovers prior to treatment initiation such as in radiotherapy trials is unknown.

Some authors have suggested performing the analysis using the ITT and PP populations, and non-inferiority should only be concluded if the null hypothesis is rejected using both analyses [5, 22, 30]. The Committee of Proprietary Medicinal Products (Points-to-Consider) states that ‘... similar conclusions from both the ITT and PP are required in a non-inferiority trial’ [31]. However, this has not been investigated comprehensively for trials with time-to-event outcomes with crossovers.

In this paper, we focus on non-inferiority trials of radiotherapy with a time-to-event outcome in subjects with early stage breast cancer. Using simulation, we investigate the effect of subject crossover from the experimental to standard therapy (prior to initiation assigned therapy) on the analysis using the ITT, PP, AT and the combination of ITT and PP analysis sets with respect to type I error, bias and standard errors (SE).

2. Methods

2.1 Intention-to-treat (ITT)

The ITT approach uses all subjects that were randomized to the study and analyzes them according to their assigned treatment group regardless of whether they actually received or complied with the treatment. This is advantageous because it preserves the integrity of randomization and therefore ensures that, on average, the treatment groups are comparable. In addition, since it includes all subjects, it helps prevent bias which may
occur when excluding subjects [12]. Furthermore, the ITT approach will produce results that are likely to be observed in the clinic [10]. However, the International Conference on Harmonisation of Technical Requirements for Registration of Pharmaceuticals for Human Use also states: ‘in an equivalence or non-inferiority trial use of the full analysis set (ITT) is generally not conservative and its role should be considered very carefully’ [10].

2.2 Per-Protocol (PP)

The PP approach excludes subjects who have not completed their assigned treatment based on the study protocol. This approach aims to measure the ‘pure’ treatment effect by including only subjects who comply with the protocol and excludes those that have crossed over [32]. The use of the PP analysis in non-inferiority trials has increased because of the apparent anti-conservative nature of the ITT in this setting [11].

2.3 As-Treated (AT)

This approach analyses subjects according to the treatment they actually received, and not the treatment assigned. Therefore, crossover patients are included in the analysis and are grouped with the treatment arm to which they crossed over.

2.4 Combination of ITT and PP Analyses

This combined approach requires that both the ITT and PP analyses are performed and that the null hypothesis is rejected (i.e. declaring non-inferiority) only if both analyses reject the null hypothesis.

2.5 Hypotheses and Assessing Non-inferiority
Following D’Agostino et al [5], let $\lambda_E$ and $\lambda_S$ represent the constant hazard rates for the experimental and standard therapy respectively, and $\theta = \lambda_E / \lambda_S$ is the hazard ratio (HR).

Let $M$ be the non-inferiority margin, that is, the maximum tolerable amount by which $\lambda_E$ can be worse than $\lambda_S$ ($M > 1$). Then the null and alternative hypotheses are:

$$H_0 : \theta = \lambda_E / \lambda_S \geq M$$
$$H_1 : \theta = \lambda_E / \lambda_S < M$$

To test the hypothesis of non-inferiority, we compute the $100(1 - 2\alpha)$% confidence interval (CI) for $\hat{\theta}$. If the upper bound of the CI is less than $M$, then we can conclude that the experimental therapy is no worse than the standard therapy by a maximum of $M$, and hence is non-inferior to the standard therapy at a significance level of $\alpha$.

### 2.6 Simulation

The 5-year local recurrence rates following radiotherapy in women with early stage breast cancer who have undergone breast conserving surgery is approximately 5%, or $\lambda_S = -\log(0.95) / 5$ [3]. In recent trials of radiotherapy in women with breast cancer, non-inferiority margins of 1.5 and 1.7 have been used [2, 3]. Also, it is recommended that a one-sided $\alpha = 0.025$ be used for non-inferiority studies [10, 31]. We considered two non-inferiority trials with a 5-year local recurrence rate of 5%, a one-sided $\alpha = 0.025$, 90% power, 4 years of accrual and an additional 3 years of follow-up. Based on these parameters, we calculated total sample sizes of 5134 and 3004 for trials with non-inferiority margins of 1.5 and 1.7 respectively assuming a 1:1 allocation ratio [33].
Subjects undergoing breast conserving therapy have varying risk of recurrence, and therefore, we considered two risk subgroups (high, low) and assumed that the HR of high vs. low risk to be 1.4 similar to that of a grade III vs. grade I/II tumours [34]. In addition, we assumed that 20% of the subjects were high risk and 80% were low risk.

To evaluate the type I error rates, data were simulated under the null hypothesis where E is inferior to S with a true HR of \( \theta \) equal to the non-inferiority margin (\( \theta = M \)). For each trial, we simulated data for two randomly generated treatment groups of equal size. For each subject, the baseline covariate of risk (high vs. low) was generated using the binomial distribution with probability 0.2. Survival times were generated using the formula [35]:

\[
T = -\frac{\log(U)}{\lambda_S \exp(\beta'x)}
\]

where \( U \) is a random variable following a uniform distribution on the interval from 0 to 1, \( \lambda_S = -\log(0.95)/5 \) is the baseline hazard function, \( \beta \) is the vector of the regression coefficients and \( x \) is the vector of covariates. The regression coefficient for treatment (E vs. S) was \( \log(M) \) and \( \log(1.4) \) for the risk (high vs. low) covariate. Enrolment times were generated using the uniform distribution from 0 to 4 corresponding to 4 years of accrual. Subjects were censored at the end of the trial if they remained event-free and that time.

We evaluated scenarios where the percentage of subjects that crossed over from experimental to standard therapy were 2%, 5% and 10%. For each of these, we considered the following situations: (a) the crossover of subjects was random, and (b) the
high risk subjects were more likely to crossover (i.e. non-random). This was simulated assuming 50% of the crossover subjects were high risk patients.

For each approach, computation of the $100(1-2\alpha)$ CI of the estimated HR, $\hat{\theta}$, was done using the Cox proportional hazards (Cox-PH) model with $\alpha=0.025$. We carried out 10,000 replications for each trial giving a standard error of the estimate of type I error of 0.15%. Type I error was calculated as the proportion of trials that had the null hypothesis of inferiority rejected i.e. the proportion of trials in which the upper CI was less than $M$. Bias for each of the ITT, PP and AT analyses was calculated as the percentage difference between $\hat{\theta}$ and $\theta$, and averaged over the number of simulations. The SE was also averaged over the total number of simulation. All analysis was performed in R 3.0 (www.r-project.org).

3. Results

3.1 Impact on Type I Error

The results of the type I errors for the four approaches are shown in Table 1, and graphically in Figure 1. The results showed that the AT approach had the best performance with Type I errors closer to nominal for 2% and 5% crossovers, 0.028 and 0.027 respectively (Figure 1a). We observed that the combined ITT+PP approach performed better than the separate ITT and PP analyses, and that the ITT and PP approaches had comparable overall type I errors. However, these approaches had type I errors.
errors greater the nominal value regardless of the crossover percentage. In general, overall type I errors increased as the crossover percentage increased for all approaches.

For scenarios with random crossover (Figure 1b), the AT approach had nominal or close to nominal type I errors for all crossover percentages. The ITT+PP approach had close to nominal type I error when random crossover was 2%, but performed poorly as the random crossover percentage increased. The individual ITT and PP approaches had greater than nominal type I errors under all scenarios of random crossover.

Under non-random crossover scenarios (Figure 1c), all approaches performed poorly irrespective of the crossover percentage with the exception of the AT analyses when the true HR was 1.5 and crossover was 2% (Table 1). In general, the PP approach had the worst performance under scenarios of non-random crossover.

### 3.2 Impact of Bias

The AT approach also had the best performance in terms of overall bias of the HR estimates, whereas the ITT and PP approaches perform similarly (Figure 2a). As the percentage of crossover subjects increased, the overall percent bias also increased for all approaches. When the crossovers were random (Figure 2b), the AT approach had comparable bias across all levels of crossover percentages, whereas the ITT and PP approaches had greater bias as the crossover percentage increased. The ITT and PP approaches behaved similarly under the random and non-random scenarios, but their bias was larger under the non-random crossover scenario with the PP approach having larger
bias compared with the ITT (Figure 2c). Similar to the ITT and PP approaches, the AT approach also showed increased bias as non-random crossover increased, albeit with smaller bias. For each approach, bias was greater when the true HR was 1.7 compared with 1.5.

3.3 Impact on Standard Error

The three approaches had comparable overall SEs across all scenarios (Table 1). However, a slight trend was observed where the AT approach had the smallest SEs, followed by the ITT, and then the PP approach. Furthermore, we observed that for each approach, the SEs were comparable under scenarios of random and non-random crossovers. SEs were greater for the trials where the true HR was 1.7 compared with 1.5.

4. Discussion

In randomized non-inferiority trials of radiotherapy regimens in women with early stage breast cancer, it is inevitable that some subjects will cross-over from the experimental arm to the standard arm prior to treatment initiation due to complications in experimental radiotherapy planning or, subject or physician preference, or. In such situations, the ideal population for the final analysis is unclear. We evaluated the performance of the ITT, PP, AT and combined ITT+PP approach under various crossover scenarios.

The AT approach had the best performance under all scenarios in terms of type I error rate. However, it can only be recommended for situations where the crossover is random. Subjects that crossed over had their hazard of outcome determined by that of the standard
group, and were analyzed accordingly by the AT approach. Considering this and the fact that crossover was random, it is not surprising that the AT approach had near nominal type I error rates under these situations.

Moreover, the combined ITT+PP approach performed better than the ITT and PP approaches separately. This is due to the fact that the ITT+PP approach requires both analyses to reject the null hypothesis prior to non-inferiority being concluded, hence adding an extra level of testing compared to individual ITT and PP approaches, and therefore making it harder to conclude non-inferiority. Interestingly, neither the ITT nor the PP approach can be recommended under simulated scenarios, adding to the literature that both approaches could provide increased erroneous results [16, 23].

We also observed that the AT approach had the lowest bias of the HR estimate across all crossover percentages. Moreover, the biases of the ITT and PP approaches were comparable across all scenarios. For all three approaches, the bias is in the negative direction, and generally increases as the crossover percentage increases, except for the AT approach under the random crossover scenarios where it is not affected by the percentage crossover. Reasons for this observation are similar to that of its performance in terms of type I error under the same scenarios.

The biases for all methods are larger in scenarios where the true HR is larger because this reflects a greater hazard of event in the experimental arm. Therefore, the crossover subjects have a greater impact on the estimated HR, driving it closer to the null than in
situations where the true HR is smaller.

Since the assessment of non-inferiority is based on the CI approach, a combination of greater bias in the negative direction and smaller SEs would yield a lower upper limit of the 95% CI which is more likely to fall within the non-inferiority margin. Therefore, it is no coincidence that in general the scenarios with the greater bias and smaller SEs corresponded to the scenarios with larger type I error rates. We observed that within each approach, the SEs were comparable for random and non-random crossover, but the bias was larger for non-random crossover suggesting the bias had a greater influence on the type I error rate when comparing non-random versus random crossover within each method.

Our study had some limitations. The generalizability of our findings may be limited since we studied trials with event rates that are pertinent to radiotherapy trials in subjects with early stage breast cancer. However, our methodology and results can be applied to other clinical settings where cross overs occur prior to initiation of treatment. In diseases where the event rates differ from the ones evaluated in this research, further simulations would be required to evaluate these approaches. Secondly, for simplicity we assumed that non-random crossover was based on a single covariate. However, non-random crossover can occur for several reasons and, depending on the reason for crossover, the hazards may also differ. We did not consider adjusting for baseline covariates in the analysis which may improve the estimation of the treatment effect. However, this is less likely in large RCTs. Finally, we did not evaluate the causal proportional hazards estimator [36] because
it is not readily available in standard statistical software.

The choice of analysis population for non-inferiority trials is a difficult issue. We have shown that the AT approach preserves type I error under scenarios of random crossover. However, it is difficult to prove that crossover is random, and therefore assuming random crossover may not be appropriate leading to concerns about the validity of the inference test. Moreover, the PP approach which excludes patients is likely to disturb the prognostic balance achieved by randomization which can also cause erroneous trial results. The advantage of the ITT approach is that it preserves the advantages of randomization, and mirrors what will happen in practice and therefore is pragmatic. On the other hand, it can be anti-conservative in situations where crossover is high. In our experience, the crossover percentage in radiotherapy trials in subjects with early stage breast cancer is less than 2%, and we have shown that the AT and combined ITT+PP approaches are better at handling crossovers than the ITT and PP approaches.

5. Conclusion

The design, conduct and analysis of non-inferiority trials should be performed with extra rigour and to the highest standards. Every effort should be made to minimize the number of crossovers. If minimal percentage of crossovers were to occur, we have shown that the AT approach had the lowest type I error rates and smallest bias. A sensitivity analysis using the combined ITT+PP approach may also be warranted. In addition, both the ITT and PP results should be reported with details of the subjects who crossed over.
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**Table 1.** Results of type I error, bias and standard error for each approach by non-inferiority margin, crossover percentage and crossover type

<table>
<thead>
<tr>
<th>True Hazard Ratio (NI Margin)</th>
<th>Crossover Percentage (%)</th>
<th>Crossover Type</th>
<th>Type I Error</th>
<th>Bias (−%)</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ITT</td>
<td>PP</td>
<td>AT</td>
</tr>
<tr>
<td>2</td>
<td>Random</td>
<td>0.0317</td>
<td>0.0312</td>
<td>0.0283</td>
<td>0.0288</td>
</tr>
<tr>
<td></td>
<td>Non-random</td>
<td>0.0330</td>
<td>0.0354</td>
<td>0.0313</td>
<td>0.0316</td>
</tr>
<tr>
<td>5</td>
<td>Random</td>
<td>0.0366</td>
<td>0.0367</td>
<td>0.0251</td>
<td>0.0319</td>
</tr>
<tr>
<td></td>
<td>Non-random</td>
<td>0.0348</td>
<td>0.0367</td>
<td>0.0291</td>
<td>0.0313</td>
</tr>
<tr>
<td>10</td>
<td>Random</td>
<td>0.0507</td>
<td>0.0464</td>
<td>0.0227</td>
<td>0.0394</td>
</tr>
<tr>
<td></td>
<td>Non-random</td>
<td>0.0547</td>
<td>0.0653</td>
<td>0.0436</td>
<td>0.0483</td>
</tr>
<tr>
<td>2</td>
<td>Random</td>
<td>0.0302</td>
<td>0.0298</td>
<td>0.0262</td>
<td>0.0273</td>
</tr>
<tr>
<td></td>
<td>Non-random</td>
<td>0.0306</td>
<td>0.0318</td>
<td>0.0270</td>
<td>0.0290</td>
</tr>
<tr>
<td>1.7</td>
<td>Random</td>
<td>0.0345</td>
<td>0.0341</td>
<td>0.0236</td>
<td>0.0300</td>
</tr>
<tr>
<td></td>
<td>Non-random</td>
<td>0.0373</td>
<td>0.0400</td>
<td>0.0311</td>
<td>0.0334</td>
</tr>
<tr>
<td>10</td>
<td>Random</td>
<td>0.0474</td>
<td>0.0465</td>
<td>0.0246</td>
<td>0.0381</td>
</tr>
<tr>
<td></td>
<td>Non-random</td>
<td>0.0581</td>
<td>0.0643</td>
<td>0.0386</td>
<td>0.0512</td>
</tr>
</tbody>
</table>

ITT = intention-to-treat; PP = per-protocol; AT = as-treated; ITT+PP = intention-to-treat and per-protocol combination
Figure 1. Type I error rates for the ITT, PP, AT and combined ITT+PP approaches by crossover type and percentage.

ITT = intention-to-treat; PP = per-protocol; AT = as-treated; ITT+PP = intention-to-treat and per-protocol combination
Figure 2. Bias for the ITT, PP and AT approaches by crossover type and percentage.

ITT = intention-to-treat; PP = per-protocol; AT = as-treated
CHAPTER 5

DISCUSSION AND CONCLUSIONS

The non-inferiority randomized controlled trial (RCT) design has been used extensively in medical research to evaluate new therapies for the treatment of cancer and many other diseases. With the ever-increasing development of new technologies, the non-inferiority design has specifically played a prominent role in the evaluation of new radiotherapy techniques for the treatment of breast cancer in women diagnosed with early stage breast cancer [1-5].

This design, however, is not without controversy, with some authors even describing it as unethical [6]. Its main criticisms, though, stem from the many methodological issues that arise with its design and its analysis. During our experience with non-inferiority trials of radiotherapy techniques for the treatment of early stage breast cancer, we identified and focused on a subset of these issues: 1) analyzing multiple time-to-event outcomes; 2) conducting an interim analysis of a binary outcome that is assessed repeatedly at pre-specified times; and 3) determining the optimal analysis population for dealing with subjects who cross over from the experimental to the standard arm. We have studied these important topics in a manuscript-based thesis, with a chapter dedicated to each of the issues. Although these issues are not limited to non-inferiority trials of radiotherapy techniques in breast cancer, many of the inputs for the simulations in this thesis have been extracted from such trials.
In Chapter 2, we studied four methods for analyzing multiple time-to-event outcomes in the context of a breast cancer non-inferiority trial where subjects were at risk for local recurrence, distant recurrence and death. These methods included the Cox proportional hazards (Cox-PH) model [7], the competing risk (CR) model [8], the marginal model [9] and the frailty model [10]. Although the primary outcome in this hypofractionation trial was local recurrence in the treated breast, the other events cannot be ignored, since they are related. For example, a subject is at higher risk of death once they have a distant recurrence. On the other hand, a subject cannot have a local or distant recurrence if they die. The Cox-PH model, which is the most commonly used method to analyze such data, ignores these relationships between events.

Our re-analysis of the previously reported hypofractionation trial, however, showed that the Cox-PH model was robust to the issue of multiple events in this specific trial. As well, the results of each of the Cox-PH, CR and event-specific marginal model were comparable, confirming that hypofractionation radiotherapy did not increase the risk of any of the events individually. Similarly, the results of both the overall marginal and the frailty model suggest that subjects treated with the hypofractionated radiotherapy had a comparable overall risk of any event compared with those treated by the standard radiotherapy technique.

However, our simulation results also showed that if the hazards of distant recurrence and death differ between treatment groups, the Cox-PH and CR models can yield conflicting results. The main reason for the contrasting results is in the methodology that each model
uses for handling competing events. The Cox-PH model censors competing events, whereas the CR model assumes that the subject is no longer at risk for an event once a competing event has occurred.

Some have suggested that designing the trial using a composite outcome such as disease-free survival (i.e. a combination of local recurrence, distant recurrence and disease-specific death) resolves the problem of competing events. As suggested by Friedlin and Korn [11], this may be the most meaningful outcome from a patient’s perspective or from a general health perspective. However, irradiation of the breast after breast-conserving surgery is primarily aimed at preventing local recurrence and, therefore, radiation oncologists are generally interested in estimating the effect of treatment in preventing local recurrences without the background noise of other events that may occur but are not affected by the treatment. Moreover, since the combined event rates of distant recurrence and disease-specific death are much higher than local recurrence in this population, there exists the possibility that non-inferiority may be concluded using a disease-free survival outcome, but the experimental radiotherapy may still be inferior with respect to just local recurrence.

The overall marginal and frailty models, which showed similar results in our simulations, can also be used in a trial with multiple outcomes. The main argument against such an approach is that the models do not distinguish between event types and, therefore, assume that all events have the same biological etiology. In reality, the etiology of local and distant recurrences may be very different. Others have suggested using the marginal and
frailty models as a tool for assessing homogeneity of the treatment effects between the
event types [12]. However, they also point out that the power of a trial to detect
heterogeneity is extremely low.

A limitation of this project was the use of a latent failure times model to generate the joint
distribution of failure times corresponding to the events. This approach generates data
under the assumption that failure times exist for all events for each individual. This was
not biologically plausible in the population studied. Subjects who died without
experiencing a recurrence did not have a recurrence time and, consequently, the
relationship structure between latent failure times could not be identified from observed
data [13, 14]. Therefore, our assumptions for the correlations between local recurrence,
distant recurrence and death used in our simulation were based on observed data from
trials that do not directly fit the latent framework. However, we used only the latent
model to generate data and none of its assumptions were used in the analysis. Further
work is needed to assess these models under a framework where data is generated using
other approaches that allow for additional correlation structures such as joint frailty
survival models for recurrent events and a terminating event [15].

In Chapter 3, we examined the operating characteristics of three methods for estimating
the interim event proportion for an interim analysis in RCTs with a binary outcome
assessed repeatedly at pre-specified times and where the subject is considered to have
experienced a failure at the first occurrence of the outcome. Our interest was motivated
by trials where it is inefficient to wait until a considerable percentage of subjects have
completed their fixed follow-up duration in order to conduct an interim analysis, since there is a possibility that the trial will have completed accrual and all subjects have will have been treated prior to the interim analysis. We considered: 1) estimation of the event proportion based on subjects who have been followed for a pre-specified time (less than the full follow-up duration) or who experienced the outcome; 2) estimation of the event proportion based on all randomized subjects; and 3) the Kaplan-Meier approach to estimate the event proportion.

Our findings showed that in RCTs where waiting for half or more of the subjects to complete full follow-up prior to conducting an interim analysis is inefficient, performing an interim analysis when 50% of subjects have completed a portion of their fixed follow-up can be an effective strategy under certain scenarios where event distribution probabilities are equivalent between treatment groups. Moreover, under these scenarios, all three methods preserved type I and II errors and the Kaplan-Meier approach had the largest probability of stopping early when a treatment effect exists. Therefore, our results have shown that without inflating the type I error, the interim analysis can be performed earlier using the Kaplan-Meier approach and, if a statistically significant effect is found, the trial may be stopped and all future subjects would receive the experimental therapy. This approach not only protects future subjects in the trial from receiving an inferior treatment, but also avoids additional expenditure to complete the trial.

However, our findings also showed that none of the methods preserves type I error, and cannot be used when the experimental treatment delays the occurrence of the event. Some
may argue that the delay in the occurrence of the event is an effect of treatment and, therefore, cannot be considered under the null hypothesis. Furthermore, they may argue that a time-to-event analysis should be used in such a scenario. However, when clinicians are concerned with the occurrence of an event during a fixed follow-up period, regardless of when the event occurred, this scenario falls under the null hypothesis.

Our approach had limitations. We restricted our simulations to one interim analysis using either the O’Brien-Fleming [16] or Haybittle-Peto [17, 18] monitoring boundaries. Other boundaries such as Pocock’s [19] were not evaluated because they are less conservative. In addition, our results cannot be generalized to trials that propose to have more than one interim analysis during the course of the trial. Furthermore, the alpha spending approach, which does not require either the number or the time of the interim analysis to be specified in advance, was also not evaluated as part of this study [20]. Further research is needed to address this issue.

The major challenge in proposing this type of interim analysis is in determining the event distribution probabilities for the experimental and standard treatments. Depending on the disease and the therapies being evaluated, the event distribution probabilities may vary and, therefore, the proposed approaches need to be assessed to fit the needs of the trial prior to being implemented. While the event distribution probabilities for the standard treatment group can be estimated from previous trials, estimation of the event distribution probabilities for a new therapy that has not been previously tested can be more challenging. As a consequence, during the design phase of a trial, incorrect specification
of the event distribution probabilities that does not mirror what subsequently occurs in the trial may provide error rates that do not match the error rates in the trial, creating a major flaw in the design of the trial. If, however, the event distribution probabilities can be estimated accurately, then the methods outlined in our proposed strategy can be used to undertake an interim analysis, provided they preserve the error rates when evaluated to fit the needs of the trial.

In Chapter 4, we studied analysis populations for non-inferiority trials of radiotherapy in women with early stage breast cancer in which subjects crossed over from the experimental arm to the standard arm prior to the initiation of therapy. Crossovers in drug trials can occur after a subject has initiated their assigned treatment (i.e. subjects can have both drugs during the trial). However, in trials comparing two radiotherapy techniques, crossovers generally occur prior to initiation of any treatment, and subjects are unable to cross over once they have had a dose of their assigned treatment. We evaluated the intention-to-treat (ITT), per-protocol (PP), as-treated (AT) and combined ITT+PP populations under scenarios of random and non-random crossovers in non-inferiority trials.

Our results showed that the AT population had the best performance in terms of type I error but it can be recommended only under the scenarios of random crossover, as type I error was generally not preserved when crossover was non-random. Furthermore, our results showed that both the ITT and PP populations can produce erroneous results under
scenarios of both random and non-random crossovers, with the PP population having the worst performance in the presence of non-random crossover.

This project had limitations. Firstly, determination of non-random crossover was based on a single binary covariate. In practice, crossovers can occur for multiple reasons and hazards of event may vary depending on the cause of crossover. Further research using a more complex model with multiple covariates and varying hazards is needed to investigate the effect of different causes of crossover. Secondly, the Loeys and Goetghebeur model which has the capacity to account for crossover irregularities was not evaluated [21]. This is primarily because this model is not readily available in standard statistical software.

Our research has added to the current literature on the optimal choice of analysis population for non-inferiority trials. We have shown that crossovers are a major problem especially when non-random, regardless of the analysis population. If crossovers are random, we could argue that the AT population is the optimal choice for analysis. However, determining whether crossovers are random or non-random is challenging. One could compare baseline characteristics of the crossover subjects with the non-crossover subjects to determine randomness. Even if none of these comparisons turns out to be statistically different, there is still no guarantee that the crossover was random since the crossover may be linked to an unmeasured variable. Therefore, it is extremely difficult to recommend a single analysis population for all non-inferiority trials.
Hence, the conduct of non-inferiority trials should be performed with extra rigour and to the highest standards, and attempts to prevent crossovers and other protocol deviations should be maximized. For radiotherapy trials, one strategy to avoid treatment planning complexity crossover would be to incorporate the double enrolment plan whereby a subject is first registered, and randomized only if they are able to receive both the experimental and standard therapy. Fleming [22] suggests that “the preferred approach to enhancing the integrity and interpretability of the non-inferiority trial should be to establish performance standards for measures of quality of trial conduct when designing the trial, and then to provide careful oversight during the trial to ensure these standards are met”. Given this, he argues that that the ITT analysis which preserves the integrity of randomization should be the primary analysis with the AT and PP acting as supportive analyses [22].

Non-inferiority trials that evaluate new radiotherapy techniques will continue to play an important role in the treatment of early stage breast cancer. New radiotherapy technologies that reduce the treatment duration and are believed to have better toxicity profiles while being equally efficacious as current techniques are being developed continuously. It is critical that these treatments are rigorously evaluated through non-inferiority RCTs before implementing them into standard patient care. Hence, it is also vital that efficient approaches to the design and analysis of non-inferiority trials are developed. In this dissertation, we have studied and proposed recommendations with respect to the analysis of multiple events, early interim analysis and the optimal analysis population. Further research is needed to develop efficient designs of non-inferiority trials.
that incorporate the relationships or correlations between multiple events rather than adjusting for these relationships at the analysis stage. Furthermore, research is needed on interim analysis approaches that are robust to varying event distribution probabilities between treatment groups. This may be accomplished by differentially weighting subjects that have been followed for a long period compared with those that have been followed for a shorter duration. Lastly, methodologies such as the double enrolment should be studied and implemented to reduce treatment crossover.

In summary, this PhD dissertation identified and investigated issues related to non-inferiority trials of radiotherapy for the prevention of local recurrence in women with early stage breast cancer that were encountered during my experience working at the Ontario Clinical Oncology Group. The three papers make contributions by exploring each issue using statistical simulations. Although the bases for the simulations were data from non-inferiority radiotherapy breast cancer trials, the issues investigated in this thesis are applicable to other treatment modalities and diseases. Therefore, this dissertation adds to the more general literature on non-inferiority RCT methodology.
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