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Abstract

In multitarget tracking scenarios with high false alarm rate and low target detection probability, data association plays a key role in resolving measurement origin uncertainty. The measurement origin uncertainty becomes worse when there are multiple detection per scan from the same target. This thesis proposes efficient data association algorithms for multitarget tracking under these conditions.

For a multiple detection scenario, this thesis presents a novel Multiple-Detection Probabilistic Data Association Filter (MD-PDAF) and its multitarget version, Multiple-Detection Joint Probabilistic Data Association Filter (MD-JPDAF). The algorithms are capable of handling multiple detection per scan from target in the presence of clutter and missed detection. The algorithms utilize the multiple-detection pattern, which accounts for many-to-one measurement set-to-track association rather than one-to-one measurement-to-track association, in order to generate multiple detection association events. In addition, a Multiple Detection Posterior Cramer-Rao Lower Bound (MD-PCRLB) is derived in order to evaluate the performance of the proposed filters with theoretical bound.

With respect to instantaneous track update, a continuous 2-D assignment for multitarget tracking with rotating radars is proposed. In this approach, the full scan is divided into sectors, which could be as small as a single detection, depending on
the scanning rate, sparsity of targets and required track state update speed. The measurement-to-track association followed by filtering and track state update is done dynamically while sweeping from one region to another. As a result, a continuous track update, limited only by the inter-measurement interval, becomes possible.

Finally, a new measurement-level fusion algorithm is proposed for a heterogeneous sensors network. In the proposed method, a maritime scenario, where radar measurements and Automatic Identification System (AIS) messages are available, is considered. The fusion algorithms improve the estimation accuracy by assigning multiple AIS IDs to a track in order to resolve the AIS ID-to-track association ambiguity. In all cases, the performance of the proposed algorithms is evaluated with a Monte Carlo simulation experiment.
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Notation and abbreviations

Abbreviations

AEW  Airborne Early Warning
AIS  Automatic Identification System
CRLB Cramer-Rao Lower Bound
DBT  Detect Before Track
EKF  Extended Kalman Filter
GPS  Global Positioning System
GM   Gaussian Mixture
FIM  Fisher Information Matrix
FISST Finite Set Statistics
IID  Independent Identically Distributed
IMM  Interacting Multiple Model
JPDAF Joint Probabilistic Data Association Filter
KF   Kalman Filter
MD-JPDAF Multiple Detection Joint Probabilistic Data Association Filter
MD-PCRLB Multiple Detection Posterior Cramer Rao Lower Bound
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD-PDAF</td>
<td>Multiple Detection Probabilistic Data Association Filter</td>
</tr>
<tr>
<td>MFA</td>
<td>Multiple Frame Assignment</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MHT</td>
<td>Multiple Hypothesis Tracker</td>
</tr>
<tr>
<td>MTT</td>
<td>Multiple Target Tracking</td>
</tr>
<tr>
<td>PCRLB</td>
<td>Posterior Cramer Rao Lower Bound</td>
</tr>
<tr>
<td>PDAF</td>
<td>Joint Probabilistic Data Association Filter</td>
</tr>
<tr>
<td>PF</td>
<td>Particle Filter</td>
</tr>
<tr>
<td>PHD</td>
<td>Probabilistic Hypothesis Density</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>SMC</td>
<td>Sequential Monte Carlo</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>TBD</td>
<td>Track Before Detect</td>
</tr>
<tr>
<td>UKF</td>
<td>Unscented Kalman Filter</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Due to the advances in sensor technology, a wide range of sensors are available for simultaneous deployment to monitor a specific region [14]. These sensors include radars, sonars, imaging sensors as well as Global Positioning System (GPS) devices mounted on the target (e.g., the Automatic Identification System (AIS) in maritime surveillance). However, the observations, also referred to as measurements or detection, from these sensors are corrupted by noise and clutter, which pose many challenges in target state estimation [18]. On the other hand, prior knowledge of a target’s dynamics and features can be incorporated to these observations to improve the estimation accuracy [93]. With the use of prior knowledge, data association plays a key role in resolving the measurement origin uncertainty and hence acquiring optimal information about the current state of targets based on the observations and the priori data.

In a hypothetical scenario with unity probability of target detection and zero false alarm rate, there is no need for data association and the task of tracking reduces to
estimating the target states via filtering. However, whenever the probability of detecting a target is less than one and the false alarm probability not zero, measurement origin uncertainty arises. With measurement origin uncertainty, data association is needed to determine which set of measurements most likely belong to the target before filtering and state update can be carried out. The level of measurement origin uncertainty becomes worse with closely spaced targets because measurements originated from one target may fall in the validation region of another.

The data association problem in target tracking has been approached by various algorithms as one-to-one matching, probabilistic association, hypothesis testing and as constrained optimization [14][18]. Each approach has its own performance advantages depending on the surveillance scenario such as the false alarm rate and sensor conditions such as probability of target detection as well as the available computational resources.

1.1 Motivation

The motivation for this thesis comes from the limitations of current data association algorithms used in the Multitarget Tracking (MTT) domain. With the ever-increasing data processing speed, communication bandwidth and the versatile information from a network of heterogeneous sensors, there is a need to develop new data association techniques that make optimal use of available resources.

One of the limitations in the current detection-based target tracking algorithms is the ubiquitous one-to-one measurement-to-track association assumption. According to this assumption, given a set of measurements for a single target scenario, at most one of them originates from the target and the rest are false alarms. For example, in
the Probabilistic Data Association (PDA) filter \[15][44\] and its multitarget version, the Joint Probabilistic Data Association (JPDA) filter \[57][71\], weights are assigned to measurements based on a Bayesian assumption that only one of the measurements is from the target and the rest are false alarms. However, a target can generate multiple detection in a scan due to multipath propagation or extended nature of the target with a high resolution radar sensor. When multiple detection from the same target fall within the association gate, the PDA filter as well as its multitarget version, the JPDA, tends to apportion the association probabilities, but still with the fundamental assumption that only one of them is correct. This led to the development of multiple detection pattern based tracking algorithms that can effectively handle multiple detection/multipath scenarios.

Another limitation in MTT algorithms is relying on receiving all the measurements in a scan or frame to perform measurement-to-track association in order to satisfy the common one measurement per track assumption \[14][19][76\]. However, rotating radars are capable of returning the measurements continuously, at the instant of detection, while sweeping from one region to another. Waiting for the full set of measurements in a scan to perform data association and filtering results in delayed tracking system. This problem becomes more apparent while tracking maneuvering and high speed targets with low scan rate sensors. Furthermore, multitarget tracking algorithms like the hypothesis based MHT and the Montecarlo methods based PHD filter introduce further delay due to their high computation resource requirement. This leads to the development of continuous 2D assignment algorithm that enable within scan track update speed.

Furthermore, currently a wide range of sensors can be deployed simultaneously to
monitor a specific region. Each sensor could process the observation and report its track estimates in a distributed framework or forward the observations to a fusion center in a centralized framework. With the centralized fusion architecture consisting of a heterogenous sensor network, diverse information from multiple sources can be effectively fused to yield a single combined estimate [18]. In general, the fused estimates from multiple sources can improve overall tracking performance with respect to estimation accuracy, number of false tracks and missed detection over the corresponding values with a single source [36]. Track-to-track fusion [12][42] is one way of fusing information from multiple sensors, where separate tracks are initiated and maintained at each sensor and combined later at the fusion node. Although track-to-track fusion is a computationally efficient approach, estimation error resulting from tracking at the local level and from the fusion at the global level accumulate over time and, as a result, the overall estimation errors may becomes large. Furthermore, there may be a processing delay in estimating tracks from each source before fusing and reporting the final confirmed track. This leads to the development of a measurement level fusion algorithm that offers improved tracking performance, over distributed tracking but with the requirements for more computational resources as well as sufficient bandwidth between the sensors and the fusion center.

\section*{1.2 Contributions}

The following are the contributions of this thesis:

- Multiple Detection Probability Data Association Filter (MD-PDAF): an algorithm that explicitly considers multiple detection is proposed for single target
tracking problem. The proposed algorithm solves the problem of multiple detection using a multiple detection pattern that considers all feasible measurement set-to-track association. The enhanced performance of MD-PDAF is compared with PDAF with multiple detection simulation experiment.

- **Multiple Detection Joint Probability Data Association Filter (MD-JPDAF):** the multiple detection algorithm is extended to handle closely spaced targets. The proposed tracking algorithm is applied to multitarget tracking problem with Over-the-Horizon (OTH) radars.

- **Multiple Detection Posterior Cramér-Rao Bound (MD-PCRLB):** in order to have a theoretical benchmark for the proposed multiple detection tracking algorithm MD-PCRLB is derived.

- **Continuous 2D Assignment with Rotating Radars:** a new dynamic sector processing algorithm using incremental 2D assignment is proposed for scanning radars that updates target states within the duration of a scan. With the proposed method, the full scan is dynamically and adaptively divided into sectors, which could be as small as a single detection, depending on the scanning rate, sparsity of targets and required target state update speed. Measurement-to-track association followed by filtering and target state update is done dynamically while sweeping from one region to another. Hence, a fast track update, limited only by the inter-measurement interval, becomes possible.

- **Measurement-level AIS/Radar Fusion:** a new measurement-level fusion of AIS messages and radar measurements is proposed based on the Joint Probabilistic
Data Association (JPDA) framework. The proposed method uses a probabilistic AIS IDs-to-tracks assignment technique to resolve the assignment ambiguity. The effectiveness of the proposed measurement level fusion algorithm is demonstrated by comparing with track-to-track fusion, radar-only and AIS-only track estimates.

1.3 Organization of the Thesis

In Chapter 2 a background on target tracking is provided. Although the focus of this thesis is on measurement-to-track data association techniques, the actual target tracking involves signal processing, detection and filtering. Hence, in Section 2.1 the basics on target dynamics and radar models for the case of linear or nonlinear observation models are discussed. Furthermore, target tracking methods and current data association techniques are discussed in Section 2.3.

In Chapter 3 multiple-detection based probabilistic data association algorithms for single target tracking, MD-PDAF, and for multitarget tracking, MD-JPDAF, are presented. The multiple-detection pattern that generates the possible measurement set-to-track association events is discussed in Section 3.1. In addition, in Section 3.3, the multiple-detection PCRLB is derived, which provides a theoretical benchmark to compare the estimation accuracy of the proposed MD-PDAF and MD-JPDAF. Section 3.4 concludes the chapter with the simulation experiment of target tracking with multiple-detection 2D radar and multipath OTH radar as well as with the performance evaluation the proposed techniques.

In Chapter 4 the dynamic sector based multitarget tracking algorithm with continuous 2-D assignment is presented. Section 4.2 focuses on the formulation of the
dynamic sector update and Section 4.3 presents the continues tracking algorithm with incremental assignment techniques and application of the method to target tracking with rotating radars. A simulation experiment that demonstrate the continuous update capability of the proposed algorithm as well as efficient utilization of computational resources is presented in Section 4.4.

Chapter 5 deals with the measurement level fusion of AIS and radar measurements. Section 5.1 sets up a maritime environment where both the radar and AIS data are available to the fusion center. The measurement level fusion algorithm is presented in Section 5.3. The proposed fusion algorithm is compared with radar only and AIS only estimates using a simulation experiment in Section 5.4 and significant improvement in estimation accuracy is achieved.

Finally, Chapter 6 presents the conclusions to this thesis work.

1.4 Publications Derived from the Thesis

The following publication are derived from this thesis.

1.4.1 Journal Articles


1.4.2 Conference Proceedings


• B. Habtemariam, R. Tharmarasa, T. Kirubarajan, D. Grimmett and C. Wakayama,
“Multiple Detection Probabilistic Data Association Filter for Multistatic Target Tracking,” Proceedings of the 14th International Conference on Information Fusion, pp. 1-6., Chicago, IL, USA, July 2011.[8]

1.5 Other Publications

1.5.1 Journal Articles


Chapter 2

Background

In this chapter a review of basic methods and terminologies used in target tracking is presented. The chapter starts with a discussion on state-space based mathematical models for target dynamics and radar measurements. General cases of both linear and nonlinear dynamics and measurement equations, which builds up a system model for multitarget tracking problem, are considered.

Later, a literature review of target tracking approaches such as detect-before-track and track-before-detect is discussed. With the detect-before-track framework, thresholding and measurement gating techniques are discussed. Multitarget tracking algorithms that are based on hard association, probabilistic association, hypothesis testing, optimization and random finite set methods are revisited and their pros and cons are presented. Furthermore, linear, nonlinear and Monte Carlo based filters and estimators are also discussed in this chapter.
2.1 System Model

2.1.1 Target Dynamics

The dynamics of physical systems such as airplanes, vessels, ballistic targets, etc., can be modeled using a state-space model [14][18][93]. With state-space modeling, a moving target can be represented as the transition in the state of a target driven by a process noise.

Hence, the state of the $t^{th}$ target driven by process noise is given by [93]

$$x_t(k + 1) = f(x_t(k), v_t(k))$$  \hspace{1cm} (2.1)

where $x_t(k) = [x, y, \dot{x}, \dot{y}]$, without loss of generality, represents the target state composed of position and velocity, $f(\cdot)$ is a general nonlinear model for system transition and $v_t(k)$ is white and independent process noise. Furthermore, for a linear time invariant system, (2.1) will reduce to

$$x_t(k + 1) = F_t(k)x_t(k) + v_t(k)$$  \hspace{1cm} (2.2)

where $F_t(k)$ is the system transition matrix.
For example, a target moving with a nearly constant velocity (NCV) can be modeled with a system transition matrix as [93]

\[
F_t = \begin{bmatrix}
1 & T & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & T \\
0 & 0 & 0 & 1
\end{bmatrix}
\]  

(2.3)

and the process noise covariance matrix as

\[
Q_t = q \begin{bmatrix}
\frac{T^3}{3} & \frac{T^2}{2} & 0 & 0 \\
\frac{T^2}{2} & T & 0 & 0 \\
0 & 0 & \frac{T^3}{3} & \frac{T^2}{2} \\
0 & 0 & \frac{T^2}{2} & T
\end{bmatrix}
\]  

(2.4)

where \(q\) is the power spectral density [93] of the process noise, \(T\) is the scan time. Alternatively, a target with a constant turn can be modeled using the a system transition matrix as

\[
F_t = \begin{bmatrix}
1 & \frac{\sin(\omega T)}{\omega} & 0 & -\frac{(1-\cos(\omega T))}{\omega} \\
0 & \cos(\omega T) & 0 & -\sin(\omega T) \\
0 & \frac{(1-\cos(\omega T))}{\omega} & 1 & \frac{\sin(\omega T)}{\omega} \\
0 & \sin(\omega T) & 0 & \cos(\omega T)
\end{bmatrix}
\]  

(2.5)

where \(\omega\) is the turn rate. Figure 2.1 shows representative targets with a constant velocity and a constant turn trajectories.

Furthermore, maneuvering targets can be modeled using either one or combination
of the maneuvering target motion models. These motion models include constant acceleration, white noise jerk, winner sequence acceleration models [73] and ballistic motion models [74].

2.1.2 Observation Model

Radars and sonar transmit and receive signals reflected from a target and map into a measurement space in most cases with a non linear measurement model [18]. Apart from signals reflected from a target there are signals from a clutter or a background noise. After signal processing, these sensors report measurements about kinematic parameters of the targets at regular intervals, which are generally referred as scans or frames.
At a given scan, the target-originated measurements are given by

\[ z(k) = h(x_t(k)) + w(k) \] (2.6)

where \( h(\cdot) \) is in general a nonlinear function of target state. For example, for a 2D rotating radar with range and bearing measurements \( h(x_t(k)) \) is given as

\[
\begin{bmatrix}
  r(x_t(k)) \\
  \theta(x_t(k))
\end{bmatrix}
\] (2.7)

with range

\[
r(x_t(k)) = \sqrt{(x_s - x)^2 + (y_s - y)^2}
\] (2.8)

and bearing

\[
\theta(x_t(k)) = \arctan \left( \frac{y_s - y}{x_s - x} \right)
\] (2.9)

where \( x_s(k) = [x_s, y_s] \) is the radar’s coordinates at time step \( k \). Also in (2.6), \( w(k) \) is the measurement noise with a covariance \( R \) given as:

\[
R = \begin{bmatrix}
  \sigma_r^2 & 0 \\
  0 & \sigma_\theta^2
\end{bmatrix}
\] (2.10)

where \( \sigma_r \) and \( \sigma_\theta \) are the standard deviations in the range and bearing measurements respectively. The linear version of (2.6) is given by computing the the Jacobian of
the measurement function \( h(\cdot) \) as

\[
H(k) = \begin{bmatrix}
\frac{\partial r(x_t(k))}{\partial x} & 0 & \frac{\partial r(x_t(k))}{\partial y} & 0 \\
\frac{\partial \theta(x_t(k))}{\partial x} & 0 & \frac{\partial \theta(x_t(k))}{\partial y} & 0
\end{bmatrix}
\] (2.11)

False alarms or measurements that do not originate from targets are assumed to be uniformly distributed within the sensor’s field of view. That is,

\[
z(k) = \mathcal{U}(\mathcal{M}_{\text{min}}, \mathcal{M}_{\text{max}}) (2.12)
\]

where \( \mathcal{M}_{\text{min}} \) and \( \mathcal{M}_{\text{max}} \) represent the minimum and maximum regions of the surveillance area in the radar’s measurement space \( \mathcal{M} \). Furthermore, the number of false measurements is modeled by a Poisson process with known distribution function \( \mu(m(k)) \)

\[
\mu(m(k)) = e^{-\lambda G} \frac{\lambda G^m(k)}{m(k)!} (2.13)
\]

where \( m(k) \) is the number of measurements at time step \( k \), \( G \) is the measurement gate volume and \( \lambda \) is the expected number of false measurements [14].

### 2.2 TBD vs DBT

One method to estimate the target state from the observation data is to directly process the raw signal and search for track patterns. This method is generally referred to as Track-Before-Detect (TBD). This approach is effective for low Signal-to-Noise-Ratio (SNR) scenario where signal from a target is weak and indistinguishable from
the background noise [94]. TBD methods use the entire measurement set of a sensor’s resolution cells and integrate tentative targets over multiple frames [95]. As a result, TBD methods are computationally demanding in most cases.

Another approach is to apply a threshold to the raw signal from the radar and extract the measurements (also referred as detection, contacts and radar plots in the literature) [14]. Based on the extracted measurements, new tracks can be initialized or already initialized tracks can be associated to measurements and their states be updated using the associated measurements [18]. As detection precedes the tracking process, this methods are collectively referred as Detect-Before-Track.

### 2.3 Data Association

As discussed in the previous section, the initial step in Detect-Before-Track methods is to apply a threshold to the raw signal received from the radar. The common thresholding technique is the Constant False Alarm Rate (CFAR) method [31]. The CFAR is an adaptive thresholding approach, in which a constant false alarm rate can be achieved by applying a threshold level determined by sliding window neighbourhood resolution cells averaging technique [72]. As a result, the threshold level can go up and down from one resolution cell to another depending on the local clutter situation.

Applying thresholds results in a discrete measurement set either from target or clutter distributed in the entire measurement space. Hence, a measurement-to-track data association is required to determine if a measurement is from a target or clutter [14]. Most data association techniques involve gating techniques in order to reduce the number of feasible measurement-to-track association. If a track’s previous state and covariance is known, a measurement validation gate can be constructed around
the predicted track position. The simplest method is to specify a regular region that will satisfy the gate requirement [18]. A more effective approach is to define an \( n \)-dimensional ellipse around the predicted track position and choose measurements that satisfy the condition

\[
\mathcal{G}(k) = \{ z(k) : [z(k) - \hat{z}(k|k-1)]' S(k)^{-1} [z(k) - \hat{z}(k|k-1)] \leq g^2 \} \tag{2.14}
\]

where \( g^2 \) is the gate threshold, which can be selected in order to give a specified gating probability \( P_G \), and \( S(k) \) is the innovation covariance corresponding to the measurement given by

\[
S(k) = H(k) P(k|k-1) H(k)' + R(k) \tag{2.15}
\]

The volume is thus given by

\[
\mathcal{G}(k) = c_{n_z} |g^2 S(k)|^{1/2} = c_{n_z} g^{n_z} |(S(k)|^{1/2} \tag{2.16}
\]

where \( n_z \) is the dimension of the measurement and the coefficient \( c_{n_z} \) is the volume of the \( n_z \)-dimensional unit hypersphere \( (c_1 = 2, c_2 = \pi, c_3 = 4\pi/3, \text{etc.}) \) [14] [58]. Figure 2.2 shows a representative measurement validation gate for a 2D radar with range and bearing measurements, i.e., \( n_z = 2 \).

For implementation purpose, here it can be noted that the left hand side of (2.14) has the chi-square distribution with \( n \) degrees of freedom if the measurement error is
assumed to be $n$-variable Gaussian distributed. In this case, $n$ refers to the number of independent measurements. Therefore, according to this approach the value of $g^2$ can be determined using a $\chi^2$ table and the relationship \[18][46]

\[ p(\chi^2 > g^2) = 1 - P_G \] 

Thresholding and gating yield the potential measurement candidates to be associated with a track. Referring back to Figure 2.2, there are four measurements in the vicinity of predicted track positions and three of them are in the validation region. The simplest data association techniques based on one-to-one measurement-to-track matching are the Nearest Neighbor Filter (NNF) and Strongest Neighbor Filter (SNF) \[18\]. The NNF associates a track with the measurement closest to the predicted measurement among the validated measurements while the SNF associates
the measurement with the strongest intensity (assuming amplitude information is available). Accordingly, with NNF method $z_2(k)$ will be associated to track and with SNF method the measurement with strongest amplitude among $\{z_1(k), z_2(k), z_3(k)\}$ will be associated to the track.

These data association techniques are computationally efficient and perform reasonably in a scenario where the target return is very strong and the false alarm rate is low. However, with degraded target observability, dense clutter and closely-spaced targets, such approaches begin to fall short [8] to resolve the measurement origin uncertainty. Under such conditions, a more practical approach to deal with measurement origin uncertainty to applying Bayesian association techniques.

### 2.3.1 Probabilistic Data Association

The Probabilistic Data Association Filter (PDAF) [15] [14], also referred as the all-neighbors data association filter [19], implements a Bayesian approach for data association. In PDAF, weights are assigned to the measurements based on probabilistic inference made on the number of measurements and location of the measurements relative to the predicted track state [14]. For example, for the scenario in Figure 2.2 each validated measurement, i.e., $\{z_1(k), z_2(k), z_3(k)\}$, is assigned a weight in contrast to choosing a single measurement as in NNF and SNF methods. Track state is updated with the innovations from each measurements are combined according to the assigned weights.

Whenever there are multiple targets close to each other, joint association events can be considered in order to resolve from which target a measurement is originated uncertainty as in Joint Probabilistic Data Association Filter (JPDA) [23][20]. The
PDAF as well as its multitarget variant, JPDAF, assume that track/tracks are already uninitialized. Tracks can be initialized, for example, with two-point track initialization method [14]. Furthermore, in a more robust approach, target existence models can be incorporated into the PDA framework as in Integrated Probabilistic Data Association Filter (JIPDA) [28] and similarly to the JIPDA framework as in Joint Integrated Probabilistic Data Association Filter (JIPDA) [57]. With target existence model, the JIPDA handles time varying number of targets and track management tasks such as track initiation, confirmation and deletion.

2.3.2 Multiple Hypothesis Testing

In the Multiple Hypothesis Testing (MHT) [19][78] approach a hypothesis will be generated and tested with the received measurements in the current scan or frame. For a given measurement the hypotheses could be the measurement is originated from one of initialized tracks, or is originated from a new target or is a false alarm [18]. A Bayesian approach will be used to compute the probabilities of each hypothesis. The valid hypotheses derived from sequences of measurements are evaluated and propagated over time, each of them generating a set of new hypotheses at every sample time $k$.

The major drawback in implementing the MHT algorithm for practical applications is the exponential growth in the number of the assignment hypotheses as time of a scan and number of measurement increases. This leads to the development of several hypothesis pruning, hypothesis merging and gating techniques [18][29].
2.3.3 Frame Based Assignment

Frame based assignment algorithms formulate the measurement-to-track assignment as a global cost minimization problem. At a given time step, only the current frame (e.g. 2D assignment) or the current frame and previous frames (e.g. multiframe assignment) can be considered for the association.

2D Assignment

In 2D assignment, at a time a single frame is used to associate the detection with tracks. Let \( z_1, \ldots, z_n \) that \( z \) denotes the measurements from the sensors at a given frame and \( n \) the total number of measurements, to be associated with \( x_1, \ldots, x_m \), where \( x \) denotes the tracks and \( m \) denotes the number of targets as shown in Figure 2.3

![Figure 2.3: 2D measurement-to-track assignment](image)

The cost of measurement-to-track association is determined by the negative log-likelihood ratio of target-originated measurement likelihood to false alarm density [14]. Formulated as a discrete optimization problem, the 2D assignment looks for the best
assignment by minimizing the total cost given by

$$\min \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij} \phi_{ij}$$

subject to

$$\sum_{i=1}^{n} \phi_{ij} = 1 \quad \forall j = 1, 2, \cdots, m$$

$$\sum_{j=1}^{m} \phi_{ij} = 1 \quad \forall i = 1, 2, \cdots, n$$

(2.19)

where $\phi$ is the assignment operator, $\phi \in \{0, 1\}$ that ensures a one-to-one measurement-to-track association.

In the literature, several algorithms have been proposed to solve the combinatorial optimization problem with polynomial computation complexity [16][17][21][55][80]. For example, the Hungarian algorithm [48] and Jonker-Volgenant-Castanon (JVC) [40] algorithm solve the measurement-to-track association problem in polynomial time, $O(n^3)$, where $n$ is the maximum number of measurements or tracks to be associated.

**Multiframe Assignment**

Multiframe assignment, also called multidimensional assignment, extends the 2D problem into optimization of assignment from sequence of frames [76][91] as shown in Figure 2.4.
The optimization problem is given as

\[
\min \sum_{i_1=1}^{n_{F_1}} \sum_{i_2=1}^{n_{F_2}} \cdots \sum_{i_f=1}^{n_{F_k}} c_{i_1,i_2,\ldots,i_f} \phi_{i_1,i_2,\ldots,i_f}
\]

subject to

\[
\sum_{i_2=1}^{n_{F_2}} \sum_{i_3=1}^{n_{F_3}} \cdots \sum_{i_f=1}^{n_{F_k}} \phi_{i_1,i_2,\ldots,i_f} = 1 \quad i_1 = 1, 2, \ldots, n_{F_1}
\]

\[
\sum_{i_1=1}^{n_{F_1}} \sum_{i_3=1}^{n_{F_3}} \cdots \sum_{i_f=1}^{n_{F_k}} \phi_{i_1,i_2,\ldots,i_f} = 1 \quad i_2 = 1, 2, \ldots, n_{F_2}
\]

\[\vdots\]

\[
\sum_{i_1=1}^{n_{F_1}} \sum_{i_2=1}^{n_{F_2}} \cdots \sum_{i_f-1=1}^{n_{F_k-1}} \phi_{i_1,i_2,\ldots,i_f} = 1 \quad i_f = 1, 2, \ldots, n_{F_k}
\] (2.20)

The multiframe assignment algorithm determines the most likely set of frames such that each measurement is assigned to one and only one track, or declared as false alarm, and each track receives at most one detection from each frame used for association. The multiframe assignment improves the association accuracy compared to the 2D assignment at the cost of increased computation and latency corresponding
to the number of frames used in the association.

The main challenge in associating data from three or more sequence of frames is that the resulting optimization problem is NP-hard. This issue is addressed by using a Lagrangian relaxation-based methods are used to successively solve the association problem as a series of 2-D assignments [62][63][64][67]. Accordingly, the constraints in (2.20) are relaxed one set at a time there by solving the resulting subproblem iteratively and then reconstructing a feasible solution for the original multidimensional discrete optimization problem.

2.4 Filtering

Once a track is associated to a measurement, filtering methods can be used in order to estimate the current state of target. If no measurement is associated with a track, the track will be updated with the predicted state [18]. There are various filtering methods to estimate the current state of the target based on the associated measurement. One of the early filtering techniques is $\alpha - \beta$ filters [43] that use a fixed tracking coefficients.

2.4.1 Kalman Filter

For target dynamics that is Markov and Gaussian, the Kalman filter is the optimal estimator. Note that in a Gaussian process the distribution of target state $x(k)$ at any time $k$ is Gaussian, and the multivariate distribution on target states at any finite set of times is also a multivariate Gaussian. Furthermore, it is assumed that the measurement equation is a linear function of target state with additive Gaussian noise.
Formulated as the maximum a posteriori estimate, the Kalman filter minimizes the expected square error between the estimate and true target state. The recursive Kalman filter involves a prediction and update steps as follows:

- **Prediction:**
  Using the target dynamics equation (2.2) predict the state and the covariance as
  
  \begin{align*}
  x(k + 1) &= F(k)x(k) \\
  P(k + 1) &= F(k)P(k)F(k)'+ Q(k)
  \end{align*}
  \tag{2.21}
  \tag{2.22}

  and using the measurement equation (2.11) predict the measurement and innovation covariance as

  \begin{align*}
  \hat{z}(k) &= H(k)x(k) \\
  S(k) &= H(k)P(k)H(k)'+ R(k)
  \end{align*}
  \tag{2.23}
  \tag{2.24}

- **Update:**
  Compute the innovation and filter gain as

  \begin{align*}
  v(k) &= z(k) - \hat{z}(k) \\
  W(k) &= P(k)H(k)'S(k)^{-1}
  \end{align*}
  \tag{2.25}
  \tag{2.26}
and update the state and the covariance as

\[
\hat{x}(k) = x(k + 1) + W(k)v(k) \tag{2.27}
\]
\[
\hat{P}(k) = P(k) - W(k)H(k)P(k) \tag{2.28}
\]

Note that if multiple measurements are assigned to a track, as in the case of PDAF, the state and the covariance are updated using a combined weighted innovation from the measurements.

### 2.4.2 Extended Kalman Filter

Although the Kalman filter provides an optimal solution for sensors with a linear observation model, practical sensors such as 2D radars and over-the-horizon radars report measurements as a nonlinear functions of target state. In this case, the observation equations can be substituted with their linear approximations and then the Kalman filter can be used for approximate solution. In the literature, this approach is commonly referred as the Extended Kalman Filtering (EKF) [93].

The linear approximation process of the state transition and observation model involves computing the partial derivatives of \( f(\cdot) \) and \( h(\cdot) \), respectively.

### 2.4.3 Unscented Kalaman Filter

If the system transition and observation models are highly nonlinear, the EKF approximation would not be efficient. In the worst case the partial derivatives might not exist or are hard to compute. In such cases, the sampling based Unscented Kalaman Filter (UKF) [41][90] can be used for estimation.
The UKF, also classified as the Sigma-Point Kalman Filters, linearizes a non-linear system transition and observation functions of a random variable through a linear regression between $n$ points drawn from the prior distribution of the random variable [90]. The sigma points are chosen so that their mean and covariance to be exactly the previous target state and covariance. Each sigma point is then propagated through the nonlinear functions to yield the cloud of transformed pointed. Finally, the new estimated mean and covariance are then estimated based on the propagated sigma points statistics [41].

### 2.4.4 Interactive Multiple Model

Maneuvering targets exhibit different motion modes during their life time. The aforementioned KF family requires knowledge of the underlying state transition model. If incorrect model is used in the KF family filters, the estimation result would be inaccurate. In this case, multiple filters can be run in parallel, and in each filter the target motion is assumed to be in one of the $n$ possible modes. This method is referred as the Interactive Multiple Model (IMM) filter [30]. The IMM is able to estimate the state of a dynamic system with several system transition modes, which can switch from one to another [30].

### 2.4.5 Particle Filter

For nonlinear, non-Gaussian problems, Particle Filters, which are based on Sequential Monte Carlo (SMC), can provide approximate solution [54]. Particle filters use large number of weighted samples $\{x^i_p(k) | i = 1, \cdots, N_p\}$, also called particles, to approximate the posterior density.
• Prediction:

Using the target dynamics equation (2.1) predict the state for each particle \( \{x_p^i(k) | i = 1, \cdots, N_p \} \)

\[
x_p^i(k + 1) = f(x_p^i(k), v(k))
\] (2.29)

• Update:

Compute the posterior probabilities of the particles using the measurement likelihood function as:

\[
w^i(k + 1) = \frac{w^i(k)p(z(k + 1) | x_p^i(k + 1))}{\sum_{j=1}^{N_p} w^j(k)p(z(k + 1) | x_p^j(k + 1))}
\] (2.30)

• Resample:

Resample \( N_p \) particles of equal weight \( \{x_p^i(k) | i = 1, \cdots, N_p \} \) from the weighted \( \{(x_p^i(k), w^i(k)) | i = 1, \cdots, N_p \} \).

At the end of each cycle, the estimate \( \hat{x}(k) \) can be computed from the posterior distribution’s mean as

\[
\hat{x}(k) = \frac{1}{N_p} \sum_{i=1}^{N_p} x_p^i(k)
\] (2.31)

### 2.5 Random Finite Set Methods

The Probability Hypothesis Density (PHD) filter [10][11][89] is a Bayesian multitarget tracking estimator initially proposed in [56]. The PHD filter is developed based on the Random Finite Set (RFS) theory, point processes, and Finite Set Statistics (FISST). It estimates all the targets states at once, as a multitarget state, projected on the
single-target space.

The PHD filter has been shown an effective way of tracking a time-varying multiple number of targets that avoids model-data association problems [56]. A Gaussian mixture implementation of PHD filter (GM-PHD) is presented in [89]. For nonlinear measurements, the Sequential Monte Carlo (SMC) implementation of the PHD filter is presented in [10].
Chapter 3

Multiple Detection Target Tracking

Most detection-based target tracking algorithms assume that a target generates at most one detection per scan with probability of detection less than unity. In this case, the data association uncertainty is only the measurement origin uncertainty \[14\] \[92\]. Thus, given a set of measurements in a scan, at most one of them can originate from the target and the rest have to be false alarms. This basic assumption results in the formulation of one-to-one measurement-to-track association as an optimization or enumeration problem. For example, in the Probabilistic Data Association (PDA) filter\[1\][15][44][92] and its multitarget version, the Joint Probabilistic Data Association (JPDA) filter \[2\][20][57][71], presented in Chapter 2, weights are assigned to measurements based on a Bayesian assumption that only one of the measurements is from the target and the rest are false alarms. Similarly, in the Multiple Hypothesis Tracker (MHT) \[19\][45][49][69] hypotheses are generated based on one-to-one measurement-to-track association. This assumption extends to the Multiframe Assignment (MFA) algorithm \[76\][91] since the measurement-to-track association is evaluated as one-to-one combinatorial optimization in the best global hypothesis. In all these cases, the
one-to-one assumption is fundamental for the correct measurement-to-track associations and accurate target state estimation.

However, a target can generate multiple detection in a scan due to, for example, multipath propagation or extended nature of the target with a high resolution radar. When multiple detection from the same target fall within the association gate, the PDAF and its multitarget version, the JPDAF, tend to apportion the association probabilities, but still with the fundamental assumption that only one of them is correct. When the measurements are not close to one other, as in the case of multipath detection, the PDAF and JPDAF initialize multiple tracks for the same target. The MHT algorithm tends to generate multiple tracks to handle the additional measurements from the same target due to the basic assumption that at most one measurement originated from each target. Thus, an algorithm that explicitly considers multiple detection from the same target in a scan needs to be developed so that all useful information in the received measurements about the target is processed with the correct assumption. The presence of multiple detection per target per scan increases the complexity of a tracking algorithm due to uncertainty in the number of target-originated measurements, which can vary from time to time, in addition to the measurement origin uncertainty. However, estimation accuracy can be improved and the number of false tracks can be reduced using the correct assumption with multiple-detection.

Multiple-detection is a common phenomenon in target tracking with over-the-horizon radars (OTHRs) [34][37], which provides the motivation for this research work. This is due to the OTHR’s reliance on the ionospheric layers for signal transmission and reception. The signal transmitted from an OTHR will be scattered by
one of the ionospheric layers, then scattered from the target, and finally scattered by another or the same ionospheric layer before it is collected by a receiver as shown in Figure 3.1. Hence, there will be multiple propagation paths due to multiple ionospheric layers that grow with the number of ionospheric layers. Among the various possible signal propagation paths, a target might be either detected or missed in one or more propagation paths. A tracker has to determine from which propagation path(s) a target is detected while processing multiple target-originated measurements.

![Figure 3.1: Representative OTHR propagation modes.](image)

In the literature, different techniques have been proposed to solve the multipath problem with OTHRs. With respect to target localization, the maximum likelihood coordinate registration for the OTHR is developed in [47]. Furthermore, using the OTHR, target localization based on a Markov model is presented in [1] and maneuvering target detection using adaptive clutter rejection is presented in [32]. A multiple hypothesis tracking-based multipath fusion algorithm is presented in [81], MHT for
multiple simultaneous measurements in [85], a multipath track association with Langrangian relaxation is presented in [50], a track fusion in [61] and MCMC data association in [26]. PDAF versus PMHT Performance on OTHR Data is presented in [75] and a multipath PDAF (MPDAF) is proposed in [65][66].

However, in this MPDAF approach, identical probabilities of target detection for all propagation modes are assumed, which might not be always the case. Furthermore, the MPDAF is limited to a single target tracking problem and its formulation assumes that the target exists or is observable in all propagation modes although it may not be detected by one or more modes in practice. A related work is also done to jointly associate measurement from multiple sensors [38][77] and multiple scans [39] using probabilistic data association. A random finite set (RFS) based approach to solve the problem of multiple detection per target per scan is proposed in [10] using 2D position-only measurements.

A new Multiple-Detection Joint Probabilistic Data Association Filter (MD-JPDAF) is proposed for multitarget tracking. While the algorithm is motivated by the OTHR problem, it is applicable to any multitarget tracking problem with multiple detection per target. The filtering algorithm is derived with the explicit assumption of multiple detection so that a multiple-detection pattern would account for all possible many-to-one measurement set-to-track association rather than a one-to-one measurement-to-track association. In the proposed MD-JPDAF, combinatorial association events are formed to handle the possibility of multiple measurements from the same target in a scan. Multiple association events are formed by creating $\varphi$ out of $m$ combinations of multiple measurements to track assignment, where $\varphi$ is the number of target-originated measurements and $m$ is the total number of measurements in the
validation gate. Priori information on the number of target-originated measurements can also be used, if available, to determine the probability of detection conditioned on the number of target-originated measurements and to reduce the total number of association events. For each association event, the event probabilities are calculated based on probabilistic inference made on no measurement, one measurement or a set of measurements originating from the target. With this explicit multiple-detection, many-to-one measurement set-to-track formulation, the proposed algorithm can handle the uncertainty in the number of target-originated measurements in addition to measurement origin uncertainty.

If the target is detected only once per scan, the MD-JPDAF will reduce to the conventional JPDAF. In simulations, the performance of different tracking algorithms are analyzed by generating multiple-detection measurements from a target observed in clutter. In addition, the proposed algorithm is applied to tracking in multipath with OTHRs. Performance of the proposed MD-JPDAF is compared with that of the conventional JPDAF. Results of performance evaluation show the effectiveness of the new algorithm with respect to estimation accuracy. However, the computational complexity of the proposed algorithm is higher due to increased number of association events.

The rest of the chapter is organized as follows. In Chapter 3 multiple-detection based probabilistic data association algorithms for single target tracking, MD-PDAF, and for multitarget tracking, MD-JPDAF, are presented. Multiple-detection pattern that generates the possible measurement set-to-track association events is discussed in Section 3.1. In addition, in Section 3.3, the multiple-detection PCRLB is derived, which provides a theoretical benchmark to compare the estimation accuracy of the
proposed MD-PDAF and MD-JPDAF. Section 3.4 concludes the chapter with the simulation experiment of target tracking with multiple-detection 2D radar and multipath OTH radar as well as with the performance evaluation the proposed techniques.

3.1 Multiple-Detection Pattern

If multiple detection from the same target fall within the association gate, a measurement or a set of measurements will be associated with a track. Data association uncertainty corresponding to a number of target-originated measurements as well as measurement source can be resolved by generating a multiple-detection pattern. The multiple-detection pattern will consider all possible events for many-to-one measurement set-to-track association.

Here, it is assumed that the target state \( x(k) \) evolves according to the nearly constant velocity model equation 2.2. The nonlinear measurement model for the measurement \( z \) of dimension \( n_z \) is described by

\[
z(k) = h_\varphi(x(k)) + v_\varphi(k)
\]  

(3.1)

where \( h_\varphi \) and \( v_\varphi(k) \) are the nonlinear measurement function and measurement noise, respectively, corresponding to the \( \varphi \)-th measurement mode. The measurement noise is assumed to be zero-mean white Gaussian with covariance \( R_\varphi(k) \). The process and measurement noises are assumed to be independent.

After signal processing, thresholding and extracting the detection, gating has to be applied to reduce the number of measurements as shown in Figure 3.2 for a single observation model and in Figure 3.3 for a multiple observation models (propagation
paths). As a result, the number of feasible events that are generated based on the measurements will be reduced. The multiple mode validation gate is the union of $n_z$-dimensional ellipses given by

$$G(k) = \bigcup_{\varphi=1}^{\varphi_{\text{max}}} G_\varphi(k)$$

$$G_\varphi(k) = \{ z(k) : [z(k) - \hat{z}_\varphi(k|k-1)]^T S_\varphi(k)^{-1} [z(k) - \hat{z}_\varphi(k|k-1)] \leq g^2 \}$$

(3.2)

Here, $g^2$ is the gate threshold, $\hat{z}_\varphi(k|k-1)$ is the predicted measurement, and $S_\varphi(k)$ is the innovation covariance that corresponds to the $\varphi$-th measurement, which
is given by
\[ S_\varphi(k) = H_\varphi(k)P(k|k-1)H_\varphi(k)' + R_\varphi(k) \] (3.3)

where \( P(k|k-1) \) is the predicted covariance and \( H_\varphi(k) \) is the Jacobian matrix of the nonlinear measurement function \( h_\varphi \).

For \( m(k) \) measurements inside the validation gate, \( \varphi \) out of \( m(k) \) association events are evaluated. Here, \( \varphi \) runs from 1 to the maximum number of target-originated measurements. Then,
\[ N_a = \sum_{i=0}^{\varphi_{max}} C_i^m(k) \] (3.4)

where \( N_a \) is the total number of measurement set-to-track association events and \( C_y^x \)
is the number of combinations of \( x \) out of \( y \) objects defined by

\[
C_x^y = \begin{cases} 
\frac{y!}{x!(y-x)!}, & 1 \leq x \leq y \\
1, & x = 0 
\end{cases}
\]  
(3.5)

The total association event count, \( N_a \), represents all possible events from zero target-originated measurement to all of the measurements being target-originated. For example, as depicted in Figure 3.2 and Figure 3.3, there are four measurements, \((z_1(k), z_2(k), z_3(k), z_4(k))\), in the scan. Out of the four measurements, three of them, \((z_1(k), z_2(k), z_3(k))\), are inside the validation gate. Combinatorial association events are created only for those measurements that fall inside the validation gate. The maximum number of target-originated measurement is assumed to be \( \varphi_{\text{max}} = 3 \). Thus the possible events are:

- none of the measurements is target-originated
  
  \(- \varphi = 0, n_\varphi = 1.\)

- one of the measurements is target-originated
  
  \(- \varphi = 1, n_\varphi = C_3^1 = 3,\)
  
  \(- 3 \text{ measurement set-to-track association events,}\)
  
  \(- z_1(k) \text{ or } z_2(k) \text{ or } z_3(k) \text{ originated from a target},\)

\[
z_{1,1}(k) = z_1(k) \quad \text{(3.6)}
\]
\[
z_{1,2}(k) = z_2(k) \quad \text{(3.7)}
\]
\[
z_{1,3}(k) = z_3(k) \quad \text{(3.8)}
\]
• two of the measurements are target-originated

- $\varphi = 2$, $n_\varphi = C_2^2 = 3$,

- 3 measurement set-to-track association events,

- $z_1(k), z_2(k)$ or $z_1(k), z_3(k)$ or $z_2(k), z_3(k)$ originated from a target

\[
\begin{align*}
  & z_{2,1}(k) = \begin{bmatrix} z_1(k) \\ z_2(k) \end{bmatrix} \\
  & z_{2,2}(k) = \begin{bmatrix} z_1(k) \\ z_3(k) \end{bmatrix} \\
  & z_{2,3}(k) = \begin{bmatrix} z_2(k) \\ z_3(k) \end{bmatrix}
\end{align*}
\]

(3.9) (3.10) (3.11)

• all of the measurements are target-originated

- $\varphi = 3$, $n_\varphi = C_3^3 = 1$,

- 1 measurement set-to-track association event,

- $z_1(k), z_2(k), z_3(k)$ originated from a target,

\[
\begin{align*}
  & z_{3,1}(k) = \begin{bmatrix} z_1(k) \\ z_2(k) \\ z_3(k) \end{bmatrix}
\end{align*}
\]

(3.12)
Accordingly, the measurement equation for the \((\phi, n_\phi)\) event becomes

\[
\begin{align*}
    z_{\phi,n_\phi}(k) = & \begin{bmatrix}
        h_1(x(k)) \\
        \vdots \\
        h_\phi(x(k))
    \end{bmatrix} + \\
    & \begin{bmatrix}
        v_1(k) \\
        \vdots \\
        v_\phi(k)
    \end{bmatrix} 
\end{align*}
\]  
\tag{3.13}

### 3.2 MD-PDAF and MD-JPDAF

The approach of the standard PDAF is to calculate the association probabilities for each measurement that falls in the validation region around the predicted measurement [14]. If two of the measurements are target-originated, the algorithm apportions the total weight among the validated measurements with more weight to target-originated measurements, with the assumption that only one of them is target-originated. It is not the correct approach especially when there are false alarms in the validation gate. This is because the weight assigned to false alarms becomes significant compared to the divided weight assigned to target-originated measurements.

The proposed multiple-detection based algorithms evaluate the association probabilities of the events generated by multiple-detection pattern. These event probabilities are calculated based on probabilistic inference made on the number of validated measurements, the number of target-originated measurements and the measurements locations.

#### 3.2.1 MD-PDAF for Single Target Tracking

The MD-PDAF is formulated under the following assumptions:

- Among the validated measurements, a measurement or a set of measurements
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Figure 3.4: Flow of MD-PDAF.
can originate from a target.

- The target detection occurs independently with known target detection probabilities.

- Clutter is assumed to be uniformly/Poisson distributed within the measurement validation gate [14].

- There is only one target of interest whose state evolves according to a dynamic equation driven by process noise as stated in (2.2). Closely spaced multiple targets are considered in Section 3.2.2.

- The track has been initiated. Note that here a one- or two-point initialization technique can be used for track initialization [93].

The MD-PDAF calculates the probability that each set of measurements, rather than a single measurement, is attributable to the target of interest. The sets of measurement candidates for association are generated from the multiple-detection pattern discussed in Section 3.1. This probabilistic (Bayesian) information based on the candidate set of measurements is used in a tracking filter that updates the target states.

Accordingly, based on the multiple-detection pattern presented in Section II, the measurement set-to-target association events are given as

\[
\theta_{\varphi,n_{\varphi}}(k) = \begin{cases} 
\text{chosen } \varphi \text{ measurements are target-originated} & n_{\varphi} = 1, \ldots, c_{\varphi m}(k) \\
\text{none of the other measurements are target-originated} & n_{\varphi} = 0 
\end{cases}
\]  

(3.14)
where $n_{\varphi}$ is a variable that enumerates the events under the chosen $\varphi$ target-originated measurements, and $c_{\varphi m}(k)$ is $\varphi$ combinations out of $m(k)$ measurements given by

$$c_{\varphi m}(k) = \frac{m(k)!}{\varphi!(m(k) - \varphi)!}$$ (3.15)

Table 3.1: Number of Multiple-Detection Association Events

<table>
<thead>
<tr>
<th>Number of Measurements</th>
<th>Number of Association Events, $N_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m(k)$</td>
<td>$\varphi_{\text{max}} = 2$</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>22</td>
</tr>
<tr>
<td>7</td>
<td>29</td>
</tr>
<tr>
<td>8</td>
<td>37</td>
</tr>
</tbody>
</table>

The number of association events grows rapidly for $\varphi > 2$ as shown in Table 3.1. However, for a practical system, the expected number of target-originated measurements can be used as a priori to reduce the number of association events. For example, for over-the-horizon radars with four possible propagation paths (e.g., only E and F layers [37]) the maximum number of target-originated measurements will be four and the association variable $\varphi$ runs from zero to four.
Thus the conditional mean is given by

\[
\hat{x}(k|k) = E(x(k)|Z^k) = \sum_{\varphi=0}^{m(k)} \sum_{n_{\varphi}=1}^{c_{\varphi,m}(k)} E(x(k)|\theta_{\varphi, n_{\varphi}}(k), Z^k)p(\theta_{\varphi, n_{\varphi}}(k)|Z^k)
\]

(3.16)

\[
= \sum_{\varphi=0}^{m(k)} \sum_{n_{\varphi}=1}^{c_{\varphi,m}(k)} \hat{x}_{\varphi, n_{\varphi}}(k|k)\beta_{\varphi, n_{\varphi}}(k)
\]

(3.17)

The estimate conditioned on \(n_{\varphi}^{th}\) combination of \(\varphi\) measurements being correct is

\[
\hat{x}_{\varphi, n_{\varphi}}(k|k) = \hat{x}(k|k - 1) + W_{\varphi, n_{\varphi}}(k)\nu_{\varphi, n_{\varphi}}(k)
\]

(3.18)

where the corresponding innovation is

\[
\nu_{\varphi, n_{\varphi}}(k) = \begin{bmatrix} (z(k) - \hat{z}_1(k|k - 1))' \\ \vdots \\ (z(k) - \hat{z}_\varphi(k|k - 1))' \end{bmatrix}
\]

(3.19)

The Kalman gain \(W_{\varphi, n_{\varphi}}(k)\) is given as

\[
W_{\varphi, n_{\varphi}}(k) = P(k|k - 1)H_{\varphi, n_{\varphi}}(k)^tS_{\varphi, n_{\varphi}}(k)^{-1}
\]

(3.20)
where

\[ S_{\phi,n}(k) = H_{\phi,n}(k)P(k|k-1)H_{\phi,n}(k)' + R_{\phi,n}(k) \]  

(3.21)

\[ H_{\phi,n}(k) = [H_1(k), \cdots, H_\phi(k)]' \]  

(3.22)

\[ R_{\phi,n}(k) = \begin{bmatrix} R_1(k) & 0 & \ldots & 0 \\ 0 & R_2(k) & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & R_\phi(k) \end{bmatrix} \]  

(3.23)

Here \( \beta_{\phi,n}(k) \propto p(\theta_{\phi,n}(k)|Z^k) \) is the conditional probability of the event where the probabilistic inference is made on the number of validated measurements \((m(k))\), number of target-originated measurements \((\phi)\) and measurements locations (see Appendix A.0.1). Then,

\[
\beta_{\phi,n}(k) = \frac{1}{c} p(Z^k|\theta_{\phi,n}(k), m(k), \phi, Z^{k-1}) \\
\times p(\theta_{\phi,n}(k)|m(k), \phi)
\]  

(3.24)

The first term in (3.24) refers to the joint density of the pdf of the correct measurement is given in (3.25) where \( P_G \) is the factor that accounts for restricting the normal density
to the validation gate. Thus,

\[
p(Z^k | \theta_{\varphi, n_\varphi}(k), m(k), \varphi, Z^{k-1}) =
\begin{cases}
  P_G^{-1} \{ \bigcup_{i=1}^{c} G_i(k) \}^{-m(k)+\varphi} \mathcal{N}(\nu_{\varphi, n_\varphi}(k); 0, S_{\varphi, n_\varphi}(k)) & n_\varphi = 1, \ldots, c_{\varphi m}(k) \\
  \{ \bigcup_{i=1}^{c} G_i(k) \}^{-m(k)} & n_\varphi = 0
\end{cases}
\]

(3.25)

The second term in (3.24) is the probability of the association events conditioned only on \( m(k) \) and \( \varphi \). Here,

\[
p(\theta_{\varphi, n_\varphi}(k) | m(k), \varphi) = \begin{cases}
  \frac{P_{D \varphi} P_G \mu(m(k) - \varphi)}{m(k) \sum_{\varphi=1}^{m(k)} P_{D \varphi} P_G \mu(m(k) - \varphi) + (1 - P_D P_G) \mu(m(k))} & n_\varphi = 1, \ldots, c_{\varphi m}(k) \\
  \frac{(1 - P_D P_G) \mu(m(k))}{\sum_{\varphi=1}^{m(k)} P_{D \varphi} P_G \mu(m(k) - \varphi) + (1 - P_D P_G) \mu(m(k))} & n_\varphi = 0
\end{cases}
\]

(3.26)

where \( \mu(\cdot) \) is the probability mass function of the number of false alarms, \( P_{D \varphi} \) is the probability of detecting a target \( \varphi \) times per scan and \( P_D = \sum_{\varphi=1}^{\varphi_{max}} P_{D \varphi} \) is the total probability of target detection.

The state update equation is given by

\[
\hat{x}(k|k) = \hat{x}(k|k-1) + \sum_{\varphi=0}^{m(k)} \sum_{n_\varphi=1}^{c_{\varphi m}(k)} W_{\varphi, n_\varphi}(k) \beta_{\varphi, n_\varphi}(k) \nu_{\varphi, n_\varphi}(k)
\]

(3.27)
and the covariance associated with the updated state is

\[
P(k|k) = E\left\{ [x(k) - \hat{x}(k|k)] [x(k) - \hat{x}(k|k)]' | Z^k \right\}
\]

\[
= \sum_{\varphi=0}^{m(k)} \sum_{n_{\varphi}=1}^{\beta_{\varphi,n_{\varphi}}(k)} E\left\{ [x(k) - \hat{x}(k|k)] [x(k) - \hat{x}(k|k)]' | \theta_{\varphi,n_{\varphi}}(k), Z^k \right\}
\]

(3.28)

Parametric or nor-parametric [14] MD-PDAF can be developed based on the assumed Poisson or diffuse a priori model used for the probability mass function of the number of false measurements.

Hence,

- Poisson model (parametric MD-PDAF):

\[
\mu(m(k)) = e^{-\lambda(\bigcup_{i=1}^{r} G_i(k))} \frac{(\lambda \bigcup_{i=1}^{r} G_i(k))^{m(k)}}{m(k)!}
\]

(3.29)

where \( \lambda \) is the spatial density.

- Diffuse a prior model (non-parametric MD-PDAF):

\[
\mu(m(k)) = \mu(m(k) - \varphi) = K
\]

(3.30)

where \( K \) is a constant.

### 3.2.2 MD-JPDAF for Multitarget Tracking

If the targets are close to one another with overlapping validation regions, a measurement or set of measurements could be generated from more than one target. This will result in further measurement source uncertainty in addition to measurement
uncertainties associated with single target or widely separated targets.

This additional uncertainty can be resolved by considering joint measurement set-to-track association events [14]. With multiple detection the conditional probabilities based on joint association events are given as:

\[
\Theta_J(k) = \bigcap_{\phi t=0}^{m(k)} \bigcap_{n_{\phi t}=1}^{c_{\phi t,m(k)}} \theta_{\phi t,n_{\phi t}}(k)
\]  

(3.31)

where \( \theta_{\phi t,n_{\phi t}}(k) \) is the event that measurement set \( z_{\phi t,n_{\phi t}} \) originated from target \( t \), \( t = 0, 1, \cdots, \tilde{T} \), for \( \tilde{T} \) number of targets. The event matrix for the joint measurement set-to-track association event \( \Theta_J(k) \) is given by

\[
\hat{\Omega}_J(\Theta_J(k)) = [\hat{\omega}_{\phi t,n_{\phi t}}(\Theta_J(k))]
\]  

(3.32)

where \( \hat{\omega}_{\phi t,n_{\phi t}}(\Theta_J(k)) = 1 \) if \( \theta_{\phi t,n_{\phi t}}(k) \in \Theta_J(k) \), and is zero otherwise. A given measurement set can also originate from a target so that

\[
\delta_t(\Theta_J(k)) := \sum_{\phi=0}^{m(k)} \sum_{n_{\phi}=1}^{c_{\phi,m(k)}} \hat{\omega}_{\phi t,n_{\phi t}} \leq 1
\]  

(3.33)

Here, define a binary measurement set association indicator

\[
\tau_{\phi,n_{\phi}}(\Theta_J(k)) = \sum_{t=1}^{\tilde{T}} \hat{\omega}_{\phi t,n_{\phi t}}(\Theta_J(k))
\]  

(3.34)

in order to indicate if the measurement set \( z_{\phi t,n_{\phi t}} \) is associated to a target in the event \( \Theta_J(k) \). In addition, the number of unassociated measurement sets in the event
\( \Theta_J(k) \) is given by
\[
\phi(\Theta_J(k)) = \sum_{\varphi = 0}^{m(k)} \sum_{n_{\varphi} = 1}^{c_{\varphi m}(k)} [1 - \tau_{\varphi,n_{\varphi}}(\Theta_J(k))] 
\] (3.35)

In an approach similar to (3.24), the joint measurement set-to-track association probability \( p(\Theta_J(k)|Z^k) \) is equivalent to the product of the measurement likelihood function, \( p(Z(k)|\Theta_J(k), m(k), \varphi_t, Z^{k-1}) \), and prior probability, \( p(\Theta_J(k)|m(k), \varphi_t, Z^{k-1}) \).

Therefore, the measurement set likelihood function is evaluated as
\[
p(Z(k)|\Theta_Jt(k), m(k), \varphi_t, Z^{k-1}) = \prod_{\varphi = 0}^{m(k)} \prod_{n_{\varphi} = 1}^{c_{\varphi m}(k)} p(z_{\varphi_t,n_{\varphi}}(k)|\theta_{\varphi_t,n_{\varphi}}(k), m(k), \varphi_t, Z^{k-1}) 
\] (3.36)

where the conditional pdf of a measurement given its origin is
\[
p(z_{\varphi_t,n_{\varphi}}(k)|\theta_{\varphi_t,n_{\varphi}}(k), m(k), \varphi_t, Z^{k-1}) = \begin{cases} 
P_G^{-1}N(z_{\varphi_t,n_{\varphi}}(k); \hat{z}_{\varphi_t,n_{\varphi}}(k-1), S_{\varphi_t,n_{\varphi}}(k)) \\
\{\bigcup_{i=1}^{r} G_i(k)\}^{-1} 
\end{cases}
\] if \( \tau_{\varphi,n_{\varphi}}(\Theta_J(k)) = 1 \)
if \( \tau_{\varphi,n_{\varphi}}(\Theta_J(k)) = 0 \) (3.37)

and the prior joint association probability is given as
\[
p(\Theta_Jt(k)|m(k), \varphi_t, Z^{k-1}) = \left( \frac{\phi(\Theta_J(k))!}{c_{\varphi m}(k)!} \mu(\phi) \right) \times \prod_{t=1}^{T} (P_{D_{\varphi_t}} P_G)^{\delta(t)(\Theta_J(k))} (1 - P_{D_{\varphi_t}} P_G)^{1-\delta(t)(\Theta_J(k))} 
\] (3.38)

where \( P_{D_{\varphi_t}} \) is the probability of detecting the \( t \)-th, \( \varphi \) times per scan and \( P_{D_{\varphi_t}} = \)
\[ \sum_{\varphi=1}^{\varphi_{\text{max}}} P_{D_{\varphi}} \] is the total probability of target detection.

Furthermore, target birth and target existence modes can be incorporated into the MD-JPDAF to handle varying number of targets \[28][57\]. The main focus of this research is integrating the multiple detection pattern into the probabilistic data association filter for a single and multiple targets problem. However, with a similar approach, a Multiple-Detection Joint Integrated Probabilistic Data Association filter (MD-JIPDAF) can be developed.

### 3.3 MD-PCRLB

In this section, the Multiple Detection Posterior Cramér-Rao Lower Bound (MD-PCRLB), which is explicitly derived for the multiple-detection purpose, is presented. The PCRLB \[59\] provides a theoretical lower bound that can be used as a benchmark for estimation performance evaluation.

The standard PCRLB also makes the one-to-one assumption, which necessitates the new derivation of the modified MD-PCRLB that accounts for multiple detection. First, a review on PCRLB is provided and the derivation considering the effect of multiple-detection is presented next.

#### 3.3.1 Background

Let \( \hat{x}(k|k) \) be an unbiased estimate of the state vector \( x(k) \) based on measurements \( Z(k) \) and prior initial density \( p(x_0) \). Let \( P(k|k) \) be the covariance of \( \hat{x}(k|k) \). Then \( P(k|k) \) has a lower bound known as the PCRLB, i.e.,

\[
P(k|k) = E \left[ (\hat{x}(k) - x(k))(\hat{x}(k) - x(k))' | Z(k) \right] \geq J(k)^{-1} \tag{3.39}
\]
where \( J(k) \) is the Fisher information matrix (FIM). A recursive formula for the evaluation of the posterior FIM \([59][52]\) is given by

\[
J(k) = J_x(k) + J_z(k)
\] (3.40)

The first term in (3.40), i.e., the prior information regarding the target states, is given by

\[
J_x(k + 1) = D_{22}(k) - D_{21}(k)(J(k) + D_{11}(k))^{-1}D_{12}(k)
\] (3.41)

\[
D_{11}(k) = E \left[ -\Delta x_k^k \log p(x(k + 1)|x(k)) \right] \quad (3.43)
\]

\[
D_{12}(k) = (D_{21}(k))'
\]

\[
D_{22}(k) = E \left[ -\Delta x_k^{k+1} \log p(x(k + 1)|x(k)) \right] \quad (3.44)
\]

\[
D_{22}(k) = E \left[ -\Delta x_k^{k+1} \log p(x(k + 1)|x(k)) \right] \quad (3.45)
\]

\( \Delta \) is a second-order partial derivative operator whose \((i, j)\)-th term is given by

\[
[\Delta^\beta]_{ij} = \frac{\partial^2}{\partial \alpha_i \partial \beta_j}
\] (3.46)
Here, for a linear and Gaussian system transition model, it can be shown that \[59\]

\[
J_x(k + 1) = \left[ Q + F(J(k)^{-1})F' \right]^{-1}
\]  
(3.47)

The second term in (3.40), i.e., the measurement contribution factor, is given by

\[
J_z(k + 1) = E \left[ -\Delta x_{k+1} \log p(Z(k + 1)|x(k)) \right]
\]  
(3.48)

### 3.3.2 Effect of Multiple Detection

Let \( m(k) \) be the total number of measurements from sensor at time \( k \). Thus,

\[
z(k) = \{z_i(k)\}_{i=1}^{m(k)}
\]  
(3.49)

Under the assumption that false alarms are uniformly distributed in the measurement space and the number of false alarms is Poisson distributed, the probability of getting \( m(k) \) number of measurements out of which \( \varphi \) are target-originated is

\[
p(m(k), \varphi) = (1 - P_{D\varphi}) \frac{(\lambda \{ \bigcup_{i=1}^{\varphi} G_i(k) \})^{m(k)}}{m(k)!} e^{-\lambda \{ \bigcup_{i=1}^{\varphi} G_i(k) \}}
\]

\[
+ P_{D\varphi} \frac{(\lambda \{ \bigcup_{i=1}^{\varphi} G_i(k) \})^{m(k)-\varphi} e^{-\lambda \{ \bigcup_{i=1}^{\varphi} G_i(k) \}}}{(m(k) - \varphi)!}
\]  
(3.50)

In the above, \( P_{D\varphi} \) is the probability of detecting a target \( \varphi \) times per scan. The probability that \( \varphi \) measurements are target generated is then given by

\[
\epsilon(m(k), \varphi) = \frac{P_{D\varphi}}{p(m(k), \varphi)} \times \frac{(\lambda \{ \bigcup_{i=1}^{\varphi} G_i(k) \})^{m(k)-\varphi} e^{-\lambda \{ \bigcup_{i=1}^{\varphi} G_i(k) \}}}{(m(k) - \varphi)!}
\]  
(3.51)
With the assumption of more than one target-originated measurements, the measurement information matrix is given by

\[ J_z(k) = \sum_{\varphi=0}^{m(k)} p(m(k), \varphi) J_{z\varphi}(k) \]  

(3.52)

where

\[ J_{z\varphi}(k) = E \left[ -\Delta x_{k+1}^T \ln p(z_{\varphi}|x(k), m(k), \varphi) \right] \]  

(3.53)

Here, \( z_{\varphi} = \{ z_{\varphi, n_{\varphi}} \}_{n_{\varphi}=1}^{c_{\varphi m}(k)} \) and \( p(z_{\varphi}|x(k), m(k), \varphi) \) is given by

\[
p(z_{\varphi}|x(k), m(k), \varphi) = \frac{1 - \epsilon(m(k), \varphi)}{\left( \bigcup_{i=1}^{G_i(k)} \right)^{m(k)}} + \\
\frac{\epsilon(m(k), \varphi)}{c_{\varphi m}(k) \left( \bigcup_{i=1}^{G_i(k)} \right)^{m(k)-1}} \sum_{n_{\varphi}=1}^{c_{\varphi m}(k)} p(z_{\varphi, n_{\varphi}}|x(k))
\]  

(3.54)

where \( p(z_{\varphi, n_{\varphi}}|x(k)) \) is the pdf of the measurement set originated from a target.

### 3.4 Simulations

In the first part of this section, the comparison of the MD-PDAF with PDAF in terms of estimation accuracy is studied. The simulation is performed using a 2D sensor that returns multiple target-originated detection per scan. Later, a multitarget scenario is considered in this simulation that demonstrates the performance of the proposed MD-JPDA algorithm.

In the final part of simulation, the MD-JPDAF is applied to multipath tracking with OTHR and performance analysis is made with respect to estimation accuracy.


3.4.1 2D Sensor Single Target Scenario

A surveillance region covering a 1500 m \times 1500 m is considered. In this region, there is a target that starts from [500 m, 800 m] with initial velocity [8 m/s, 5 m/s]. Track initialization is done using the two-point target initialization method. The scan interval (sampling period) is 1 s and the data set consists of 30 scans.

A multiple-detection sensor that returns more than one target-originated measurement per scan is used in this experiment. A 2D radar with low probability of detecting a target once per scan of the measurement data ($P_{D1} = 0.05$) and with high probability of detecting a target twice per scan of the measurement data ($P_{D2} = 0.90$) is considered. Hence, the total probability of detecting a target in a scan of the measurement data (i.e., $P_D$ used for PDAF) will become $P_D = P_{D1} + P_{D2} = 0.95$. The false alarm rate is 5 false alarms per scan.

![Figure 3.5: Range measurements in a single run.](image)
Figure 3.5 and Figure 3.6 show the range and bearing measurements from a multiple-detection sensor. In the multiple target-originated measurements case, the probabilities of detection used with the MD-PDAF are $P_{D1}$ and $P_{D2}$ while $P_D = P_{D1} + P_{D2}$ is the total probability of detecting a target in PDAF.

Figure 3.7 shows the Root Mean Square Error (RMSE) for position estimation based on 500 MonteCarlo runs. The figure demonstrates the improved performance of the multiple-detection approach over the conventional probabilistic data association approach. While PDAF tends to apportion the weights among the target originated measurement, MD-PDAF assigns weights to measurement sets, rather than to a single measurement, that originated from a target. From the same figure it can be also seen that the state estimation accuracy of the MD-PDAF is close to the PCRLB that was derived for multiple detection.

Furthermore, the MD-PDAF is compared with PDAF for the case of a 2D radar
Figure 3.7: Position RMSE evaluation for MD-PDAF vs. PDAF and PCRLB ($P_{D1} = 0.05, P_{D2} = 0.90$).

with high probability of detecting a target once per scan of the measurement data ($P_{D1} = 0.90$) and with low probability of detecting a target twice per scan of the measurement data ($P_{D2} = 0.05$). As shown in Figure 3.8 the performance of MD-PDAF is similar with PDAF as MD-PDAF reduces to PDAF in a single detection scenario.

### 3.4.2 2D Sensor Multiple Target Scenario

A multitarget scenario with two closely spaced targets is considered to evaluate the performance of the proposed MD-JPDA algorithm. The first target (labeled as T-1) starts from [700 m, 700 m] with initial velocity [10 m/s, 3 m/s] and the second target (labeled as T-2) starts from [700 m, 750 m] with initial velocity [10 m/s, −3 m/s]. The measurement validation regions of the targets overlap during the duration of 9 – 18 s
that necessitates the evaluation of joint measurement set association events.

The targets are observed with a multiple detection sensor with similar multiple detection probabilities as the single target case above. The estimation error results, which are based on 100 MonteCarlo runs, are shown in Figure 3.9 and, as expected, it reveals the performance gain of the MD-JPDAF over the JPDAF in a multitarget scenario with multiple detection.

3.4.3 Over-the-Horizon Radar Scenario

In the OTHR scenario, transmitted signals scattered by the target arrive at the receiver via different propagation paths. Multipath propagation arises from the presence of regions with relatively high electron density in the ionosphere. As shown in Figure 3.10, a signal transmitted from the sensor can be scattered by one of the two
Figure 3.9: Position RMSE evaluation for MD-JPDAF vs. JPDAF (T-1 denotes the first target and T-2 denotes the second target).

ionospheric layers, scattered from the target and scattered again by one of the two ionospheric layers before it reaches the receiver. This phenomenon leads to more than one detection of the same target in a scan.

The OTHR measurement model used in this work is based on [65]. According to the model, the signal paths from the transmitter to the target and from the target to the receiver are scattering from idealized ionospheric layers with virtual heights $h_E$ and $h_F$. With two ionospheric layers, denoted by E and F, there are four propagation modes:

- EE - transmit on E and receive on E,
- EF - transmit on E and receive on F,
- FE - transmit on F and receive on E,
Figure 3.10: Over-the-horizon radar planar model (Tx - transmitter, Rx - receiver, X - target).
• FF - transmit on F and receive on F.

The ionospheric layer heights are assumed to be constant for the duration of the tracking. Actual models that take multiple-hop modes, ionospheric tilt, the curvature of the earth and uncertainty in the heights of ionospheric layers are not included for simplicity [37].

The measurements from the OTHR are mode-dependent azimuth, slant range and Doppler given by

\[
z(k) = \begin{cases} 
    h_{EE}(x(k)) + w_{EE}(k) & \text{mode EE, with } P_{D_{EE}}, \\
    h_{EF}(x(k)) + w_{EF}(k) & \text{mode EF, with } P_{D_{EF}}, \\
    h_{FE}(x(k)) + w_{FE}(k) & \text{mode FE, with } P_{D_{FE}}, \\
    h_{FF}(x(k)) + w_{FF}(k) & \text{mode FF, with } P_{D_{FF}}, \\
    \text{clutter otherwise,} 
\end{cases} \tag{3.55}
\]

where the target state variables are represented in ground coordinates as,

\[
x(k) = [\rho(k), \dot{\rho}(k), \beta(k), \dot{\beta}(k)]'
\tag{3.56}
\]

Here, the nonlinear measurement model for the OTHR is given by

\[
h(x(k)) = \begin{bmatrix} 
    \sqrt{(\rho(k)/2)^2 + h_t^2} + \sqrt{(\rho(k)/2)^2 - d\rho(k)\sin(\beta(k))/2 + (d/2)^2 + h_t^2} \\
    \frac{\rho(k)\dot{\rho}(k)}{4\sqrt{(\rho/2)^2 + h_t^2}} + \frac{\rho(k)\dot{\rho}(k) - d\sin(\beta(k))\dot{\rho}(k)}{4\sqrt{(\rho/2)^2 - d\sin(\beta(k))/2 + (d/2)^2 + h_t^2}} \\
    \arcsin\left(\frac{\rho(k)\sin(\beta(k))}{2\sqrt{(\rho(k)/2)^2 + h_t^2}}\right) 
\end{bmatrix}
\tag{3.57}
\]

and the Jacobian \(H(k)\) is derived in Appendix B.

In the simulation experiment, initially a single target that starts at [850 km, 670 km]
with initial velocity \([0.25 \text{ km/s}, 0.2 \text{ km/s}]\) and that follows a system transition matrix (2.3) with process noise model (2.4) is considered to compare the performance of the single target tracking filters (PDAF, MPDAF and MD-PDAF). Afterwards, a second target that starts \([855 \text{ km}, 695 \text{ km}]\) with initial velocity \([0.15 \text{ km/s}, -0.3 \text{ km/s}]\) is added in the simulation experiment in order to evaluate the performance of the MD-JPDAF.

The standard deviation of the bearing, slant range and Doppler measurement errors are \(\sigma_\beta = 0.002 \text{ rad}, \sigma_\rho = 0.1 \text{ km}, \text{ and } \sigma_{\dot{\rho}} = 0.005 \text{ km/s}\), respectively. In contrast to the assumption made in the formulation of MPDAF [65], a signal propagation mode dependent probabilities of target detection are considered \((P_{D_{EE}} = P_{D_{FF}} = 0.7 \text{ and } P_{D_{KF}} = P_{D_{FK}} = 0.8)\). For the MPDAF the average probability of detection \(P_D = 0.75\) is used. However, in the MD-PDAF, the probability of detection to a given measurement set-to-track association event is calculated as

\[
P_{D_\phi} = \prod_{i=1}^{\phi} P_{D_i}, \ i \in (EE, EF, FE, FF)
\]  

(3.58)

The PDAF initializes and maintains on average three false tracks due to measurements being received via different modes from the same target while the MD-PDAF combines these measurements into a single track, thereby reducing the number of false tracks significantly.

Figure 3.11 shows the RMSE comparison between the PDAF and MPDAF (assuming \(P_D = 0.75\) in both cases) and MD-PDAF. As shown in the figure, in a single target scenario the performances of MPDAF and MD-PDAF are significantly better than of the PDAF with a small performance gain of MD-PDAF over MPDAF due to the correct handling of mode dependent probabilities of detection.
Figure 3.11: Position RMSE evaluation for PDAF, MPDAF and MD-PDAF with OTHR data.

Finally, the performance of the multitarget tracking algorithm MD-JPDAF is evaluated in a multiple targets scenario with OTHR. The estimation errors for various bearing measurement standard deviation are shown in Figure 3.12. Note that the MPDAF does not handle multiple targets.
Figure 3.12: Position RMSE evaluation MD-JPDAF with OTHR data.
Chapter 4

Continuous association

Conventional target tracking algorithms rely on receiving all the measurements in a scan or frame to perform measurement-to-track association in order to satisfy the common one measurement per track assumption [14][19][76]. For example, the multitarget tracking algorithms presented in Chapter 2 such as the JPDAF [57][71], the Finite Set Statistics (FISST) based PHD filter[10][11], the MHT [19] and the MFA [53][76] require the full set of measurements in a scan in order to proceed with measurement-to-track association and/or filtering. However, most mechanically steered radar systems return measurements continuously, at the instant of each detection or in sectors, while sweeping from one region to another. Waiting for the full set of measurements in a scan (e.g., 360°) to perform data association and filtering results in delayed track estimates. This problem becomes challenging when tracking maneuvering, high speed targets with low scan rate sensors as in the Airborne Early Warning (AEW) system [25].

In many multitarget tracking problems, the 2-D assignment algorithm for measurement-to-track association has been shown to be a practical and efficient alternative to the
optimal MHT approach without the exponentially growing enumeration \[14][91][70]\]. In 2-D assignment the measurements in the current scan are associated with the list of initialized tracks, where the association between the measurements and the tracks is formulated as a one-to-one combinatorial optimization problem \[53\].

Measurements from multiple sensors can be fused together to update a global track by extending the 2-D assignment to multidimensional assignment \[76][91\]. In multidimensional assignment, Lagrangian relaxation-based methods are used to successively solve the association problem as a series of 2-D assignments \[62][64][63][67\]. Similar multidimensional formulations can also be applied to improve estimation accuracy of targets by using multiple frames over time from a single sensor. Furthermore, clustering techniques are applied to reduce the number of feasible measurement-to-track associations, thereby increasing the efficiency of the assignment algorithm \[53\]. However, in all variants of 2-D assignment, the optimization is done using the data from the whole frame. As a result, the measurement-to-track association and the subsequent filtering step have to wait for all measurements in a scan to be received. This results in updating all targets states at the end of the scan although the measurement from some targets may be received before the end of the scan. In addition, with ever-increasing communication bandwidth and signal processing speed, measurements can be made available more frequently than the full frame rate. For some radar systems, the scan time or the revisit interval can be long (e.g., upto 15 s in the case of AEW radar \[25\]) resulting in significant delays in target state update. This provides the motivation for this work to develop a continuous assignment algorithm that is capable of updating targets states while the radar is in rotation without having to wait for the full frame of data.
In mechanically steered radar systems, the complete scan can be automatically partitioned into sectors, which could be as small as a single detection, depending on the scanning rate and the sparsity of targets and the required target state update speed. The measurement-to-track association followed by filtering and target state update can also be done within the duration of a scan while sweeping from one end to the other. In multi-sector (e.g., eight 45° sectors for full rotation) radar measurement space one possibility is to perform 2-D association at the end of each sector to update target states before the end of the scan. However, this approach does not take advantage of the measurement-to-track association cost matrix computed already in the proceeding sector, which makes the process computationally inefficient. In addition, arbitrary sector demarcation can introduce inconsistencies around sector boundaries at the end of each frame.

In this chapter, a dynamic sector based multitarget tracking algorithm with continuous 2-D assignment is proposed. This method is applicable to rotating radars that return measurements while sweeping the surveillance region instead of transmitting at the end of each frame. Based on gating, tracks are clustered and each track’s state is updated based on its gate and the cluster it belongs to according to a new dynamic sector update algorithm. The proposed tracking algorithm solves the assignment problem based on an efficient incremental assignment formulation. As a result, it utilizes the already computed minimum cost matrix as part of the input to determine the whole assignment problem. Thus the previous track-to-measurement associations are combined with the newly added tracks and measurements for optimal assignment.

There are many advantages with the proposed dynamic association algorithm.
First, it will reduce the latency in track update by processing measurements as they arrive instead of waiting for the whole frame. Second, the latency, which is the gap between receiving a measurement and using it in track update, will be uniform across different targets. In frame-based algorithms targets located at the start of a scan can have longer latencies than those located at the end of a scan. Furthermore, by adaptively breaking the frame into smaller chunks, the computation is spread over the whole scan instead of spiking at the end of the scan.

The remainder of the chapter is organized as follows. In Section 4.1 the problem statement for continuous track update is presented. Section 4.2 discusses the system model for a multi-sector measurement space based on a rotating radar model. An algorithm for dynamic sector update is also presented in this section. The extension of the 2-D assignment to dynamic 2-D assignment algorithm based on incremental Hungarian association is presented in Section 4.3. Simulation results that demonstrate the effectiveness of the proposed technique are presented in Section 4.4.

### 4.1 Problem Statement

A realistic multitarget tracking problem with an unknown number of targets, false alarms and miss detection is considered here. The measurements are obtained from a 2-D rotating radar (see Section 2.1.2) that continuously sweeps the surveillance region. A target moving through a state space $X$ and at time step $k$ has state $x_t(k)$ where $t$ is the target index (see Section 2.1.1).

The full measurement set in each scan (i.e., 360° field of view) is categorized into sectors. Hence, the measurement set in the $k^{th}$ scan with $N_s$ sectors encompasses sector measurement set $Z_s(t_{ks}), s = 1, \cdots, N_s$, where $t_{ks}$ is the end time of the $s^{th}$
Figure 4.1: Measurement space of a rotating radar with eight 45° sectors ($S_1, \cdots, S_8$). The measurement validation region for each target ($X_1, \cdots, X_8$) is shown by the corresponding ellipse.

sector in the $k^{th}$ scan. The set of tracks at time step $k$ is denoted by $X(k)$, $X(k) = \{X_1(k), \cdots, X_T(k)\}$, where $T$ is the total number of active tracks.

In the presence of multiple targets, false alarms and missed detection a joint assignment is required since there is uncertainty as to from which target, if any, a particular measurement originated. Hence, track clusters are formed and maintained for each time step $k$ based on the measurement validation gate of tracks. Target clusters or groups are denoted by $C(k) = \{C_1(k), \cdots, C_C(k)\}$, where $C$ is total number of clusters at the time step $k$. 
A representative scenario is shown in Figure 4.1 with eight initialized tracks \( \{X_1(k), \ldots, X_8(k)\} \) with their respective measurement validation regions and a tracks cluster \( C_1(k) = \{X_2(k), X_3(k), X_4(k)\} \). As shown in the figure, a track’s measurement validation region can be entirely within a sector (e.g., \( X_1(k), X_6(k) \)) or span more than a sector (e.g., \( X_2(k), X_3(k), X_4(k), X_5(k), X_7(k) \)) or span all of the sectors within a frame (e.g., \( X_8(k) \)).

### 4.2 Dynamic Sector Update

The number of sectors can be chosen depending on the scan time of the sensor, sparsity of tracks and required track state update rate (or latency). The initial step is to construct a validation gate for each track and group tracks into clusters. The measurement validation gate \( G_{X_t}(k) \) for the \( t^{th} \) track is an \( n_z \)-dimensional ellipsoid that is given by (2.14).

The measurement-to-track association is performed per sector. Each sector contains the measurement set \( Z_s(t_{ks}) \) to be associated with track list in the sector. The sector in which a track state is updated is determined based on the sector where its validation region lies and whether the track belongs to a cluster or not. Hence, the next step is to form clusters based on the measurement validation region of tracks and to classify tracks into clusters. This is performed at the beginning of each scan with the following cluster construction procedure:

1: for all \( X_i(k) \in X(k) \) do
2: for all \( C_h(k) \in C(k) \) do
3: if \( G_{X_i(k)} \cap G_{C_h(k)} \neq \emptyset \) then

\(^1\)Time index is dropped in the figure for simplicity.
\begin{verbatim}
4: \( \mathcal{C}_n(k) \leftarrow \{ \mathcal{C}_h(k), X_i(k) \} \)
5: \textbf{end if}
6: \textbf{end for}

7: \textbf{for all} \( X_j(k) \in X(k) \cap X_j(k) \notin \mathcal{C}(k) \cap j \neq i \) \textbf{do}
8: \textbf{if} \( \mathcal{G}_{X_i(k)} \cap \mathcal{G}_{X_j(k)} \neq \emptyset \) \textbf{then}
9: \( \mathcal{C} \leftarrow \mathcal{C} + 1 \)
10: \( \mathcal{C}_g(k) \leftarrow \{ X_i(k), X_j(k) \} \)
11: \textbf{end if}
12: \textbf{end for}
13: \textbf{end for}
\end{verbatim}

where \( \mathcal{G}_{X_i(k)} \) is the measurement validation gate corresponding to \( X_i(k) \), and \( \mathcal{G}_{\mathcal{C}_h(k)} \) is the union of measurement validation gates of tracks in the cluster, \( \mathcal{C}_n(k) \). At initialization (i.e., \( k = 1 \)), one has \( \mathcal{C}(k) = \emptyset \), and target clusters are formed in the following time steps.

Then the sector number, \( n_{X_i(k)} \) in which a target state is updated will be evaluated according to the following procedure:

\begin{verbatim}
1: \textbf{while} \( \mathcal{S}_n \neq \text{end} \) \textbf{do}
2: \textbf{for all} \( \mathcal{G}_{X_i(k)} \cap \mathcal{S}_n \neq \emptyset \) \textbf{do}
3: \textbf{if} \( \mathcal{G}_{X_i(k)} \in \mathcal{C}(k) \) \textbf{then}
4: \textbf{goto} Cluster processing
5: \textbf{BREAK}
\end{verbatim}
6: \text{else} \\
7: \text{if} \ G_{X_i(k)} \notin S_{n+1} \text{ then} \\
8: \quad \text{update target state} \\
9: \quad n_{X_i(k)} \leftarrow S_n \\
10: \text{end if} \\
11: \text{end if} \\
12: \text{end for} \\
13: S_n \leftarrow S_{n+1} \\
14: \text{end while} \\

4.2.1 Cluster Processing \\

For tracks in clusters, the cluster processing routine below is used to determine the sector in which target state is updated:

Cluster processing:

1: \textbf{for all} \ C_h(k) \in S_n \textbf{ do} \\
2: \quad \textbf{if} \ C_h(k) \notin S_{n+1} \textbf{ then} \\
3: \quad \textbf{for all} \ G_{X_i(k)} \in C_h(k) \textbf{ do} \\
4: \quad \quad \text{update target state} \\
5: \quad \quad n_{X_i(k)} \leftarrow S_n \\
6: \quad \textbf{end for} \\
7: \textbf{else} \\
8: \quad \text{perform incremental 2-D assignment}
For example, in Figure 4.1, the full frame-based association algorithm waits till $S_8$ to perform data association and to update the state of all tracks in $S_1$. In contrast with continuous association the assignment is divided into sectors and tracks are updated continuously as follows:

Here, $X_1(k)$ does not belong to a cluster of tracks and hence association can be made using measurement set $Z_1(t_{k1})$ received in $S_1$ and its state can be updated in the first sector. This will reduce the track latency by a factor of 8 compared to the frame based association. However, $X_2(k)$ belongs to a cluster with $X_3(k)$ and $X_4(k)$ and hence it has to wait for $S_3$ for update with measurement set in $S_2$ and $S_3$, i.e., $\{Z_2(t_{k2}), Z_3(t_{k3})\}$.

The sectors in which the target states are updated for the scenario in Figure 4.1 are shown in Table 4.1.

In [84], a method for breaking measurements from an airborne Ground Moving Target Indicator (GMTI) sensor based on radar footprints was proposed. However, this method does not take into account the validation gates, which can significantly affect association results. This amounts to using predefined sectors for the rotating radar considered here. The disadvantages have already been discussed in the introduction section.
Table 4.1: Sector Numbers for Tracks State Update

<table>
<thead>
<tr>
<th>Target id</th>
<th>Sector number of target state update</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$S_1$</td>
</tr>
<tr>
<td>2</td>
<td>$S_3$</td>
</tr>
<tr>
<td>3</td>
<td>$S_3$</td>
</tr>
<tr>
<td>4</td>
<td>$S_3$</td>
</tr>
<tr>
<td>5</td>
<td>$S_6$</td>
</tr>
<tr>
<td>6</td>
<td>$S_5$</td>
</tr>
<tr>
<td>7</td>
<td>$S_8$</td>
</tr>
<tr>
<td>8</td>
<td>$S_8$</td>
</tr>
</tbody>
</table>

4.2.2 Assignment Cost

Each received measurement $z(k) \in Z_s(t_{ks})$ either originated from a true target $x_t(k)$, in which case it is given by (2.1.2) or is from a clutter or false alarm, in which case it is given by (2.12). False alarms are assumed to be uniformly distributed within the sensor’s field of view.

A likelihood ratio, which involves the target state estimates for the candidate associations, is used to assign costs to each feasible measurement [14]. Therefore, the cost of associating the measurement $j$ to track $i$ is given by negative log-likelihood ratio as

$$c_{ij,s} = -\ln \frac{\Lambda_{ij}(k)}{\Lambda_{0j}(k)} \quad (4.1)$$

where $\Lambda_{ij}(k)$ is the likelihood that a measurement originated from track $i$ and $\Lambda_{0j}(k)$
is the likelihood that the measurement is a false alarm. Hence, the cost is given as
\[ c_{ij,s} = \frac{1}{2}[z_j(k) - h(x_i(k))]' S_{ij}(k)^{-1} [z_j(k) - h(x_i(k))] + \ln \left( \frac{(2\pi S_{ij}(k))^{1/2}}{P_D G_{X_i(k)}} \right) \tag{4.2} \]

where \( P_D \) is the probability of detecting a target and \( S_{ij}(k) \) is the innovation covariance.

The goal is to determine the measurement-to-track association that minimizes the overall cost. For \( n \) number of targets and \( m \) number of measurements the assignment problem can be formulated as [60]

\[
\begin{align*}
\min \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij,s} \phi_{ij} \\
\text{subject to} \quad \sum_{i=1}^{n} \phi_{ij} = 1 \quad \forall j = 1, 2, \cdots, m \\
\sum_{j=1}^{m} \phi_{ij} = 1 \quad \forall i = 1, 2, \cdots, n \\
\phi \in \{0, 1\} \tag{4.3}
\end{align*}
\]

where \( \phi \) is the assignment operator, and the constraint insures one-to-one measurement-to-track association.

The dual linear problem to the above assignment problem can be formulated by assigning the dual variables \( \alpha_{i,s} \) and \( \beta_{j,s} \) such that
\[
\sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij,s} \geq \sum_{i=1}^{n} \alpha_{i,s} + \sum_{j=1}^{m} \beta_{j,s} \tag{4.4}
\]
Here, $\sum_{i=1}^{n} \alpha_{i,s} + \sum_{j=1}^{m} \beta_{j,s}$ becomes a lower bound on the total cost of the minimum cost for perfect matching. As a result, the dual problem is to maximize the summation of dual variable to achieve the best lower bound, which is given as [60]

$$\max \sum_{i=1}^{n} \alpha_{i,s} + \sum_{j=1}^{m} \beta_{j,s}$$

subject to $c_{ij,s} \geq \alpha_{i,s} + \beta_{j,s}$

In order for the solutions $\alpha_{i,s}$ and $\beta_{j,s}$ to the dual problem to be optimal, the complementary slackness optimality condition should be satisfied as

$$\dot{c}_{ij,s} = c_{ij,s} - \alpha_{i,s} - \beta_{j,s} = 0 \quad (4.5)$$

For $\forall i = 1, 2, \cdots, n$ and $\forall j = 1, 2, \cdots, m$.

### 4.3 Continuous 2-D Assignment

The conventional frame-based 2-D assignment algorithm uses the complete set of measurements, $\mathcal{Z}(k)$, in the scan for measurement-to-track association and state estimation, which requires waiting till the end of the scan. In contrast, in sector-based 2-D assignment algorithm a partial set of measurements, $\mathcal{Z}_s(t_{ks}) \in \mathcal{Z}(k)$, i.e., measurements in a given sector, are used for the measurement-to-track association and state estimation.

One way of implementing the sector-based 2-D assignment is to perform 2-D association at the end of each sector and estimate target states. However, this approach poses a problem whenever the measurement validation region of targets or cluster
of targets lies in more than one sector, e.g., targets $X_5(k), X_7(k)$ and targets cluster $C_1(k) = \{X_2(k), X_3(k), X_4(k)\}$ in Figure 4.1. Furthermore, this approach does not make use of the minimum cost matrix already computed in the previous sector while computing the association in the current sector, which leads to computational inefficiency.

The continuous association algorithm proposed in this chapter implements an incremental assignment technique while performing measurement-to-track association and state estimation simultaneously. It utilizes the minimum cost matrix already computed in the previous measurement-to-track association and the dual variables as part of the input to determine the new association problem with added set of measurements and tracks modified by the dual variables. Intermediate track results are kept and final track states are updated according to the procedure in Section 4.2.

In this section, first a discussion in the minimum cost bi-partite matching is presented and later the extension to the incremental minimum cost bi-partite matching with application to sector-based measurement-to-track association and estimation is presented.

### 4.3.1 Minimum Cost Bi-partite Matching

The measurement-to-track association problem can be formulated as a graph matching problem [48]. The sets of tracks and measurements to be associated become the vertices of the matching graph, $G$, and the measurement-to-track association costs, $c_{ij,s}$, become the edges, $E$, of the graph.
Here, since track-to-track or measurement-to-measurement association is not feasible, the vertices, $V$, can be partitioned into set of tracks, $X(k)$, and set of measurements, $Z(k)$, resulting in a bi-partite matching graph, $G = \{X(k), Z(k), E\}$, as shown in Figure 4.2.

![Figure 4.2: Measurement-to-track association as a bi-partite matching graph](image)

The assignment algorithm, also called the Hungarian algorithm [48], searches iteratively for the optimal measurement-to-track association in the feasible association that minimizes the global association cost. With each iteration the dual feasible solution is maintained and the algorithm tries to find the primal feasible solution under the complementary slackness condition.

The first step in the assignment algorithm is the initialization of the dual variables $\alpha_i$ and $\beta_j$ as:

\[
\begin{align*}
\alpha_{i,s} & = 0 \\
\beta_{j,s} & = \min_i \{c_{ij,s}\} 
\end{align*}
\]  

(4.6)

and initial matching $\mathcal{M}_i$, i.e., $\mathcal{M}_i = \emptyset$. An augmenting path, $\mathcal{P}$, in a bi-partite graph with matching $\mathcal{M}$ is defined as a path that starts and ends with unmatched vertices.
and alternates between matched and unmatched edges. If the initial matching \( M \) is optimal, then there will be no augmenting path. However, the existence of augmenting path implies that the matching is not optimal and the algorithms has to search for augmenting paths.

Let

\[
\theta = \frac{1}{2} \min_{i \in (X - P), j \notin (Z - P)} \{c_{ij} - \alpha_i - \beta_j\} \tag{4.7}
\]

Then, the dual solution variables are updated as

\[
\alpha_i = \begin{cases} 
\alpha_i & i \in X - P \\
\alpha_i + \theta & i \in X \cap P 
\end{cases} \tag{4.8}
\]

and

\[
\beta_j = \begin{cases} 
\beta_j & j \in Z - P \\
\beta_j - \theta & j \in Z \cap P 
\end{cases} \tag{4.9}
\]

where \( P \) is the set of edges on the augmenting path and the augmentation is given as

\[
M_{k+1} = (M_k - P) \cup (P - M_k) \tag{4.10}
\]

The algorithm can be summarized as

1: Initialize
2: LABEL
3: while \( \alpha, \beta, M \) not optimal do
4: if \( \exists \) augmenting path then
5: AUGMENT
6:  else
7:    MODIFY
8:  end if
9:  end while

The algorithm terminates with the optimal matching and also with dual feasible solutions that satisfy the complementary slackness conditions.

4.3.2 Incremental 2D Assignment

The minimum cost bi-partite matching is sufficient for a frame-based 2D assignment, where association and state estimation are done at the end of the scan. However, in sector-based assignment a new set of measurements and tracks \( \{X_n(k) \rightarrow X_{n+t}, z_m(k) \rightarrow z_{m+p}(k)\} \) are added to the matching graph while sweeping from one sector to another as shown in Figure 4.3. In order to handle the new set of measurements and tracks that are added to the bipartite graph while moving to the next sector an incremental assignment [88] method is applied.

![Incremental measurement-to-track assignment](image)

Figure 4.3: Incremental measurement-to-track assignment
The incremental algorithm assigns any feasible labels to the newly added set of measurements and by using these labels determines the minimum-weighted matching of the new bi-partite matching. As a result, the minimum cost matrix already computed in the previous measurement-to-track association and the dual variables are utilized as part of the input to determine the new association problem with the added set of measurements and tracks modified by the dual variables.

The search for the new optimal measurement-to-track matching with additional set of $p$-vertices, i.e., $p$-additional set of tracks and measurements, is performed by the procedure below as:

1: BEGIN
2: $\mathcal{M}_{s+1} \leftarrow \mathcal{M}_s$
3: $\alpha_{1:n,s+1} \leftarrow \alpha_{1:n,s}$
4: $\beta_{1:n,s+1} \leftarrow \beta_{1:n,s}$
5: ASSIGN
6: for all $p \leftarrow 1 : P$ do
7:     $\alpha_{n+p,s+1} \leftarrow \min_{1 \leq j \leq n+p} \{c_{(n+p),j} - \beta_{j,s}\}$
8:     $\beta_{n+p,s+1} \leftarrow \min\{ \min_{1 \leq i \leq n} \{c_{i,(n+p)} - \alpha_{i,s}\}, c_{(n+p),(n+p)} \}$
9:     goto LABEL
10: end for

Hence, at the beginning of the scan, in the first sector, the assignment costs $c_{ij,s}$ are evaluated and the minimum cost bi-partite matching is applied to determine the optimal matching $\mathcal{M}_s$. Based on dynamic sector algorithm (see Section 4.2), if there
are tracks that can be updated, filtering will follow association and only those tracks will be updated. The optimal matching matrix with modified costs $\dot{c}_{ij,s}$ and the value of the dual variables $\alpha$ and $\beta$ in the matching steps will be kept for the next sector. The modified cost is given as:

$$\dot{c}_{ij,s} = c_{ij,s} - \alpha_{i,s} - \beta_{j,s}$$

Figure 4.4: Measurement-to-track assignment in current sector.

Figure 4.4\(^2\) shows a representative $2 \times 3$ measurement-to-track association problem within a sector. In the next sector, the optimal solution to the $n \times n$ problem in previous sector $M_s$, the dual variables $\alpha_s$ and $\beta_s$ are used in the incremental assignment algorithm to calculate the optimal matching $M_{s+1}$. Similarly,

$$\dot{c}_{ij,s+1} = \dot{c}_{ij,s+1} - \alpha_{i,s+1} - \beta_{j,s+1}$$

The incremental assignment procedure continues until the end of the sector is reached. At each step, each track will be updated with the associated measurement. Figure 4.5 shows an example $2 \times 3$ to $3 \times 4$ measurement-to-track association problem while

\(^2\)Time index is dropped in the figure for simplicity.
transiting from one sector to another.

\[
\begin{array}{cccc}
X_1 & \dot{c}_{1,1} & \dot{c}_{1,2} & \dot{c}_{1,3} & \dot{c}_{1,4} \\
X_2 & \dot{c}_{2,1} & \dot{c}_{2,2} & \dot{c}_{2,3} & \dot{c}_{2,4} \\
X_3 & \dot{c}_{3,1} & \dot{c}_{3,2} & \dot{c}_{3,3} & \dot{c}_{3,4} \\
\end{array}
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\text{Figure 4.5: Measurement-to-track assignment in next sector.}

\section{4.4 Simulations and Results}

\subsection{4.4.1 Simulation Setup}

In the simulation experiment, a surveillance area of 3000 m $\times$ 3000 m is considered. Six targets, spanning multiple sectors, are located in the sensor’s field of view. The target initial position, velocity and sector number are summarized in Table 4.2.

\begin{table}[h]
\centering
\caption{Initial States of Simulated targets}
\begin{tabular}{|c|c|c|c|c|}
\hline
Target No. & Initial $x$ (m) & Initial $\dot{x}$ (m/s) & Initial $y$ (m) & Initial $\dot{y}$ (m/s) & Sector no. \\
\hline
Target 1 & 2200 & -12 & 1520 & 17 & 1 \\
Target 2 & 1750 & -15 & 2300 & -17 & 3 \\
Target 3 & 1500 & 0 & 2100 & 10 & 4 \\
Target 4 & 1300 & 15 & 2400 & -17 & 4 \\
Target 5 & 600 & 18 & 1600 & 17 & 6 \\
Target 6 & 1700 & -18 & 1000 & 10 & 10 \\
\hline
\end{tabular}
\end{table}
Figure 4.6: Target trajectories (‘.’ - start point of target and ‘*’ - end point of target).

The targets follow a Nearly Constant Velocity (NCV) motion model [93]. It is also possible to apply the algorithm with maneuvering targets. However, in this work the focus is to demonstrate the track update efficiency of the proposed sector-based association compared to the standard frame-based association. The target trajectories for a duration of 20 scans are shown in Figure 4.6.

It can be noted in Figure 4.6 that some of the targets cross consecutive sectors in
their lifetime (targets 1, 2, 4, 5 and 6), some move in the clockwise direction (targets 4, 5 and 6), some move in the counter-clockwise direction (targets 1 and 2) and that others move in the radial direction (target 3). In addition, a set of targets is clustered in multiple sectors with overlapping measurement validation region (targets 2, 3 and 4).

Figure 4.7: Range and bearing measurements of a rotating radar.
A stationary 2-D radar located at $[1500 \text{ m}, 1500 \text{ m}]$ is used for observing the targets. The period of a complete scan is one second where the radar starts at zero and scans in the clockwise direction. Experiments are also conducted with a sampling interval of 12 s, which is representative of an AEW system [25]. False alarms are uniformly distributed with $P_{FA} = 10^{-3}/\text{m}^2$ and probability of detection is 0.95. The range and azimuth measurement standard deviations are $\sigma_r = 15 \text{ m}$ and $\sigma_\theta = 0.01 \text{ rad}$,
respectively. Thus a measurement vector contains range and bearing measurements with measurement interval, \( t \in [0, 1] \). The radar measurements for a single Monte Carlo experiment are shown in Figure 4.7.

Target tracking is handled with both the standard frame-based and the proposed sector-based approaches with 2-D assignment for measurement-to-track association and the Extended Kalman Filter (EKF) for filtering. Tracking results with the proposed sector-based association are shown in Figure 4.8. With the sector based dynamic association approach the full scan is divided into twelve sectors so that each sector lasts for \( \frac{1}{12} \) s. The Root Mean Squared Error (RMSE) values of targets state estimation are the same for both algorithms while the performance advantage of the dynamic association the frame-based approach is in terms of the magnitude and uniformity of track latency.

In this experiment the track latency is defined as the difference between the time stamp of the received measurement and that of the track updated based on the same measurement. Note that signal processing and detection also cause latency, which will be applicable to both methods. Thus, the latency due to common processing steps is ignored.

### 4.4.2 Simulation Results

Two key points can be observed here. Targets located in the region that correspond to the start of a scan have larger track latency with the frame-based association than those located in the regions that correspond to the end of a scan. Furthermore, targets located near the sensor and moving primarily in a tangential direction experience more variation in the track latency than those located farther from the sensor and moving...
primarily in a radial direction with respect to the sensor.

![Figure 4.9: Tracks with increasing latency.](image)

The comparison between the frame-based and dynamic association techniques with respect to track latency based on 100 MoteCarlo runs is shown in Figures 4.9–4.10. In Figure 4.9 the track latency for the targets that move in counterclockwise direction is shown. It can be noted that the track latency with frame based approach increases over time for clockwise moving targets. Targets that move mainly in a radial direction have a relatively constant track latency compared to those moving tangentially as shown in Figure 4.10.

In Figure 4.11 the track latency for the targets that move in a clockwise direction is shown. Note that the latency with frame-based approach increases as the clockwise
target evolves over time. In all cases, the track latency with dynamic 2-D association approach is smaller and more uniform compared to frame based 2-D association approach as summarized in Figure 4.12. Furthermore, Figure 4.13 demonstrates a significant improvement in the average track latency when the scan period is increased to 12s. Airborne surveillance system like the AEW operate with low revisit rates, in which case the proposed algorithm significantly reduces the latency.

The computational requirement for the standard frame-based 2D assignment vs. continuous 2D assignment is shown in Figure 4.14. As it can be seen from the figure, the computation for continuous 2D assignment is spread over the whole scan instead of a big spike at the end of the scan as in the case of the frame-based 2D assignment. This is a critical advantages of the proposed method because computer overload or
spike is highly undesirable in real-time systems. Finally, the RMSE metrics of the algorithms are shown in Figure 4.15, which demonstrate that there is no loss in estimation accuracy as a result of breaking down the association and estimation from frames into sectors.
Figure 4.12: Average track latency

Figure 4.13: Average track latency with scan time 12 s
Figure 4.14: Computation time

Figure 4.15: RMSE of position estimates
Chapter 5

Multi source fusion

In maritime surveillance, a wide range of sensors such as radars, sonar, imaging sensors can be deployed simultaneously to monitor a specific region. Furthermore, with the Automatic Identification System (AIS) [83][87], Global Position System (GPS) enabled onboard transponders mounted on vessel itself broadcast the vessels location together with other vessel specific information that can be picked by other vessels in the vicinity or the fusion center.

Multiple sensors network can be broadly categorized as homogenous (e.g., multistatic radar system) in which case the observation from all sensors mapped to the same measurement space [42], or heterogenous (e.g., AIS/radar surveillance system) where the observations are mapped in to different kinematic measurement space and non-kinematic observation such as target ID and type [79][86]. Each sensor could process the observation and report its track estimates or forward the observations to centralized fusion center. With a centralized fusion architecture and heterogeneous sensor network, diversified information from multiple sources can be effectively fused to yield a single estimate [18]. In general the fused estimates from multiple
sources have improved overall tracking performance with respect to estimation accuracy, number of false tracks and miss detection over the estimates from a single source [36].

One way of multiple sensor information fusion is a track-to-track fusion [12][13][14][42]. In track-to-track fusion the fusion is done at track level such that tracks are initiated and maintained from each sensor and later combined. In a multitarget scenario the track-to-track fusion is done in two steps. The first step is to determine if the tracks are from the same target and the next step is to combine the associated tracks together. In [12][13] track-to-track fusion based on Bayesian Minimum Mean Square Error (MMSE) is presented for homogenous sensor network. The optimal track-to-track fusion is proposed in [42] that effectively computes the cross-covariance between tracks of different sensors considering the common process noise. The performance limits of track-to-track fusion versus centralized estimation is further investigated in [35] and track-to-track fusion with heterogenous sensors is presented in [79][86]. An alternative approach to a distributed tracking with Probability Hypothesis Density (PHD) Filter is also proposed in [7] that uses Huffman coding technique to effectively encode and transmit a measurement set with false alarms.

Although track-to-track fusion is a computationally efficient approach, estimation error resulted from each track and from the fusion process get accumulated and as a result the overall estimation error becomes large. In addition, there will be a processing delay to estimate tracks from each source before fusing and reporting the final estimate. Also, the performance of fusion from sensors can be degraded due to disassociation as investigated in [24]. Another alternative to a multisensor information fusion problem is a measurement level fusion [33] where measurements from
different sources are forwarded to centralized fusion center and processed jointly in the measurement-to-track association algorithm to initialize and maintain tracks. In [8][9] the joint processing of measurements from multiple propagation modes and homogeneous sensor network is handled as a multiple detection problem. The measurement level fusion offers improved tracking performance with the requirements of more computational resources as well as sufficient bandwidth between the synchronized sensors and fusion center.

Information fusion with heterogenous sensor network could be the case of vessels tracking in maritime environment. In maritime environment radars are primarily used as for the surveillance near the ports. Radars provide the range, bearing measurements of the vessels in the vicinity. Also, vessels identify themselves intermittently by broadcasting their location information using the Automatic Identification System (AIS) [87]. The AIS messages broadcasted in maritime scenario include position estimates with GPS level accuracy, rate of turn, course and speed. In addition, extra information such as destination, estimated time of arrival, vessel name and type can be included in the broadcasted AIS messages.

The initial purpose of exchanging AIS information between nearby vessels was to avoid a collision and also to gather additional information for navigation and route planning. The AIS information is available from the transponder that use a GPS system integrated with a standard Very High Frequency (VHF) transceiver mounted on the vessel. The broadcasted AIS messages can be picked by other vessels in the vicinity, vessel traffic services (VTS) or satellite overhead [83]. However, the use of self-organizing time division multiple access (SO-TDMA) for bandwidth sharing make the AIS prone to message interference, conflicting AIS IDs and missing AIS IDs. In
addition, the transmission rate for the AIS depends on the relative position of the vessel from the coastline and the type of vessels. The vessel’s transponder could be intentionally or non-intentionally turned off as well.

The aforementioned issues with the AIS framework make it intermittent as the data availability depends on the type and behavior of the vessel. On the other hand, radars report measurements at a constant revisit interval although they are prone to large measurement error and false alarms compared to AIS messages. In the literature, previous works mainly focus on track level fusion of radar and AIS measurements [22][27][51]. Track level fusion between the AIS data and Over-the-Horizon (OTH) radar has been presented in [27]. In this track level fusion, separate tracks are generated for the AIS and OTH radar and later fused. Also, the performance of fusion from sensors can be degraded due to disassociation resulted in the use of multiple sensors with different measurement errors is investigated in [24] based on simulations.

In this research, a measurement-level fusion of AIS messages and radar measurements is proposed based on the Joint Probabilistic Data Association (JPDA) framework. Tracks are initialized based on radar measurements and are assigned to the list of AIS IDs based on the initial distributions. As a result once the target is associated with the AIS ID its states can be updated with radar observations even if the ship is not transmitting its AIS data. For targets that are widely separated there will be no ambiguity for the AIS ID-to-track association. However, as the vessels get close there will be ambiguity for AIS ID-to-track assignment. A probabilistic AIS IDs-to-tracks assignment technique is proposed to resolve the assignment ambiguity. As a result, each track keeps a list of AIS IDs with probabilities that will be updated by Bayesian
inference made on AIS messages, radar measurements and other tracks.

The effectiveness of the proposed measurement level fusion algorithm is compared with track-to-track fusion, which uses a Bayesian MMSE approach to fuse radar only and AIS only track estimates. Furthermore, the optimality of the proposed method is demonstrated by comparing with the Posterior Cramér-Rao Lower Bound (PCRLB) derived for AIS/Radar network under various AIS revisit intervals and radar measurement errors. Computational load analysis is also conducted that evaluates the relative computational requirements of the measurement-level fusion algorithm.

The rest of the chapter is organized as follows. In Section 5.1 mathematical modeling for target dynamics, the radar measurements and AIS messages is presented. In Section 5.2 the AIS only tracking based on ID matching and Kalman filtering, radar only tracking based on joint probabilistic data association are presented. The track-to-track fusion and the measurement-level fusion are presented in Section 5.3. The PCRLB that is derived for AIS/Radar network is also discussed in this section. Simulation results based on closely spaced multiple targets is presented in Section 5.4 that demonstrate the improved performance of the proposed measurement-level fusion algorithm.

5.1 System Model

In maritime environment vessels trajectory can be modeled as a linear constant velocity with some level of process noise (see Section 2.1.1). Based on vessels type and behavior, other nonlinear motion models such as coordinated turn and acceleration models [93] can be incorporated as well.
5.1.1 Target Dynamics

Targets (vessels) follow motion model given as

\[ x_t(k) = F_t x_t(k - 1) + v_t(k) \] (5.1)

where \( F_t \) is the state transition matrix and \( v_t(k) \) is the process noise level, which is assumed to be a white Gaussian noise.

Here, the level of process noise can be chosen based on the type and size of vessel. For example, bulk carrier moves almost in a straight path and can be modeled with a very small process noise level compared to small boats.

5.1.2 Radar Measurements

The radar measurement model is given by (see Section 2.1.2)

\[ z_r(k) = h(x_t(k)) + w(k) \] (5.2)

where \( z_r(k) \in \mathbb{R}^{n_z} \) represents the target-originated measurement above the detection threshold, \( n_z \) is the dimension of the measurement space, \( h(\cdot) \) is the nonlinear measurement function of the target state and \( w(k) \) is the measurements noise.

5.1.3 AIS measurements

AIS messages are broadcast at longer intervals than the radar revisit intervals. Hence, \( n_k \) time step is used in the AIS observation model where \( n \) is a factor that denotes the relative sampling interval of the AIS messages compared to that of the radar
measurements. For example, $n = 1$ implies the radar and AIS massages have same revisit interval. In practical scenarios, the AIS messages arrive at a slower rate than the radar detection, i.e., $(n_k > 1)$.

The AIS messages from vessels include position, horizontal speed, course and consistent target ID given by

$$z_a(k) = \begin{cases} g(x(t(k)) + w(k) & k = n_k \\ 0 & n_k < k < n_{k+1} \end{cases}$$

(5.3)

where

$$g(x_t(k)) = \begin{bmatrix} x(k) \\ y(k) \end{bmatrix}$$

(5.4)

with a covariance $R_a$ given by

$$R_a = \begin{bmatrix} \sigma_x^2 & 0 \\ 0 & \sigma_y^2 \end{bmatrix}$$

(5.5)

where $\sigma_x$ and $\sigma_y$ are the standard deviations in the Cartesian $X - Y$ coordinates. Furthermore, each AIS message has AIS ID tag $\xi_t(k)$.

The speed information in the AIS messages is filtered from the position coordinates, hence, only the position information from the AIS massages is considered for estimation.
5.2 AIS/Radar Tracking

The set of measurements that consists of both radar and AIS measurements at time $k$ is denoted by

$$\begin{align*}
Z(k) &= \begin{cases}
Z_r(k) & n_k < k < n_{k+1} \\
\{Z_r(k), Z_a(k)\} & k = n_k
\end{cases} \\
\text{where } Z_r(k) \text{ and } Z_a(k) \text{ denote measurements at time step } k \text{ from the radar and AIS, respectively, such that}
\end{align*}$$

$$\begin{align*}
Z_r(k) &= \{z_i^r(k)\}^{m^r_k}_{i=1} \\
Z_a(k) &= \{z_i^a(k)\}^{m^a_k}_{j=1}
\end{align*}$$

where $m^r_k$ and $m^a_k$ are the total number of radar and AIS measurements, respectively.

5.2.1 Radar-Only Tracking

Radar observation include target-originated measurements mixed with false alarms without ID information. Multitarget algorithms such as the MHT [19] or the PHD filter [56] could be used with the radar data set. However, these algorithms are computationally intensive (especially when the false alarm rate is very high due to ocean waves and sea clutter) and hence in this work the JPDA [28][57] framework is chosen. The measurement-level fusion algorithm, which is proposed in Section 5.3, is also developed based on the JPDA framework.
Tracks are initialized with a two-point track initialization procedure. In the probabilistic data association framework, the final estimate is a weighted sum of estimates under all measurement-to-track association events. Using the total probability theorem over the current measurement association events, the state at time $k$ can be written as

$$\hat{x}_r^r(k|k) = \sum_{i=1}^{m_r} E[x_k|\theta_i(k), Z_r^k]P\{\theta_i(k)|Z_r^k\}$$

$$= \sum_{i=1}^{m_r} \hat{x}_i(k|k)\beta_i(k)$$  \hspace{1cm} (5.9)

$$= m_r \sum_{i=1}^{m_r} \hat{x}_i(k|k)\beta_i(k)$$  \hspace{1cm} (5.10)

where $m(k)$ is the number of measurements, $\hat{x}_i(k|k)$ is the updated state conditioned on the event that the $i$-th candidate association is correct and

$$\beta_i(k) \triangleq P\{\theta_i(k)|Z_r^k\}$$  \hspace{1cm} (5.11)

The above formulation considers all candidate measurements within a given scan. However in practice, the total number of candidate measurements can be reduced by applying gating techniques presented in Section 2.3.

Furthermore, in a multitarget scenario overlapping gates imply closely-spaced target and thus joint association events have to be considered. The next step is to combine the innovation from each candidate measurement to yield the final state and covariance update as

$$\hat{x}_r^r(k|k) = \hat{x}(k|k - 1) + W(k)\nu(k)$$  \hspace{1cm} (5.12)
where the combined innovation is

$$
\nu(k) = \sum_{i=1}^{m_k} \beta_i(k) \nu_i(k)
$$

(5.13)

The covariance associated with the updated state is

$$
P^r(k|k) = P^c(k|k) + \hat{P}(k)
$$

(5.14)

where the covariance of the state updated with the correct measurement is

$$
P^c(k|k) = P(k|k-1) - (1 - \beta_0)W(k)S(k)W(k)'
$$

(5.15)

and the spread of the innovations term is

$$
\hat{P}(k) \triangleq W(k)[\sum_{i=1}^{m_k} \beta_{i,k} \nu_i(k)\nu_i(k)' - \nu(k)\nu(k)']W(k)
$$

(5.16)

### 5.2.2 AIS-Only Tracking

The AIS messages include position estimates in Cartesian coordinates. Hence, based on the ID match between a track and an AIS message a Kalman filter is used for estimation due to the linear observation model of AIS messages.

- **Case 1:**
- during the time steps with AIS messages \((k = n_k)\)

\[
\hat{x}^\alpha(k|k) = \hat{x}(k|k - 1) + W(k)(z(\alpha(k) - g(\hat{x}(k|k - 1)))
\]

\[
P^\alpha(k|k) = P(k|k - 1) - W(k)S(k)W(k)'
\]

where

\[
W(k) = P(k|k - 1)G(k)S(k)^{-1}
\]

\[
S(k) = G(k)P(k|k - 1)G(k)' + R_\alpha(k)
\]

Here, \(R_\alpha(k)\) is the AIS measurement covariance and \(G(k)\) is the linear observation model of AIS given by.

\[
G(k) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

- Case 2:

- during the time steps without AIS messages \((n_k < k < n_{k+1})\)

\[
\hat{x}^\alpha(k|k) = \hat{x}(k|k - 1)
\]

\[
P^\alpha(k|k) = P(k|k - 1)
\]

Note that AIS-only tracking performs poorly whenever there is an AIS ID swap among tracks as a result of incorrect AIS ID-to-track associations. In addition, missing
AIS IDs will result in prediction only estimates.

5.3 Fused AIS-Radar Tracking

In this section the track-to-track fusion of AIS and radar estimates, the measurement-level fusion algorithm developed based on JPDA framework and the PCRLB derived for the combined AIS/radar observations are presented.

5.3.1 Track-to-Track Fusion

In the track-to-track fusion approach [13][42] independent estimates from the radar measurements \( \{\hat{x}^r(k|k), P^r(k|k)\} \) and AIS data \( \{\hat{x}^a(k|k), P^a(k|k)\} \) are initially tested if two tracks are from the same target based on hypothesis generated by the difference between the two estimates. The difference is given by

\[
\hat{\Delta}^{ra}(k) = \hat{x}^r(k|k) - \hat{x}^a(k|k)
\] (5.25)

and the hypothesis that the estimates are from the same target is accepted when

\[
D = \hat{\Delta}^{ra}(k)'[P^r(k|k) + P^a(k|k)]^{-1}\hat{\Delta}^{ra}(k) \leq D_\alpha
\] (5.26)

where \( D_\alpha \) is the threshold distance.

The associated tracks are then combined according to the Baysian Minimum Mean
Squared Error (MMSE) criterion [14] to yield the fused estimate as

$$\hat{x}_c(k|k) = \hat{x}_r(k|k) + (P_r(k|k) - P_{ra}(k|k)) \times (P_r(k|k) + P_a(k|k) - P_{ra}(k|k) - P_{ar}(k|k))^{-1} \times (\hat{x}_a(k|k) - \hat{x}_r(k|k))$$ (5.27)

and the covariance as

$$P_c(k|k) = P_r(k|k) - (P_r(k|k) - P_{ra}(k|k)) \times (P_r(k|k) + P_a(k|k) - P_{ra}(k|k) - P_{ar}(k|k))^{-1} \times (P_r(k|k) - P_{ar}(k|k))$$ (5.28)

where $\hat{x}_c(k|k)$ is the combined estimate, $P_c(k|k)$ is the corresponding combined covariance and $P_{ra}(k|k)$ is the cross-covariance between $\hat{x}_r(k|k)$ and $\hat{x}_a(k|k)$.

### 5.3.2 Measurement-Level Fusion

With the measurement-level fusion approach, at each time step the radar measurements and AIS data (if available) are directly used for a single track estimate.

**Initialization**

Tracks are initialized using the two-point approach [14] using radar measurements. Let $X(k)$ denote the set of tracks at time step $k$. That is,

$$X(k) = \{X_1(k), \cdots, X_T(k)\}$$ (5.29)
with AIS IDs and their probabilities for each track $X_t(k)$ being denoted by

$$\xi_t(k) = [\xi_t^1(k), \cdots, \xi_t^T(k)]$$ (5.30)

and

$$p(\xi_t(k)) = [p(\xi_t^1(k)), \cdots, p(\xi_t^T(k))]$$ (5.31)

respectively.

Prior to receiving AIS measurements, track IDs are assumed to have equal probability. That is,

$$p(\xi_t^i(k)) = 1/N_T(k)$$ (5.32)

where $N_t(k)$ is the total number of initialized tracks at time step $k$.

The measurement-level fusion procedure for a given scan is shown in Figure 5.1. As shown in Figure 5.1, when AIS is available, a track’s AIS ID probabilities are evaluated based on AIS messages. When AIS is not available, a track’s AIS ID probabilities are evaluated based on Bayesian inference made on radar measurements, and other tracks with validation gates overlapping with a given track. In the first case, tracks are updated with stacked AIS/radar data set according to the assigned AIS ID probabilities, and in the latter case, tracks are updated with radar measurements. The evaluation of a track’s AIS ID probabilities and update procedure are discussed in the following sections.
Is there AIS?

- Yes
  - Evaluate track AIS ID probabilities
  - Fuse AIS/radar
  - Filter/update tracks

- No
  - Evaluate track AIS ID probabilities
  - Radar measurements

Figure 5.1: Measurement-level AIS/radar fusion.
AIS ID probability update based on AIS messages

The AIS ID probability for a given track based on the set of AIS measurement is given by

\[ p(\xi^i_t(k)|X_t(k), Z_a^k) = \frac{p(Z_a^k|\xi^i_t(k), X_t(k))p(\xi^i_t(x), X_t(k))}{p(Z_a^k, X_t(k))} \] (5.33)

Applying conditional probability to the above gives

\[ p(\xi^i_t(k)|X_t(k), Z_a^k) = \frac{p(Z_a^k|\xi^i_t(k), X_t(k))p(\xi^i_t(x)|X_t(k))}{p(Z_a^k|X_t(k))} \] (5.34)

The measurement set \( Z_a^k = \{Z_a(k), Z_a^{k-1}\} \) includes current AIS measurements, \( Z_a(k) \), and all the measurements up to time step \( k \), which can be summarized by \( Z_a^{k-1} \). Then

\[ p(\xi^i_t(k)|X_t(k), Z_a(k), Z_a^{k-1}) = \frac{p(Z_a(k)|\xi^i_t(k), X_t(k), Z_a^{k-1})p(Z_a^{k-1}|X_t(k), \xi^i_t(k))}{p(Z_a(k)|X_t(k), Z_a^{k-1})} \times \frac{p(\xi^i_t(k)|X_t(k))}{p(Z_a^{k-1}|X_t(k))} \] (5.35)

The conditional probabilities of AIS measurements are only dependent on the targets states. Thus,

\[ p(Z_a^{k-1}|X_t(k), \xi_t(k)) \propto p(Z_a^{k-1}|X_t(k)) \] (5.36)

Therefore, (5.35) reduces to

\[ p(\xi^i_t(k)|X_t(k), Z_a(k), Z_a^{k-1}) = \frac{p(Z_a(k)|\xi^i_t(k), X_t(k), Z_a^{k-1})p(\xi^i_t(k)|X_t(k))}{p(Z_a(k)|X_t(k), Z_a^{k-1})} \] (5.37)

\[ = \frac{p(Z_a(k)|\xi^i_t(k), X_t(k), Z_a^{k-1})p(\xi^i_t(k)|X_t(k))}{p(Z_a(k)|X_t(k), Z_a^{k-1})} \] (5.38)

Since an AIS position measurement and the corresponding ID are independent [82],
one has

\[ p(Z_a(k)|\xi_t^i(k), X_t(k), Z_a^{k-1}) \propto p(Z_a(k)|\xi_t^i(k), Z_a^{k-1}) \times p(Z_a(k)|X_t(k), Z_a^{k-1}) \]

where the first part, \( p(Z_a(k)|\xi_t^i(k), Z_a^{k-1}) \), is the ID information available from AIS data and the second part, \( p(Z_a(k)|X_t(k), Z_a^{k-1}) \), is the kinematic information. The prior information is

\[
p(Z_a(k)|\xi_t^i(k), X_t(k), Z_a^{k-1}) = \begin{cases} 1 & \text{if } \xi_t^i(k) \in Z_a(k) \\ 0 & \text{otherwise} \end{cases} \quad (5.39)
\]

Furthermore, the denominator term in (5.38), \( p(Z_a(k)|X_t(k), Z_a^{k-1}) \), denotes the association probabilities based on position measurements from the AIS data given by

\[
p(Z_a(k)|X_t(k), Z_a^{k-1}) = \sum_{i=1}^{m_a^2} p(z_a^i(k)|X_t(k), Z_a^{k-1}), \]

where

\[
p(z_a^i(k)|X_t(k), Z_a^{k-1}) = \mathcal{N}[z_a^i(k); \hat{z}_a(k|k-1), S_a^a(k)] \quad (5.40)
\]

**AIS ID probability update based on radar measurements**

Unlike AIS data, radar measurements do not include ID information. Hence, probabilistic inference is made on the radar measurements and other tracks in order to update a given AIS ID-to-track assignment probability.
Thus, the AIS ID probability for a given track based on the set of radar measurements in the validation gate is given by

\[
p(\xi_t^i(k), X_t(k)|X_1(k), \cdots, X_{n_T}(k), Z_r^k) = \frac{p(Z_r^k, X_t(k)|\xi_t^i(k), X_1(k), \cdots, X_{n_T}(k))}{p(Z_r^k, X_1(k), \cdots, X_{n_T}(k))} \times p(\xi_t^i(x), X_1(k), \cdots, X_{n_T}(k))
\]

where \(\{X_1(k), \cdots, X_{n_T}(k)\}\) is the list of tracks with validation gates overlapping with those of track \(X_t(k)\).

Applying the total probability theorem and assuming that different targets generate radar measurements independently,

\[
p(\xi_t^i(k), X_t(k)|X_1(k), \cdots, X_{n_T}(k), Z_r^k) = \frac{p(Z_r^k|X_t(k))}{\sum_{i=1, i \neq t}^{n_T} p(Z_r^k|X_i(k))} \times \sum_{i=1, i \neq t}^{n_T} p(\xi_t^i(x)|X_i(k))
\]

Denote \(Z_r^k = \{Z_r(k), Z_r^{k-1}\}\) such that \(Z_r(k)\) contains current radar measurements and \(Z_r^{k-1}\) summarizes all the measurements up to time step \(k\). Then,

\[
p(\xi_t^i(k), X_t(k)|X_1(k), \cdots, X_{n_T}(k), Z_r(k), Z_r^{k-1}) = \frac{p(Z_r(k), X_t(k)|Z_r^{k-1})}{\sum_{i=1, i \neq t}^{n_T} p(Z_r(k)|X_i(k), Z_r^{k-1})} \times \sum_{i=1, i \neq t}^{n_T} p(\xi_t^i(x)|X_i(k))
\]

where the radar measurement likelihood is given by
\[ p(Z_r(k)|X_t(k), Z_{r-1}^k) = \sum_{i=1}^{m_t^f} p(z_i^r(k)|X_t(k), Z_{r-1}^k), \]

where

\[ p(z_i^r(k)|X_t(k), Z_{r-1}^k) = \mathcal{N}[\hat{z}_r^i(k); \hat{z}_r(k)|k-1, S_r^f(k)] \quad (5.44) \]

The updated AIS ID probabilities for a track based on radar measurements are maintained for the correct AIS ID-to-track assignment. Finally the tracks are updated with the combined innovation from the radar measurements and AIS messages as

\[ \hat{x}^{m_f}(k|k) = \hat{x}(k|k-1) + W^{m_f}(k)\nu^{m_f}(k) \quad (5.45) \]

where \( W^{m_f}(k) \) is given by

\[
W^{m_f}(k) = \begin{cases} 
    P(k|k-1)[H(k) \odot G(k)]S^{m_f}(k)^{-1} & \text{if } k = n_k \\
    P(k|k-1)[H(k)]S^{m_f}(k)^{-1} & \text{if } n_k < k < n_{k+1}
\end{cases} \quad (5.46)
\]

and

\[
S^{m_f}(k) = \begin{cases} 
    [H(k) \odot G(k)]P(k|k-1)[H(k) \odot G(k)]' + R_r(k) \otimes R_a(k) & \text{if } k = n_k \\
    H(k)P(k|k-1)H(k)' + R_r(k) & \text{if } n_k < k < n_{k+1}
\end{cases} \quad (5.47)
\]

Here, \( A \odot B \triangleq [A \ B]' \) and \( A \otimes B \triangleq [A \ 0; 0 \ B] \).
5.3.3 PCRLB for AIS/Radar Network

A theoretical lower bound, which can be used as a benchmark for the performance evaluation of the proposed measurement level fusion algorithm, can be provided by the Posterior Cramér-Rao Lower Bound (PCRLB) [59]. However, previous works on multisensor PCRLB focus on the derivation of the lower bound for homogeneous sensors with measurement origin uncertainty and sensor management based on the computed PCRLB results [68]. Furthermore, it is usually assumed that all sensors report measurements at each time step with some less-than unity detection probability and non-zero false alarms.

In this section, the extension of the PCRLB to heterogeneous sensors with variable scan rate is discussed. Note that the background on PCRLB is presented in Section 3.3.1 and the measurement contribution factor is presented below.

Measurement contribution of AIS/radar

For $m^r_k$ number of radar measurements and $m^a_k$ number of AIS messages that are received at time $k$, the independent AIS and radar observation process implies

$$p(Z(k)|X(k), m^r_k, m^a_k) = \begin{cases} 
  p(Z_r(k)|X(k), m^r_k) \times p(Z_a(k)|X(k), m^a_k) & \quad k = n_k \\
  p(Z_r(k)|X(k), m^r_k) & \quad n_k < k < n_{k+1}
\end{cases}$$

(5.48)
and taking the logarithm of both sides of (5.48) gives

\[
\log p(Z(k)|X(k), m_k^r, m_k^a) =
\begin{cases}
\log p(Z_r(k)|X(k), m_k^r) + \log p(Z_a(k)|X(k), m_k^a) & k = n_k \\
\log p(Z_r(k)|X(k), m_k^r) & n_k < k < n_{k+1}
\end{cases}
\] (5.49)

Hence, the multiple heterogeneous sensors generalization becomes

\[
J_z(k+1) = \sum_{h_k} p(h_k) J_{zh}
\] (5.50)

where \( h_k \) is the number of heterogeneous sensors reporting measurements at time step \( k \). Furthermore, for the radar measurements, under the assumption that false alarms are uniformly distributed in the measurement space and the number of false alarms is Poisson distributed, the measurement contribution is given by

\[
J_z(k) = \begin{cases}
\prod_{m_k} (1 - P_{m_k}^a) J_{za}(k) & k = n_k \\
[(1 - P_{m_k}^a) \mu_{FA}(m(k)) + P_{m_k}^a \mu_{FA}(m(k) - 1)] J_{za}(k) & n_k < k < n_{k+1}
\end{cases}
\] (5.51)

where

\[
J_{za}(k) = E \left[ -\Delta x_{k+1} \log p(Z_r(k)|X(k), m_k^r) \right]
\] (5.52)

\[
J_{za}(k) = E \left[ -\Delta x_{k+1} \log p(Z_a(k)|X(k), m_k^a) \right]
\] (5.53)
### Table 5.1: Initial Conditions

<table>
<thead>
<tr>
<th>Initial</th>
<th>Target-1</th>
<th>Target-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>700</td>
<td>800</td>
</tr>
<tr>
<td>$\dot{x}$</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$y$</td>
<td>700</td>
<td>780</td>
</tr>
<tr>
<td>$\dot{y}$</td>
<td>3</td>
<td>$-3$</td>
</tr>
<tr>
<td>$\sigma_p$</td>
<td>0.1</td>
<td>1</td>
</tr>
</tbody>
</table>

5.4 Simulations and Results

In this section, the tracking performance of the proposed measurement-level fusion algorithm is compared with radar-only tracking, AIS-only tracking, track-to-track fusion and the PCRLB. Experimental results are presented based on 100 Monte Carlo simulations.

5.4.1 Simulation Setup

In the simulation studies, a two dimensional tracking example is considered. A surveillance region of 1 km $\times$ 1 km that consists of two closely spaced targets is considered. The initial conditions for the target states are summarized in Table 5.1.

The measurements from to the radar that is located at origin $(0, 0)$ has a sampling period of 1 s. Additional parameters for the radar are: probability of detection, $P_D = 0.9$; standard deviation of range measurements, $\sigma_r = 10$ m; standard deviation of bearing measurements, $\sigma_\theta = 0.1$ rad; false alarm rate, $\lambda = 5 \times 10^{-3}$ m$^{-1}$ rad$^{-1}$. 
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In addition, the AIS messages broadcast from the targets have the following parameters: standard deviation of the x-coordinate measurements, $\sigma_x = 3$ m; standard deviation of y-coordinate measurements, $\sigma_y = 3$ m; probability of AIS message with missing ID, $P_m = 0.2$; and probability of ID swap, $P_s = 0.1$. Various AIS revisit intervals $n \in (3, 12)$ are considered evaluating the performance of the proposed target tracking approaches.

### 5.4.2 Simulation Results

The simulation results presented in this section are based on 100 Monte Carlo Runs. Figure 5.2 shows the position Root Mean Squared Error (RMSE) comparison of various techniques for the first target. In the Figure ‘Radar-Only’ refers to tracks from only the radar measurements with JPDA; ‘AIS-Only’ refers to tracks with only AIS messages based on the ID match and Kalman Filter; ‘T2T’ refers to the fused tracks of ‘Radar Only’ and ‘AIS-Only’ outputs; ‘Proposed-Fusion’ refers to the proposed measurement level fusion method and finally the ‘PCRLB’ refers to the theoretical PCRLB.

As demonstrated in the figure, measurement-level fusion gives better performance than track-to-track fusion, radar-only and AIS-only methods. Furthermore, the performance of the measurement-level fusion is closer to the theoretical limit, i.e., PCRLB, than other methods. Similarly, Figure 5.3 shows the position RMSE comparison of various techniques for the second target. The second target exhibits large process noise, which resulted in large prediction errors. This effect can be seen with AIS data only tracking.

In the figure, it is also demonstrated that for AIS-only tracking the estimation has
Figure 5.2: RMSE for Target 1.
to delay prediction during the interval \( (n_k < k < n_{k+1}) \) when the AIS messages are not available. Although radar-only estimates do not rely on prediction since measurements arrive during each scan, the accuracy is limited due to large measurement errors associated with range and bearing measurements. Note that the AIS-only and track-to-track fusion methods yield degraded results due to missing AIS ID information and ID swaps between the targets. This is handled more accurately by the proposed measurements level fusion algorithm with ID probabilities shown in Figure 5.4.

In Figure 5.5 the time-averaged position RMSE for Target 1 is shown for different AIS message revisit intervals. From the figure it can be seen that as the AIS revisit interval becomes large, the performances of the track-to-track fusion as well as the measurement level fusion methods get closer to that of radar-only tracking. Similarly, the time-averaged position RMSE for Target 2 is shown in Figure 5.6.
Figure 5.4: AIS ID probabilities.

Figure 5.5: Time-averaged position RMSE of target 1 for various AIS revisit rates ($\sigma_r=5 \text{ m}, \sigma_\theta=0.1 \text{ rad}$).
Figure 5.6: Time-averaged position RMSE of target 2 for various AIS revisit rates ($\sigma_r = 5 \text{ m}, \sigma_\theta = 0.1 \text{ rad}$).
Figure 5.7: Time-averaged position RMSE of target 1 for various AIS revisit rates ($\sigma_r = 10\text{ m}, \sigma_\theta = 0.5\text{ rad}$).
Figure 5.8: Time-averaged position RMSE of target 2 for various AIS revisit rates ($\sigma_r = 10\, m, \sigma_\theta = 0.5\, rad.$)
Table 5.2: Computational Load Comparison

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Normalized Computation Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n = 3)</td>
</tr>
<tr>
<td>Radar-Only</td>
<td>0.2111</td>
</tr>
<tr>
<td>AIS-Only</td>
<td>0.1097</td>
</tr>
<tr>
<td>T2T-Fusion</td>
<td>0.3985</td>
</tr>
<tr>
<td>Proposed-Fusion</td>
<td>0.2807</td>
</tr>
</tbody>
</table>

In Figures 5.7 and 5.8 similar results are shown with larger radar measurement covariances (\(\sigma_r = 10\) m, \(\sigma_\theta = 0.5\) rad).

Table 5.2 summarizes the relative computational loads of AIS-only, radar-only, and track-to-track fused and measurement wise fused AIS/radar estimates. As demonstrated in the table, the computational requirement of measurement-level fusion is slightly higher than that of the radar-only method and significantly lower than that of track-to-track fusion.
Chapter 6

Conclusions

This thesis studied the limitations of data association techniques used in multitarget tracking algorithms and proposed effective solutions.

In this thesis, a new Multiple-Detection Joint Probabilistic Data Association Filter (MD-JPDAF) was proposed for tracking multiple targets when multiple detection from a target per scan arises. When multiple detection from a target fall within the association gate, the standard JPDAF returns degraded state estimates due to violation of the one-measurement-per-scan assumption. In the proposed MD-JPDAF, combinatorial association events were formed to handle the possibility of multiple measurements from a target in a scan. Modified association probabilities were calculated with the explicit assumption of multiple detection. In order to provide a benchmark for performance comparison, the PCRLB was derived for this multiple-detection scenario for a single target tracking problem. Monte Carlo simulations were performed with a 2D sensor and an OTHR to test the performance of the proposed filter. Experimental results demonstrated the effectiveness of the proposed algorithm.
This thesis also proposed a continuous measurement-to-track association algorithm for continuously scanning radars. The proposed algorithms allow targets state update within the duration of a scan thereby increasing the track update speed. A complete scan was automatically divided into sectors, which could be as small as a single detection, depending on the scanning rate, sparsity of targets and the required target state update speed. Measurement-to-track association, filtering and target state update were performed simultaneously while sweeping from one end to another without waiting for the end of a scan. The proposed continuous 2-D assignment algorithm implements an incremental assignment technique in order to match new set of measurements and tracks with the existing ones. Experimental results based on rotating radars showed the track latency with continuous 2-D assignment technique is far less and more uniform than that of the frame based 2-D assignment without sacrificing accuracy.

A measurement-level fusion algorithms for combining radar measurements with AIS messages was also proposed in this thesis. In the proposed fusion algorithm, the ambiguity in the AIS ID messages that result due to targets being close to one another was resolved by multiple AIS IDs that are assigned to a track. The assigned AIS ID-to-track assignment probabilities were updated by both AIS and radar measurements based on kinematic and non-kinematic Bayesian inference. The performance of the proposed measurement level fusion technique was demonstrated with simulated data and compared with those of track-to-track fusion, and the theoretical Posterior Cramér-Rao Lower Bound.
Appendix A

MDPDA

A.0.1 Probabilistic Inference

In the MD-PDAF, multiple-detection association probabilities are evaluated by probabilistic inference, which is made on

- the number of measurements in the validation region, \( m(k) \),
- the number of target-originated measurements, \( \varphi \),
- the location of measurements.

This is expressed as

\[
\beta_{\varphi,n_\varphi}(k) = p(\theta_{\varphi,n_\varphi}(k)|Z^k, m(k), \varphi, Z^{k-1}) = \frac{1}{c} p(Z^k|\theta_{\varphi,n_\varphi}(k), m(k), \varphi, Z^{k-1}) \times p(\theta_{\varphi,n_\varphi}(k)|m(k), \varphi, Z^{k-1}) \quad (A.1)
\]

The first and second terms in (A.1) refer to measurement location and source inference, respectively.
Measurement Location Inference

the joint pdf of the correct measurement based on location inference is

$$p(Z^k|\theta_{\phi,n_{\phi}}, m(k), \varphi, Z^{k-1}) =$$

$$\begin{cases} 
\frac{1}{P_G} \times \{ \bigcup_{i=1}^{p} G_i(k) \}^{-m(k)+\varphi} N(\nu_{\phi,n_{\phi}}(k); 0, S_{\phi,n_{\phi}}(k)) & n_{\phi} = 1, \ldots, c_{\phi m}(k) \\
\{ \bigcup_{i=1}^{p} G_i(k) \}^{-m(k)} & n_{\phi} = 0
\end{cases}$$

(A.2)

Measurement Source Inference

this evaluates the event \(\theta_{\phi,n_{\phi}}\) conditioned on the total number of validated measurements \(M = m(k)\) and number of target-originated measurements, \(\varphi\). Here \(M\) denotes the random variable and \(m(k)\) its realization [14]. Then,

$$p(\theta_{\phi,n_{\phi}}(k)|m(k), \varphi, Z^{k-1}) = p(\theta_{\phi,n_{\phi}}|M = m(k), \varphi)$$

$$= p(\theta_{\phi,n_{\phi}}|\Psi = m(k) - \varphi, M = m(k))$$

$$\times p(\Psi = m(k) - \varphi|M = m(k))$$

$$+ p(\theta_{\phi,n_{\phi}}|\Psi = m(k), M = m(k))$$

$$\times p(\Psi = m(k)|M = m(k))$$

(A.3)
where Ψ is the number of false measurements. For ϕ target-originated measurements, Ψ must be either \( m(k) - ϕ \) or \( m(k) \). Thus,

\[
p(θ_{ϕ,n_ϕ}(k)|m(k), ϕ, Z^{k-1}) = \begin{cases} \frac{1}{m(k)} \times p(Ψ = m(k) - ϕ|M = m(k)) & n_ϕ = 1, \ldots, c_{ϕm}(k) \\ p(Ψ = m(k)|M = m(k)) & n_ϕ = 0 \end{cases} \tag{A.4}
\]

where

\[
p(Ψ = m(k) - ϕ|M = m(k)) = \frac{p(M = m(k)|Ψ = m(k) - ϕ)p(Ψ = m(k) - ϕ)}{p(M = m(k))} = \frac{P_{DϕPG}(m(k) - ϕ)}{p(M = m(k))} \tag{A.5}
\]

and

\[
p(Ψ = m(k)|M = m(k)) = \frac{p(M = m(k)|Ψ = m(k))p(Ψ = m(k))}{p(M = m(k))} = \frac{(1 - P_{DϕPG})μ(m(k))}{p(M = m(k))} \tag{A.6}
\]

\( P_{Dϕ} \) is the probability of detecting a target ϕ times per scan. The total probability of detection \( P_D \) will become the superposition of detection probabilities of \( P_{Dϕ} \). Also, \( P_{DϕPG} \) is the probability that the target has been detected and ϕ measurements originated from it are inside the gate and \( (1 - P_{DϕPG}) \) is the probability that the measurements in the gate are false alarms. Thus,

\[
p(M = m(k)) = \sum_{ϕ=1}^{m(k)} P_{Dϕ}PGμ(m(k) - ϕ) + (1 - P_{DϕPG})μ(m(k)) \tag{A.7}
\]
Substituting (A.7) in (A.5) and (A.6), the result in (A.4), we get

\[
p(\theta, n, \varphi, Z^{k-1}) = \begin{cases} 
\frac{1}{m(k)} \sum_{\varphi=1}^{\varphi=\mu(m(k))} P_D P_G (m(k) - \varphi) & n_{\varphi} = 1, \ldots, c_{\varphi, m}(k) \\
\frac{1- P_D P_G (m(k))}{\sum_{\varphi=1}^{\varphi=\mu(m(k))} P_D P_G (m(k) - \varphi) + (1- P_D P_G) \mu(m(k))} & n_{\varphi} = 0
\end{cases}
\]  
(A.8)

### A.0.2 Special Case

With only one target-originated measurement \((P_{D_1}, \ldots, P_{D_\varphi} = P_D)\)

\[
p(\theta, n, \varphi, Z^{k-1}) = \begin{cases} 
\frac{1}{m(k)} \frac{P_D P_G (m(k) - 1)}{P_D P_G (m(k) - 1) + (1- P_D P_G) \mu(m(k))} & n_{\varphi} = 1, \ldots, c_{\varphi, m}(k) \\
\frac{1- P_D P_G (m(k))}{P_D P_G (m(k) - 1) + (1- P_D P_G) \mu(m(k))} & n_{\varphi} = 0
\end{cases}
\]  
(A.9)

Then the MD-PDAF reduces to the standard PDAF.
Appendix B

OTHR

B.0.3 OTHR Model

The range measurement is given by

\[ r_g(k) = r_1(k) + r_2(k) \]  \hspace{1cm} (B.10)

where

\[ r_1(k) = \sqrt{(\rho(k)/2)^2 + h_r^2} \]  \hspace{1cm} (B.11)

\[ r_2(k) = \sqrt{(\rho(k)/2)^2 - d \sin(\beta(k))/2 + (d/2)^2 + h_r^2} \]  \hspace{1cm} (B.12)
\[ \dot{r}_g(k) = \frac{dr_2(k)}{dt} \]

\[ = \frac{dr_1(k)}{dt} + \frac{dr_2(k)}{dt} \]

\[ = \frac{\rho(k)\dot{\rho}(k)}{4\sqrt{(\rho/2)^2 + h^2_r}} + \frac{\rho(k)\dot{\rho}(k) - d\sin(\beta(k))\dot{\rho}(k)}{4\sqrt{(\rho/2)^2 - d\sin(\beta(k))/2 + (d/2)^2 + h^2_t}} \]

and the Azimuth is given by

\[ \dot{\vartheta}(k) = \arcsin \left( \frac{\rho(k)\sin(\beta(k))}{2\sqrt{(\rho(k)/2)^2 + h^2_r}} \right) \]
Hence, the nonlinear measurement model for the OTHR is given by

\[
h(x(k)) = \begin{bmatrix}
\sqrt{\frac{(\rho(k)/2)^2}{4}} + h_1^2 + \sqrt{\frac{(\rho(k)/2)^2}{4} - d\rho(k) \sin(\beta(k))/2 + (d/2)^2 + h_1^2} \\
\frac{\rho(k)\dot{\rho}(k)}{4\sqrt{(\rho/2)^2 + h_1^2}} + \frac{\rho(k)\dot{\rho}(k) - d\sin(\beta(k))\dot{\rho}(k)}{4\sqrt{(\rho/2)^2 + d(\dot{\rho}^2/2 + h_1^2)}} \\
\arcsin \left( \frac{\rho(k)\sin(\beta(k))}{2\sqrt{(\rho(k)/2)^2 + h_1^2}} \right)
\end{bmatrix}
\]  
(B.17)

The Jacobian matrix for linear estimate is given by

\[
H(k) = \begin{bmatrix}
\frac{\partial r_g(k)}{\partial \rho(k)} & \frac{\partial r_g(k)}{\partial \rho(k)} & \frac{\partial r_g(k)}{\partial \beta(k)} & \frac{\partial r_g(k)}{\partial \beta(k)} \\
\frac{\partial r_g(k)}{\partial \rho(k)} & \frac{\partial r_g(k)}{\partial \rho(k)} & \frac{\partial r_g(k)}{\partial \beta(k)} & \frac{\partial r_g(k)}{\partial \beta(k)} \\
\frac{\partial \dot{r}_g(k)}{\partial \rho(k)} & \frac{\partial \dot{r}_g(k)}{\partial \rho(k)} & \frac{\partial \dot{r}_g(k)}{\partial \beta(k)} & \frac{\partial \dot{r}_g(k)}{\partial \beta(k)} \\
\frac{\partial \dot{r}_g(k)}{\partial \rho(k)} & \frac{\partial \dot{r}_g(k)}{\partial \rho(k)} & \frac{\partial \dot{r}_g(k)}{\partial \beta(k)} & \frac{\partial \dot{r}_g(k)}{\partial \beta(k)}
\end{bmatrix}
\]  
(B.18)

where

\[
J_{11} = \frac{\partial r_g(k)}{\partial \rho(k)} = \frac{1}{4} \left( \frac{\rho(k)}{r_1(k)} + \frac{\eta(k)}{r_2(k)} \right) 
\]  
(B.19)

\[
J_{13} = \frac{\partial r_g(k)}{\partial \beta(k)} = -\frac{d\rho(k) \cos(\beta(k))}{4r_2(k)} 
\]  
(B.20)

\[
J_{21} = \frac{\partial \dot{r}_g(k)}{\partial \rho(k)} = \frac{\dot{\rho}(k)}{4} \left( \frac{1}{r_1(k)} + \frac{1}{r_2(k)} - \frac{\rho^2(k)}{4r_1^2(k)} - \frac{\eta(k)}{4r_2^2(k)} \right) 
\]  
(B.21)

\[
J_{22} = \frac{\partial \dot{r}_g(k)}{\partial \rho(k)} = \frac{1}{4} \left( \frac{\rho(k)}{r_1(k)} + \frac{\eta(k)}{r_2(k)} \right) 
\]  
(B.22)
\[ J_{23} = \frac{\partial r_2(k)}{\partial \beta(k)} \]
\[ = -\frac{d\rho(k) \cos(\beta(k))}{4r_2(k)} \left( 1 - \frac{\rho(k)\eta(k)}{4r_2^2(k)} \right) \] \hspace{1cm} (B.23)
\[ J_{31} = \frac{\partial \theta(k)}{\partial \rho(k)} \]
\[ = \frac{\sin(\beta(k))}{2r_1(k) \cos(\vartheta(k))} \left( 1 - \frac{\rho^2(k)}{4r_1^2(k)} \right) \] \hspace{1cm} (B.24)
\[ J_{33} = \frac{\partial \vartheta(k)}{\partial \beta(k)} \]
\[ = \frac{\rho(k) \cos(\beta(k))}{2r_1(k) \cos(\vartheta(k))} \] \hspace{1cm} (B.25)

and the rest of terms are zero. Here, \( \eta(k) \) is defined as

\[ \eta(k) \triangleq \rho(k) - d \sin(\beta(k)) \] \hspace{1cm} (B.26)
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