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Abstract 

 Any machining operation induces significant deformation and associated stress 

states within the component being machined. Once the component has been finished and 

is removed from the machining tool, a portion of these stresses remain within the finished 

component, and are termed residual stresses. These stresses have a significant effect upon 

the performance of the final component. However, despite their importance there is no 

accurate and cost effective method for measuring residual stresses. For this reason 

predicting these stresses without the need for measurement is highly desirable. The focus 

of this thesis is on advancing the development and implementation of finite element 

models aimed at predicting residual stresses induced by metal cutting operations. 

 There are three main focus areas within this research, the first of which is 

concerned with predicting residual stresses when small feed rates are used. It is shown 

that in the existing cutting models residual stress prediction accuracy suffers when feed 

rates are small. A sequential cut module is developed, which greatly increases the 

accuracy of the predicted residual stress depth profiles.  

A second area of focus concerns the influence of friction models on predicted 

residual stresses. A detailed set of simulations is used to elucidate the effect of friction not 

only for sharp tools, but also for tools which have accrued wear. It is shown that whilst 

friction is not of critical importance for new tools, as tools continue to wear the choice of 

friction model becomes significantly more important.  
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The third area of focus is on phase transformations, induced by the cutting 

process. A decoupled phase transformation module is developed in order to predict the 

depth, if any, of a phase transformed layer beneath the newly machined surface. 

Furthermore, the effect of this layer on the residual stress depth profile was also studied.   

All three focus areas present new and novel contributions to the field of metal 

cutting simulations, and serve to significantly increase the capabilities of predictive 

models for machining.  
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Chapter 1:  
Introduction 
 

This chapter provides an  introduction to the research performed, including the 

motivation, scope of the work performed and the outline of the thesis.   

1.1 Motivation  

In any manufacturing process where a material is heavily deformed, residual 

stresses are induced within the manufactured part. In machining, this usually results in a 

thin layer near the surface of the manufactured component subject to both tensile and 

compressive stresses. The development of these stresses is defined by complex 

interactions among a large number of different parameters such as material properties, 

machining kinematics, thermal interactions between the tool and the workpiece and pre-

existing stresses in the workpiece.  

 The retained stress state near the surface has a significant effect on final part 

performance. Changes in this residual stress profile have been reported to affect fatigue 

life of a component by as much as an order of magnitude. As such, detailed knowledge of 

the residual stresses induced during the manufacture of a component is highly desirable. 

However, current measurement techniques for the experimental measurement of these 

profiles are not only sensitive to measurement uncertainties, but the most accurate 

techniques also tend to be expensive, with each measured profile costing in the order of 

thousands of dollars, even at academic rates.  
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Considering the prohibitive cost of experimental measurements, parametric 

studies into the effects of machining parameters on the formation of residual stresses lag 

significantly behind studies for any other aspect of the machining process. Consequently, 

predicting the formation of residual stresses during metal cutting is of academic interest. 

However, the inherent complexity of the cutting process itself makes analytical studies of 

the process very challenging, typically requiring significant simplification of the process. 

Despite the obvious desirability of accurate predictive models, the challenges associated 

have kept these models in their infancy for many years.  

In order to incorporate as much as possible of the complexity of the actual cutting 

process, finite element analysis (FEA) is often utilized as the means of numerically 

simulating the cutting process. Although there are significant advantages of these 

simulations, there is still much progress to be made in the use of FEA models for the 

prediction of residual stresses. Significant gaps still exiting within the literature. As it 

stands, there is a need for improvement in accurately predicting residual stresses when 

using small uncut chip thickness. The interaction of tool-workpiece friction with the 

prediction of residual stresses, especially using worn tools, is still not well understood, 

and the effect of phase transformation on predicted residual stress profiles is still 

underdeveloped.  

These above aspects all represent an important shortcoming of current cutting 

models, even confined to orthogonal (2-D) cutting. As such the goal of this work can be 

separated into three distinct parts. Each will advance the ability of finite element 
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techniques for the simulation of metal cutting towards the eventual goal of practical 

residual stress prediction for industrially relevant cutting.  

1.2 Scope  

The work presented in this thesis involves FEA modeling of the metal cutting 

process. In particular arbitrary Lagrangian-Eulerian (ALE) models are used to capture 

the cutting process with a subsequent relaxation module, which predicts the final residual 

stress profile of the finished surface. At present, the work remains confined to 2-D 

orthogonal cutting.  

Within this framework, the scope of this work is three fold, the first being 

concerned with sequential cut modelling, the second on the influence of friction and tool 

wear and the third being the incorporation of phase transformations into the relaxation 

module. Each of these three contributions is described briefly below.  

For cases where the uncut chip thickness is small, it is shown that the accuracy of 

the residual stress prediction using traditional methods is poor. A sequential cut module is 

developed to circumvent this problem, and to allow for accurate predictions at small 

uncut chip thickness values.  

Since the literature is divided on the sensitivity of the final predicted stress profile 

to changes in friction model,  the influence of friction on residual stress prediction is 

investigated.. In order to expand on this analysis, the effect of tool wear is integrated into 

the ALE cutting model, a capability previously missing in the literature.  
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Finally, the relaxation module is expanded to predict thermally induced phase 

changes in steels. The volumetric changes induced are coupled to the stress field in order 

to allow for the prediction of residual stress profiles with severely worn tool under high 

cutting speeds.  

The modeling results from all three contributions are validated against residual 

stress profiles, measured using x-ray diffraction after orthogonal cutting experiments. The 

advances in residual stress prediction described above represent a notable contribution to 

the state-of-the-art, as well as a significant improvement in the capabilities of the ALE 

cutting model.  

1.3 Thesis Outline  

The work in this thesis is presented in eight chapters. The first of these, the current 

one, concerns the general motivation of the work as well as the general structure and 

scope of the thesis. The following chapter presents a summary of the current state-of-the-

art in residual stress prediction. To this effect, the chapter begins with a general 

description of residual stresses and their relevance to metal cutting. Experimental 

techniques for the measurement of residual stresses are discussed next, followed by a 

discussion of previous work in the modelling of machining induced residual stresses.  

In the third chapter, a general ALE cutting model, used throughout the present 

work, is described in great detail. Then, chapter four focusses on the description of the 

experimental work used in the validation of the modelling work presented in the 

subsequent chapters. Details of workpiece, tools as well as experimental procedures are 
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then discussed. The next three chapters (five, six and seven) present the results of the 

current work. Each chapter starts by discussing the variation from the general ALE 

cutting model, followed by a presentation and discussion of the results.  

Chapter five comprises the changes to the relaxation module to implement 

sequential cuts, and the results of this module are then presented and discussed.  

Chapter six begins with a detailed discussion of different friction models, and then 

presents the results of a study of the effect of these models on the predicted residual stress 

profiles for both lightly and heavily worn tools.  

Chapter seven introduces a further modification to the relaxation module that 

allows for the prediction of phase transformations. The results are subsequently discussed 

in terms of predicted phase transformed layer first, and then in terms of modification to 

the predicted residual stress profile.  

The final chapter summarizes the main conclusions drawn from this work as well 

as making recommendations for the future direction of this work.  
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Chapter 2:  
Literature Survey 

This chapter is presented in four parts. First, the causes and effects of residual 

stresses are addressed. Then, residual stresses arising specifically from machining are 

discussed, followed by a discussion of their measurement. The last part deals with the 

prediction of residual stress generated by metal cutting.  

2.1 Residual Stresses 

 Residual Stresses, or internal stresses, are the stresses which remain within an 

elastic body without having an external load applied to it. They exist in a free elastic body 

with no forces applied upon its boundaries[1-2]. These stresses are one of the most 

important parameters that characterise the surface and subsurface properties and 

subsequent performance of any mechanical component. They affect fatigue life, 

resistance to crack growth, static strength, corrosion resistance and magnetic properties, 

and depending on the particular stress distribution in any component, these properties can 

enhance or impair the part performance [1]. 

 Residual stresses are induced by one of two main processes: nonuniform plastic 

deformation and phase transformations. Further nonuniform deformations can be induced 

either mechanically or through thermal processes. Thus any residual stress profile can be 

decomposed into the effects of three separate components, those arising from mechanical, 

those from thermal and volumetric changes due to phase transformation. In metal cutting 

all these processes are interrelated and lead to complex residual stress profiles. 
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 Residual stresses have an effect on many aspects of part performance, some of the 

main effects are given below.  

2.1.1 Geometric Tolerance 

 If the magnitude of residual stresses within a component is very large, as 

compared to part size, the net shape of a component can change. This results in geometric 

deformations which violate part tolerances. These changes can be seen in micro scale 

components such as micro-fins [3] or large components such as landing gears, and can be 

induced by a wide variety of processes. More particular to machining, however, is the 

comparatively shallow depth of the induced residual stress profiles that makes this a more 

likely problem for small components, or components with extremely tight tolerances. In 

general machining, tensile stresses induced by the cutting process cause a concave or 

‘dish shaped’ curve to the machined surface, of the same order of magnitude as the depth 

of the removed cross-section of material [1]. 

2.1.2 Part Strength 

Residual stresses in a component act as a pre-existing stress, which, depending on 

the type of subsequent loading, can be either advantageous or detrimental to the load 

carrying capacity of the component. If the component is loaded in tension, tensile residual 

stresses will result in the weakening of the component whereas compressive residual 

stresses will increase the load carrying capacity. This, however, is only significant if the 

residual stresses are of the same order of magnitude as the applied stresses.  
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Even if the residual stresses are not of the same magnitude as the applied loads 

they can have a significant effect on component’s fatigue strength. Near surface residual 

stresses have a particularly significant effect under cyclic loading. This is because fatigue 

fractures usually start at the surface of a component [4]. Residual stresses thus serve to 

control the fatigue life of a component, where compressive residual stresses near the 

surface tend to negate crack initiation. On the other hand tensile residual stresses 

accelerate both the initiation and growth of fatigue cracks [5]. 

Both cutting and grinding processes induce surface residual stresses, which 

determine the fatigue life of components. This can be accounted for by an adjustment to 

the threshold stress intensity factor for crack initiation [6, 7]. Poor machining conditions 

can induce significant surface tensile stresses, and result in an up to 80% decrease in 

endurance limit for titanium components [8].  

Since compressive residual stresses can be beneficial to part performance, some 

operations are used to induce such stresses as well as close any pre-existing surface micro 

cracks from previous processing; for example, processes such as shot peening and ball 

burnishing [5].  

2.2 Machining Induced Residual Stresses 

 Most machining operations, milling, turning, shaping and broaching can be treated 

in a similar manner. In other words, if a cross section of the workpiece and cutting tool is 

considered for any of these operations, the same chip formation process is found as 

shown in Figure 2-1.  
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Figure 2-1: 2-D Representation of the Cutting Process 

 The effect of most of the labeled features in Figure 2-1 upon the formation of 

residual stresses in the cutting process have been studied. A summary of some of the 

known behaviours is outlined in the following subsections.  

2.2.1  Cutting Edge 

 The cutting edge radius, or edge treatment has possibly the strongest influence of 

all the cutting parameters upon the magnitude and type of the residual stresses induced 

during cutting [9].  It has been found that when sharp tools are used at high speeds, solid 

state phase transformations are common in steels, leading to a thin martensitic layer along 

the newly formed surface. However at lower speeds no phase transformations were 

evident. This means that at high speeds changes in the lattice structure of steel contribute 

to the residual stresses present in the workpiece, but at low speeds only mechanical 

deformations are responsible for these stresses, and this is because at lower speeds 

temperatures can be hundreds of degrees lower than at high speeds. This behaviour often 
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interacts with the effect of tool coatings as these two factors are often studied together 

[10], the effect of these coatings is disused in greater detail in Section 2.2.6.  

In the case of honed tools, phase transformations were found to occur even at 

lower cutting speeds [11], as the increased plastic deformation leads to increased cutting 

temperatures. This makes the prediction of residual stresses for honed cutting tool 

geometries more complex than sharp tools, particularly at low speeds such as used in 

broaching.  

 Also, in general, the magnitude of the residual stress profiles present after cutting 

were found to increase as cutting edge radii were increased. This was found to be the case 

for a variety of uncut chip thicknesses and cutting speeds [11]. Furthermore, increases in 

edge radii are associated with higher compressive surface residual stresses because 

mechanical loading is increased as the effective rake angle becomes smaller. This can be 

beneficial for fatigue life of components, and is associated with the increased frictional 

interaction between the tool and workpiece [12]. Ee et al. improved the Johnson-Cook 

material in order to account for the severe hydrostatic pressure associated with large edge 

radii in cutting [13].  

2.2.2  Tool Wear 

 There are many types of tool wear. The two most commonly known gradual wear 

types are crater wear and flank wear. Crater wear, which manifests in the secondary shear 

deformation zone, primarily affects the chip and thus has less influence on the 

development of residual stresses than with chip formation. Flank wear, which causes the 
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blunting of the tool flank, has strong influences upon the residual stresses in both 

magnitude and type. The ironing effect of the flank wear induces some compressive 

stresses on the process.  However, by far the more significant effect is felt due to the 

increase in temperature at the tool tip, brought about by the increased frictional 

interaction at the rake flank [14, 15]. Increased temperature gradients are associated with 

increases in surface tensile residual stresses. Thus flank wear can lead to tensile residual 

stresses on the surface of components or in components which were machined later 

during a tools life cycle. This was observed for a wide variety of materials such as tools 

steels, titanium alloys and maraging steel [16-18]. Another effect of this increased tool tip 

temperature from tool wear is a decrease in material yield strength during machining. 

Thus compressive residual stresses are projected deeper into the subsurface of workpieces 

when using worn tooling [19]. 

 In addition to the above, a phase transformation in steel workpieces can arise from 

the increased temperature associated with worn tools, during machining. Worn tools are 

commonly associated with the formation of a martensitic white layer in the workpiece 

surface. The volumetric changes induced by these surface phase changes lead to 

increased, predominantly tensile, residual stresses. All these thermal effects upon residual 

stress brought about by tool wear can in fact sometimes be the deciding factor upon the 

serviceable life of a tool [20]. 

2.2.3 Uncut Chip Thickness 

  In general,  effect of uncut chip thickness is extremely material-dependant, and 

can give rise to either compressive or tensile surface and subsurface residual stresses. In 
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most cases the uncut chip thickness has a limited effect at the surface but increases the 

depth of penetration of the residual stresses [21]. Mostly these effects are compressive, 

but under specific cutting conditions, as described below, can become tensile.  

 In general these effects are explained by the increased heat dissipation brought 

about through increase in the chip size. As chip size increases, more of the generated heat 

is dissipated through the chip, reducing the thermal load on the workpiece and 

consequently reducing tensile residual stresses. Simultaneously, the increased loads 

associated with the higher chip load give rise to increased compressive loads at the tool 

tip [16]. However, in some cases large friction between the tool and workpiece can be 

attenuated by these increased loads. This causes larger temperature gradients in the 

tertiary shear deformation zone and can contribute to the tensile residual stresses in the 

workpiece [22]. Thus depending on the tool-workpiece paring, either compressive or 

tensile residual stresses can be caused.  

2.2.4 Cutting Speed 

 As in the case of uncut chip thickness, two separate effects compete with each 

other when increasing cutting speed. It increases the mechanical load, thus inducing 

compressive residual stress on the workpiece. However, increased speed also leads to 

higher temperature gradients, and consequently, increased tensile residual stresses. This 

can give rise to a critical cutting speed above which surface residual stresses change from 

compressive to tensile [23]. At higher speeds, however, thermal effects dominate; this 

usually results in increased tensile residual stresses at the surface of workpiece and a 

shallower penetration depth as the cutting speed is increased. This is because the high 
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temperatures at the cutting edge and decreased time allowed for thermal diffusion leads to 

steep thermal gradients at the part surface [22]. Results contradicting this have, however, 

also been established, particularly when cutting highly strain rate sensitive materials. This 

is explained as a function of higher heat dissipation through the chip when cutting strain 

rate sensitive materials at high cutting speeds [2, 9]. 

 Changes in chip type can also occur at higher cutting speeds, which can lead to 

some inconsistent results with regards to inducing compressive or tensile stresses [17].   

2.2.5 Rake Angle  

 In machining, rake angles in excess of ±25° are not common, and the effect of 

these changes in rake angle are mainly determined by classic cutting mechanics. As rake 

angle decreases cutting forces and shear plane angle decrease. The increased shear causes 

a consequent rise in cutting temperature. In general the behaviour reported is that at large 

positive rake angle, tensile surface residual stresses dominate due to decreased heat 

dissipation through the chip. Negative rake angles induce dominantly compressive 

stresses because loads are increased and heat is removed by the chip [21, 23, 24]. 

2.2.6 Tool Coating 

In order to reduce workpiece adhesion on cutting tools, and consequently improve 

cutting tool performance, tools are often coated with lubricous layers. In general these 

coatings are used to decrease frictional forces, this is typically thought to result in 

decreased magnitude of the surface residual stresses, but increased depth of the residual 

stress profile [22, 25]. However, more recent studies suggest that in fact the measurement 
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techniques used were not suitable for surface measurement, and when X-ray diffraction is 

used, an opposite trend is observed. In other words, coated tools tend to result in higher 

residual stresses, both near the surface as well at a greater penetration depths [10, 26]. It 

is worth noting that this trend is not thought to be due to decreased friction, but rather due 

to the thermal barrier introduced by the coatings between the tool and workpiece [10, 25].  

2.3 Measuring Residual Stresses 

Measuring residual stresses is not a trivial matter, so considerable attention has 

been given by a large number of researchers to novel or improved measurement 

technologies [27]. By far the most popular type of measurement is based on diffraction 

methods.  

2.3.1 Diffraction-Based Methods  

X-ray diffraction is perhaps the most commonly used method of measurement of 

residual stresses. As with all diffraction based methods, the elastic strain of specific 

atomic lattice planes is measured; the principle exploited for this is discussed in Section 

2.3.7. In general the penetration depth of  X-rays in steels is limited to about 5µm below 

the surface [28]. This means that X-ray diffraction technique is suitable for surface 

residual stresses only, unless sequential surface layers are removed. In practice this means 

incremental layers of material are etched from the workpiece and residual stress 

measurements are taken at each depth in order to yield a depth profile. Neutron 

diffraction, on the other hand, can be used as an alternative in order to achieve deeper 

penetration depths [29]. In fact experiments performed on reactor sources and spallation 
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sources can probe depths of up to 50mm in steels [30, 31] . Some modern synchrotron 

sources can even produce x-rays at sufficiently high energy level to penetrate into steel to 

nearly the same depths as neutrons [32]. However the difference in scattering angles of 

the two types of beams leads to a nearly cuboidal sampling region for neutron sources and 

an elongated diamond shaped prism for X-ray sources. This makes the measurement of 

stresses difficult using X-rays unless simplifying assumptions, such as plane stress, are 

made in the data analysis. In practice this means for deep penetrating stresses, neutrons 

are still more suitable [28]. The obvious advantage to either neutrons or high energy X-

rays from a synchrotron is that since the process is non-destructive, fatigue tests or any 

other tests can be carried out on a sample that has already had its residual stresses 

appraised, allowing for monitoring of changes in these stresses throughout a component’s 

service life [6].  

2.3.2 Micro Magnetic Methods 

A further non-destructive measurement technique that is receiving interest is 

magnetic methods. The operating principle behind these methods is that the electrical 

conductivity, as well as magnetic properties, of ferromagnetic materials vary with the 

internal strain state. Consequently changes in these properties can be used to calculate the 

internal strain state of a component. Traditionally however, the weakness of this method 

is that the sensitivity of these magnetic and electrical properties is poorly understood in 

regards to microstructural composition and changes, density and various other properties 

of the component. Modern systems can, however, determine biaxial stress levels provided 

there is enough information to calibrate for poor surface quality and geometric influences 
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[28]. In industrial situations, where substantial calibration is possible for similar 

components, magnetic methods have the advantage of being extremely cost effective, 

very fast, as well as being able to penetrate up to several millimeters in a completely non-

destructive manner.  

2.3.3 Raman Spectrograph  

Raman spectrograph can be used to measure a variety of parameters, including 

stresses, in crystalline and amorphous materials. The operating principle behind using 

Raman spectrograph to measure residual stresses is that Raman peaks experience splitting 

and shifts in the presence of stresses that are linearly related to the stresses. Thus, 

mechanical stresses can be inferred by changes within the Raman peak [33]. In addition 

to its material limitations, this measurement technique is limited to surface measurement. 

2.3.4 Acoustic Methods  

There are numerous acoustic techniques used for measuring residual stresses. In 

scanning acoustic microscopy (SAM) a focused acoustic signal is scanned across a 

surface that causes propagation of the excited acoustic waves  through the mechanical 

workpiece. The wave propagation depends on a variety of parameters such as elastic, 

electric and mechanical properties of the workpiece. According to local variations in 

these properties, information about the extent of the residual stresses can be obtained [34, 

35]. A related technique is laser ultrasonic measurement, wherein an ultrasonic wave is 

generated using a pulsed laser. Based on the Rayleigh wave speed measured in the 

sample, information about the surface texture and residual stress state can be obtained 

[36]. This technique has been applied to measuring residual stresses in automotive 
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components [36], as well as for the assessment of material damage in nickel-based super 

alloys [37]. 

2.3.5 Deflection Method 

All the techniques discussed so far are so called direct methods, in which a 

parameter that is affected by the residual stresses is measured. Indirect methods on the 

other hand depend on disturbing the equilibrium in a sample; and by measuring the 

resulting deformation. The most famous of these techniques, and the oldest, is the 

deflection method. In this technique layers of material are removed from the sample being 

measured. Removal of these layers results in a deflection of the part. These deflections 

are measured as a function of thickness. The amount of stress released by removing the 

layer is then related to the magnitude of the deformations [1, 38] . The main problem with 

this technique is a significant increase in complexity if the sample is not a simple plate or 

cylinder. Also this technique is extremely sensitive to temperature fluctuations 

necessitating excellent temperature controls [1].   

2.3.6 Hole Drilling  

Unlike the deflection method, hole drilling provides a relatively simple method for 

measuring a residual stress depth profile. Further, the geometry of the overall component 

is largely unimportant. The principle, however, is much the same as when the strains 

induced by removing a cylinder of material is measured using strain gauges [39]. From 

these measured strains, residual stresses are calculated using calibration constants derived 

for the particular strain gauge rosette used, as well as for the type of stresses expected 

[38]. Advantages of hole drilling include its ability to measure a wide range of materials, 
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and the sample only needs to be  isotropic with known elastic parameters [38]. One of its 

main disadvantages is, however, a thin dead zone near the surface on the order of 10µm.  

The approximate capabilities of a few of  these techniques, compared to each 

other can be seen summarized in Figure 2-2.  

 

Figure 2-2: Approximate Current Capabilities of Selected Techniques (The Destructive Techniques 
are Shaded Gray) (Adapted from [28, 38]) 

2.3.7 X-ray Measurement Operating Principle  

All diffraction-based methods operate by measuring the elastic strain of specific 

atomic lattice planes. The basic operating principle behind this is based on the diffraction 

pattern obtained from a crystal lattice. In order to explain this, consider a small lattice 

shown in Figure 2-3, where X-rays leave the source at XX’ and reach the sensor at plane 

YY’.  
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Figure 2-3: Diffraction of X-rays by a Crystal Lattice (adapted from [40]) 

If we consider the top layer of atoms only, the rays 1 and 1a strike atoms K and P 

respectively and scatter in all directions. Only in the direction 1’ and 1a’ do the scattered 

beams interfere constructively, they are in phase as the distance traveled from XX’ to 

YY’ is the same. Now if we consider the next layer of atoms as well, we find that rays 1 

and 2 strike atoms K and L respectively. The difference in path lengths between 11’ and 

22’ can be expressed as: 

�� + �� = ����� + ����� (2-1) 

 

The maximum constructive interference of this pattern will occur when this 

increase in path length is equal to increments of the wave length of the X-ray (	). That is 

to say:  

�	 = 2� sin� (2-2) 

 

This relationship is called Bragg’s law, and it describes the relationship between a 

crystal lattice spacing (d) and its diffraction pattern. By altering the interplaner spacing, 

from straining the material, changes occur within the diffraction pattern. Through careful 
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measurement of these changes, strain within the material can be deduced and 

consequently the elastic stress.  

From the unstressed and stressed lattice spacing for a material  (��) the strain can 

be calculated, for an arbitrary sample angle (Ψ) from Equation (2-3):  


� =
� − ����  (2-3) 

 

These strains can then be related to stress through simple elastic theory. It has 

been shown [41, 42] that the stress in an arbitrary direction along the surface plane (��) is 

given by Equation (2-4):  

�� =
�


1 + �� sin�Ψ ��� − ���� � (2-4) 

 

Where ��is the lattice spacing determined with the sample tilted such that Ψ = 0.  

The most common method for determining the residual stress in the above, is the sin�Ψ 

method. In this method a number of lattice spacing measurements (��) are made, these 

measurements are then plotted against sin�Ψ, which, under ideal conditions, results in a 

straight line. If we assume zero stress at d = dn, where d is the intercept on the y-axis 

when sin�Ψ = 0 and m as the slope of the d vs sin�Ψ line as shown in Equation (2-5:  

�� = � �
1 + ��� (2-5) 

 

This forms the basis for residual stress measurement using X-rays.  
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2.4 Previous Work in FEA Modelling of Metal Cutting  

A substantial amount of work has been done in modelling of machining processes 

both analytically as well as numerically..In recent years with the rapid advances in 

computing power, sophisticated FEA models are becoming the norm in simulating the 

cutting process. However, analytical models are still used. Liang and Su [43] present a 

model for residual stress prediction which calculates the temperature and stress fields 

during cutting using slip-line theory. These fields are used for calculation of residual 

stresses induced by cutting. A comprehensive review of the current-state-of-the-art can be 

found in the recent CIRP keynote address by Arrazola et al. [44]. The main conclusions 

drawn were that significant progress has been made in simulating metal cutting but that 

an important gap still exists between the 2D models in the academic laboratory and 3D 

models for specific industrial operations. A further conclusion was that the lack of 

consistent and reliable data on material properties presents a significant difficulty that 

needs to be overcome.  Currently, the majority of  work is based around applying 2D 

finite element methods to the cutting problem, with a focus on a wide variety of sub-

topics such as predicting cutting forces, temperatures, chip morphology, tool wear and 

white layer formation.  

Metal cutting is a highly non-linear process with very strong strain and thermal 

gradients, despite this the most commonly implemented numerical solutions are implicit 

[13, 45-52], these are split between Lagrangian simulations [45-47] which necessitate a 

fracture criterion and continuously re-meshing models [48-52]  which are most 

commonly performed in the commercially available FEA solver Deform-2D. Explicit 
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solutions for this problem are however also available [53-62]. Explicit Lagrangian 

simulations suffer the same disadvantages as the implicit ones, with slightly improved 

stability. To overcome these disadvantages, re-meshing schemes for the explicit solutions 

are of particular interest, this includes arbitrary Lagrangian-Eularian (ALE) models 

which allow for advantages of both the Lagrangian and Eularian methods [59-62]. The 

individual advantages of these methods are covered in detail in Chapter 3.  

ALE has found significant application within the last couple of decades, thus 

aspects of cutting models implemented in other techniques have yet to be addressed. 

Using both Lagrangian, as well as updated Lagrangian methods, segmented and saw 

tooth chips have been simulated by predicting adiabatic slip within the chip using Recht’s 

criterion These techniques however have yet to be implemented in an ALE model [49, 

63].  

A further area which has received some attention is the modeling of the effect of 

material inhomogeneity (for example, different phases within the material of the 

workpiece) upon chip formation. In Largangian work this was achieved through the 

inclusion of two different material types with individual material definitions for each 

material phase [57, 58, 64]. This is not feasible for simulations that employ continuous re-

meshing unless custom material definitions are created which track the motion of 

different material phases [52]. 

Tool wear has also been of interest, with flank wear predictions in uncoated carbide 

tools [65, 66]. Also crater wear models [67] have been proposed based on FEA simulation 
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using a dedicated cutting simulation software AdvantEdge.  Using updated Lagrangian 

methods, similar models were created in Deform-2D [68] using the  wear model by Usui 

et al. [69]. 

The influence of friction has also been studied, resulting in conflicting analysis. 

Early work by Shi and Deng [24] set the tone for validating models using cutting and 

thrust forces, having looked into the effects of changing the friction condition at the tool 

chip interface. This work was expanded by Oezel, who concluded that significant 

influence was exerted by the friction model on the accuracy of predicted forces [70]. This 

has been contradicted by the conclusions of Filice et al. [71] who, upon analysing a 

variety of friction conditions, concluded that the influence was inconsequential to the 

predicted forces. The effect of friction on cutting forces and residual stresses has been 

analyzed by Anurag and Guo [72]. Their results show that increasing friction does not 

strongly affect the maximum compressive residual stress: rather its effects are limited to a 

surface tensile layer. Yang and Liu [53] suggested a new friction model in order to predict 

residual stresses using a Lagrangian cutting model, but did not present any experimental 

results for validation.   

According to the keynote paper by Jawahir et al. [27] residual stresses, surface 

hardness and microstructural changes are the most commonly evaluated surface integrity 

parameters, as determined by a comprehensive benchmark evaluation of surface and 

subsurface integrity [27]. In general, significant attention has been given to predicting 

residual stresses using cutting models, since simulating residual stresses can obviate many 

of the limitations of experimental residual stress measurement [53]. ALE models to 
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predict the residual stresses in some stainless steels, as well as tool steels, have been 

developed [59, 60, 62, 73, 74]. Similar work shows using updated Lagrangian techniques 

for the machining of titanium [75], Salvatore at al. [54] presented a Lagrangian model for 

predicting residual stresses by calculating an equivalent rake angle to compensate for not 

including the cutting edge radius. Kortbarria et al. [76] used Deform-3D FEA software to 

simulate turning of a nickel-based superalloy. Their results matched well with hole 

drilling experiments. However, significant differences were observed between X-ray 

diffraction measurements and hole drilling, possibly due to the severe straining of the 

near surface layer of the alloy. Analytical predictions for machining induced residual 

stresses were developed by Lazoglu et al. [77] which have the advantage of being 

extremely fast to compute, however including more complex cutting tool geometries 

presents significant challenges.   

2.4.1 Sequential Cut  

In order to investigate the effect of a previous pass on the subsequent pass, a 

number of researchers have developed so called sequential cut modules. Liu and Guo [47] 

proposed such a model for the investigation of sequential cuts on residual stresses in AISI 

304 steel. Aside from showing that residual stresses decrease after the second pass, they 

also concluded that the resulting residual stress profile is highly sensitive to the friction 

condition between the tool and workpiece. Using the same model, Guo and Liu [78] 

presented a similar study which concluded that by varying the depth of the second cut 

below a critical value, desirable compressive residual stresses can be induced. Their work 

suggests that appropriate finishing conditions can be selected based upon this sequential 
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cut effect, in order to encourage desirable final part quality. It has to be noted however 

that this work did not include any experimental evidence to validate their models. 

Similarly Ee et al. [13] presented a sequential cut module when cutting AISI 1045 steel. 

This model was based on a continuously re-meshing cutting model, but  provided no 

relaxation time between consecutive passes, and as with the work of Liu and Guo [47, 

78], no experimental work was used for validation of the model. Outeiro et al. [79], using 

DEFORM 2D FEA software, presented a cutting model for a AISI 316L steel, that 

included the effect of sequential cut and presented experimental validation of their 

simulated residual stress results, However, their results were opposite to those found by 

both  Liu and Guo [47, 78], using AISI 304 stainless steel, and by Ee et al. [13], for 1045 

steel. Surprisingly the model results of Outeiro et al [79] agreed less well with 

experimental results when the sequential cut module was used. This suggests that some of 

the simplifications within the model were unfounded, such as ignoring tool wear.  

It is worth noting that only a few studies predicting residual stresses with an ALE 

cutting model were found in the literature [59, 60, 62, 73, 74].The studies have  focussed 

primarily on the effects of general machining parameters such as the effect of cutting 

edge radius, cutting speed, and the constitutive model on the residual stress profile. None 

of the studies using ALE included sequential cut, or tool wear effects. 

2.4.2 White Layer Formation 

In recent years there has been a renewed focus within the research community 

towards understanding the microstructural changes which occur within the surface layer 

of steels cut under aggressive conditions. The thin layer which typically appears 
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featureless when observed under an optical microscope is commonly referred to as white 

layer. This layer is typically only a few microns thick and is generally thought to be 

brittle. It is known to be composed primarily of a martensitic structure [52]. There are still 

opposing trends in regards to the effect that white layer has on fatigue life, Schwach and 

Guo [80] investigated the effect of white layer and found components without this layer 

had six times the fatigue life of ones with this layer. On the other hand Ramesh et al. [81] 

found that the compressive residual stresses induced by this white layer had the effect of 

significantly increasing fatigue life, which was found to be proportional to both the 

surface compressive residual stress and the maximum compressive residual stress in the 

specimen.  

A substantial body of work or prior knowledge exists concerning the formation 

mechanisms of white layer in various material removal processes such as turning, 

grinding and electrical discharge machining (EDM). In general, white layer formation is 

explained through three processes, rapid heating and cooling, which leads to phase 

transformations, severe plastic deformation (SPD) which cause a very fine homogeneous 

microstructure, and lastly surface chemical reactions with the environment[82-85]. 

Early work in predicting white layer formation was achieved by assuming an 

analytical solution for a moving heat source, the problem was then treated as a purely 

thermally driven process [82]. More recently, however, advances in the FEA modelling or 

the cutting process has led to new contributions such as that by Ramesh and Melkote [55] 

who developed a model that treats white layer formation as a quenching problem by 

developing their own VUMAT subroutine for ABAQUS. There are however some 
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limitations to this work, for one it was assumed that as soon as an element exceeded the 

asutenization temperature it would transform. Also, the cutting model was based on 

Lagrangian, formulation meaning that a fracture criterion was needed which led to 

significant model tuning. Ranganath et al. [56] used a similar Lagrangian approach that 

captures the segmented chips found in hard turning in the prediction of white layer 

thickness. However the adiabatic slip captured in their model originates at the cutting 

edge which indicates that the fracture criteria still needs some improvements. Shulze at al. 

[86] developed what appears to be an interesting model based on a continuously re-

meshed updated Lagrangian cutting model, but did not present any results only their 

methodology. Umbrello et al. [52] developed a continuously re-meshed updated 

Lagrangian cutting 2D model to predict white layer due to thermally driven phase 

changes in hardened AISI 52100 bearing steel. Their simulation results agreed well with 

experimental white layer depth measurements as well as with hardness profiles. Only 

Ramesh and Melkote [55] have attempted to reconcile the phase transformation (or white 

layer) predictions with the residual stress prediction.  

In order help in optimizing machining conditions to allow for aggressive material 

removal, while limiting the negative influence of this phase transformed layer, it is 

desirable to develop models that allow for the identification of machining parameters that 

result in white layer not being formed or minimal white layer being formed. 
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2.5 Summary  

After examining the current state-of-the-art, it is clear that significant progress has 

been made in the field of metal cutting predictions. Also, given that residual stress and 

microstructural changes are amongst the most commonly measured surface integrity 

parameters, there is keen interest in developing more accurate predictions of residual 

stresses in cases where microstructural changes occur.  

Despite the significant body of work dedicated to the prediction of residual 

stresses in metal cutting, gaps exist in the reported literature. Residual stress prediction 

using ALE cutting models, particularly at small feeds rate, has not received significant 

attention in the literature. Further, it is currently not possible to us the ALE cutting model 

to predict residual stresses if microstructural changes occur.  

The focus of this thesis is therefore to address the prediction of residual stresses in 

three main areas, predicting residual stresses at small feed rates, a study on the sensitivity 

of residual stress predictions towards friction models and lastly a methodology for 

predicting residual stresses in metal cutting when microstructural changes occur.  
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Chapter 3:  
General FEA Modelling of Metal Cutting 

In this section the basic cutting model used throughout the thesis will be 

introduced and explained. The beginning of the chapter will focus on the fundamentals of 

assembling a finite element model of the cutting process; later parts of the chapter will 

focus on the details of the ALE model used for this work.  

3.1 Introduction 

The largest challenge in predicting the residual stresses induced in metal cutting is 

accurately simulating the cutting process itself. There exists a large body of previous 

work on this topic which goes back to simple cutting theories in the fifties. These are, 

however, not able to capture the complexities of the cutting process. Thus finite element 

methods are commonly utilized to analyze the process. Metal cutting is one of the most 

complex problems to model using finite element analysis. Not only is the problem of new 

surface generation usually highly mesh sensitive, but the majority of the complexities of 

the process occur within a localized region very close to the cutting edge. The strain and 

strain rates are very high, extreme temperature gradients are experienced, not to mention 

the problems of crack initiation and growth. All these factors combine to form a 

challenging highly nonlinear problem. The table below gives a comparison between 

machining and other manufacturing processes in terms of strain and strain rate.  
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Table 3-I: Comparison of Strain and Strain Rates for Some Machining Processes ( [87]) 

Process Typical Strain Typical Strain Rate (
�

�
	) 

Extrusion 2 – 5 10�	 − 	10� 

Forging/Rolling 0.1 - 0.5 10� − 	10
 

Sheet Metal Forming 0.1 – 0.5 10� − 	10� 

Machining 1 - 10 10
 − 	10� 

 There are three main approaches to addressing the difficulties of simulating the 

metal cutting process, Lagrangian, Arbitrary Lagrangian Eularian (ALE) and Fully 

Eulerian. All three methods have advantages and disadvantages which are presented with 

a simple explanation of each method in this section. However first a brief discussion is 

necessary on the time integration methods used.  

3.2 Time Integration 

A dynamic system with no damping can be described as:  

��� + �� = �� (3-1) 

 

Where M and K are the mass and stiffness matrix, and U and Fe represent the 

displacement and the externally applied force respectively. When solving this equation 

two different time integration schemes can be applied these are referred to as implicit or 

explicit time integration schemes.  

For implicit solutions a backward time difference integration rule is used, which 

means that the displacement vector at the end of the first step (U(1)) has to be estimated at 

the beginning of the step in order to achieve a solution. This approximation is done using 
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a variety of different methods. The choice thereof has a strong effect on the convergence 

rate of these simulations. After the initial estimate of the displacement vector a Newton-

Raphson method is used to advance the solution iteratively. Convergence is determined 

by the reduction of the residual function (G) below a threshold criterion. The initial time 

step (∆t0) is also assumed at the beginning of the solution and then subsequently adjusted 

throughout the solution based upon the convergence behaviour of the residual function. 

With rapidly converging solutions larger time steps can be used, whereas smaller time 

steps are required for the more slowly converging models often associated with larger 

non-linearity [88]. 

A further item of significance is that for implicit solutions the full system stiffness 

matrix needs to be formulated and integrated. This is done once at the beginning of the 

simulation in linear cases, however non-linear cases necessitate this at every time step in 

order to capture changes to the system stiffness. Similarly the mass matrix needs to be 

calculated and inverted at each time step as material non-linearity is simulated.  All this 

means that for non-linear problems significant computation expense is associated with 

implicit methods, and even then the solutions may not converge for highly non-linear 

cases [89]. This makes implicit solutions to metal cutting processes slow and unattractive 

with solution times on the order of several days in some cases, depending on CPU of the 

computer system. A far more attractive solution from the standpoint of metal cutting is 

explicit time integration.  

For explicit time integration, unlike the implicit case, no initial estimate of the 

displacement is required, rather the solution is advanced through knowledge of the 
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velocity and acceleration fields from the previous time step. This means that there is no 

convergence criterion or iteration during each time step. However there is a limit to how 

large individual time steps can be in order to yield an accurate solution. For a purely 

mechanical case this translates into the time step needing to be smaller than the time it 

takes a dilatation wave to cross the smallest element. This means the maximum time step 

is determined by material density, element stiffness and mesh size. There is however a 

risk with explicit formulations, since there is no residual calculated as part of the solution 

process. There is no inherent measure of the accuracy of the simulation. In other words, 

an explicit model will always yield a solution, however care has to be taken to ensure that 

this is a correct solution. With all FEA model results, validation is an important step, 

however, with explicit solutions this becomes particularly critical.  

Since metal cutting is inherently extremely non-linear small time steps are requisite 

(<10-10s). However, reduced mathematical complexity of explicit formulation results in 

significant time savings over implicit formulations.  

3.3 Lagrangian Formulation 

 In the Lagrangian formulation each node in the mesh grid is tied to a material 

point. This means that whatever deformation the material point undergoes the node will 

follow. Thus the node is associated with the same piece of material from the beginning of 

the simulation to the conclusion of the cutting process. A schematic of such a mesh is 

given below in Figure 3-1, where a simple mesh is subject to a pure shearing motion.  
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Figure 3-1: A Lagrangian Mesh in Pure Shear 

 This is the most commonly used formulation to simulate the metal cutting process. 

In order to construct a model for this, the workpiece is separated into two sections, as 

shown below in Figure 3-2. The nomenclature for these surfaces defined in this 

simulation are also indicated. The upper segment is the portion of the workpiece which 

will form the chip and the bottom segment will form the finished piece. The separation 

between the chip underside and the machined surface is the predefined crack path.  

 

Figure 3-2: UL Segments 

The undeformed chip and the machined surface are joined by a conditional link 

element. This is an element which has the same material properties as the rest of the 

workpiece but is allowed to fracture based on some fracture criterion. This fracture 

criterion is of primary importance in such a simulation and will be further addressed later 

in this section. A Lagrangian simulation with an excessively large mesh is shown below 
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in Figure 3-3 to elucidate the process, the conditional link elements have been highlighted 

in red.  

 

Figure 3-3: UL Simulation with Massive Element Size 

If the chip being modeled is continuous the only elements allowed to fracture are 

the conditional link elements. However discontinuous chips require substantially more 

complex fracture criteria. One option for this is to use Recht’s criterion which predicts  

catastrophic failure due to adiabatic slip. This happens when the thermal softening in the 

primary shear deformation zone overwhelms the strain hardening rate. The results is a 

catastrophic shear along the shear plane, yielding discontinuous chips [63].  

Because there is no re-meshing in this formulation and the fracture path is pre-

defined it is possible to generate inhomogeneous cutting models in which the very 

microstructure of the material being cut can be modeled to show its influence on chip 

formation [57, 58, 64]. 

There are however several disadvantages to the Lagrangian formulation, the most 

obvious one of these is the difficulty of selecting a suitable fracture criterion for the 

conditional link elements. Choosing both the type and values for the fracture criteria has 

great influence on the results obtained from the simulation. A number of different fracture 
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criteria have been used. They are all based on one of four principles, namely, maximum 

allowable nodal separation, threshold equivalent plastic strain, max allowable stress and 

strain energy density based criteria [45, 53, 78, 90-95].  

A second disadvantage of this model type is that having predefined the fracture 

path there is no allowance made for a stagnant region or built up edge ahead of the cutting 

tool. This is however largely irrelevant as the formulation does not allow for anything but 

perfectly sharp tools. This is because near the cutting edge of a honed or chamfered tool 

the deformation of the elements becomes so severe that the solution becomes unstable. 

This presents the single largest disadvantage to this method in terms of its use for realistic 

cutting simulation. The lack of a cutting edge radius results in under prediction of the 

cutting forces, temperatures and of residual stresses. Despite these disadvantages the 

updated Lagrangian method is still frequently used due to its relative simplicity and 

ability to handle workpiece microstructure. However, the method is unsuitable for the 

purposes of residual stress prediction.     

3.4 Eulerian Formulation 

A fully Eulerian formulation is most commonly seen in fluid flow simulations, 

since for this type of simulations the mesh nodes are fixed to a specific coordinate and the 

material flows through it. This is illustrated below in Figure 3-4, where it can be seen that 

the material boundaries move, however the nodal positions remain fixed.  
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Figure 3-4: Fully Eulerian Mesh in Pure Shear 

An Eulerian formulation is particularly attractive for metal cutting as very high 

strains are experienced and thus large mesh distortions are necessary. However, a serious 

drawback to this formulation is that the chip shape must be known a priori. This is 

because the mesh cannot move and is constrained to the initial geometry. To overcome 

this problem some iterative procedures have been investigated with limited success [96] 

[97], wherein an initial chip geometry is assumed and is adjusted based on the resulting 

boundary stresses. In terms of residual stress prediction there is, however, a very serious 

flaw to this formulation, which is that the material is modeled as viscoplastic. This 

ignores the elastic properties of the workpiece, thus residual stress prediction is simply 

not possible using an Eulerian approach [98]. 

3.5 ALE Formulation  

Arbirary Lagrangian Eularian (ALE) formulation seeks to combine the advantages 

of both Eulerian and Lagrangian simulations. In ALE, nodes are neither fixed to the 

underlying material nor are they fixed in space. Instead the  nodes are allowed to move in 

any arbitrary manner as defined by the user. Thus ALE is similar to adaptive re-meshing 

in that it seeks to optimize mesh quality throughout the simulation.However it is 

important to note that unlike adaptive re-meshing no new elements or nodes are created 

using ALE. It is simply a node motion scheme.  
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In the past ALE cutting models were designed by allowing unconstrained ALE 

mesh sweeps over the entire model; however this leads to poor mesh quality near the 

cutting edge of the tool. Furthermore the increased mesh distortion associated with large 

cutting edge radii causes robustness problems and computation time suffers [99]. These 

stability problems can be avoided by using a more structured approach to meshing. To 

this effect the workpiece is separated into four segments as shown in Figure 3-5. The 

mesh in three of these segments (show in light grey) is allowed to flow freely, the mesh 

nearest the cutting edge (shown in dark gray) is however fully constrained in space as in a 

Eularian simulation.  

  

Figure 3-5: Partitioning Scheme for ALE 

This configuration not only minimizes mesh distortion near the cutting edge but 

also forces chip separation, thus negating the need for a fracture criterion.  

Not allowing for fracture no doubt ignores some of the specific cutting energy. 

However, from classical metal cutting principles this specific energy of surface formation 



Ph.D. Thesis   McMaster University 
Y. Ziada  Department of Mechanical Engineering 

38 
 

is known to be three or four orders of magnitude less than the total specific cutting energy 

[100].  

From the partitioning scheme shown in Figure 3-5 it is evident that an initial chip is 

necessary for this formulation. However, it has been shown that this initial size has no 

effect on the steady state chip formed after the model has reached steady state cutting 

[74].  

3.6 Material Models  

Finding a suitable material model for simulating the cutting process is not a trivial 

matter, and a large body of work exist about this topic. The two material models which 

have found the most wide application when simulating metal cutting are an empirical 

material model proposed by Johnson and Cook [101] and a dislocation mechanics based 

model developed by Zerilli and Armstrong [102]. 

The Johnson-Cook material model is perhaps the most successfully applied model for 

the metal cutting process [103]. This model considers the material to be homogeneous, 

free of defects ,and defines its von Mises flow stress as a function of strain, strain rate and 

temperature. Each of the above independent and process variables are within the Johnson-

Cook model  expressed by their own term in this constitutive equation .  

� = 
� + �
�� �1 + � ln � 
�
�� �� 	�1 − � � − �
�� − �
�
�� (3-2) 

 

Where the descriptions of the variables and parameters are given in Table 3-II below. 



Ph.D. Thesis   McMaster University 
Y. Ziada  Department of Mechanical Engineering 

39 
 

Table 3-II:  Variables and Parameters of the Johnson-Cook Model 

�- Flow Stress 
- Equivalent Plastic Strain 
�- Equivalent Plastic Strain Rate 

A – Initial Yield Strength B – Strain Hardening Coefficient n -  Strain Hardening Exponent 

C – Strain Rate Coefficient 
�� - Reference Plastic Strain Rate Tr – Reference Temperature 

T – Current Temperature Tm – Melting Temperature m – Thermal Softening Exponent 

 

In this equation the first term corresponds to strain hardening, the second to strain 

rate sensitivity and the third term expresses the effect of thermal softening due to 

temperature rise of the workpiece.  

Since the strain rates in metal cutting are large, conventional tensile testing is not a 

suitable approach for measuring the parameters required in the Johnson-Cook material 

model. Typically, to determine these parameters at high strain rates, a Split Hopkins Bar 

(SPHB) compression test is performed. In this methodology, the test sample is placed 

between the flat faces of two bars, one of which is explosively actuated to apply a 

pressure wave to the test sample. The sample is then compressed between the two bars as 

the pressure wave is transmitted. The displacement at the free end of the other bar is then 

measured and related to the stress time curve of the tested sample. This in turn can be 

expressed as a stress-strain curve for the material [104].  

 In order to evaluate all five of the Johnson-Cook parameters the stress strain curve 

needs to be completed over a range of temperatures and strain rates. At a minimum one 

additional temperature and one additional strain rate are required to determine the five 

parameters.  
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 There are two ways in which the parameters are commonly extrapolated from the 

experimental data. The more rigorous method is to perform a weighted sum of squared 

differences between calculated and measured values, but this method is very lengthy 

since an absolute minimum has to be found by varying five constants. In lieu of this, 

stress-strain data is obtained by curve fitting data in which some parameters are held 

fixed. The A parameter in the Johnson-Cook model is simply the yield stress at the 

reference temperature and strain rate. Further, at the reference temperature and strain rate, 

the thermal softening and strain rate sensitivity terms disappear, reducing the model to 

simple power law hardening. As such, the B and n terms can easily be regressed. Then, by 

examining the measured stress data for cases where only one variable is left 

unconstrained, the material constant related to this unconstrained variable can be fitted 

[87]. 

 In most materials, there is some interaction between the effects of thermal 

softening and the strain rate sensitivity, yet the Johnson-Cook material model separates 

the influence of these. This can lead to poor fit between the material model and 

measurements, particularly at conditions which significantly differ from the reference 

strain rate and temperature. For this reason it is important to perform material tests at 

strain rates similar to those of the process being investigated [87]. 

Given the variability in the microstructure of a given steel, based on previous 

processing or heat treatment, it is not surprising that significant inconsistencies can be 

found in the material parameters available in the literature for said steel. This is further 

complicated by the significant effect that the choice of reference strain rate and 
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temperature has on the regressed material parameters, particularly if the parameters are 

individually determined rather than through a least squares regression for all parameters. 

In fact the lack of reliable and consistent material data presents one of the most 

significant challenges in the simulation of metal cutting [44]. Since the Johnson-Cook 

material parameters have a significant effect on the predicted residual stresses, the choice 

of these parameters is crucial. For this reason a detailed study on the effect of varying the 

parameters of the Johnson-Cook material model on the predicted residual stresses was 

carried out by Nasr [126].For the carbide tool, only the elastic properties were considered 

due to the brittle nature of the tool. The tool coating was also considered purely elastic. 

3.7 Interfacial Friction  

The typical shear stress distribution, first described by Zorev [100], are shown in 

Figure 3-6. This model of the interface remains the most accepted as it has been validated 

experimentally by both Shaw [100] and Oezel [70].  The shear limit imposed by this 

model represents the point at which the effective contact area approaches the apparent 

contact area, at which point the resistance to sliding exceeds the shear strength of the 

workpiece material and the material continuously shears at the interface instead of 

sliding.  
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Figure 3-6: Normal Pressure and Shear Stress along Rake Face (Adapted from [100]) 

In attempts to capture this behaviour Yen et al. [105] applied a fixed room 

temperature shear limit value at the high pressure end of a simple columbic friction law. 

This was clearly unrealistic since the shear limit should be a function of temperature, 

strain and strain rate. An alternative to incorporating this shear limit is to assign a 

constant friction value to the workpiece elements at the tool-workpiece interface. At high 

contact pressures as the resistance to sliding approaches the shear strength of the material 

the element will shear. This shearing behaviour is controlled by the material model 

described above. So if the element is sufficiently small the interfacial shearing can be 

captured in the element. Thus the shear limit becomes a function of strain, strain rate and 

temperature, without the need for a complicated contact subroutine.  

For this reason the tool-workpiece interaction for this work was modeled in 

ABAQUS as a contact pair, following a simple columbic friction law with a master-slave 

configuration. An isotropic coefficient of friction was assumed at 0.2, this was in order to 
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match average tribometer results for the same workpiece and tool material pairings. This 

means that for all the work presented in this thesis, the same friction model was used to 

characterize both the rake-chip interface, as well as the wearland-machined surface 

interface. In other words the secondary and tertiary deformation zones were characterized 

with the same parameters in each model.  

In ABAQUS there are two contact algorithms which can be used to correct the 

slave penetration into the master surface, kinematic and penalty contact algorithms. These 

two methods differ in how they apply the correction to the slave nodes after penetration 

has occurred. The kinematic algorithm calculates a correcting acceleration which would 

have prevented the penetration and applies this in the next time step to the penetrating 

slave node. The penalty algorithm, however, calculates a fictional spring stiffness which 

when applied between the master and slave nodes would result in sufficient force to 

resolve the penetration. Thus, the penalty algorithm adds some stiffness into the model 

which in turn affects the maximum stable time increment, but the added benefit is that 

this formulation tends to be more numerically stable [106]. For the simulations 

considered in this work no instabilities were induced using the kinematic contact 

algorithm. However, for cases where contact instabilities develop, the penalty algorithm 

could be used at a numerical cost.  

3.8 Heat Generation  

There are two main types of heating which need to be considered in the cutting 

simulations; heat generation due to plastic work and that generated through friction.  
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The rate of heat generation (���) is determined as a fraction of plastic deformation 

energy, defined as [90]:  

��� =  × � × 
� (3-3) 

 

where � is the flow stress, 
� the plastic strain rate and   the fraction of the plastic 

deformation energy converted to heat. Typically the fraction ( ) is taken to be in the 

range of 0.85 and 0.95 [16, 24] .  

Similarly, the heat generated through friction (���) is determined as a fraction of 

the frictional work that is converted to heat. 

��� = ψ × �� × !� (3-4) 

 

where ��, !� and ψ are the friction force, chip velocity and the fraction of the 

frictional energy that is converted to heat respectively [63].  

In this work   and ψ were assumed to be 0.9. Ambient temperature was assumed 

to be 25oC and applied as initial conditions to all simulations. In terms of the cutting 

model, the predominant heat source is in the primary shear deformation zone where most 

of the plastic work occurs. However in the secondary and tertiary zones the heating is 

predominantly frictional.  

3.9 Constraints  

The constraints needed to affect the cut can be separated into boundary conditions, 

Figure 3-7a, and the ALE constraints, Figure 3-7b. The cutting tool is held fixed in two 
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directions along the back and top surface. This approach ignores the machine dynamics; 

these could be included by attaching tuned spring and damper elements on the tool. 

However, since the simulated time scale is very short, the dynamic response of the 

machine tool is ignored in the simulations. Therefore, phenomenon such as regenerative 

chatter and force response cannot be accurately captured as a result.  

The cutting speed is applied at the workpiece for this cutting model. To this effect, 

the bottom of the workpiece is held fixed in the vertical direction and moved at the 

cutting speed in the horizontal direction, these boundary conditions are labelled in Figure 

3-7a.  

The specifics of the ALE constraints are also important in achieving a stable 

cutting mode. A re-meshing frequency of 10 re-meshing sweeps is used every 150 

increments, with 300 initial sweeps. In terms of the spatial constraints, the workpiece was 

separated into four separate ALE regions with different constraints. The regions are: one 

fully constrained region near the cutting edge, two partially constrained regions each side 

of the fixed region and then the remaining unconstrained elements. These regions are 

labelled in Figure 3-7b.  

The fully constrained region near the cutting edge prevents the mesh deformation 

associated with the stagnation region. The partially constrained regions are fixed only in 

the vertical direction in order to allow for a more dense mesh near the surface of the 

workpiece. Without these regions the ALE algorithm would redistribute the initial mesh 

grading to be uniform through the whole workpiece. The unconstrained regions are left 
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free to re-mesh in order to achieve a smooth mesh despite the large volumetric changes 

experienced as the chip is formed.   

 

Figure 3-7: Boundary Conditions and ALE Constraints 

3.10 Thermal Relaxation Module 

When simulating residual stresses the tangential stress profile is of main interest, 

since this is the stress that most affects crack propagation [74]. Before this solution 

variable can be taken from the ALE model a relaxation step is introduced within 

ABAQUS to relax the mechanical boundary conditions. After the mechanical relaxation 

step, there is still a temperature gradient in the part. Therefore, a thermal relaxation step is 

required. The time scales associated with the thermal relaxation are several orders of 

magnitude larger than the cutting time, thus a fully explicit relaxation of the entire cutting 

model would take a substantial amount of computational time. Instead, a small slice of 

elements is extracted from the newly formed workpiece. The temperatures and stresses 

for these elements are output and the relaxation is then handled in MATLAB. The 

problem reduces to one dimensional heat diffusion. Since the time scales are still quite 

small the effects of convection were considered negligible, and the problem was treated 
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as pure self-quenching. Also the temperatures after the initial mechanical relaxation are 

small (<300 oC) allowing the thermal changes to be coupled with the stress field through 

simple elastic behaviour. That is to say the relaxation does not enter the plastic regime. 

Thus the stress increment at any time �� , can simply be calculated with Equation (3-5) 

where � is the Young’s modulus, � is the local temperature and ��  is the rate of 

temperature change and α is the thermal expansion coefficient.  

�� = �
��"
����  (3-5) 

 

 Where thermal history is of no concern there is no need to solve the one 

dimensional problem, the starting and ending temperatures are all that is needed and a 

constant increment can be used in Figure (3-5). Further if �(�) and "(�) are integrated to 

yield an average value over temperature range during cooling, the total stress increment 

due to thermal relaxation can be determined without the need for incrementing, The total 

stress increment due to thermal relaxation is given by Equation (3-6 where, �� is the 

temperature of the element extracted from the ALE cutting model and �� is the final 

relaxation temperature, which is usually room temperature.  

��� = ����"���
�� − ��� (3-6) 
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Chapter 4:  
Experimental Procedure  

In this chapter the laboratory work for obtaining the cutting forces and residual 

stress profiles for this work is discussed. The main purpose of these measurements was 

for the validation of two dimensional cutting models, thus orthogonal cutting test were 

performed, and analysed. The cutting tests themselves are described first, followed by the 

measurement techniques.   

4.1 Cutting Tests  

In order for the experimental cutting tests to match the two dimensional 

simulations, so called orthogonal cutting tests are required. In this work, this was 

achieved by turning thin disks of the workpiece, shown schematically in Figure 4-1. As 

long as the feed per revolution is kept below one-tenth the width of a rib, the material side 

flow is minimal and the process can be treated as a plane strain deformation process 

[100]. 

 

Figure 4-1: Schematic of Rib Turning 
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Grooves were machined into a cylindrical workpiece bar, as shown in Figure 4-2 

below. The grooves were then machined as part of the experimental validation study of 

the orthogonal cutting process. A six inch bar of AISI 4140 was chosen for the 

experimental study.  

 

Figure 4-2: Orthogonal Cutting Setup 

Orthogonal dry cutting tests were carried out on the Boehringer VDF-180cm CNC 

Lathe with a continuous variable speed control from 0 to 4,500 rpm and a maximum 

spindle power of 37.3 kW. Cutting forces were measured using a Kistler three component 

stationary piezoelectric dynamometer (type 9121, calibrated range: Fx = 0 - 3,000 N, Fy = 

0 - 3,000 N, and Fz = 0 - 6,000 N), connected to a series of charge amplifiers (type 

5011A, with a frequency limit of 200 kHz). Data acquisition was accomplished using an 

analogue to digital converter card connected to a high performance computer, which was 

capable of sampling at 200 KS/sec per channel. 
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4.2 Workpiece and Tool Materials 

The results obtained in this thesis are organized into the next 3 chapters (5-7). 

These chapters are concerned with small uncut chip thicknesses (Chapter 5), effects of 

choice of friction model (Chapter 6) and the influence of phase transformations (Chapter 

7) 

Each of these chapters warranted different workpiece and tool materials. For 

chapters 5 and 6, the workpiece material used was hot rolled AISI 1045 with a chemical 

composition of 0.43-0.46% C, 0.40% Si, 0.65% Mn, 0.10% Mo, 0.40% Ni and Fe 

balance. However, when cutting this material, the temperature reached was insufficient to 

induce surface phase transformations. Therfore a different material, AISI 4140 with a 

chemical composition of 0.38-0.43% C, 0.75% Mn, 0.80% Cr, 0.15% Mo, 0.15% Si and 

Fe balance, was selected for the phase transformation study presented in chapter 7. AISI 

4140 was chosen because it cut with continuous chips under conditions that induced 

phase transformations.  

The cutting tools used for all sets of experiments were made of cemented tungsten 

carbide, but the tool for the first phase was PVD coated with TiAlN-TiN to prevent any 

tool wear during testing, inserts were inspected after cutting to ensure no appreciable 

wear had occurred. Further, to ensure minimal variation between cutting edge radii inserts 

were taken from the same batch. Since tool wear was desirable for the second and third 

phases, uncoated tools were used.In all cases the inserts used were triangular flat faced 

inserts (TNG type)  
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A brief summary of the workpiece and tool material as well as tool coating can be 

found in Table 4-I.  

Table 4-I: Workpiece and Tool Materials 

 Chapter 5 Chapter 6 Chapter 7 

Workpiece AISI 1045 AISI 1045 AISI 4140 

Tool WC WC WC 

Tool Coating TiAlN-TiN  None None 

   

4.3 Tool Wear Measurement  

In order to quantify the tool wear and accurately measure the actual profile of the 

cutting edge, inserts were assessed both before and after cutting.  

A Nikon AZ100M optical microscope with an automatic Prior ProScan II stage 

was used to capture images uniformly spaced in the vertical direction (1µm spacing). This 

image stack was then processed into a 3D surface of the cutting edge using Nikon NIS 

Elements. The average geometry across the width of cut was curve fit using a b-spline.  A 

tool developed by Youssefian and Koshy [107], was used to represent the cutting edge as 

contour based parameters. Flank and crater ware were determined by straight line 

regressions to the average shape. Where tool wear is measured and integrated in the 

cutting model, the simplified worn geometries are shown in the relevant chapters (6 and 

7).  
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4.4 Residual Stress Measurement 

Despite a number of existing techniques that are able to measure residual stress 

depth profiles in a non-destructive manner, X-ray diffraction coupled with etching 

remains the industrial standard. This combined with the difficulty of access to many of 

the newer techniques resolved the choice of X-ray diffraction as the measurement 

technique used in this work.  

In order to obtain depth profiles of the residual stresses remaining within the 

machined discs, residual stress measurements in the hoop direction were taken using a X-

ray diffractometer (XSTRESS 3000). The radiation source used was Cr Kα with a 2 mm 

diameter spot size. Electrochemical etching (20% perchloric acid + 80% ethanol) was 

employed to remove surface and sub-surface layers for the depth profile measurements. 

These measurements were taken out of house by an ISO 9001:2008 certified company. As 

a matter of procedure the measured residual stress profiles were only revealed upon 

completion of the residual stress prediction and the comparison was then made under 

supervision. Further, residual stress measurements of the annealed AISI 1045 sample 

were to establish the initial state of the workpiece. These measurements are given in 

Appendix I. The residual stresses recovered to neutral at a depth of 70 µm, however since 

the material was cut to a depth of approximately 10 mm these measurements are not 

critical to the work performed.   
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4.5 Experimental Test Matrix 

As mentioned earlier, this work is separated into three separate sections each 

discussed in its own chapter (Chapters 5, 6 and 7). Each one of these required slightly 

different cutting parameters, the test matrix for each of these sections is given in tables 

within the relevant chapter. All the testing parameters were selected to ensure that chips 

were continuous, that cutting was stable and chatter did not occur. In the first two cases, 

as detailed Table 5-III and Table 6-II,  it was also imperative that no phase 

transformations occurred, whilst the opposite was true of the last case, as shown in Table 

7-III. For the second and third sections cutting had to be sufficiently aggressive to incur 

significant tool wear within the cutting time.  
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Chapter 5:  
Residual Stress Prediction when using 
Small Uncut Chip Thicknesses 

In this chapter a sequential cut module is introduced in order to predict residual 

stresses when using small uncut chip thicknesses. The residual stress profiles predicted 

using this module are compared to experimentally obtained values.  

Since the experimental work and test matrix is already discussed in Chapter 4, this 

chapter begins by discussing the particulars of the cutting model used in this work, 

focusing on the specific parameters used within the framework of the basic cutting 

module described in Chapter 3 as well as on the sequential cut module, the results of 

which are then discussed.  

5.1 Model Details 

5.1.1 Metal Cutting Simulation Module 

The general finite element model used for this work was discussed earlier in detail 

in Chapter 3. However this section will discuss the unique additions to the model for 

residual stress prediction when using small uncut chip thickness as well as the specific 

parameters needed for the accurate simulation.  

 The Johnson-Cook material model was used to mathematicaly describe the 

workpiece material homogeneous plasticity behavior as a function of strain, strain rate 

and temperature as shown again in (5-1, where the individual terms in square brackets 
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were described earlier in Chapter 3. The constants used in this work are listed in Table 5-I 

where the first term corresponds to strain hardening, the second to strain rate sensitivity 

and the third term expresses the effect of thermal softening. 

� = #� + �$�% &1 + �'� � $�$�� �( )1 − � � − �
�� − �
�
�* (5-1) 

 

Table 5-I: AISI 1045 Johnson Cook Material Constants [105]. 

� (MPa) � (MPa) �  �  $��  (s-1) �� (oC) � 

553.1 600.8 0.243 0.0134 1 1400 1 

 

 Due to the brittle nature of the carbide material, only elastic properties of the PVD 

coated tool were considered. Table 5-II lists the mechanical and physical properties of the 

tool and coating materials. 

Table 5-II: Tool Substrate and Coating Materials Mechanical and Physical Properties. 

 Substrate Material (94% 

WC – 6% Co) [105] 

Tool Coating 

TiAlN [108] 

Modulus of elasticity (GPa) 612 370 (20 oC) 

350 (250 oC) 

Poisson’s ratio  0.22 0.1709 

Specific heat capacity (J/kg K) 334.01 + 0.12	� 518 

Thermal conductivity (W/m K) 86 50 (20 – 800 oC) 
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5.1.2 Sequential Cut Module 

Using the methodology outlined in section 3.10 the residual stresses for a cut can be 
predicted. In addition to the stresses calculated in this manner the plastic strain must be 

saved to be later used as the initial conditions for the second pass.

 

Figure 5-1: Schematic of the Sequential Cut Module 

  In order to implement a sequential cut module the most complicated part is 

how to impart the workpiece history from the first pass to the second pass, while solving 

for the thermal relaxation in a different solver. This requires using the predicted residual 

stress depth profile, as well as the equivalent plastic strain (PEEQ) as the initial condition 

for the second pass. After the relaxed stress distribution is calculated in the thermal 

relaxation module, the solution variables are applied to the ALE cutting model as an 

initial field. This is achieved by outputting the ABAQUS mesh file to MATLAB, where 

the coordinate of the centroid of each element is determined in order to interpolate the 

various element fields (stresses and equivalent plastic strain) for the entire workpiece. 

Once these initial fields have been defined, a new solution step is required before the 

cutting simulation can be started. The interpolation of solution variables can lead the 
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solution to be non-equilibrium. Therefore a step is required in which all nodes are held 

fixed, and the stress solution is allowed to equilibrate. After this step the previous 

boundary conditions are applied again in order to affect the second cut. This step is then 

relaxed in the exact same manner as the first cut to obtain the final residual stress profile. 

This is schematically illustrated in Figure 5-2. 
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Figure 5-2: Flowchart of Sequential Cut Procedure 
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Table 5-III list the simulation test matrix and eight models will be presented. The 

simulation parameters are exactly the same as the experimental parameters listed in 

Chapter 4. Four simulations were performed without the sequential cut module and four 

with the sequential cut module.  

Table 5-III: Simulation Test Matrix. 

Cutting speed (m/min) 100 200 

Undeformed chip thickness (mm) 0.07 0.14 0.07 0.14 

Without sequential cut module Model 1 Model 2 Model 3 Model 4 

With sequential cut module Model 5 Model 6 Model 7 Model 8 

 

5.2 Results and Discussion 

 Figure 5-3 shows the residual stress profiles, in the hoop direction, at 0.07 mm 

undeformed chip thickness at cutting speeds of 100 m/min and 200 m/min. The error bars 

indicate the deviation in the measurement at each depth. Since the x-ray spot size 

encompasses a number of different workpiece grains, some scatter in the measured 

residual stresses values is expected. Also since the x-ray measurement is taken over a 

penetration depth of around 5µm some further scatter is inherent. The combination of 

these two reasons lead to the significant scatter observed in Figure 5-3. 

At the machined surface, both residual stress profiles were tensile. The profiles 

changed to a compressive state at a depth of about 10µm. At the lower speed, the tensile 

residual stresses penetrate deeper into the machined surface in comparison to the higher 
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cutting speed. Similar trends of cutting speed versus residual stress profile were reported 

in AISI 316L steel [79]. This was likely due to higher heat flux flowing into the 

workpiece material at the lower cutting speed. Figure 5-4 shows the temperature 

distribution beneath the newly machined surface obtained from the FE model at the same 

process simulation time. The difference in surface temperature for the two cutting speeds 

was less than 15 C. However at a depth of 25µm the temperature difference increased to 

about 60oC when the average temperature dropped by around 200oC. This indicates that 

the heat flux flowing into the workpiece material was higher at the lower cutting speed. 

This is perhaps due to increased time taken for the cutting edge to move across the 

machined surface compared to the higher cutting speed. Because the workpiece material 

is strain rate insensitive, a significant increase in work is not expected, as such increased 

temperatures are not expected. Also the increased speed leads to decreased interaction 

time between the chip, tool and workpiece, this would cause lower temperatures beneath 

the machined surface for the higher cutting speed.  

 The reduction in thermal softening experienced at higher cutting speeds, explains 

the increased compression observed in the residual stress profile. 
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Figure 5-3: Experimentally Measured Residual Stress Depth Profile at Fixed Undeformed Chip 
Thickness of 0.07 mm at 100 m/min and 200 m/min Cutting Speed 

 

Figure 5-4: Effect of Cutting Speed on Temperature Distribution Beneath the Newly Machined 
Surface 
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0.07 mm undeformed chip thickness. The residual stress profile with the sequential model 

is clearly much closer to the experimental data compared to the one without. This is 

attributed to the increased sensitivity of the residual stress profile to the pre-existing 

conditions of the workpiece, arising from the preceding cut. Therefore, in order to 

improve the accuracy of the predicted residual stresses, inclusion of the sequential cut 

module in the analysis is critical. Also the sequential cut module, resulted in decreased 

penetration depth of the tensile layer compared to the prediction without the sequential 

cut module. Ee et.al. [13] found that the residual stresses were tensile but decayed more 

quickly with distance from the surface to zero in the second cut compared to that without 

the sequential cut, which was similar to the trend observed in Figure 5-5. Similar trends 

were also reported by [47]. 

 

Figure 5-5: Comparison Between Measured and Predicted Residual Stress Profile at 100 m/min 
Cutting Speed and 0.07 mm Undeformed Chip Thickness 
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 Figure 5-6 shows the temperature profile beneath the newly machined surface 

after passing through the cutting edge. It was observed that the temperature and 

penetration depth after the sequential cut module were higher than those in the case with 

no sequential cut. However, the maximum temperature difference was less than 50 C, 

which is at a depth of 50µm. Therefore it can be concluded that the stress induced by the 

thermal loading cannot have such a significant effect on the residual stress profile. 

Furthermore, for the higher temperature profile with the sequential cuts, the residual 

stresses should be more tensile compared to the case with no sequential cuts. This is 

contrary to the simulated residual stresses results in Figure 5-5. 

 

Figure 5-6: Temperature Profile Beneath the Newly Machined Surface after Passing through the 
Cutting Edge at 100 m/min Cutting Speed and 0.07 mm Undeformed Chip Thickness. 
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contribution towards the total residual stress profile was obtained. This yielded a simple 

way of analysing the relative magnitude of the mechanical and thermal contributions to 

the total residual stress profile.  

 Figure 5-7 shows the thermal and mechanical induced stress distributions beneath 

the newly machined surface. As expected, the thermal induced stresses with and without 

the sequential cut module were similar. However, the mechanical induced stresses were 

more compressive and the penetration depth deeper with the sequential cut module. 

Therefore, with the sequential cut module, the predicted residual stresses were more 

compressive when compared to without the sequential cut module. 

         

Figure 5-7: Thermal and Mechanical Induced Stress Distributions Beneath the Newly Machined 
Surface for 100 m/min Cutting Speed and 0.07 mm Undeformed Chip Thickness. 
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sequential cut module, the residual stress field generated from the previous cut was 

incorporated into the cutting model. The detail residual stress field is shown in Figure 5-5 

(dashed line). The predicted tensile residual stress profile without the sequential cut 

module was ~50 µm deep. This implies that the sub surface hardness must be higher than 

the bulk material. This was also observed by [109] when turning AISI 1045 in the 

annealed state at 100 m/min cutting speed and 0.1 mm undeformed chip thickness. Han 

measured the micro-hardness with the machining parameter mentioned earlier and found 

that the sub surface hardness was 15 % higher than the bulk hardness. The higher 

hardness is usually associated with the A value from Johnson Cook material constitutive 

equation, which was the initial plastic flow stress at zero plastic strain, see (5-1. With 

higher hardness magnitude, the stress and energy required to strain the material increases. 

This is schematically illustrated in Figure 5-8 where the stress and energy generated with 

and without the pre hardened layer are compared. 

Figure 5-9 shows the effect of including the sequential cut module on temperature 

distribution through the chip.By including the sequential cut module higher temperature 

were generated at the free surface of the chip. This was due to the material hardening that 

was generated from the previous cut. When including the residual stresses from the 

previous cut, the energy generated from plastic deformation was higher as shown in 

Figure 5-8 (c). Towards the cutting edge, the temperature generated with the sequential 

cut module did not show any substantial difference. This was because the penetration 

depth of the residual stresses was only ~50 µm from the free surface. Figure 5-10 

compares the cutting force from experimental results and prediction with and without 
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sequential cut module for various cutting speeds and depth of cut. At 0.07 mm/rev, the 

prediction with sequential cut module was higher when compared to the case of no 

sequential cuts. This was likely due to the pre hardened sub surface of the workpiece 

material. 

               (a)    (b)             (c)  

Figure 5-8: Schematic of Stress and Energy Released in Pre-Hardened Layer. 

 

Figure 5-9: Temperature Distribution through the Chip at 100 m/min Cutting Speed and 0.70 mm 
Undeformed Chip Thickness 
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 Figure 5-11 compares the residual stress profiles both with and without the 

sequential cut modules with experimental results at 200 m/min cutting speed and 0.07 

mm undeformed chip thickness. The prediction with the sequential cut module agreed 

substantially better with experiments than those without the sequential cut module. This 

trend was similar to that found in Figure 5-5. However, when the undeformed chip 

thickness was increased to 0.14 mm, as shown in Figure 5-12 and Figure 5-13, both at100 

m/min and 200 m/min cutting speed, the sequential cut module did not have a significant 

effect on the residual stress profiles. At the high undeformed chip thickness of 0.14 mm, 

the cutting edge is engaging the workpiece material that was not affected by the previous 

cut residual stresses. From Figure 5-12 and Figure 5-13, the penetration depth of the 

residual stresses is < 80 µm, and the undeformed chip thickness used was 0.14 mm.  

 

Figure 5-10: Effect of Process Parameters on Experimental and Predicted Cutting Forces. 

 

150

200

250

300

350

400

100 m/min,
0.07 mm/rev

100 m/min,
0.14 mm/rev

200 m/min,
0.07 mm/rev

200 m/min,
0.14 mm/rev

C
ut

tin
g 

F
or

ce
 (

N
)

Experiment
Without Sequential Cut Module
With Sequential Cut Module



Ph.D. Thesis   McMaster University 
Y. Ziada  Department of Mechanical Engineering 

68 
 

 

Figure 5-11: Comparison Between Measured and Predicted Residual Stress Profile at 200 m/min 
Cutting Speed and 0.07 mm Undeformed Chip Thickness 

 

 

Figure 5-12: Comparison Between Measured and Predicted Residual Stress Profile at 100 m/min 
Cutting Speed and 0.14 mm Undeformed Chip Thickness 
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Figure 5-13: Comparison Between Measured and Predicted Residual Stress Profile at 200 m/min 
Cutting Speed and 0.14 mm Undeformed Chip Thickness 
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undeformed chip thickness. This was likely due to higher cutting forces (see Figure 5-10), 

i.e., mechanical loading induced on the workpiece at higher undeformed chip thickness. 

Increasing the cutting speed did not change the surface residual stress magnitude 

significantly. This was likely due to AISI 1045 insensitivity to strain rate. 
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Chapter 6:  
Effect of Friction Models on Residual 
Stress Prediction  

A suitable choice of friction model is critical to any cutting simulation. However 

the literature contains often inadequate and contradictory results [80] [81]. This chapter 

will focus on the effect of choice of friction model on the simulation output, particularly 

in terms of cutting forces and residual stresses. Incorporation of several different friction 

models in the cutting model is discussed as well as a brief summary of the modelling 

parameters used. This is followed by a more detailed discussion of the friction at the tool-

chip interface, and then a discussion of the results.  

6.1 Model Details  

 

6.1.1  Friction at the Tool-Chip Interface 

As discussed in Chapter 3, the frictional characteristics within the tool-chip 

interface have been studied empirically, in some detail, for more than a half century , 

most famously by Zorev in 1963 [100]. In his seminal work typical normal and shear 

stress distributions for this interface were measured using split tool techniques. The 

cutting tool was separated into two separate parts, the resulting forces were measured at 

each tool. By varying the location of the split in the tools the stresses at the interface can 

be mapped. These distributions have since been validated by numerous researchers [70] 

[100]. From this work it is known that despite a monotonically increasing normal stress 

distribution, the shear stress (+�) reaches a limit beyond which it no longer increases, a 
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shear limit (τP). The typical distribution is depicted in Figure 3-6. According to this model 

sticking occurs near the tool tip, and the workpiece slides freely over the remaining 

region. Using standard Coulomb friction for the sliding region the interface can be 

characterized by two distinct regions:  

+�
,� = +� when  0<x<lp 

+�
,� = -��(,) when lp <x<lC 

(6-1) 

 

where x is the distance from the cutting edge, lp is the length of the sticking zone and lC is 

the length of the contact between the tool and chip.  

Although the conditions in the tool-workpiece interface are well known through 

experimental work, how to implement it in a model remains contentious. Since friction is 

the focus of this chapter, the essential features of  friction models commonly used in FEA 

of metal cutting are discussed below. In industrial environments, most cutting is 

performed in the presence of some lubrication. In the past this was of the flood type, 

whereby the entire work zone is flooded with liquid coolant. At present, efforts are made, 

for primarily environmental reasons, to eliminate flood cooling in favour of minimum 

quality lubrication (MQL). Current knowledge on the effect of these cutting fluids is 

limited, more complex friction models are no doubt required to simulate these effects. 

New models must be developed to characterize these effects [44]. The work presented in 

this thesis however concerns only dry cutting, and lubrication is ignored. 
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In the context of FEA models of metal cutting many early models ignored friction 

altogether [70, 110] . In more recent years, four distinct friction models have been utilized 

for cutting simulations: coulomb friction, constant shear, constant shear in sticking and 

coulomb friction in sliding, and lastly a continuously varying coefficient of friction 

throughout the interface [70].  

Type I: Coulombs Friction Model 

Based simply on coulombs friction law, a linear relationship is defined between 

the normal pressure (σ) and the frictional shear (τ), here the proportionality constant is 

taken as the coefficient of friction (µ) as follows: .  

+ = -� (6-2) 

 

 This model has been described as over simplified [111, 112]  and unable to 

accurately capture the sticking and sliding region at the tool tip. Most commonly the 

coefficient of friction for this model is estimated using Merchants cutting circle [70], 

from which a relationship for the coefficient of friction can be determined as a function of 

cutting force (Fc), thrust forces(Ft) and rake angle (α):  

- =
�� sin" + �� cos"�� cos" − �� sin" (6-3) 

 

 Alternatively, the coefficient of friction can be determined from pin on disc 

tribometric experiments [113]. In the absence of a pin on disc setup by running a lathe in 
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reverse and using the flank face of the tool in a plowing action a friction coefficient can 

be estimated [114].   

Type II: Constant Shear Friction  

 A constant shear friction model assumes a constant shear stress (k) throughout the 

entire tool-chip interface. This shear stress is usually calculated as a fraction of the 

material flow stress [70]. Further this material flow stress can be estimated as:   

. =
�� cos/ − �� sin�/

20�1  

/ = tan�	
(0�/0�)cosα		

1 − (0�/0�)sinα		 
(6-4) 

 

where tu, tc  and w are the uncut chip thickness, the chip thickness and the width of cut 

respectively.  

A further shear friction factor still has to be estimated in order to scale this flow stress to a 

suitable level. Estimating this shear friction factor is not simple and usually one has to 

resort to shear limits established through split tool experiments from cutting tests.  

Alternatively shear limits can be estimated from tribological experiments [113].  

Type III: Constant Shear in Sticking Region and Coulomb Friction in Sliding 

Region 

This mixed friction model aims to separate the friction models used in the sticking 

and sliding region in order to mimic Zorevs friction model. The difficulty here lies in 
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determining the point at which the transition occurs between the two models. In general, 

two separate approaches are taken where the length of the sticking region can be 

measured through experimental means [70, 71, 115] . This length is then used as a fixed 

input to the model. However during cutting simulation this distance is not constant and 

the experiments to measure this length are arduous, thus alternate approaches are often 

implemented. This usually entails changing between regimes at a fixed shear value, most 

often the same limit calculated in the constant shear model. No measurements of the 

sticking region length is needed. A common shear limit, a measure of the materials shear 

strength, based on Von Mises theory is calculated as:  

+� =
��
√3 (6-5) 

 

where �� is the uniaxial tensile yield strength of the workpiece material [116]. One 

researcher used the shear flow stress as the limiting value [71].  

+� = �� (6-6) 

 

Type IV:Variable Coefficient of Friction through entire Tool-Chip Interface 

There are a number of different approaches that can be taken under this particular 

heading, Usui et al [117] and Dirikolu et al. [118] worked out relations that describe the 

frictional behaviour as a function of various parameters that affect the tool-chip interface: 

most notably shear limit, normal pressure and some empirical coefficients. A more direct 
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method is to measure the relationship experimentally between normal pressure and shear 

stress from the results of cutting tests or pin on disc tests [113].  

Orthogonal cutting experiments are compared to the predicted forces and residual 

stress profiles obtained using different friction models, in order to investigate the 

influence of these friction models on the predictions. The cutting parameters and material 

coefficients were held fixed while varying only the friction model. Using common 

techniques from literature, a total of 10 common friction conditions were identified, and a 

test matrix developed (see Table 6-I). The test matrix was run for each tool wear 

geometry. The effective model type, noted in Table 6-I, will be discussed later in the 

chapter.  
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Table 6-I: Test Matrix for Various Friction Conditions 

# Label COF (µ) Shear Limit 
(τm) 

Effective 
Model Type 

Tool Wear 
(µm) 

1 µ=0.1 0.1 None Type I 71.5 and 175.5 

2 µ=0.1 τm=257 0.1 257 MPa Type I 71.5 and 175.5 

3 µ=0.1 τm=490 0.1 490 MPa Type I 71.5 and 175.5 

4 µ=0.22 0.22 None Type I 71.5 and 175.5 

5 µ=0.22 τm=257 0.22 257 MPa Type II 71.5 and 175.5 

6 µ=0.22 τm=490 0.22 490 MPa Type I 71.5 and 175.5 

7 µ=0.5 0.5 None Type I 71.5 and 175.5 

8 µ=0.5 τm=257 0.5 257 MPa Type III 71.5 and 175.5 

9 µ=0.5 τm=490 0.5 490 MPa Type I 71.5 and 175.5 

10 µ=f(σn) f(σn) None Type 4 71.5 and 175.5 

 The experimental test matrix for the same work is shown below:  

Table 6-II: Effect of Friction Model Test Matrix (AISI 1045 Cut Using an Uncoated WC Tool) 

Test # Feed Speed Rib Width Rib Depth Cutting 
Time 

Tool Wear 

1 200 µm/rev 200 m/min 3 mm 25 mm 3 Sec 71.5 µm 

2 200 µm/rev 200 m/min 3 mm 25 mm 9 Sec  157.5 µm 

3 200 µm/rev 200 m/min 3 mm 25 mm 12 Sec 175.5 µm 

 

6.1.2 Modelling Parameters  

The material in this work, AISI 1045, was cut using an uncoated cemented carbide 

tool. The workpiece was treated as an elastic-plastic body, whilst the tool was treated as 
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purely elastic. The thermo-mechanical properties used for this work are given in Table 5-I 

and Table 6-III. The thermal relaxation of the workpiece was treated exactly as outlined 

in Chapter 3 and 5, and since the feed per revolution, or uncut chip thickness, was kept 

quite large the sequential cut module was not necessary, this is schematically shown in 

Figure 5-2, where the uncut chip thickness is larger than the threshold to initiate the 

sequential cut module.  

Table 6-III: Remaining Themo-Mechanical Properties [105] 

 Workpiece Material Tool Material 
Modulus of elasticity (GPa) 205 612 
Poisson’s ratio 0.3 0.22 
Specific heat capacity (J/kg K) 470 @  200C 

535 @ 2000C 
635 @ 4000C 
800 @6000C 

334.01 + 0.12	� 

Thermal conductivity (W/m K) 46 @  200C 
40 @ 2500C 
34 @ 5000C 
27 @ 7500C 
25 @ 8250C 

86 

 

6.1.3 Worn Tool Geometry 

In order to accurately reflect the cutting conditions during the cutting experiment 

it was important to include not only the accurate cutting edge radius but also the actual 

tool wear. Only a short instant in time is simulated in the cutting model, while tool wear 

evolves in a timescale several orders of magnitude larger, a representative tool wear 

pattern was measured at two separate times for use in the model. The average geometry 

across the width of cut was approximated by a simple cutting geometry for quantification 

and use in cutting models. The angle of the flank wear land was best approximated by a 
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straight line at -10o from the horizontal, with the length of this segment increasing as tool 

wear progressed (Vb). Crater wear was treated as a shortening of the vertical section of 

the rake face (Vc). The work presented in this chapter is separated into two tool 

geometries: one for low flank wear (Vb=71.5 µm) and another one for comparatively high 

flank wear (Vb=175.5 µm) and limited crater wear. Measurements of the cutting edge 

geometry indicate that for the lower wear case (71.5µm) the cutting edge radius remains 

the same, with the flank wear restricting the arc length. For the case of the highly worn 

tool, the cutting edge radius evolves into a very small radius between the rake face and 

the wearland, as well as some bowing of the wear land. This was simplified by assuming 

a flat wear land for the tool. These geometries are shown in Figure 6-1 along with the 

original unworn cutting geometry. These values of tool wear were chosen to coincide 

with the measured values from experiments.  

 

Figure 6-1: Worn Cutting Edge Geometry 

6.2  Predicted Forces and Residual Stresses  

Most cutting models are validated through comparison between experimental and 

predicted cutting force [45, 93, 119]. This is particularly the case for updated Lagrangian 
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simulations, which are not able to accurately predict thrust forces [103]. Figure 6-2 shows 

the predicted cutting forces for the the various friction conditions..  

 

Figure 6-2: Comparison of Cutting Forces 

Even though the case of µ=0.5 somewhat over predicts the cutting force, when 

one considers the complexities of the cutting process it would appear that all of these 

friction models acceptably approximate the conditions within the tool-workpiece 

interface. As analysis of the influence of friction model on thrust forces is shown in 

Figure 6-3. There is clearly a large variation in thrust force from different friction models. 

The main observation here, if we consider only the cutting force, µ=0.1 appears to be the 

best match to experimental results. However the thrust force for this case is substantially 

under estimated, but the cases with µ=0.22 and µ=0.5 with  τm=257 MPa do a good job of 

approximating both the cutting and thrust force.  

 

1 2 3 4 5 6 7 8 9 10
0

200

400
C

ut
tin

g 
Fo

rc
e 

(N
/m

m
)

 Simulated Cutting Force
 Experimental Cutting Force



Ph.D. Thesis   McMaster University 
Y. Ziada  Department of Mechanical Engineering 

81 
 

 

Figure 6-3: Comparison of Thrust Force 

Considering the complexities of modelling the friction behaviours in orthogonal 

cutting, all of the predicted forces are not far from experimental cutting force. Minor 

changes in the material model could make any one of these match the force data quite 

precisely. If considering only force data for the validation of the cutting model any one of 

these friction models would apply, as noted in reference [71]. This  changes significantly 

when we consider the more subtle measurement of residual stress profile beneath the 

machined surface. The predicted residual stress profiles for these friction models are 

shown in Figure 6-4 and Figure 6-6. 
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Figure 6-4: Effect of Coefficient of Friction on Residual Stress Profiles 

From Figure 6-4, it appears that a coefficient of friction of µ= 0.5 results in an 

unreasonable residual stress profile in contrast to all other cases which provide acceptable 

results. At µ= 0.5 there is excessive heat generated and consequently temperatures 

increase drastically. This leads to a thermally dominated residual stress profile.  This can 

be seen by comparing the decomposed residual stress profile for the µ= 0.5 and the µ= 

0.22 case (see Figure 6-5), where the residual stress profile is decomposed into a 

mechanically induced component and a thermally induced component. By dividing the 

sum of the magnitude of both the mechanical and thermal contribution by the magnitude 

of the thermal contribution, the percentage contribution of thermal effects to the residual 

stress profile is estimated. 
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Figure 6-5: Thermal Contributions towards Total Residual Stress Profile 

The change from a balanced RS profile at µ=0.22 to a thermally dominated one at 

µ=0.5 is apparent in their work. Anurag and Guo [72]  found the thermal contribution 

towards the total residual stress profile to be around 20% which is in much better 

agreement with the lower friction cases. The effects of this overestimated friction 

condition can be mitigated through the use of a shear limit in the friction model as shown 

in Figure 6-6.  

      

Figure 6-6: Effect of Shear Limit on Residual Stress Profiles 

With more reasonable estimates of the coefficient of friction and shear limit, the 

changes in residual stress profile become more subtle. Most notable is that at lower 
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friction or shear limits the compressive residual stress component in the profile is 

increased without significant changes in the penetration depth. This result is not in 

agreement with the results reported by Anurag and Guo [72]. The difference can be 

explained by looking at the thermal contribution towards the residual stress profile, 

Anurag and Guo [72] reported about 20% thermal contribution to the final residual stress 

profile whilst the configuration in the present work results in a higher thermal 

contribution as seen in Figure 6-5. This probably correlates to much smaller uncut chip 

thicknesses in Anurag and Guo [72], than those used in this work, which would lead to a 

plowing dominated cutting process.  

Further influence of shear limit was investigated by looking at the tool-chip 

interface. In Figure 6-7, the shear stress along the tool-chip interface is plotted. Starting at 

the end of the cutting edge radius along the flank of the tool the interface is traversed until 

past where the tool and chip separate on the rake face of the tool.  

      

Figure 6-7: Shear Stress along the Tool-Chip Interface 

The stagnation region can easily be identified by the change in the direction of 

shear stress; this is where the material flow changes from being pushed under the tool to 

flowing along the rake face of the tool. The point where the shear stress then fallsand 
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remains at zero is where the tool-chip contact ends and is a measure of chip curl. In fact 

the influence of the COF on this curl is easily observed, with larger coefficients causing 

more gradual curl and smaller coefficients cause a sharp curl.  

It is also interesting to observe that even without of any frictional shear, stress 

rarely exceeds 490 MPa. The most common methods for estimating the shear limit results 

in values of frictional shear equal to this, or even larger, depending on the exact approach. 

This is because the shear limit is estimated based on the material strength under pure 

shear. This level of stress is never exceeded in FEA because elements yield before this 

stress can be reached. In fact, the case of µ=0.5 involves near perfect shear along the 

surface, as demonstrated by the mismatch in strain in different directions for a single 

element on the newly generated surface  (ɛ11=-1.33  ɛ22=1.27  ɛ12=-27.11 ). Since there is 

always a normal stress as well as a shearing stress in cutting, the effective stress will 

always be greater than just the shear stress and the element will yield before the shear 

limit is reached.  

When estimating friction coefficients from the friction angle in Merchants cutting 

diagram, values greater than 0.5 are obtained. It is likely that description of a single 

coefficient of friction is over simplified and inaccuracy arises from poor estimation of the 

friction condition. When an intentionally large COF is used, a shear limit is required in 

order to reduce the frictional shear and more accurately represent the chip shape. Even 

then, traditional estimates of shear strength are not sufficient. With the low shear limits 

required for large coefficients of friction, the entire tool-chip interface is controlled by the 

shear limit with coulombic friction affecting, at most, a couple of elements far away from 
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the primary, secondary or tertiary deformation zones. It is to be noted that when  more 

accurate estimates of the COF are used these limits are not required. The use of a single 

well-tuned COF substantially reduces the tuning of the FEA model. For example, instead  

of tuning the friction to unreasonably large values in order to match cutting forces, the 

cutting geometry can be adjusted to more accurately resemble the cutting process. This 

brings the forces in better agreement without using unrealistic friction parameters.  

Most existing literature on metal cutting simulation employs larger friction values 

and thus assumes low or negligible tool wear, or in in other words, considers cases of 

perfectly sharp tools, or tool with a cutting edge radius free of any wear. However during 

the early stages of cutting, tool wear is very rapid until it stabilizes to a steady tool wear 

region and then accelerates when excessively worn. These changes in tool wear have a 

significant effect on cutting forces and temperature distributions, thus significant changes 

within the residual stress profile occur. In fact, as the tool wears, a larger tertiary shear 

deformation develops, allowing for significantly more interaction between the tool and 

workpiece. This increased interaction leads to a more appreciable influence of friction 

coefficient upon the predicted results. The cutting and thrust forces for various friction 

conditions are shown in Figure 6-8, for the same cutting conditions as in Table 6-I earlier, 

except that the tool wear is more significant (Vb=175.5 µm, Vc=180 µm). 
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Figure 6-8: Cutting Forces and Thrust Forces for High Tool Wear (Vb= 175.5 µµµµm, Vc=180 µµµµm) 

With significant tool wear the sensitivity of the cutting model to friction condition 

changes substantially. The thrust force in all cases is significantly over predicted; this is a 

common problem when simulating thrust forces and is attributed to over simplification of 

the cutting region immediately ahead of the cutting edge. In the case of ALE the 

stagnation region can be captured, but fracture is not correctly modeled and consequently 

some inaccuracies result.  

With low wear, the cutting force was well predicted for all cases except for µ=0.5. 

However with larger tool wear this no longer holds, with substantial under prediction 

occurring at µ=0.1. The opposite trend is observed for thrust force as a function of tool 

wear where the effect of friction becomes much less noticeable at higher tool wear. In fact 

as friction is increased the thrust force decreases, which differs with reported literature 

[71, 93] . This is, however, simply explained, as it is an effect of the direction in which 

the friction force acts along the flank wear. That is to say the flank wear, which was 

measured as described in the experimental section, is at an angle of -10o with the 

horizontal shown in Figure 6-1. Since the friction force acts tangential to this surface, the 
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friction force adds to the cutting force whilst also pulling the tool into the workpiece and 

reducing the thrust force. Thus increasing the coefficient of friction between a highly 

worn tool and the workpiece increases the cutting force and decreases the thrust force. 

A second factor which acts to reduce the sensitivity of the more heavily worn 

model to friction in terms of thrust force is that the crater wear reduces the tool-chip 

contact length from 403 µm to 351 µm. Since the distance along which the friction force 

is acting almost parallel to the thrust force is smaller for the more highly worn case, the 

effect on the thrust force becomes less significant.  

Despite the somewhat counterintuitive decrease in thrust force sensitivity with 

higher tool wear, friction is expected to have a significant effect on predicted residual 

stress profiles. This is largely due to the significantly increased temperatures experienced 

with high flank wear, causing thermal stresses to dominate the residual stress profile. 

Figure 6-9 shows the predicted residual stress profiles as compared to the experimental 

one for a significantly worn tool (Vb=175.5 µm, Vc=180 µm).  
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Figure 6-9: Residual Stress Profiles for Increasing Friction without a Shear Limit. 

For the low tool wear case, the measured and predicted residual stress profile was 

of the typical sickle shape associated with cutting. However, for the high wear case the 

entire measured profile was tensile. This indicates, as expected, thermally induced 

residual stresses dominate the profile, and consequently these profiles are more sensitive 

to the effects of the coefficient of friction.  This can be observed by looking at the 

difference in the contributions of mechanical as opposed to thermal effects on the total 

residual stress profile. This is shown in Figure 6-10 where the contribution for the case of 

µ=0.22 is given for both the high and low tool wear.  
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Figure 6-10: Mechanical and Thermal Contributions towards Total Residual Stress Profile (µµµµ=0.22) 

As the coefficient of friction is increased from 0.1 all the way to 0.5, the 

temperatures increase drastically.  The surface temperature of the workpiece as it leaves 

the tertiary deformation zone rises from 433oC with a coefficient of friction of 0.1 to 

1006oC with a coefficient of friction of 0.5. These increased temperature gradients are 

evident in the increasingly tensile residual stress profiles achieved as a result of 

increasing the coefficient of friction.  

As friction is increased a fluctuation in the residual stress profile is induced near 

the surface, this is where the dominating thermally induced stress are affected by the 

unreasonably large strains induced by sticking along the tool flank. The entire surface 

element shears instead of simply slipping along the surface, so high strains are 

experienced. The equivalent strain along the surface goes from 3.2 for µ=0.1 to 4.0 for 

µ=0.22 and up to almost 35 for µ=0.5. This clearly unrealistic increase in strain leads to 

such strong gradients, that the existing mesh cannot resolve the problem, this results in a 

discontinuity in the predicted residual stress profile. 
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This unreasonable strain near the surface can be addressed by introducing a shear 

limit, and as in the low wear case, two separate shear limits are utilized: one at 490 MPa 

which is the initial yield point for this material under pure shear, and one at 257 MPa 

which is a more reasonable empiricaly derived shear limit. The residual stress profiles in 

response to these shear limits is shown below in Figure 6-11.    

 

Figure 6-11: Effect of Shear Limit with Significant Tool Wear 

As with the low tool wear case, the higher shear limit taken from the literature 

based on the shear strength of the material has no effect whatsoever, as the maximum 

shear at the tool-workpiece interface never goes above 490MPa.  

The shear limit has any influence in the case of µ=0.1 as this under predicted 

coefficient of friction fails to raise the shear stress near the limit. Even the case of µ=0.22, 

which represents the measured coefficient of friction for this material pair, shows only 

limited effect of the shear limit. This suggests that if reliable experimental data is 

available for the coefficient of friction then a shear limit will only have limited effect and 

need not be used. This is for the already discussed reason that the material model within 

the FEA code is already equipped to handle the material yielding as a result of combined 

loading when sticking occurs.  
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However, as is evident from the case of µ=0.5, if the coefficient of friction is 

significantly increased, the shear limit has a strong correcting influence. In this case the 

estimate of shear relative to normal stress is exaggerated, and the combined loading 

predicted by FEA is no longer accurate, thus the onset of yielding is not accurately 

captured. This becomes the same as a constant shear case at the magnitude of the shear 

limit. Thus, if there is some uncertainty with regard to the choice of coefficient of friction, 

a reasonable approach would be to choose a slightly higher coefficient of friction with a 

good empirically determined shear limit. 

6.3 Summary 

In general it seems that the choice of friction model matters less than the 

importance of choosing the correct values for the parameters of the friction model. In 

Table 6-I each of the tested models is characterized based on the observation of the 

interfacial shear into the different types of models. In the present work, a coulomb friction 

model (µ=0.22), constant shear (τm=257MPa), columbic in sliding and constant in 

sticking (µ=0.22 and τm=257MPa) as well as a pressure dependant function (µ=f(σn)) 

(Types I through Type IV) were used to accurately predict both cutting forces as well as 

residual stress profiles. All these models can work, if accurate friction measurements are 

performed for the parameters required by these models.  

It is worth noting that neither cutting nor thrust force are good at predicting which 

friction coefficient will most accurately predict residual stresses. Just because a cutting 

model can accurately predict the cutting and thrust force, does not mean that it is able to 
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predict residual stresses with any accuracy. Tuning the friction model in order to match 

force predictions to experimental measurements is a poor practice. Rather, the evolving 

cutting edge geometry needs to be accurately represented in order to improve force 

predictions. Friction should be based on realistic measured results from tribometric 

experiments.  

Using simple cutting mechanics to estimate friction angles and thus finding a 

coefficient of friction for an FEA model results in very high estimates of the coefficient 

of friction (µ>0.5), which necessitates an accurate shear limit. Unfortunately simple 

mechanics estimate of the shear limit based on the yield strength of the material in pure 

shear yields large values (τm>490MPa). Thus using simple mechanics to avoid 

experimentally obtaining the friction behaviour for a tool-workpiece pairing is not 

reasonable.  

The exact tool geometry including any tool wear is of the utmost importance in 

accurately predicting the cutting forces as well as residual stress profile. Unfortunately at 

present, the only accurate way of obtaining the cutting edge radius as well as the shape 

and size of any wear is purely experimental with work being pursued towards predicting 

the tool wear. A limitation of the present model is that the tool geometry must be known a 

priori. As long as it is necessary to perform a cut for some measurements, the model is 

not fully predictive. Unlike earlier models it is possible to use friction data from 

tribometric experiments rather than having to perform laborious split tool experiments to 

measure normal and frictional stresses along the cutting edge as in the case of [70]. Once 

reliable tool wear predictions can be made,  it will be possible to determine all the process 
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and material parameters for a given material pairing without any cutting experiments, at 

which point models will be wholly predictive.  

Finally, for the cases presented in this work, despite being able to make all the 

available types of friction models accurately predict the cutting forces and residual stress 

profiles, the recommendation is to use a simple columbic coefficient of friction as it is the 

most simple of the models available and thus requires minimum experimental work to 

obtain its parameters.  
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Chapter 7:  
Phase Transformations in Residual Stress 
Prediction  

There is no doubt that a significant source of residual stresses in many machined 

parts arise from phase transformation induced effects. As such this chapter concerns itself 

with extending the framework of the basic ALE cutting model to be able to predict the 

phase changes that occur near the surface of many machined parts. This chapter presents 

the details of a phase transformation module, and the results obtained from this module 

are compared wih the experimentally obtained results. As with the previous two chapters 

the parameters of the base ALE cutting model used are discussed first then the new phase 

transformation module is discussed. This is followed by the obtained results.  

7.1 Model Details  

7.1.1 Modelling Parameters  

The material in this work, AISI 4140, was cut using an uncoated cemented carbide 

tool. As earlier, the workpiece was treated as an elastic-plastic body, whilst the tool was 

treated as purely elastic. The thermo-mechanical properties used for this work are given 

in Table 7-I and Table 7-II. The thermal relaxation of the workpiece was treated exactly 

as outlined in Chapter 3, and since the feed per revolution, or uncut chip thickness, was 

quite large the sequential cut module was not necessary.  

  



Ph.D. Thesis   McMaster University 
Y. Ziada  Department of Mechanical Engineering 

96 
 

Table 7-I: Plastic  Properties and the Workpiece [120] 

� (MPa) � (MPa) �  �  $��  (s-1) �� (oC) �  
598 768 0.2092 0.0137 1 1520 0.807 

 

Table 7-II: Remaining Themo-Mechanical Properties  

 Workpiece Material [120] Tool Material [105] 
Modulus of elasticity (GPa) 210 GPa 612 
Poisson’s ratio  0.3 0.22 
Specific heat capacity (J/kg K) 473 @ 200oC 

519 @ 400oC 
561 @ 600oC 

334.01 + 0.12	� 

Thermal conductivity (W/m K) 42.6 @ 100 oC 
 42.3 @ 200 oC 
 37.7 @ 400 oC 
  33.0 @ 600 oC 

86 

 

7.1.2 Worn Tool Geometry 

In order to accurately reflect the cutting conditions during the cutting experiments, 

it was important to include not only the precise cutting edge radius but also the actual tool 

wear. The average geometry across the width of cut was approximated by a simple 

cutting geometry for quantification and use in cutting models. The angle of the flank 

wearland was best approximated by a straight line at -1o from the horizontal, with the 

length of this segment increasing as tool wear progressed (Vb). Crater wear was not an 

issue with this material pairing.  

The work presented in this chapter is separated into three tool geometries 

corresponding to low flank wear (Vb=88 µm), medium flank wear (Vb=267 µm), and 
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comparatively high flank wear (Vb=332 µm). These geometries are shown in Figure 7-1 

along with the unworn cutting geometry.  

 

Figure 7-1: Cutting Edge Geometry 

  

7.2  Friction at the Tool-Chip Interface 

Previous work on the effect of friction on the formation of residual stresses steered 

the choice of friction models for this material pairing to a simple columbic coefficient of 

friction with a shear limit to help limit the excessive strain induced by sticking of the 

nodes along the tool-chip interface. The friction parameters used in this work were 

µ=0.22 and τmax=205 MPa.  

7.3  Phase Transformation Module 

Due to the short time scales involved with the heating and cooling during the 

cutting process, austenitic and diffusion reactions are limited [121, 122] . The base 

material transforms into austenite without reaching the equilibrium weight fraction of 

austenite. The volume fraction of austenite formed during the cutting process for a given 

Chip Breaker

Angle

Rake Face

R
C
=37µm

Clearance Face

2
3

0
 µ

m

Unworn Tool Geometry

Chip Breaker

Angle

R
C
=37µm

2
3

0
 µ

m

Low Wear Geometry

88 µm

Chip Breaker

Angle

2
3

0
 µ

m

Medium Wear Geometry

267 µm

Chip Breaker

Angle

2
3

0
 µ

m

High Wear Geometry

332 µm



Ph.D. Thesis   McMaster University 
Y. Ziada  Department of Mechanical Engineering 

98 
 

element thus needs to be determined. Miokovic [121] presents a comprehensive 

methodology for predicting austenite and martensite formation within AISI 4140.  

The methodology entails applying Sheil’s additivity rule to empirically determined 

constant heating curves in the form of Avrami functions. In this context the Avrami 

function for continuous heating or cooling is expressed by Equation (7-1:  

3� = 1 − exp#−
40��% (7-1) 

 

where t is time  and n is an experimentally determined parameter. The parameter b is 

defined by Equation (7-2):  

4
�� = � exp &−Δ5
.�( (7-2) 

 

Where Δ5 is the activation enthalpy for the ferrite to austenite transformation, C 

is a velocity constant, k the Boltzmann constant and T the temperature in K. If the 

parameters b and n are known for a material then the Avrami function can fully describe 

the isothermal formation of austenite. Sheil’s additivity principle enables an arbitrary 

temperature history to be discretized into a series of short isothermal time steps, during 

which the formation of austenite is governed by the empirically determined Avrami 

function. Thus the volume fraction of austenite after time ti+1 can be calculated by 

applying Equation (7-3):  

3�,��	 = 3�,� + Δ3� = 3�,� + 63�,�60 7
�
�
∗

∆0 (7-3) 
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where 
���,�

��
8
�
�
∗
 is defined by Equation (7-4) 

63�,�60 7
�
�
∗

= � ∗ 4
��� ln� 1

1 − 3�,��
��	
� 91 − 3�,�: (7-4) 

 

As the workpiece begins to cool the austenite will begin to transform to either 

bainite or martensite. In order to determine which of the two will form, the integral in 

Equation (7-5) needs to be evaluated [123]:  

; �0
0�(�) ≥ 1

�

�

 (7-5) 

 

where dt is the timestep and tα(T) is the incubation time required, at temperature 

T, for bainite to form, and t is the cooling time. If this integral exceeds 1 before the 

temperature drops below the martensite formation temperature, bainite will form. 

However in this work, the timescales are much smaller than those required to satisfy this 

integral and as such only martensite is formed.  

Transformation of austenite to martensite was addressed by the Koistinen-

Marburger relation [55] as shown in Equation (7-6:  

3� = 3��� 91 − exp9−<
�! − ��:: (7-6) 
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where < is a constant usually found to be close to 0.011 for most steels, including 

AISI 4140, Ms is the temperature when the martensite transformation begins. T is the 

temperature of the region of the workpiece where the phase transformation occurs,  and 

3��� the maximum amount of martensite that can be formed, in this case the total amount 

of austenite.  

These phase transformations are coupled with the stress field by introducing an 

additional strain component to the total strain. Thus the volumetric change associated 

with the various phase changes can be incorporated into the relaxation model, where the 

strain increment due to this volume dilation is shown by Equation (7-7) [124, 125] :  

Δ
"# =
1

3

Δ!
! Δ3 (7-7) 

The percentage change in volume due to phase transformation (Δ!/!) for each of 

the transformations is given with the material properties in [15], and Δ3is the change in 

volume fraction of the phase during the time increment. The volumetric dilation used in 

this simulation was a combination of that yielded from the annealed AISI 4140 to 

austenite as well as that from austenite to martensite. As long as this strain combined with 

the thermal relaxation is elastic, the transformations can be coupled to the stress field 

using the isotropic Hook’s law with temperature dependant Young’s modulus.   

This model calibrated with the parameters determined by Miokovic et al. [121] 

has been implemented in MATLAB which draws upon the temperature history developed 

within the thermal relaxation module. Schematically this process is illustrated in Figure 

7-2. 
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Figure 7-2: Flow Chart of Phase Transformation Prediction Module 

The experimental test matrix used for this work is given below:   
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Table 7-III: Effect of Phase Transformations Test Matrix (AISI 4140 Cut Using an Uncoated WC 
Tool) 

Test # Feed Speed  Rib Width Rib Depth Cutting Time Tool Wear 

1 200 µm/rev 300 m/min 3 mm 25 mm 3 Sec 88 µm 

2 200 µm/rev 300 m/min 3 mm 25 mm 9 Sec  267 µm 

3 200 µm/rev 300 m/min 3 mm 25 mm 12 Sec 332 µm 

4 200 µm/rev 150 m/min 3 mm 25 mm 3 Sec 76 µm 

 

7.4 Predicting White Layer Depth 

In order to perform a basic assessment of the cutting model, cutting and thrust 

forces were measured during cutting experiments. The cutting process was stopped after 

varying distances cut and the tool wear was measured, and cutting models were run for 

these tool wear profiles. From this model cutting and thrust forces were extracted, and 

then compared to the measured ones with a single standard deviation given as the error 

bars (see Figure 7-3).   

  

Figure 7-3: Cutting and Thrust Forces 
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As would be expected both the cutting and thrust forces increase with tool wear, 

however the thrust force is much more significantly affected, as this triples over the 

measured region. The importance of accurately representing the worn cutting geometry is 

apparent in the sensitivity of the thrust force to tool wear. Further the cutting force is 

quite accurately captured, with some over prediction apparent in the thrust force. In terms 

of a quick analysis of the cutting model it can be concluded that the forces are well 

predicted and the cutting model can be used for the prediction of white layer.  

The stress and temperature history from the model was output for a narrow 

segment of the newly formed surface, and introduced into the thermal relaxation and  

phase transformation modules to obtain the volume fraction of martensite. For the three 

worn tool geometries shown in Figure 7-1, the volume fraction of martensite is shown in 

Figure 7-4.  

 

Figure 7-4: Volume Fraction Martensite Predicted as a Function of Tool Wear. 
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increased temperatures associated with 267 µm of wear allow for partial austenization of 

the workpiece near the surface. Since the temperatures and time scales are small enough,  

the predicted volume fraction of martensite is quite small, so still no white layer is 

formed. Finally temperatures increase again as the wear increases to 332 µm allowing for 

substantially more austenization. In fact a thin layer of 3 µm at the surface fully 

austenizes resulting in almost pure martensite near the workpiece surface with volume 

fraction of martensite dropping very rapidly at increased depths. By 7 µm beneath the 

surface the fraction of martensite drops down to zero.  

The experimentally obtained workpiece was sectioned as described in Chapter 4, 

mounted, polished and etched. Under an optical microscope the white layer thickness, if 

any, was measured. Two sample micrographs are shown below in Figure 7-5 with the 

sample cut at moderate tool wear (267 µm flank wear) shown on the left and the one cut 

with high wear (332 µm flank wear) on the right.  

           

Figure 7-5: Micrographs Cut with 267 µm Flank Wear on Left and at 332 µm Flank Wear on the 
Right. 

As expected the samples cut with 88µm and 267 µm of wear showed no evidence 

of a white layer, which is in agreement with the simulation. At 332 µm of flank wear 
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there was an average white layer thickness of 4.6 µm with a standard deviation of 0.78 

um. The maximum measured thickness was 6.8 µm and the minimum was 3.3 µm. The 

average white layer thickness is shown in Figure 7-6 as the gray shaded region with the 

predicted martensite content superimposed.  

 

Figure 7-6: Volume Fraction Martensite Predicted as a Function of Tool Wear, Average Whitelayer 
Thickness for vb = 332 is Indicated as the Shaded Region. 
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Figure 7-7: Experimentally Measured Residual Stress Profiles 
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where flank wear increases from left to right from 88 µm to 267 µm and 332 µm 

respectively. 

 

Figure 7-8: Experimental and Simulated Residual Stress Profiles for vb = 88 um, 267 um and 332um 
Respectively from Left to Right.  

From this we see that the model is indeed able to capture the residual stress profile 
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Figure 7-9: Effect of Phase Transformation Module 
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profile, the phase transformation contribution is that due to volume dilation during phase 

change, the balance is due to mechanical processes.  

 

Figure 7-10: Component Contribution towards Total Residual Stress Profile, for vb = 88 µm, 267 µm 
and 332µm respectively from left to right. 
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limitations of this model in regards to predicting white layer formation. This model is 

only able to predict thermally induced phase transformations, but white layer can be 

formed through severe plastic deformations (SPD) as well [52]. In general this occurs for 

high part hardness and fast cutting speed, as illustrated for AISI 52100 bearing steel in 

Figure 7-11. This is for a different workpiece material, yet the trend should be similar for 

AISI4140.  

 

Figure 7-11: Nature of White Layer Formed at Various Speeds and Workpiece Metallurgical States. 
(Adapted from [52]). 

This all means that the current model will only work for relatively soft materials 

(HRC<50) or low cutting speeds. There is however a further limitation of ALE cutting 

model as it is not able to predict the adiabatic shearing which occurs when segmented and 

saw-tooth chips are formed. These types of chips are characteristic of the high speed high 

hardness cutting conditions where SPD become significant, so before the model can 

really be expanded to consider these changes, it is necessary to expand the model to 

include discontinuous or at least saw-tooth chips.  
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Chapter 8:  
Conclusions  
 

This chapter begins with a summary of the main conclusions drawn through the work 

presented within this thesis. Subsequently the next steps of this research are discussed 

with recommendations for future work.  

8.1 Summary of Results 

As with the rest of this thesis, the results can be separated into three distinct sections, 

small uncut chip thickness, frictional effects and phase transformations. The main 

conclusions for each section are summarized below. 

8.1.1 Small Uncut Chip Thickness (Sequential Cut) 

Since the time scale of the thermal relaxation after metal cutting is significantly 

longer than the time scale of the actual cutting time, significant time savings were 

achieved by developing a relaxation module to relax the stress field outside of the main 

ALE model. To this effect a simple elastic relaxation subroutine with a sequential cut 

module was written in MATLAB. 

When simulating small feed rates without the sequential cut module, substantial 

differences were observed between the experimentally obtained residual stress profiles 

and those predicted by FEA. In many instances the model completely missed the 

compressive portion of the residual stress profile. However using sequential cuts, a drastic 
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improvement in the prediction of residual stress profiles was achieved; in fact the 

experimental and profiles simulated using the sequential cut module were nearly 

identical. 

As feed rates were increased, the benefits of sequential cuts became less noticeable, 

as a single pass simulation actually manages to predict the residual stress profile with 

good accuracy. In fact for feed rates in excess of 100µm/rev the limited improvement 

does not merit the increased simulation time required for the sequential cut module.  

Further it was determined that if the remaining stress state in the finished surface is 

not the main goal of the simulation, then even with small uncut chip thicknesses the 

benefits of the sequential cut module are limited. That is because the chip morphology 

and tool-workpiece interface are not significantly different between passes. 

8.1.2 Frictional Effects 

A significant study on the effect of friction on the residual stress profile formed 

during dry orthogonal cutting was presented for both lightly worn as well as highly worn 

tools. It was shown that lightly worn tools are only minimally affected by the choice of 

friction model, whilst more significantly worn tools are affected to a larger degree by the 

friction model. Tool wear is normally neglected when simulating residual stress profiles, 

which might account for the  disagreement within the literature on the significance of the 

friction model.  

It was further shown that good results can be obtained using a number of different 

friction models, independent of the amount of tool wear. In general a realistic 
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determination of the parameters for a friction model far outweighs the choice of model, 

thus the most simple one should be used where possible. In general this means that shear 

limit (τm) is not needed for a well characterized coefficient of friction (µ). However if a 

shear limit is used, it is important to note that the limit is not the same as the shear limit of 

the workpiece material under pure shear, or the flow stress of the workpiece material. The 

shear limit should be carefully determined through tribometric experiments.  

Analytical solutions typically used to estimate the coefficient of friction for metal 

cutting yield unrealistically large coefficients of friction. Accurate prediction of cutting 

forces with such large values of coefficient of friction does not mean that the residual 

stress profile, temperatures or even chip thickness are accurately predicted. In fact, the 

common practice of calibrating a friction model using cutting forces seems to have little 

merit, as there is little correlation between the accuracy of the force prediction and the 

accuracy of the predicted residual stress profiles. A better approach is to use a simple  

friction model, and to modify the cutting geometry to more accurately represent the actual 

cutting conditions to calibrate the cutting forces.  

8.1.3 Phase Change 

In this work an FE model was developed for studying both the onset of white layer as 

well as residual stresses during cutting. This model was calibrated and validated for AISI 

4140 using a number of differently worn tool geometries. The strong agreement between 

the predicted residual stress profiles and experimental ones, in addition to accurate white 

layer depth predictions, indicate that the model can indeed be used to study the 

relationship between various cutting parameters and the finished sub surface quality. 
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Further the developed models were used to show that the increasingly compressive 

residual stress profiles measured during this work were due to increased mechanical 

loading, despite increasing temperatures with tool wear. It was shown that by including 

phase transformations into the residual stress prediction, the surface residual stress is 

strongly affected and agrees better with measured profiles. Some limitations to this model 

were also discussed which point to future  work, developing a reliable ALE cutting model 

that can handle segmented and saw tooth chipsto simulate harder materials where phase 

transformations become even more significant.  

8.2 Future Work 

Throughout this work a consistent limitation faced was the present inability of the 

ALE cutting model to predict segmented chips. Much of the field where residual stresses 

are of particular interest is in hard aerospace materials which typically cut in a segmented 

manner. A modification to the ALE model to include a damage criterion near the chips 

free surface, which would allow segmented chips to be modeled, would be of great 

interest to the field, and would, in principle, lead to the development of a new meshing 

scheme.  

A further development which would significantly add to the versatility of the ALE 

cutting model would be the incorporation of microstructure into the model. This could be 

achieved through a user material model which would allow the entire workpiece to be 

modeled as one material having spatially distributed properties. This would overcome the 
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inherent difficulties of the ALE model in regards to different materials and would add 

significantly to the state of the art.  

Currently the ALE cutting model is not fully predictive since tool wear 

measurements are needed to accurately represent the conditions at the tool-workpiece 

interface. A continuously evolving tool profile based on wear rate predictions would 

obviate the necessity for tool wear measurements and would significantly advance the 

predictive abilities of the cutting models.  

Lastly, at present the ALE model struggles to take advantage of multiple processors 

because ABAQUS has problems dividing an ALE region between multiple processors. 

Using clever partitioning it might be possible to allow for a better segmentation scheme. 

Significant computational advantage would be realized as computers continue to have 

more parallel processors.  
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Appendix 1: Annealed Residual Stress 
Depth Profile  
  

 

 

The measured residual stress depth profile for the AISI 1045 samples is give below:  

 

Figure A-1: Anealed AISI 1045 Sample Residual Stress Depth Profile 
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