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ABSTRACT

In this dissertation, I confront a problem in the philosophy of languace
from an historical and systematic standpoint. The problem consists in
explicating a concept of nonsignificance which can apply, inter alia, to
the appraisal of philosophical assertions as category-mistaken or type-
absurd. Such appraisals often take the form:

"To say 'a is F' is nonsignificant, because a is not the

type of thing which can be F or not-F."

Accordingly, the thesls begins in an exmination of the historical

and philosophical basis for Russell's theory of logical types, with its

concommittant classification of propositions into true, false or nonsig-
nificant.

In Part I, I seek to remedy a failing in past exegeses of the
development of Russell's type theory which ignore Russell's demand that

his "proper"” solution to the paradoxes--the ramified theory of types--

not simply provide a consistent loglcist system; but should also be
recommended by his other philosophical doctrines. I remedy this failing
by showing that:

(i) the source of inconsistency in Frege's logicism lies in his
underlying semantic doctrines: complete definition and the treatment
of extensions as objects;

(ii) the genesis of Russell's ramified theory lies in his logic,
epistemology and theory of meaning--viz: the connections between his
Vicious Circle Principle, his Multiple Relation Theory of judgement, and
his doctrine of incomplete symbols.

(1ii) in particular, the Multiple Relation Theory provided Russell
with a foundation for the ramified theory which was undermined when
Wittgenstein subjected it to two 'paralysing" objections (hitherto, only
partly reconstructed), within Wittgenstein's ongoing critique of the
logical doctrines of PM. I reconstruct these criticisms and survey, in
general, the critical background to the ramified theory resulting in the
changes from the first to the second editions of PM,

In concluding Part I, I anticipate the constructive enterprise of

Part II in arguing that previous attempts to extend the application cf
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type theory to meaningful predication as a whole have often failed through
their insensitivity to contextual relativity and linguistic creativity.
Nonetheless, I discuss two accounts--Wittgenstein's theory of formal con-
cepts and Ryle's theory of categories--having features which I preserve

in Part II. In addition, I argue against construing category-mistakes

as ungrammatical or as false.

My general contention through Part II is that category-mistaken
significance-failures are best explicated within a theory of linguistic
acts (broadly Austinian). T support this contention by considering the
circumstances of an utterance failing to yield a statement in context
through its failure to express ‘'content' to an audience. This notion
of 'content' is developed by recourse to those techniques of formal
semantics which provide an articulation of structural and algebraic
features of contexts, utterances and speech-acts in the interaction of
which significance is appraised. The interpreted formal languages I
develop borrow features from significance and context logics given in

Routley and Goddard's The Logic of Significance and Context, (1973);

though my approach to the semantics diverges markedly from theirs.

The semantic structures I develop are recommended by their exhi-
biting systematic relations between utterances, contexts and signifi-
cance without demanding that category-mistaken predications be diagnosed
on the basis of a priori allocations to categories. They represent a
category-mistaken predication in terms of a conflict between conditions
for successfully talking about items of a type or sort, and for making
a statement of such items, in context. Only in this way, it is argued,
can a philosophical theory of meaning accommodate fully the richness,

creativity and diversity of linguistic acts in context.
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. T family reunions
(Weddings, funerals,

The joint junketings of Christ and Saturn)

Bicod is so much thinner than whisky and water
That consanguinity drinks procrastination,
Postponing the ineluctable anacoluthon

In the polished Jamesian discourse of Uncle Fred
(That prosy participial biped)

When he 2nd Uncle Arthur

(Literal, inarticulate,

A man transposed wholly into the key of A flat)
Discover
" That there are impediments to the marriages of mind
Certainly more than kin. as certainly less than kind.
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INTRODUCTION

A: Preamble.

It is a typically philosophical ascription to dub another's utterances
as 'meaningless' or to appraise sentences as nonsignificant. In this cen-
tury, a number of philosophers have argued, at different times, that whole
classes of sentences are meaningless, nonsignificant, absurd, incoherent or
logically odd. It has been claimed, for example, that utterances expressing
self-referential, analytic, contradictory, evaluative, and metaphysical pro-
positions lack descriptive or cognitive meaning.l These claims have been
extensively debated in recent philosophy. Frequently, support for them has
been drawn from consideration of a number of examples of which almost any
English speaker would judge that if aﬁy sentences lack significance, then

the following do:

(1) This stone is now thinking of Vienna. (Carnap)

(2) Quadruplicity drinks procrastination. (Russell)

(3) Virtue is blue. (1. Shorter)
(4) My kangarco is the fifth day of the week. (Passmore)
(5) Caesar is a prime number. (Reichenbach)
(6) John frightens sincerity. {Chomsky)

(7) Saturday is in bed. (Ryle)

(8) There is a loud smell in the drawing room. (Strawson)
(9) His fear of flying is three inches to the

left of his belief in ghosts. (Strawson)
(10) The number seven is indifferent to tomato
soup. (R. Routleyl

These examples, it is supposed, highlight a kind of oddity or anomlv

which is overtly linguistic, yet which appears quite different from a breach



of grammatical rule or a syntactically ill-formed string. The purpose of
the examples——-perhaps their only purpose-—-has been to delimit in a non-
contentious manner a species of significance failure or meaninglessness
under which the more disputed philosophical cases can be subsumed. That is,
a general theory proscribing examples like (1) to (10) as senseless may pro-
vide elucidation and justification for the claims of philosophers that less
perspicuously nonsignificant utterances exhibit a similar deviance.

The critical intent of this essay is to investigate various accounts
of the abnormality of sentences like (1) to (10), to identify the species of
absurdity such sentences purport to exemplify, and to appraise arguments which
ascribe a similar absurdity to philosophical utterances. In this critique--
which occupies Part I of the essay--my intention is not to decide, in speci-
fic cases, whether those several classes of utterances which have been pro-
scribed as senseless warrant the charge. For example, it is not my intention

to argue for or against Ayer's claim in Language, Truth and Logic that the

propositions of ethics lack descriptive significance. My concern is rather
with the prior question of whether there is a distinctive kind of nonsigni—
ficance exhibited by utterances to which philosophers may appeal in making
such claims. That is, my enquiry is conceptual rather than historical. For,
unless just such a generic notion of absurdity can be clearly identified,
then one philosopher's rejection of various kinds of philosophical utterance
as nonsignificant bears as little weight as his report that he is unable to
understand or interpret the utterances of another.

The constructive enterprise——undertaken in Part II of the thesis--—

seeks to build upon the critique of Part I a general account of the various



kinds of linguistic anomaly into which the central notion of significance
failure can be embedded. To accomplish this requires a detailed examination
of the logical relationships invelved in the analysis of utterance-significance,
and in the appraisal of the inferential support for significance claims
(claims that utterances succeed or fail to be significant). It is in carry-
ing through this examination of the logic of significance claims that it
proves necessary to re—appraise the generic notion of utterance-meaning and;
in particular, to assess the extent to which the significance of an utter-
ance is tied to its comntext of utterance, to the individual physical, social
and cognitive circumstances in which it is uttered. For this reason I des-
cribe the formal semantic structures introduced in Part II as logics of
contextual significance.

Following this theme, it is assumed, therefore, throughout the thesis
that communication between individuals by means of speech involves a complex
series of actions which take place in a context, against a background environ-
ment and on the basis of shared beliefs, experiences and customs. 1 assume
in addition, of course, that verbal communication between individuals requires
shared knowledge of a language. I do not, in general, describe what it is
for an individual to know a language. To the extent that successful communi-
cation involves actions of various kinds, I take it to be evident that some
of these acts will be linguistic. That is, an essential constituent of the
description of the act of uttering & sentence will be some reference to the
language to which the sentence belongs. Similarly, the understanding of that
utterance--also an act, of interpretation, however immediate--involves the

language of speaker and audience in an essential way. The object which



expresses meaning to an audience and whose meaning is apprehended by an
audience is a linguistic object—--namely, the sentence. Nevertheless, I
offer no systematic answer to the question whether ocur knowledge of a lan-
guage should be said to consist in the accumulation of those abilities
necessary to the performance of linguistic acts--a species of 'knowing how'--
or in the acquisition of facts--a species of 'knowing that'--knowledge of
which is revealed in the successful performance of linguistic acts. It is

a theme of the thesis, however, to argue that acts of expressing and appre-
hending meaning are so enmeshed in the complex of circumstances, context

and custom that accompanies speech-acts, that to seek a distinctive kind of
knowledge comprising linguistic knowledge, alone, amongst the heterogeneous
beliefs, experiences, sensations, perceptions and thoughts shared by speaker
and audience, may be to misrepresent, through oversimplification, the notion
of meaning required.

With this thematic concern in mind, then, it is a first priority to
enquire into the general conditions that an account of significance failure
and linguistic anomaly has to satisfy. Such an account has not only to avoid
oversimplification, but to function successfully in the diagnosis and analy-
sis of significant discourse, also. It has to demarcate between what, in
context, and subject to appropriately delineated background conditioms,
successfully communicates significant content to an audience and what does
not. I devote the mext section of this introduction to a brief description
of these methodological requirements.

In the concluding section of this introduction, I proceed to survey

the historical background to the thesis, to identify several of the problems
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which the thesis confronts, and to extrapolate to the importance of those
problems in the wider context of contemporary logic and philosophy of lan-
guage. Of necessity, this ''setting the scene' is severely condensed--touching
only upon those issues which relate most readily to the subject-matter of

the thesis, itself. Further extrapolation to the wider implications of the

thesis is deferred, naturally, to its concluding sections.

B: Methodological Requirements.

The two most general criteria that an account of the nonsignificance
of utterances like (1) to (10)--in any suitably ordinary context--must meet
are those of 'explanatory relevance' and of 'recursive application’.

The former criterion of adequacy, though readily admissable, is dif-
ficult to state precisely. We have to recognise at outset that a theory
explaining the anomalousness of sentences like (1) to (10)--one which cap-
tures the sense in which one would ordinarily reject them as meaningless--
will not, of itself, account for all kinds of linguistic anomaly. A require-
ment upon the theory I propose, and upon those I criticise, therefore, will
be that they be embeddable, in a natural way, in a systematic account of the
ways language can go wrong. For this purpose I introduce in Part I1 a puta-
tive taxonomy of linguistic anomalies into which the nonsignificance of
utterances-in~context is to fit. The taxonomy is neither exhaustive nor
strikingly original--embracing as it does the classification of objects of
linguistic investigation into "syntactic, semantic and pragmatic' components;

a schema which originates in C.W. Morris' early works on the theory of signs.”



The taxonomy serves only heuristic purposes, whereas the argument required

to establish the explanatory relevance of the account I develop occupies a
more central role. Indeed, that the account I develop can be related syste-
matically to a generic account of linguistic anomaly, to the questions of
typical concern to the philosopher of language, is established only through
the course of the thesis. It appears in the discussion of views of precursors
of the account I develop, and in the rival theories of nonsignificance I
criticise. Nevertheless, some more general remarks upon the task of 'fitting'
where possible, the account I develop into a wider framework are not out of
place at this point.

Amongst the questions of typical concern to the philosopher of lan-
guage are such as have to do with what a language is, what sort of descrip-
tion a description of a language should be, and with what relations obtain
those notions we classify pre-theoretically as belonging to linguistic know-
ledge, abilities and experience and those belonging to human knowledge,
abilities and experience as a whole. We can take it as given that language
speakers have a discriminatory ability to grade utterances in respect of
their significance. The behavioural symptoms of a breakdown of communication
between speakers——through significance failure-—are of interest to the psycho
logist, but are not at issue, here. To the extent, however, that it is an
acknowledged task for the philosopher of language to describe and explain

what is involved in one speaker understanding what another has said, then it

is part of that task to investigate the conditions in which the phenomenon
of understanding is blocked. In particular, it is part of that task to

analyse and elucidate the conceptual connections between the notions of



unintelligibility, meaninglessness and nonsignificance to which we often
appeal when understanding is blocked.
I have used for the first time, here, two terms marking an important

distinction between the intelligibility of what is said and its significance.

I employ the distinction to separate classes of questions prompted by inves-
tigation into the breakdown of communication. Of these two classes of
question--related as genus to species—-I will be concerned almost exclusively
with those of the second kind. Certainly, an audience may judge any utter-

ance, by a speaker, in a context, to be unintelligible when, in their judge-

ment, his speech fails to convey his meaning. Yet if his utterance fails to
be intelligible, it need not be because his utterance lacks significance; for,
he may have mumbled, spoken in a strange dialect or the physical conditions
may have been unfortunate. Merely to appraise what another has said (or
written) as unintelligible is to signal a breakdown in communication, not to
explain it.

Within this generic notion of intelligibility, as I use it here, there
are many complex questions which arise in asking how and why an audience
judges a speaker's utterance to be intelligible or otherwise. There are
questions in the purview of the linguist concerning variations in dialect
and idiom; questions for the psychologist concerning behavioural and cogni-
tive cues and signals in verbal acts; questions for the physiologist of
speech production and reception and for the ethnologist concerned to identifv
customs, convention and gesture in speech behaviour. In addition, of central
importance to the epistemologist are questions concerning the conceptual

status of the notion of intelligibility, its use as a term of appraisal and



as qualifying an object of understanding. Yet we can separate off from this
heterogeneous class of questions the more specific subclass of questions
which have to do with occasions when what is said is unintelligible through
the failure of a speaker's utterance to be significant. That is, as I shall
maintain below (Part II, Section B), significance failures comprise that sub-
class of unintelligible utterances in context which is formed by considering
only those occasions when the failure of an audience to understand what is
said is directly attributable to some failing of the speaker's utterance,
itself, in virtue of which it fails to express a significant proposition.
In short, nonsignificance results from a failure to satisfy some essential
condition for an utterance to be meaningful in context--in contrast to what
may be termed the 'accidental' circumstance of what is said being unintel-
ligible through some extraneous feature of the speaker, context or audience.

It may be objected immediately that to separate intelligibility from
significance in this manner is to evade the important question whether non-
significant utterances may be made intelligible through their expressing
something other than their literal meaning. On many occasions, it might be
argued, what is said is literally meaningless but is readily intelligible as
a result of some other non-literal comstrual. Typically, metaphors, literary
devices, codes and colloquialisms are cited as paradigms of intelligible,
nonsignificant discourse.

I accept the objection and examine in some detail, below, whether
this evasion is problematic for the analysis of significance failure I pro-
pose. Let it suffice, for the moment, to observe that the requirement of

explanatory relevance--that an account of significance failure be embedded



in a natural way in a generic account of linguistic anomaly--is invoked pri-
marily to ensure that this heuristic separation of 'significance' from 'intel-
ligibility' does not isolate significance failure as a unique variety of
anomaly unrelated to other ways in which language goes wrong.

The second adequacy requirement upon an account of significance

failure——that of recursive application, as I shall call it-—-is prompted by

the formal nature of the thesis' subject-matter: language. Any theory of
nonsignificance has to yield analyses of a potentially infinite variety of
cases. That is, to accommodate the capacity of a language in use to generate
indefinitely many syntactically well-formed (i.e. ''grammatical'') sentences,

a general account of utterance-meaning must adopt a 'recursive'-—or, as
Chomsky has termed it, a 'generative'--framework of description.3 Since
there is no reason to suppose the subclass of well-formed sentences which,
uttered in context, are meaningless, to be any less numerous, then a theory
of significance failure has to be built upon a similar framework.

To make these criteria of adequacy more precise, consider three pos-
sible 'models’ or frameworks in which we might choose to embed a theory of
nonsignificance. 1 have specified that significance failures are to be
classed as a sub-species of the class of unintelligible utterances. Thus,
to determine rthis subclass more precisely, suppose we consider an idealised
native speaker of a language and a suitably large, heterogeneous sample of
utterances which, in a normal (or rather ''unexceptional'') context, the
native speaker marks as deviant, odd, anomalous, unintelligible, or nonsen-
sical. Our idealisation of the speaker allows us to pare down the size of

this class somewhat: first, by discarding all those utterances whose
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unintelligibility to the speaker is directly attributable to the speaker's
vocabulary deficiencies or ignorance of syntax. That is, we endow the
speaker with an impossibly good lexicon and total linguistic competence.
Secondly, we discard utterances whose unintelligibility is solely derived
from the fact that they are either infinitely long, or because their finite
length prohibits our speaker from interpreting them during his lifetime.

Next, we discard members of the class consisting of word-salad
utterances—-those whose unintelligibility is the product of a violent breach
of the syntax of the language; i.e. technically, those whose phrase-marker
is not generated in the transformational-generative component of the language.

(This selective procedure, unfortunately, is not entirely unproble—
matic. There are several discussions--in Chomsky (1965)% and Ziff (1964)J——
of examples of apparent 'word-salad" sentences which, on syntactic grounds,
are arguably well-formed. Chomsky's "Colorless green ideas sleep furiously"
is one such well-known example. Similarly, Ziff (loc. cit.) has argued that
if we espouse the seemingly unobjectionable syntactic principle that expres-
sions of the same syntactic category, having the same syntactic function,
are interchangable without loss of grammaticality, then each of the following
""gobbledy-gook" strings can be transposed, by substitution of like for like,
into idiomatic English:

(Z1) * 1t may have were — He may have been.
(Z2) * Smith although Jones spoke until not Brown —— Smith and
Jones spoke but not Brown.

Such problems, I believe, stem from an insufficiently articulated notion of
syntactic category--one which, with further refinement, would reveal that
Ziff's substitution-principle is, on its own, simply false. I do not intend
to consider these problematic cases further).

We have pared down the corpus of utterances our idealised speaker
finds unintelligible by discarding, in general, those which we can definitely
classify as syntactically anomalous. Similarly we can discard as uninterest-

ing utterances whose unintelligibility results from (i) variations in dialect

or idiom; (ii) breach of phonological rule; (iii) accidents of morphophonemic
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context (parapraxis, speech-loss, etc.).

Finally, albeit arbitrarily, we confine attention to that subclass
of the remaining utterances which are overtly declarative assertions--at
least in respect of syntactic form (NP + VP). Of course, when an utterance
is unintelligible to a speaker, he may be unable to identify it as declara-
tive, imperative, optative, hortatory or whatever. This is an unfortunate
consequence of the fact that the mood of an assertion is not uniquely deter-
mined by its syntactic form. Nevertheless, for the sake of this introductory
illustration, I shall gloss over this indeterminacy of mood completely.

What remains, then, of the class of unintelligible utterances? Which
of the following schematic diagrams, or 'models', best depicts the kind of
account which our idealised speaker might employ to justify marking the
remaining utterances as anomalous? Of several possibilities, the following
three schematic models seem most likely to fit our intuitive picture of the
structural properties of the class of unintelligible, nonsignificant utter-

ances:

1: First, we may be inclined to suppose that there is a continuum
along which we can locate declarative utterances which are progressively less
and less intelligible to our idealised speaker. That is, we might suppose
that there are degrees of diminishing significance with respect to which he
may be disinclined to say of any utterance that is grammatical, but anomalous,
that it is definitely meaningless, but of which he can judge that it is less
understandable than other utterances.6 Such a supposition seems best depictec

by a model which grades utterances along a line:



word Token Conte.xtuo.“y
salad ~° "' odd inappropriate
< — NONSIGNIFICANT — — = — — o= = — SIGRIFICANT — — — —%

In the following, I shall refer to this schema as ''model I".

II: An alternative to model I is to suppose that there is a family
of intersecting sets of conditions which bear upon the significance of utter-
ances within each of which nonsignificant utterances may be located and which
exhibit features similar to sets in their immediate neighbourhood but which
bear little or no similarity to remote sets. Such a supposition seems best

depicted by the following schematic diagram:

word sem&v\tica\ly token Context
l sajad deviant } odd dependent J
NAONSIEARLEICANT g SIGRNICICANT

In this schema, nothing is intended by the number and kind of intersecting
sets——save that the general picture is one of nonsignificance being the pro-
duct of several different kinds of anomaly which are nonetheless related. I

shall refer to this framework of description as '"model IT".

1I1: Finally, a simpler schematism is provided by the supposition
that there is some very general feature that all significant utterances share
and nonsignificant utterances lack (or vice versa) in virtue of which we can

partition the class of utterances into disjoint sets, thus:



TG,

ord Sﬂmqqtt".d“y ‘tokt.n context semantically
SQ]@& deviant odd. ¢ AePeﬂA ent antonemous
|
NONSIGNLIFILANT ' SiGMiFICANT

Various ways of partitioning subsets within these disjoint sets may be pro-
posed depending upon the manner in which the boundaries between syntactic,
semantic and pragmatic anomalies are drawn. The general character of model
I1I, however, is to endorse a theory of nonsignificance as a determinate and
relatively permanent attribute of sentences uttered in context.

One can summarise the views which models I to III represent in notic-
ing that:
(1) in model I, "significant" is a grading adjective ranging over utterances
which, like "intelligent'', ranging over persons, admits degrees of difference,
without there being some one decisive test for separating significance from

nonsignificance (or intelligence from unintelligence).

(ii) in model II, again, "significant'" is an adjective of grading which
admits degrees of significance. 1In this case, though, significance is a
generic notion or 'family concept' embracing several qualitatively separable
notions which are related by resembling conditions for the significance of
what is said. In this respect, "significant'" might be said to be like
"healthy'" in so far as this latter may eneompass a group of interrelated
qualities (of feeling, physical fitness, mental state, and so on), each of

which contributes to the generic concept and is connected to others by
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resembling conditions for the well-being of a person, yet which are separable,

and admit differences of degree.

(iii) in model ITII, '"significant/nonsignificant'" are being considered as
polar adjectives--like "good/bad", "true/false'" with respect to which there
is some determinate feature the presence or absence of which, for any object
over which the adjective is defined, establishes whether the adjective
applies. (This does not exclude, of course, borderline cases, or cases
where it may be extraordinarily difficult to discern whether an object
possesses or lacks the determinate feature).

In all three models, ''significance" is being regarded as a term of
appraisal-—-for, any account of significance failure must admit the evident
fact that a significance-claim (a judgement that an utterance is, or fails
to be significant) has an evaluative, perhaps even a normative, content. To
reject a declarative utterance as nonsignificant or meaningless is to dismiss
the meaning it was intended to convey, to disqualify the speaker, albeit
momentarily, from the ongoing discourse, and his utterance from making a
statement which can be true or false. This is only to insist upon the com-
monplace that for an utterance to yield a true or false statement, it must
express a significant proposition, i.e. say something meaningful. Such
appraisals frequently carry connotations of considerable evaluative weight.

It remains to make a preliminary assessment of these three models--1
do not claim that they are the only three possible--in the light of the metho-
dological requirements delineated.

In general, the schema we adopt as best fitting the role of significanc

claims in diagnosing and analysing linguistic anomaly will reflect the account
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we espouse of utterance-meaning and of the semantic structure of a language.

If, for example, we opt for model III-~in some respects the simplest frame-

work of description--then, presumably, we shall loock for some definitional

principle to demarcate between significance and nonsignificance. That is,

our account of utterance-meaning should yield some definition of the form:
An utterance of a sentence S is nonsignificant if and only

if S has (or lacks), on the occasion of its utterance, some
property @...

Relative to the determinability of @, then, the presence {(or absence--~we can
always take @ to be the lack of some property) of @ will be necessary for a
sentence S to be meaningful, in context; its absence being sufficient to
declare S meaningless and, hence, unintelligible. To discover such a pro-
perty @, then, would establish an important link between the meaning of a
sentence S (the object of a semantic description) and the assertibility of

S (that S is pragmatically successful in context). For, having identified

@, should am utterance of S be unintelligible to an audience, in its context,
its failure is directly attributable to its having @--whatever it may be--
thus, to S's failure to be significant.

In contrast, if either model I or model II is a more correct schema
for the account of significance failure, then it would be inappropriate to
lool. for a definition of 'nomsignificance' of the above form. One has,
rather, in the case of model I, to cite conditions justifying the grading of
utterances along a continuum of significance--conditions which account for
differences in degree of significance, but which need not yield some generic
property which all significant utterances possess and nonsignificant utter-

ances lack (or vice versa).
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Similarly, by adopting model II, one may have to abandon the search
for necessary and sufficient conditions for an utterance, in a context, to
be significant, and investigate, instead, the functional dependencies between
the lower and upper bounds of the intersecting sets of utterance-types
envisaged in this schema. (One has to assume, of course, some ordering of
differences between adjacent sets can be discerned).

On either a model I or a model II-type account, it does not follow
immediately that the link between '"being semantically acceptable (qua sen-
tence of the language)' and "being assertible (pragmatically successful)" is
lost. Rather, it suggests that the link between semantic and pragmatic may
be more complicated than has been thought, hitherto7. For, both models
suggest that semantic features of the sentence uttered and pragmatic features
of context and speech—act intermesh in the diagnosis and analysis of nonsig-
nificance. This difference between model IIT and model I and II-type accounts
is investigated further in the concluding section of this introduction.

In the critical arena of Part I, it is my aim to reject models I and
I1I as inappropriate and inadequate in accounging for anomalies like examples
(1) to (10) above. Such anomalies have been called 'category-mistakes',
"type-crossings", ''semantically incoherent sentences' or ''type violations',
in past discussions of significance failure. For the moment, I shall refer
to them as ''category-mistakes'" and focus upon them as core instances which a
theory of significance failure has to explain. Models I, II and III are, of
course, extremely general representations of the kind of approach best suited
to an explication of category-mistakes. In view of this generality, argu-

ments for or against each approach would be empty unless particularised to
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fairly representative exponents of the approaches I consider. To this end,
the critical enterprise of Part I must fulfill two functions: that of show-
ing that each account under consideration is indeed represented by one of
models I to IIX, and that of showing that some of the criticisms of each
account are the product of essentially problematic features of models I and
III, themselves, which lead me to reject them. In addition, though I endorse
model II and seek, in Part II, to develop a theory of significance failure
within this framework, there are numerous pit-falls in that approach which
are discussed in Part I in the exegesis of model II-type accounts of category-
mistakes. For reference purposes. then, I list here, by author only, the
classification of accounts to which I have referred (I have not discussed

all of these in detail in the thesis):

MODEL I MODEL II MODEL III
Ewing (1937) Ryle (1937-8) Frege (1893)
Prior (1954) Strawson (1952) Russell (1908,'18, '40)
Quine " (1980) Witt genstein (1922)

Goddard (1964,'68)
R.Routley (1966,'73) Shorter (1956)
Pap (1960)
Passmore (1961)
Katz (1967) & Fodor (1963)
Drange (1966)

So far, I have identified two methodological requirements upon a theory
of nonsignificance--those of 'explanatory relevance' and 'recursive applica-
tion'. Together these set an upper bound to the application of the theory we
seek. They do so by setting the theory within a context (that of a generic

account of linguistic anomaly) and a closure condition with respect to the

subclass of nonsignificant, but syntactically well-formed sentences. The
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lower bound to the domain of application of the theory lacks such specificity.
It would be rash to suppose that some limit could be set a priori below which
all utterances could be classed unintelligible or nonsignificant, without
further enquiry. In part, finding such a limit will depend upon whether we
take the significance of utterances to be a permanent feature of the sen-
tences uttered, i.e. as uniquely determined by semantic description of those
sentences, unencumbered by pragmatic features of context and speech-act.
It is argued in the thesis, however, that there is little plausibility in a
view which rigidly classifies sentences as either 'meaningful' or 'meaning-
less'; that sentential significance is not to be construed as an enduring
feature of semantic units independent of the occasion of their use.

One detects an immediate tension in making such a claim as the above.
On the one hand, one accepts the commonplace that, for an utterance to be
intelligible (here, I mean "interpretable in a context"), in addition to its
satisfying minimal criteria of grammaticality, it has to consist of expres-
sions of known significance combined in semantically acceptable ways. On
the other hand, it is equally a commonplace that sequences of expressions
proscribed as non-sentences, on syntactic grounds (not even meeting minimal
criteria) are often capable of (non-literal) construal which renders them
readily intelligible. The connection, then, between literal significance
and intelligibility is, fortumately, not so trivial as equivalence. At most,
one might demand a one-way entailment: that everything significant, in some
context, is in principle, intelligible to some audience-—though even this

entailment falls foul of awkward counter-examples involving coded messages or
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ineffable subject-matters (c.f. the discussion of Wittgenstein's doctrine
of showing in Part I).

This tension is dissipated by the observation that neither of the
above commonplaces is true in any simple sense. Utterances without number
can deviate from grammatical norms and remain readily understandable. Con-
trastingly, the most gnomic allusion or distantly esoteric metaphor may only
evoke an image when rooted in a surrounding context—-heavily parasitic upon
familiar usages and associations (though only the most penetrative critical
analysis may reveal that root). The point can be made, however, without
delving into the linguistically neglected domain of metaphor and non-literal
interpretation. To reject the view that significance is a uniquely semantic,
permanent feature of sentence-types, it suffices to reflect upon the numerous
aspects of utterance-meaning which are, preanalytically, context-dependent;
and, as is argued at length, later, remain so despite efforts of paraphrase
and translation purporting to free meaning from context. An utterance like:

(11)*# I will be angry, yesterday.
exhibits a variety of tense-anomaly which, prima facie, resists classifica-
tion in terms of context-free semantic deviance. It is possible, of course
to provide reductive analyses of token-reflexive operators like tenses which
remove their context-sensitivity. Arguments against such efforts, and against
other efforts to provide context-free semantic descriptions, are adduced,
below. At this point, though, one can raise questions as to the motives be-
hind such efforts. From whence stems the demand of the semanticist for

3 -
context-free descriptions of the semantic component of a language?  And frow

what source is the demand of the logician for a wholesale, extensional
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reconstruction of the familiar egocentric and context-dependent features of
ordinary language derived? In part, one can answer these questions by appeal
to the methodological precepts of simplicity and ease of formalisation. On
their own, however, such appeals are out of place when the focus of one's
attention is upon the contribution of pragmatic features to the significance
of utterances. More interesting answers to these questions involve consider-
ation of the historical impetus given to semantic reconstruction and formali-
sation, by advances in the unrelated fields of mathematical logic and founda-
tional studies in mathematics. These answers will be more carefully considerec
in the historical survey which concludes this introductory chapter.

I have identified two criteria of adequacy for a theory of the non-
significance of category-mistakes. Relevance to existing semantic theories
and generative applicability are the two most general conditioms. TFurther
requirements upon the theory will come to light along the way—-—to be noted
as they arise. That the theory I propose meets them must await the conclu-

sion of the enquiry.



PART I: THE THEORY OF TYPES

Section A: (I) Survey ot Background:

The second task of an introduction is to .'set the scene' for the
critical account of theories of category-mistakes undertaken in Part L.
This exposition of theories, itself adopts a historical perspective-—tracing
the origins of recent thecries of nonsignificance in the logical and linguis-
tic doctrines of Frege, Russell and Wittgenstein. It traces, also, the
related, but separate development of theories of utterance-meaning and
sentential significance in the two dominant schools of recent philosophy of
language: the positivist and, subsequently, formal semantic approaches
represented by Carnap and Tarski; and the "ordinary language" approach of

the Oxford philosophers Ryle, Austin and Strawson.

In twentieth century logical theory, the absence (with certain noted
exceptionsg) of even semi-formal treatments of the logic of context—dependent
significance is perhaps surprising when one notes that the most celebrated
proponent of a three-valued logic--the 'true/false/meaningless' trichotomy

in the type theory of Principia Mathematica (hereafter: DP.M.)--is Russell.

Yet, Russell's writings have also contained the staunchest advocacy of that
conception of logic--derived from the "ideal language view''-—which is appar-
antly least svmpathetic to non~bivalent, non-classical formalisations of
logic; so our surprise may be unwarranted. The contrast here, though—-
classical versus non-classical logic--does not match the distinction in
Russell between an 'ideal" or '"logically perfect' artificial language and
an ordinary language, replete with philosophically misleading expressions

and logically opaque grammatical constructions. It is worth pausing,

21



therefore, to examine these conceptions of logic, on the one hand, and of
language, on the other. For, they have constituted the background and
historical source to many different approaches to contemporary problems in
the philosophy of language.

One should begin by noting that an "ideal language view''--the doctrine
that many problems of philosophy stem from the grammatical imprecision,
semantic ambiguity and vagueness of ordinary spoken languages, which can
be obviated by reformulation in a logically perspicuous, artificial language
capable, in principle, of expressing any cognitively meaningful, fact-stating
proposition--originates, probably, only in Frege's introduction of the

Begriffschrift (1879) as a logically perspicuous system of notation. The

analogous doctrine--which I shall call the "universal language proposal''——
has a far longer history, going back, at least, to Descartes' proposal

(1644: Principles of Philosophy) for a "mathesis universalis' as a deduc-

tive system of reasoning for natural philosophy. This latter doctrine re~
ceived its fullest exposition in Leibniz' efforts to construct both a
"characteristica universalis''-—a universal language comprising few primitive
symbols in terms of which all other symbols could be defined-—and an 'ars
combinatoria' for deriving complex concepts by combination of relatively few
simple, primitive concepts.lo The two doctrines arzc inter-linked yet separ-
able. There is no implication in the latter that philosophical problems stem
from, or, at least, are aggravated by the vagaries of ordinary language.
Nevertheless, they became identified--subsequent to Russell's espousal of

an ideal language view (1918)--in the proposal for the unification of logic,

mathematics and science, based upon a uniform system of notation and
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primitive psychological concepts, which was adopted by the logical posi-

tivists of the Vienna Circle (especially Schlick, Carnap and Neurath between

1922 and 1930).

I do not intend to discuss the validity of the 'ideal language view'
nor the fruitfulness of the 'universal language proposal', alone. It is
rather my aim to show how the particular claim that classical logic (epi-
tomised in Russell's P.M. formulation) is an appropriate basis for a logi-
cally perfect language for philosophical purposes has constituted a perva-

sive negative influence upon subsequent approaches to problems of meaning

and significance.

The claim of classical logic as providing the basis for a logically
perfect language can be articulated, in brief, as that conception of the
logician's role as one of constructing an 'ideal’', artificial language,
along the lines of a formal, first-order language (with supplementary non-—

logical signs) in which to reconstruct propositions of philosophy, mathe-

matics and natural science:

"the fact that natural languages allow the formation of
meaningless sequences of words without viclating the rules
of grammar, indicates that grammatical syntax is, from a
logical point of view, inadequate. If grammatical syntax
corresponded exactly to logical syntax, pseudo-statements
could not arise. .... In a correctly constructed language
... considerations of grammar would already eliminate
(nonsensical sequences of words) as it were automatically.
... It follows that if our thesis that the statements of
metarhysics are pseudo-statements is justifiable, then
metaphysics could not even be expressed in a logically
constructed language. This is the great philosophnical
importance of the task, which at present occupies the
logicians, of building a logical syntax."

In such a constructed language as Carnap here envisages, all well-formed



formulae (wffs) are recursively defined; sub-wffs are univocally inter-
preted; the sense and reference of every denoting expression is entirely
context-independent; illocutionary force coincides with truth-conditions

and meaning is independent of occasion of use. So, it is claimed, all
closed wffs of such a language express complete prcpositions-—nonsignificant
sentences are excluded on syntactic grounds, as also are empty names, inten-
sional, token-reflexive and attitudinal operators (except such as may be

extensionally re-interpreted). Intersubstitutivity salva veritate--hence,

Leibniz' Law for the indiscernmibility of identicals--holds for the inter-
pretation of all singular terms; whilst 'linguistic' predicates like '"well-
formed", '"derivable", "true", "meaningful'', ''valid', along with quotation
of expressions and denotation postulates (meaning-rules) are relegated to

a meta—-language in terms of which the logically constructed language is
described.

I have specified the claim in its extremest form, above, and it is
not clear that, in this form, any particular philosopher or school of philo-
sophy has espoused all aspects of it. There are elements, nonetheless, of
just such an extreme claim in several accepted practices of contemporary
formal logic--some of which I shall discuss, below.

Historically, Russell's advocacy of at leaist parts of this claim
appears first in his review of MacColl's Logic,12 where he critiéizes
MacColl's introduction of '"unmeaning' as a separate class of proposition,
corresponding to nonsignificant sentences. This introduction, says Russell,
"again illustrates the fact that his (MacColl's) system is concerned only

with verbal expressions, not with what is expressed. For what is unmeanln=



is only a phrase; it is, by no means, nothing, on the contrary, it is a
definite form of words. In logic, we ought to adopt such a language, and
such rules for its employment that unmeaning phrases shall not occur.”
(Russell, 1906, p. 253). This early attitude appears subsequently as a
much more elaborate doctrine of Logical Atomism (Russell, 1918; and Wittgen-
stein, 1921). Here, a suitably augmented version of the logic of Principia
Mathematica is entertained as a "logically perfect language'' whose rules of
syntax will prevent nonsense:

"(Wittgenstein) is concerned with the conditions for
accurate Symbolism, i.e. for Symbolism in which a sen-
tence 'means' something quite definite. In practice,
language is always more or less vague, so that what we
assert is never quite precise. Thus, logic has two
problems to deal with in regard to Symbolism: (1) the
conditions for sense rather than nonsense in combina-
tions of symbols; (2) the conditions for uniqueness of
meaning or reference in symbols or combinations of
symbols. A logically perfect language has rules of
syntax which prevent nonsense, and has single symbols
which always have a definite and unique meaning...not
that any language is logically perfect, or that we
believe ourselves capable, here and now, of construct-
ing a logically perfect language, but that the whole
function of language is to have meaning, and it only
fulfils this function in proportion as it approaches to
the ideal language which we postulate.” (Russell's
Introduction to Wittgenstein, 1921, p. x).

Russell is commenting here upon Wittgenstein's Tractarian doctrine

that philosophy "is a 'critique of language'" (Wittgenstein, 1921, Tractatus

Logico-Philosophicus--hereafter T.---4.0031). That is, to the extent that

language disguises the proper logical form of meaningful propositions and,
hence, generates philosophical problems through our misunderstanding of the
logic underlying language, so the philosopher's enterprise is to reveal, bv

analysis, this underlying logic:



"Most of the propositions and questions to be found in

philosophical works are not false but nonsensical....

(they) arise from our failure to understand the logic

of our language." (T. 4.003)
It is nonetheless a subtle and highly debatable point whether Russell is
correct to impute to Wittgenstein the view that the practice of philosophy
should be to postulate an ideal language to which philosophers' analyses
and reconstructions of philosophical assertions should aspire. In this
connection, it is intriguing to draw attention to the final sentence of
Russell's comment upon Wittgenstein, quoted above; for it appears to deny
the claim of the classical logic of P.M. to be the basis of a logically
perfect language ("...not that any language is logically perfect...")--a

claim that Russell himself apparently did not make, though it has been

attributed to him (see, for example, Urmson, Philosophical Analysis, Oxford:

Clarendon Press, 1956, p. 97).

Leaving on one side this historical question, I am more concerned
to show how several accepted practices in contemporary logical investigations
stem from aspects of the ideal language claim. In general, the practices

I discuss are examples of idealisations which have the effect of divorcing

the formal reconstruction or reformulation of a philosophical problem from
its source in thinking and reasoning in ordinary language. For the moment,
all I shall be concerned to do is to indicate how the practices considered
embody an idealisation. Fuller discussion of the effect the practice has
upon logical investigations into meaning and significance is deferred until

the exposition of particular theories of significance in Part I. Tor the

sake of clarity, though, I rehearse, first, the main steps in the argument
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I am to develop through Part I against the influence of the ideal language
view:

(a) that, contemporary with the rapid development of mathematical
logic in the period 1879-1930, three of the leading contributors to this
development—--Frege, Russell and Wittgenstein--espoused some form of the
ideal language view, described above, as a theory of the source of (some)
philosophical problems and a proposal for their solution.

(b) that, subsequent to formulations of the symbolic languages of
P.M. and independent of their use in Frege and Russell's logicist philosophy
of mathematics, the logical positivists of the Vienna Circle adopted the
ideal language view, supplemented by the claim for classical logic--viewed
as a modified version of Frege and Russell's systems--to be the basis for
a universal language for science and philosophy, and to be instrumental in
the elimination of metaphysical and non-empirical propositions frem science
and philosophy.

(c) that, despite the failure of the positivist's elimination of
metaphysics and unification of the sciences and philosophy, the practice
of 'reconstructing' philosophical problems in formal languages-—especially
those central to the philosophy of language: problems of meaning, truth,
reference, and necessity--remained influential in the works of the natural
successors to positivism: the logical empiricists (Sellars, Feigl, Quine,
Goodman) .

(d) that the influence of the vestiges of the ideal language view
was to make the fact of being able to fit theories of meaning, truth, refer-
ence and necessity to existing systems of classical logic an adequacy require-
ment upon such theories. This requirement disinclined logicians from con-
sidering theories based upon altermatives to the classical Fregean and
Russellian systems with their supplementary formal semantic apparatus sup-
plied by Tarski and Carnap.

(e) that, in addition, positivist arguments (especially those of
Carnap) to the effect that acceptance of one or another framework of formal
logic has no philosophical implications outside the formal interpretation of
the symbols of the logic--save for the pragmatic considerations of efficiency
and simplicity--have undermined attempts to argue against existing practices
of fcrmalisation from the basis of the epistemological and conceptual demands
of ordinary language investigations.

(f) that the historical source of several contemporary practices of
idealisation in using formal logic in the formulation of theories of meaning,
truth, and so on, no longer justifies these practices. 1In particular, argu-
ments against revising classical logic or introducing alternative formal
frameworks which are grounded solely upon pragmatic considerations-—that,
for example, such revisions or alternates are unnecessary for logical theory,
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conceived as the enterprise of providing a logical foundation for the
sciences and mathematics-—are based upon a misconception of the utility
of formal logic and of its relation to natural language. (I give two
illustrations of such arguments, below).

(g) that, finally, the divergence between formal and natural languages
which is encouraged by overemphasising the role of idealisation and simpli-
fication of the subject-matter of logical theory serves only to diminish the
relevance of formal logic and semantics to the traditional problems of
philosophy. Thus, it becomes crucial to re-appraise those idealisations and
to reject those which inhibit the formalisation of theories motivated by
efforts to remove this divergence of focus.

Having drafted the main steps of this thematic argument of Part I,

I turn to the specific practices which I claim are illustrative of the
influence of the ideal language view. It is a common practice amongst
logicians to adopt a convention or stipulation to avoid the problems which
arise in interpreting formally (assigning truth-values to) sentences whose
subject terms fail to refer to an existing object, or whose subject terms
refer to an object outside the accepted range of significance of the pre-

dicate of a sentence. This practice derives originally from Frege's doc-

trine of complete definition--the doctrine that predicates should be defined

(be assigned values) for all arguments in the domain of interpretation of

a language.l3 As is discussed in detail in Part I (Section B), Frege was
concerned to give positive arguments for this doctrine; though, in the main,
his arguments are nowadays ignored. The practice of modern formal logic
gives little save an ad hoc justification for either adopting a stipulation
that sentences with vacuous subject terms are uniformly assigned the value
'False', or so interpreting such subject terms (including those falling out-
side the accepted range of significance of a predicate) that they are

assigned the null-class as designation. The ad hoc character of such
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stipulations is most clearly revealed in the custom of referring to the
results of applying either stipulation as ''don't care" values of the inter-
pretation. Thus, for example, the formal interpretation of the sentences:

(12) Pegasus is a winged horse.
(13)  Julius Caesar is a prime number.

would make (12) false (through the stipulation that vacuous singular terms
refer to the null-class) and (13) also false (through the similar stipula-
tion to regard "x is a prime number' as arbitrarily defined over all objects
in the domain of interpretation--merely yielding a false statement for non-
numerical argument expressions like "Julius Caesar').

A vivid illustration of how this practice is sustained by the his-
torical influence of the ideal language view is provided by Quine in his

critical review of Strawson's Introduction to Logical Theory, (New York:

1952):

"There is a recurrent notion among philosophers that a
predicate can be significantly denied only of things that
are somehow homogeneous in point of category with the
things to which the predicate applies; or that the com-
plement of a class comprises just those things, other
than members of a class, which are somehow of the same
category as members of the class. This point of view
turns up on pages 6, 112, and elsewhere (of Strawson,
1952). It is part and parcel of this doctrine that

"This stone is thinking of Vienna" (Carnap's example)

is meaningless rather than false. This attitude is no
doubt encouraged by Russell's theory of types... It is
well, in opposition to this attitude, to note three
points: the obscurity of the notion of category involved,
the needlessness of any such strictures on negation and
complement, and the considerable theoretical simplifica-
tions that are gained by lifting such bans." (Quine,
"Mr. Strawson on Logical Theory', Mind, vol. 63, 1952,

p. 450, my emphasis).

The passage is vivid in its illustration of the practice of idealisation in



the following respects: Quine identifies, first, a traditional philo-
sophical problem——our conviction that "This stone is thinking about Vienna"
is somehow senseless, because category confus.d, and, hence, different from
an ordinary falsehood. 1Having identified the problem, however, Quine notes
its difficulty ("...the obscurity of the notion of category involved...")
and appeals immediately to pragmatic reasons for avoiding the problem in
formulating an adequate logical theory. These reasons are:

(a) that classical truth-functional negation (that a negated sentence
always be assigned the opposite truth-value to the vnnegated sentence) leaves
no room for a denial of significance (i.e. 'not-true' is simply 'false', and
not 'false or nonsignificant');

(b) that the conventional formal practice of interpreting a (one-
place) predicate by assigning it a sub-class of objects in the domain of
interpretation requires negation and set-theoretic complementation (a is
in the complement of a class X iff a is not in X} to be semantically cor-
related;

(c) that reasons (a) and (b), together, show that revision of
classical practices of formalisation to accommodate the traditional problems
involving nonsignificant sentences or referential failures is 'needless';

(d) and that to consider alternatives to the classical conventions
would lose the "considerable theoretical simplifications" of adopting (a)
and (b).

In sum, then, Quine's criticisms of Strawson's advocacy of proper
consideration of this traditional problem in logical theory are that (i)
it complicates the classical formalisation of logic and semantics; and (ii)
such complications are needless and pragmatically objectionable when, ideally,
a way can be found of avoiding the problem for the purposes of the logician's
enterprise. What Quine takes 'the logician's enterprise' to be can be

clearly discerned in a second illustration of the influence of the ideal

language view, from the same source (loc. cit. p. 447-8):



"Actually the formal logician's job...may be schematised
as follows. To begin with let us picture formal logic as
one phase of the activity of a hypothetical individual who
is also physicist, mathematician, et al. Now this over-
drawn individual is interested in ordinary language, let
us suppose, only as a means of getting on with physics,
mathematics, and the rest of science; and he is happy to
depart from ordinary language whenever he finds a more
convenient device of extraordinary language which is
equally adequate to his need of the moment in formulat-
ing and developing his physics, mathematics and the like.
...He makes...shifts (in departing from ordinary language)

with a view to streamlining his scientific work, maximising

his algorithmic facility, and maximising his understanding
of what he is doing. He does not care how inadequate his
logical notation is as a reflexion of the vernacular, as
long as it can be made to serve all the particular needs
for which he, in his scientific programme, would have
otherwise to depend on that part of the vernacular."

Such a conception of the logician's enterprise can only be sustained by a

conception of philosophy which is derived almost exactly from the original

positivist's programme for the unification and formalisation of science and

mathematics. This, indeed, is the conception of philosophy to which Quine

avers almost immediately (loc. cit. p. 448):

"Philosophy is in large part concerned with the theore-
tical, non~genetic underpinnings of scientific theory;
with what science could get along with, could be recon-
structed by means of, as distinct from what science has
historically made use of. If certain problems of onto-
logy, say, or modality, or causality, or contrary-to-fact
conditionals, which arise in ordinary language, turn out
not to arise in science as reconstituted with the help of
formal logic, then those philosophical problems have in
an important sense been solved: they have been shown not
to be implicated in any necessary foundation of science.
Such solutions are good to just the extent that (a)
philosophy of science is philosophy enough and (b) the
refashioned logical underpinnings of science do not
engender new philosophical problems of their own."

To the extent that Part I takes exception to the treatment of the

phical problems of meaning and significance as corollaries to the

philoso-

philosophy
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of science, it is argued there that to conceive philosophy thus is to
misconceive the utility and value of logical investigations in relation
to philosophy.

Quine is a current exponent of the logical empiricist's inheritance
of an ideal language view. Tracing the influence of the view backwards
through time, one comes upon a more severe advocacy of the view in the
semantic theories of Tarski. The practice of 'idealisation', for the sake
of preserving classical logic, is given theoretical support in Tarski's

. ceeld
Wahreltsbggrlffl in his refusal to countenance, as part of the syntax of

a formal language, a syntactic device which is a natural constituent of the
syntactic apparatus of ordinary language: namely, quotation-functions or
operators which enable us to employ expressions (with quote-marks) to denote
(other) expressions of a language. His objections to such syntactic opera-
tors are two-fold: the first is a technical objection that the use of
quotation-functions (together with other assumptions) generates an incon-—
sistency in ordinary language--this technical objection is discussed in
detail in Part II, Section C. His second objection is more general, and
stems directly from an espousal of classical syntactic canons as ‘'ideal'
laws:

"I should like to draw attentiou, in passing, to other

dangers to which the consistent use of...quotation marks

exposes us, namely to the ambiguity of certain expres-

sions. ... Further, I would point out the necessity of

admitting certain linguistic constructions whose agree-

ment with the fundamental laws of syntax is at least doubt-

ful, e.g. meaningful expressions which contain meaningless

expressions as syntactical parts. Lo

What is being argued, here, is that, if a given expression 1is meaningless
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(e.g. 'mimsy'), then it is doubtful whether the appearance of that expres-
sion in the language, even inside a quotation-expression which mentions it,
(e.g. ""mimsy'"), is in agreement with the "fundamental laws of syntax''.
But what are the 'fundamental laws of syntax' to which Tarski appeals, and
what deterrines whether an expression is in agreement with them?

It is certainly demonstrable (indeed, Tarski, himself demonstrates
it--loc. cit. pp. 161-2) that if quotation-functions, interpreted in one
way, are employed in a classical formalisation of logic which embraces a
basic principle of unrestricted substitution of co-referential expressions,
then an inconsistency similar to the Liar Paradox results. Yet, since quo-
tation of expressions--including meaningless expressions--occurs readily in
ordinary language (especially in such sentences as report the meaningless-
ness of an expression, e.g. "'mimsy' is meaningless.'), then such 'funda-
mental laws of syntax' cannot be syntactic principles of ordinary language.
Tarski's inference from the proof of an inconsistency in the use of quota-
tion, interpreted in one way, in a formal language, is to declare ordinary
language inconsistent. Notice, however, how peculiar this inference is: it
proceeds by way of a conflict between a natural usage of quotation in ordi-
nary language and its use in a classical formalisation of logic (together
with auxiliary assumptions) to conclude that ordinary language is inconsis-
tent, and a formalised alternative is necessary, if classical logic is to be
consistently formulated.

In appealing to a disagreement with 'fundamental laws of syntax',
then, Tarski's appeal is to some (unspecified) ideal language whose recur-

sively characterised set of formulae excludes meaningless combinations of
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expressions at outset, on syntactic grounds. It remains mysterious, however,
how such a language is to justify using syntactic canons which exclude mean-
ingless sentences. For, our initial intuition must be to suppose that a
sentence 1s meaningless because it fails to convey any meaning. And that--
except for the most obvious cases of "word-salad' strings—-—one would suppose
to be the product of violations of semantic, and not syntactic, canons.

Whatever we make of Tarski's appeal to laws of syntax, his stronger
claim—that formal languages which contain quotation-functions are liable to
inconsistency--is simply too strong. For, it is not true, in general, that
formal languages with a quotation-function are automatically inconsistent
(see, for example, Smullyan's system Sp in Smullyan, J.S.L. 1957; and the
system Lqu developed below in IL,Appendix (B)). In addition, it is not true of
sentences of such formal languages which contain (quoted) nonsignificant
expressions that they are themselves nonsignificant. Whence, then, derives
the 'fundamental' character of Tarskian syntax, if not from a prejudice to
preserve classical syntactic principles?

I have concentrated upon two illustrations of the negative influence
of the positivists' claim for classical logic to provide the basis for a
logically perfect language: the practice of assigning 'don't care" values
in formally interpreting a logic, and the arbitrary exclusion from formal
languages of natural syntactic features, like quotation, because they con-
flict with classically accepted syntactic principles (in this case, of sub-
stitution). There are certainly further examples of practices which illus-
trate the extent of this historical influence. I do not propose to discuss

them in detail because they are not germane to issues which arise in the



thesis, proper. I shall restrict my comments, here, to a passing mention.
Firstly, some controversy arises over how permissable are the legi-
cians idealised versions of syncategorematic expressions of ordinary
language~-the syntactic connectives and operators: 'and', 'or', "mot', "if...
then', "some', "all", "the". It is conceded in most elementary logic texts
that the truth-functional re-interpretation of these expressions, and the
standard Fregean construal of quantifiers and variable-binding operators, is
a distortion, more or less, of their customary usage in everyday contexts.
Here, one supposes, the demands of methodological simplicity and economy of
symbolism override considerations of the fidelity of formalisation to ordi-
nary usage. Yet, the idealisation is carried through despite the lack of
clear criteria demarcating between what is and what is not a logical oper-
ator. This lack of clear criteria becomes problematic precisely at that
point where elementary logic is supplemented by (i) the introduction of

|I=l|

identity which is not obviously a syncategorematic expression, nor does
it apparently stand for a relation (between what objects?), and (ii) the
introduction of the epsilon '€' for set-membership which brings with it a
wholly abstract domain of interpretation for formal logic (variables rang-
ing not only over unspecified objects, but also over sets of, and sets of
sets of objects, and so on).

There has been, perhaps until recent logical studies, less contro-
versy over the predilection of logicians to treat sentences, rather than
propositions or statements as the bearers of meaning and truth-values.

Whilst the focus of formal logic has been upon mathematics and the relative.r

permanent, context-free assertions of natural science, there has been little



reason to differentiate between a sentence (which, one supposes, is of a
type, a token of which is uttered in a particular context, as a specific
speech act), a statement (which, one supposes, is what the declarative
utterance of a sentence in a context yields) and a proposition (which is
what a sentential utterance expresses). All three can, for ease of formal-
isation, be treated as the same——-the substitution-class of sentential vari-
ables in a classical formulation of sentential (or '"propositional') logic.
The differences between bearers of truth~values, bearers of meaning and
bearers of grammaticality become more crucial, however, when the focus of
one's logic shifts to the problems of meaning and significance.

In the semantic investigations of contemporary logical empiricists—-
Quine, Davidson, Kripke, for examplels——the practice remains a convenience,
however,--occasionally disclaimed in a footnotel6—-to retain the classical
identification of truth-bearers with meaning-bearers and conflate both with
the objects of syntactic description. This remains a convenience despite
the evident problems which arise in regarding contextually-sensitive sen-—
tences as truth-bearers. For example, one and the same sentence "I am hot',
uttered on different occasions, can be at one time true, and, at another,
false (bearing in mind that, qua syntactic object, reference to a sentence
is exhausted by mention of its concatenated syntactic parts, e.g. letters
and spaces, together with specification of the language concerned). Of
itself, this convenient practice of idealisation remains innocuous except
when it comes into conflict with important distinctions to be drawn at the
level of logical principles. It cannot easily accommodate, in a classical

formalism, for example, the necessary separation of the semantic principle



of bivalency (that every statement, qua truth-bearer, is either true or
false) from the syntactic principle of univocal negation (that every sen-
tence has a unique negation, which is true just in case the sentence is not).
It is at least conceivable that one of these two logical principles should
be abandoned as false in some formulations of sentential logic—--—yet this
requires complicated adjustments to the classical, Tarski-style semantics

for sentential logic if the traditional conflation of sentences with state-~
ments is maintained. The ensuing complications are discussed in more detail
in Part II, Section B.

I have concluded here the illustration of the negative influence of
the historical developments following the ideal language view. It is in-
tended only to provide the background to more detailed argument against this
influence, throughout Part I, where my concern will be with its effect upon
theories of category-mistakes and type-violations. It remains, however, to
consider the historical background to the formulation of those thecries, and
to note the gradual shift in focus in formal semantic investigation away from
its roots in the foundations of mathematics and towards its current attack
upon the perennial problems in the philosophy of language.

In the history of logical theory the primary occasion when a need
to consider 'nonsignificance' or 'meaninglessness' as a value of some for-
mulae which are otherwise syntactically impeccable arises as a result of a
technical difficulty in the foundations of mathematics. The appearance of
paradoxes in the logical and set-theoretical analyses of mathematical con-—
cepts threatened the enterprise of Russell's logicist programme. Indeed,

it is only because Russell espoused the logicist conception of mathematics—-



that logic, construed as including set theory, and mathematics are identical
in respect of conceptual content and deductive power--that Russell came to
regard his solution to the technical threat of the paradoxes—-type theorv--—
as a contribution to logical theory.

This historical circumstance constitutes the starting-point for Part
L of the thesis. There, I seek to explain the relationship between type
theory as it appears in P.M. and has appeared in subsequent technical works
on the foundations of mathematics by logicists, and type theory as a philo-
sophical doctrine having to do with predication, propositional significance
and meaning. It is argued early on that the historical connection between
these two aspects of type theory lies in the general Russellian conception
of propositions and propositional form, and in the particular notion of
'impredicativity' which Russell develops in appealing to the vicious-circle
principle. This 'Vicious Circle Principle'--hereafter VCP--was the name
given to the principle advocated originally by H. Poincaré as responsible
for the paradoxes of logic and set theory, and given various formulations
by him and by Russell to the effect that any specification or definition of
a totality (a class or the domain of values of a propositional function) in
terms of elements which are themselves only definable by reference to the
totality itself is 'impredicacive' because viciously circular. The connec-
tion between ‘impredicative' definitions and type theory was for Russell the
restriction of propositional functions to those which satisfied restrictions
as to the "type' of their arguments, and, hence, involved totalities none
of whose elements could only be determined or specified by reference to the

totality of arguments itself. The immediate corollary to such restrictions
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upon impredicative totalities was to confine the arguments to a proposi-
tional function to those of which the function could, in some sense, be
significantly asserted or denied.

Both aspects of type theory have been assailed recently, together
with their associated grounds—-—-impredicativity and VCP. Thus, Myhill has
concluded a recent article that:

"The Ramified P.!M. (theory of types)...apparently does not

correspond to any cocherent philosophy of mathematics, cer-

tainly not to any philosophy that makes mathematics pos-

sible." (Myhill, 1974, p. 27).
whilst Ramsey, Quine and Godel have each argued that VCP is false and, hence,
the notion of 'impredicativity' based upon it spurious. Though it is argued
in Part I fhat some of these objections are either misconceived or depend
upon upon a misinterpretation of Russell's views-—one which, in the case of
Ramsey, Russell himself endorsed!-—-it is not my concern, in general, to
vindicate Russellian type theory as a philosophy of mathematics in the form
in which Russell presents it. I shall concentrate, instead, upon the use
made of type theory in providing the base-structure for a theory of the non-
significance of category-mistakes and as a model of significant predication
outside particular formal theories of mathematics.

The second aspect of type theory-—as a philosophical theory of signi-
ficant predication—--develops out of type theory as a solution to the para-
doxes of logic and set theory and a resolution of the notion of 'impredica-
tivity'. There is, thus, a gradual move in Russell's thought from a limited

appeal to nonsignificance in terms of a formal theory designed to eliminate

contradictions, to a more general, philosopnical appeal designed to eliminate
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spurious propositions outside mathematics. A summary of this enlargement
of the scope of type theory introduces issues which occupy the latter sec-
tions of Part 1.

An essential step in the logicist redefinition of mathematical con-
cepts in terms of purely logical concepts is the identification of numbers
with classes of a certain kind. But, it is the notion of a class that the
Russellian paradox threatens first. It is only through Russell's introcduc-
tion of classes by means of propositional functions--not only in the P.!.
contextual definition of classes in terms of propositional functions, but
earlier in the Principles (1903) introduction of classes as the extensiouns
of class~concepts——that the paradox threatens an account of predication.
The paradox seems to entail that there is an inconsistency in the notion
of a class that infects the notion of a 'predicable', derivatively. Rus-
sell's eventual solution was to claim that the argument leading to the para-
doxical conclusion contains a meaningless premise: thus, ''mo class can be

f"l7. Since the

significantly said to be or not to be a member of itsel
argument of the paradox requires us to consider the class comprising all
classes which are not members of themselves, and infers that if this
class is a member of itself, then it is not self-membered, and if it is not
self-membered then it is a member of itself, then, when the original sup-
position is declared meaningless, the argument can no longer be significantly
stated and the paradoxical conclusion evaporates.

This claim is supported by the technical development of type theory

which, first in the Principles (1903), divides individuals and classes into

a heirarchy of types. lleterotypical predication (or heterotvpical membershir
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conditions)--when arguments to a propositional function (members of a class)
are from the same or higher type than the propositional function (class)
itself-—-are ruled nonsignificant. From this it follows that assertions of
self-membership and predications of a predicable of itself are meaningless.
Consequently, a type theory requires that we proscribe as meaningless cer-
tain syntactically impeccable sentences (impeccable, that is, in the non-
type-structured syntax of P.M.), which appear to be significant and, thus,
appear capable of being true or false. So, from its inception, type theory
conflicts with the classical view that every syntactically well-formed sen-
tence of a formal language expresses a true or false proposition.

Now, the formal treatment of types in P.M. is ambiguous. It is no-
where clear whether type-differences are features of individuals, proper-
ties and classes, or of the expressions standing for these. This is not
the only difficulty in the P.M. conception of types. There are several
others: some involving the reconstruction of mathematics from a type
theoretical base logic, and some involving Russell's appeal to the ''range
of significance" of a propositional function. These difficulties loom large
in the critical enterprise of Part I. 1In spite of them, however, the thrust
of type theory seems to ensure that nonsignificant sentences could be syste-
matically excluded from logic and mathematics. This, in turn, suggested to
Russell, and to his pupil Wittgenstein, a much more general theory of non-
significance.

Suppose, as Russell did, that the whole of mathematics can be derived
from primitive assumptions belonging to logic; and that the formal language

of P.il. constitutes a symbolism adequate for the expression of these



assumptions and of rules of deduction necessary to derive the theorems of
logic and mathematics therefrom. It seem reasonable to Russell to suppose
that this formal language could be supplemented by non-logical (descriptive)
terms and operators to embrace the language of the natural sciences and,
thereby, all significant descriptive discourse. So Russell conceived, as

had Frege before him with respect to the Begriffschrift (1879), that the

formalism of P.M. with an augmented vocabulary would approximate towards a
logically perfect language. It is at this point-—in Russell and Vittgen-
stein's development of the philosophy of logical atomism between 1913 and
1918--that the move from construing type theory as limited to the problem
of the paradoxes in the foundations of mathematics to a more general doc-—
trine of significant predication in language as a whole takes place. Con-
temporary with this move in Russell's thought is the espousal of the ideal
language view discussed above. That is, Russell came to conceive of the
augmented formalism of P.M. with the theory of types as forming the basis
of a highly structured, logically perspicuous form of expression in which
everything descriptively significant could be expressed and what could not
be expressed was excluded as nonsignificant. This conception of the logi-
cian's role as one of revealing in the analysis of philosophical and scien-
tific propositions their proper logical form lies behind Russell's espousal
of the doctrines of logical atomism. And it is within logical atomism that
the theory of types-—as a theory of signiricant predication and, ultimately,
as a determination of the limits of descrip&ive significance~~comes to the
fore.

In the enlarged programme of analysis and reduction of philosophical
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and scientific propositions proposed by logical atomism, the limited tvpe
theory of P.M. was insufficient as a general theory of significant predica-
tion. A more comprehensive account of meaning and significance had to be

devised. Russell, in his 1918 Lectures on the Philosophy of Logical Atomism,

simply took over the Picture Theory of Meaning of Wittgenstein, modifving

it somewhat to accommodate an epistemology peculiar to Nussell's own atomis-
tic ontology. The picture theory, very briefly, required that a fully
analysed proposition be meaningful if its logical structure pictures the
structure of a fact (expresses agreement or disagreement with states of
affairs). In this respect, as proposed by Wittgenstein, type theory becomes
a special case of the picture theory. Since the logical form or structure
of a proposition which violates type-rules does not embody a possible form
of fact (every proposition, in so far as it is a logical picture, is also

a fact--a nexus of names: T. 2.141, 3.14) then such a proposition cannot
depict a possible fact, i.e., in essence, it is not a proper proposition
because it is not a logical picture of a fact. Since the type theory of

P.M. was limited to a certain range of indicative sentences--n-adic predica-

tions, truth-functions and quantificational closures thereof--it could not
exhaustively represent all sentence-forms of natural language immediately.
So, logical atomism required that the structural picturing or logical form
of complex sentences could only be revealed by analyses of them into com-
ponent sentential structures which could be expressed in the symbolism of
P.M. For, given that all those formal sentential structures (elementary
propositions) depicting atomic facts are expressible in the logically per-

fect language to which P.M. approximates, then the analvsis of any given



sentence of natural language must reveal whether it can be expressed in
terms of them—--specifically, as a truth-functional combination of then.
If it can, it finds its place in the perspicuous language and is signi-
ficant; if not, it is meaningless. As such, type theorv becomes a theory
of correct symbolism for the perspicuous language in which the proper
logical form of sentences is revealed, and the limits of descriptive sig-
nificance are set by the possibility of analysing sentences into the
symbolic forms of this language.

The shortcomings of the logical atomist's doctrine of significant
predication, and of its generalisation to a full theory of what can be
significantly said and, contrastingly, of what can only be shown by the
logical forms of a language are discussed in Part I. My concern, here,
is but to trace in outline the gradual enlargement of type-theoretic views
to encompass significance claims in philosophy generally, outside their
application in mathematical logic. The first general claim of a type-
theoretic view, then, is as noted: that sentences which overtly are neither
gibberish nor strictly ungrammatical (though that remains to be argued)
can be disqualified as nonsignificant on other grounds. This disqualifi-
cation, of course, can only be justified in terms of a developed account
of the difference between grammaticality and significance; and it is pre-
cisely this justificatory account which makes consideration of category-
mistakes as being viclations of type restrictions philosophically interest-—
ing. For, the claim is that within natural language such sentences as those
listed at the opening of this Introduction (p. 1) are not the only instances

of nonsense resulting from violations of type. Perhaps the patent absurdic



of the listed sentences (1) to (10), under any literal reading, will sup-
port few inferences to the possibility of further, less obvious cases of
disguised nonsense--which, though apparently plausible, unlike (1) to (10),
lead to nonsense. Yet, just this claim is a consequence of the generic
theory of significance which the doctrines of logical atomism entail. And,
from this claim, the historical successors to Wittgenstein's and Russell's
atomism—--the logical positivists—-derived a full-blown criterion of cogni-
tive significance which seemed to make it possible for the apparently
plausible assertions of theologians, meta-physicians and moralists to be
dismissed as just such (disguised) nonsense.

The claim that the relatively trivial examples of category-mistakes,
or violations of type listed in Section A are not alone in falling short
of significance, but share this feature with many assertions typical of
philosophical theories in metaphysics, theology and ethics is most evident
in the philosophy of logical positivism. It is unfair to cite examples of
sentences which positivists have rejected as category-mistakes or pseudo-
statements without noting that, on the one hand, considerable e:egesis and
analysis is needed to bring out the sense in which some of these sentences
have been used. On the other hand, care must also be taken to note that
the positivists' own rejection of such sentences has, in many cases, appeared
only as the conclusion of a long and fairly rigourous attempt to make sense
of them. Two examples will have to suffice:

(i) Though G.E. Moore was not a logical positivist, his practice
of subjecting the statements of past philosophers to rigourous analysis in
order to determine whether they were meaningful is illustrative of the pro-

cess whereby, as the conclusion of an analysis, a philosopher may come tO
reject another's utterances as nonsignificant., A noturzal example of this
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in Moore's own work appears in his article ""The Conception of Reality"
(1917) where he sets out to make sense of Bradley's thesis of Appearance
and Reality that though time is unreal, yet it exists, and only after the
most painstaking analysis of the thesis has to conclude that it is mean-
ingless.

(i1) In the challenge to traditional metaphysics posed by the
positivists' verifiability criterion of meaningfulness, the grounds for
rejecting metaphysical theses as pseudo-statements were often in the form
of arguments to diagnose the linguistic or logical confusions behind the
theses, rather than overt attempts, through critical exegesis, to make
them intelligible. Carnap, particularly in The Logical Syntax of Language,
supported many of his anti-metaphysical claims with the conviction that
philosophers said the odd things they did because they did not understand
the logico-grammatical form of their examples. For instance, he suggests
that Heidegger was led to ask questions like "Does the lothing exist only
because the Not, i.e. the Negation exists?" because he did not realise that
although the syntax of "Nothing is outside' apparently parallels that of
"John Smith is outside", the logically perspicuous form of the latter was
"F(john Smith)" whilst that of the former was "~Ex) F(x)" revealing that
any answer to Heidegger's question would be literally nonsignificant, be-
cause syntactically ill-formed. Similar diagnoses of nonsense were made
by Ayer and Carnap with respect to sentences like

""The nothing nothings itself." (M. Heidegger)

"The Idea reveals itself in history" (G. Hegel) .

"Physical objects strive towards perfection' (supposedly, B. Spinoza)

"Perfection entails existence" (from the Ontological Argument)

The positivists' verifiability criterion of meaningfulness is derived from,
though simpler than, Russell and Wittgenstein's atomistic view. Its con-
sequences are correspondingly similar but proportionately more extensive.
Briefly, the positivists proposed that a non-mathematical assertion is des-
criptively significant if, and only if, it is empirically verifiable.18 At
least part of the greater scope of the verifiability criterion—~—and certainly
its most problematic feature——in contrast to the logical atomists' view, is
attributable to the addition of the necessity-clause "and only if" to what,
in the interpretation of the atomist view, constitutes only an entailment-
clause. That is, the picture theory of meaning providés only the condition

that when a fully analysed proposition fails to express agreement oOr



disagreement with elementary states of affairs, then it is not descriptively
significant. So, the analysability of a proposition into a truth-—function
of elementary propositions is sufficient for its meaningfulness. On the
other hand, for the positivists, the verifiability criterion yields both
sufficient and necessary conditions for the descriptive or 'factual' signi-
ficance of a proposition. If we take it, as some positivists did, that a
proposition is empirically verifiable if there is some fact in terms of
which its truth or falsity can be determined,l9 then the similarity to the
atomists' view is clear-—though it strengthens the view in making the empi-
rical availability of some verifying or falsifying fact necessary for the
proposition to be meaningful. In addition, the positivist view achieves
greater scope than the atomist view, at the loss of specificity, through
the omission of any detailed requirement of structural isomorphism ('pic-
turing') between proposition and fact. Thus the demand for a complete
analysis of a proposition to reveal its expressibility in a logically
perspicuous truth-functional extension of P.M. is removed also. {One

should except the positivism of R. Carnap's Logical Syntax of Language,

(1934) from this final observation). Consequently, the conception of an
ideal language changes to become that of a suitably refined language of
science. Determinacy of truth-~conditions in this lancuage becomes the

test of significance, because it is in the natural sciences that empirical
procedures of verification are most highly developed. Thus, it became pos-
sible for the positivist to dismiss as nonsignificant domains whose descrip-

tive resources lay outside the expressive power of the language of science.



In the rubric of the positivist, type theory, when annexed

to the verifiability criterion acquires the status of an anti-

metaphysical thesis. For, it enables the positivist to excise

whole classes of assertions as cognitively meaningless. In this

juxtaposition, the technical articulation of the formal theory

of types of PM is condensed to yield a general schema more readily

applicable to the analysis of non-logical assertions. For example,

from Ayer's account of verifiability.

"A complete philosophical elucidation of any
language would consist, first, in enumerating
the types of sentence that were significant
in the language, and then in displaying the
relations of equivalence between sentences

of various types .... two sentences are said
to be of the same type when they can be cor-
related in such a way that to each symbol in
one sentence there corresponds a symbol of
the same type in the other; and ... two
symbols are said to be of the same type when it
it is always possible to substitute one for
the other without changing a significant
sentence into a piece of nonsense."

(A.J. Aver, Language, Truth

and Logic, London: Gollancz,
1936, p. 62).

48



49

The verifiability criterion has been the focus of much
criticism; but it is not my concern in the thesis to attack or
defend it. In summary, it has been criticised on the following

grounds:

(i) It is oversimplistic and insensitive to the variety

of kinds of linguistic meaning.

(ii) The criterion, when applied to itself, is self-
refuting: if every assertion which does not belong to mathe-
matics or to the empirical sciences (not translatable into
verifiable statements which are either tautologous or empiri-
cally testable) is meaningless, then the assertion of the
verifiability criterion is, itself, meaningless. That is, the
positivists' own theses, being neither tautological nor empi-
rical (being about procedures of verification, hence not subject
to them), suffer the same fate as the nonverfiable assertions

of metaphvsics.

(iii) Practical use of the criterion requires what
positivists have no where given successfully -- a unified,
context-invariant, unambiguous and logically perspicuous lan-

. 2
guage for the statement and verification of scientific truths.
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Ayer's appeal to a general criterion for type-sameness, in
particular, suffers from several flaws. First it appears to be too
strong, in so far as, without qualification, intersubstitutivitv of

expressions salva significatione in sentences invites refutation by

counter—-example. Almost any trio of sentences involving intentional
or attitudinal predications will give conflicting answers to the
question "Are (expressions) e1, e, of the same type?'.

For example, let el = "Ayer's book', ey = "An eristic argu-
ment", then:

1. Ayer's book is 7cm thick

2. An eristic argument is dull

3. Ayer's book is dull
is just such a trio. Intersubstitutivity of e; and eg in 2. and 3.
seems to make ej of the same type as ej; whereas the nonsense of
"An eristic argument is 7cm. thick" makes ej, e; of different types.
Then "Ayer's book is as dull as an eristic argument" though plausible,
must be nonsense. Similarly, the nonsense of 4. "Continuity is the
birthplace of Kant" yields a symbol type-difference between ''Con-
tinuity'" and '"Konigsberg" which is contradicted by the meaningful-
ness of:

5. Kant is thinking about continuity.

6. Kant is thinking about Kbnigsberg.
and even seems to rule out compound assertions like:

7. Kant is thinking about continuity in Konigsberg.
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These counter—examples are no doubt contrived and might be
overcome by restrictions upon the kind of substitution-context Ayer
will permit. Yet they indicate the insensitivity of the account to
the variety of contexts in which expressions may function meaningfully
in different ways.

Ayer's account also suffers from a circularity of intention.

He is maintaining both that the 'proper elucidation of a language'
would enumerate sentence-types which are significant, and that matters
of significance will be, in part, determined by considerations of type.

Failure of substitution salva significatione is to serve as a test

for symbol-type sameness—--which presupposes that significance can be
determined independently of type-classifications. Enumeration of
significant sentence-types, however, requires that we correlate symbols
according to sameness of symbol-type, which, in turn, requires substi-

tutions between sentences without loss of significance. The procedure

cannot get started unless some separate test for significance can yield
an enumeration of significant sentences prior to classification of symbol-
types.

Just such an independent test, of course, is provided by the
verifiability-criterion—--except that sentences rejected as nonsignificant
because non-verifiable must now be excluded from the enumeration of
sentence-types for the purposes of type-classification. We are left
wondering why a further test for significance based on symbol-type
sameness is needed (or whether a different kind of significance 1is
involved in correlations of svmbol-tvpe). This circularity is not
necessarilv vicious—--vet it diminishes the explanatory value of Aver's

account.
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The reaction of philosophers of language to the simplistic approach
of positivism and the artificiality of ideal language conceptions led in-
evitably to that preoccupation with piecemeal analyses of natural language
vhich is characteristic of recent Oxford philosophy. Yet, if the approach
to questions of meaning and significance changed, the aim remained the same--
namely, that the enterprise of the philosopher of language is to reveal
nonsense masquerading as sense, not only in the esoteric works of metaphy-
sicians and theologists, but now, in the familiar everyday contexts of
ordinary language.22

The essence of this approach is captured in Wittgenstein's oft-
quoted:

"My aim is to teach you to pass from a piece of dlsgulsed
nonsense to something that is patent nonsense.''¢3

and its propaedeutic value for subsequent thecries of meaning and signifi-
cance has been to dispel the illusion of adequacy in ideal language
approaches-~an illusion sustained by a disregard for the context-sensitivity
of meaning and by unwarranted extrapolations from small samples of linguis-
tic practices, disguised as methodological simplifications. Yet the frag-

mentary nature of the Oxford approach is inimical to the formulation of
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general theories—-even though one of its most celebrated exponents, Ryle,
did propose a general theory of category-mistakes, based upon a much liber-
alised type theory; and used it, in characteristic fashion, as a literal

reductio ad absurdum of philosophical theses-—particularly, of Cartesian

dualism as a philosophy of mind.

Ryle's theory of category-mistakes receives much discussion in Part
I, since, though it suffers from flaws similar to those which vitiate the
positivists' use of type restrictions, it introduces a novel technique in
formulating significance theories which is not subject to those criticisms
which cast doubt upon the explanatory utility of the original Russellian
approach. I shall conclude this introductory survey of the background to
the views I consider with an outline of the difference between Russell and
Ryle's techniques, because it focusses, in a preliminary way, upon the cen-
tral issues to be debated in Part I.

If the therapeutic aim of discussions of significance and non-
significance is to pass from 'disguised' to 'patent' nonsense, there must
be instances of the latter which are implied by overtly plausible and seem-
ingly significant propositions expressed in natural language. Typical
instances of such propesitions, considered by modern philosophers, have
been: "The mind is in the brain', '"Mental events can cause physical events',
"God is an all perfect Being', '"The Real is the Rational". Here, it is said,
we have insidious cases of nonsense which purport to be sense. If uvertly
nonsensical propositions are to be implied by these, the propositions, them-
selves, cannot be mere gibberish or strings of words radically violating

syntactic canons—-if only because it is unclear how a relation of implicatiorn
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could hold between a grammatically well-formed sentence and a word-salad
. 24 . . .
string. Though obvious nonsense, the implied sentences must fulfill

minimal criteria of grammaticality. Such are the paradigm~cases which Ryle

instances as category—mistakes.25 In sentences like those listed in Section
A, at the start of this Introduction, we have, Ryle maintains, paradigms of
the absurdity which results from combining a subject which belongs to one
logical type or category, with a predicate which is undefined or nonsigni-
ficant over that category. Thus, in one of the examples which Ryle considers,
days of the week are not of the kind that can be in bed or not in bed; again,
numbers are not the type of thing that can be or fail to be virtucus. This
is a type theory: a partition of the domain of discourse into ranges over
which predicates are defined, and for some of which predicates are signifi-
cant and others not. An immediate difference between this type theory and
Russell's is that, for Russell, all individuals (referents of proper-names)
belong to one type, whereas, for Ryle, individuals divide sortally according
to the significance of predications over them.

More importantly, there is a difference in technique, also. Russellian
type theory is formulated as a system of general rules which legislate for
nonsignificance in the language as a whole; yielding, thus, an algorithm for
deciding whether any given sentence violates type-restrictions. Ryle, how-
ever, relies on a procedure demonstrating whether doubtful cases of signi-
ficance are reducible to paradigm-cases—-by analysis of each case as it
arises (defining constituent expressions, drawing inferences from the
expanded proposition, hoping to generate a patent absurdity, therebv) .

it can be shown, argues Ryle, that an apparently meaningful thesis--of the
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xind listed above--can be reduced to, or shown to entall, a paradigm~case
of nonsense-~a category-mistake-—then the thesis is nonsignificant. It is
precisely this kind of literal reductio which forms the thrust of the main

argument of Ryle's Concept of Mind, (London: Hutchinson, 1949), against

dualism.

The chief advantages of Ryle's technique, over Russell's, reside in
the removal of three shortcomings which beset the attempt to apply formal
type theory to natural languages. I conclude my historical account with a
discussion of these.

Russell's motivation for type theory--primarily, the removal of
impredicative violations of VCP in the introduction of classes and the cor-
responding definitions of propositional functions--led him to characterise
type-rules as semantic constraints upon the meaningfulness of formulae in
P.M. Nonetheless, because of the oft-remarked ambiguity in Russell's notion
of a propositional function--between functions as forms of expression and
as what expressions denote--type-rules can appear as syntactic constraints
upon the well-formedness of formulae. Indeed, for the purposes of mathe-
matical logic, it is simpler to construe type restrictions in this way--as
supplements to the syntactic formation-rules of the language of type theory.26
For, sentences violating type-rules are then eliminated at outset as ill-
formed, reducing considerably the débris of the formalism, unwanted in its
intended interpretation. A formal language of this kind, however, is least
suitable as an explanatory model of significant discourse in natural language.
Quite deliberately--with some methodological justification-—the formalist

disregards features of ordinary discourse which are not relevant to the
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precise symbolisation of mathematical theories; in the informal language

of mathematics, of course, the formalist is already presented with a stand-
ing vocabulary and limited syntax shorn of the variability and apparent
imprecision of ordinary usage. It is not surprising, then, if formalisms
constructed with the representation of mathematical theories in mind prove
wholly inadequate when applied in non-mathematical domains. On the other
hand, in its attention from the outset to paradigms of type absurdity as
they appear in ordinary discourse, Ryle's technique avoids the criticism
that attempting to apply formal devices to non-mathematical contexts begs
crucial questions involving the relations between formal and natural lan-
guages. This leads naturally to the second advantage of the Rylean approach--
one which proves more difficult to characterise.

Even if one can bridge the gap between formal and natural languages
which is a consequence of the ideal language views discussed above, a second
difficulty threatens the attempt to transplant a Russellian approach to type
theory into ordinary language. For, it may be objected, a theory which
legislates against nonsignificance by means of general rules of sentence
formation (be they semantic or syntactic) represents simply the wrong
approach to problems of meaning and significance in natural language. If
we suppose type restrictions to be linguistic rules in any prescriptive
sense, their application to particular utterances invokes the spectre of
that general repudiation of large areas of significant discourse which so
many philosophers found inimical in the logical positivists' criterion of
meaningfulness. Briefly expressed, except when the application of a philo-

sophical theory turns inwards--to philosophy, itself--it does not seen part
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of the philosophic enterprise to set prescriptive limits to the creative
capacities of language users. If, on the other hand, we suppose the theory
of types to consist of general rules which are, in some sense, descriptive

of the limits of significant discourse, then the theory runs grave risk of
refutation by counterexample. Any utterance in the language which stands

in violation of type rules, yet which is readily intelligible to speakers

of the language, in a given context, is prima facie a possible counterexample
to those rules—until some alternative explanation of its significance is
given, or the general theory is adjusted to accommodate it.

The point may be clarified if put in the following way: in the
limited context of mathematical philosophy, Russell's appeal to the nonsigni-
ficance of sentences which yield semantic or logical paradoxes is supported
by their sharing a common feature; i.e. their impredicativity, or as Russell
sometimes called it "their peculiar self-reference'. However, impredica-
tivity pertains only to the introduction of classes and their defining pro-
positional functions. There seems no obvious way in which the notion can
be generalised to every kind of predication (or propositional function)
which may appear in non-mathematical language. Consequently, the bare
appeal to the nonsignificance of type violations in ordinary discourse must
either derive support from our common judgements as to the unintelligibilicy
of such utterances, or from some more generél theory of utterance signifi-
cance, specifically framed for descriptive discourse as a whole (or for
some substantial, readily characterisable part). In espousing logical
atomism, the picture theory of meaning afforded Russell just such a vehicle

for the transfer of type theory from mathematical to non-mathematical



discourse. Yet, ultimately, the picture theory, itself, only made sense
against a background view requiring every significant utterance to be
analysable into the formal ideaography of a logically perfect language

(not that every utterance could be so analysed, but that this idealisation,
in principle, supported the picture theory). Without this requirement, the
theory of types as a theory of significant predication lacked once more a
supporting theory--other than simply language users' agreement as to the
intelligibility of utterances in context. But, if the discrimination
between significant and nonsignificant utterances on the basis of general
type rules can only be sustained by appeals to a consensus amongst speakers
as to the intelligibility or otherwise of those utterances, then the need
for a general type theory vanishes. For, one could short-circuit the whole
approach simply by grounding significance c¢laims directly upon some cri-
terion involving speakers' agreements as to intelligibility. Type-rules,
or principles, might still describe the rational comnsensus behind speakers'
agreements, but would not longer justify any philosophical appeal to the
nonsignificance of non-obvious type-violations or category-mistakes. (Just
such a theory of category-mistakes--based upon the concept of the "unthink-

5
ability" of category-confused propositions—-has been proposed by T. Drange"7).

It is not immediately clear, of course, how Ryle's approach to type
theory as an account of category-mistakes avolds this objection. His
appeal to paradigm-cases appears to be nothing more than appeal to speakers'
intuitions into the nonsense of Ryle's favoured examples. Ryle's approach

is sufficiently different, however, from the Russellian approach, to contain
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an answer——-though Ryle, himself, may not have seen it. For, Ryle later
came to abandon the view which he had held in his 1938 article on '"Cate-
gories”28, that there could be a clear and general theory of sameness and
difference of category explicable in terms of types. In 1938 he had main-
tained, perhaps audaciously, that ''category propositions (assertions that
items belong to certain types) are always philosopher's propositions...the

converse is also true." (Ryle, 1938, p. 189, my emphasis). The same robust

view appears in the Introduction to the Concept of Mind: "Philosophy is

the replacement of category habits by category disciplines", and in his

intention, in that work, to refute the 'official' duwalistic theory of mind
" . . . "29

as one big mistake...namely, a category-mistake. Later, the robustness

of these claims is qualified: he remarks in Dilemmas, (1954), that talk

of sameness and difference of category "“can be helpful as a familiar mnemonic
with some beneficial associations, but it lacks an exact and professional
way of using it."30
Examination of Ryle's view in detail is vital before it can be shown
that it can escape the objection of principle, above, against the formal,
type-theoretic approach. Such an examination finds its proper place in

Part 1. Yet, some indication of the response to be gleaned from Ryle is

needed here. Notice, first, that for Ryle the instrument par excellence for

the exposure of type absurdities is the reductio ad absurdum argument.

Ordinarily, reductio proof (or 'indirect proof') in formal logic relies on
demonstrating not that an 'absurd' proposition is derivable from the nega-
tion of the thesis to be proved, but that a contradiction is so derivable.

Contradictions, of course, are not 'absurd', but necessarily false--indeed,
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the type homogeneity of their constituents ('p' and 'not-p') is required
for the derivation to yield a genuine contradiction3l. Ryle is claiming,
however, that there is a distinctive kind of absurdity which is involved
in arguments which seek to prove, not the falsity of a negation, but the

nonsignificance of an apparently plausible thesis, by reducing it to

(showing that it entails or presupposes) palpable nonsense. And this kind
of absurdity, claims Ryle, is to be explained in terms of type violations.
Ryle's own attempt to give criteria for this kind of absurdity is unfor-
tunately inadequate-—as is shown in Part I. Yet, by his frequent appeal

to a number of vivid examples of this kind of absurdity, as paradigms, Ryle
does more to indicate how a general theory might develop, than he does by
his own abortive efforts to formulate general tests. His classical article
of 1938 ends with an admission of despair: "What'', he demands, "‘are the
tests of absurdity?" which will serve to circumscribe nonsense of the kind
he seeks. Nevertheless, there is in that article and elsewhere in his wri-
tings the beginnings of an approach which will yield a non-circular general
account of category mismatch through type-violation in predication.

In holding that there is a variety of nonsignificant utterance which,
though not overtly nonsensical, yields palpable nonsense when its consti-
tuent expressions, implications and presuppositions are examined, Ryle is
proposing that there are logical principles governing significance claims
in accordance with which we can assess them. Such principles will govern
the manner in which we draw the implications, and presuppositions, and carrv
out the analysis of all discourse, descriptively significant or not. They

will provide structures in which we can exhibit the variety of ways in which
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the significance or otherwise of utterance can be determined. The logic
of such principles of significance must take seriously the possibility
that the significance of utterances is never finally decided by their
grammaticality--even if the notion of grammar is extended beyond syntax,
and into the semantic component of a language—description. For, it is a
possibility--one which Ryle's attention to paradigm-cases brings into

focus——that there may be no 1limit to be set a priori--by means of a formal

semantic theory--to the amount or kind of information which may be relevant

to determining the significance or nonsignificance of an utterance.

The objection above, then, which required that an account of type-
rules be embedded in a general theory of utterance-significance, and which
an approach like Russell's derived from mathematical logic, finds so dif-
ficult to parry, is avoided if the logic of type-restrictions is included
as part of a logic which has as its function the delimitation of varities
of nomsignificance amongst which type violations are to fall. Examination
of paradigms reveals that such a logical investigation must not only adum-
brate the general principles we employ in assessing significance claims; it
must show also how the employment of those principles is intimately related
to the contexts with respect to which significance claims are made. For,
as has already been noted in Section A, that an utterance of one of the
listed paradigms of category-mistakes can be shown to be nonsignificant
depends upon our being unable to assign an interpretation to it in the
context in which it is ordinarily taken. Frequently, in cases where non-
literal, metaphorical, colloquial or idiosyncratic interpretations of the

utterance can be invoked, the absurdity, even of paradigm cases, evaporates
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(though, that a metaphorical reading is invoked, say, is often a consequence
of our being unable to assign a literal reading to the utterance in its
context). The conclusion--which will be drawn towards the end of Part I--
is to be that a logic of significance and nonsignificance must also be a
logic of context. That such an approach does justice to Ryle's own manner
of inferring 'patent' absurdity from the 'disguised' nonsense of philoso-
phical theses must also be discussed at that point.

It is precisely the lack of attention to the context-sensitivity
of utterance-meaning which comprises the third shortcoming of previous
attempts to mould type theory into an account of category-mistakes, based
upon the Russellian approach. The formulation of type theory either as
syntactic constraints upon the well-formedness of sentences, or as semantic
constraints upon the significance~ranges of predicates, requires that sig-
nificance be construed as a permanent, context-independent feature of sen-
tences. Ryle's approach need not involve such a committment--though Ryle,
himself, nowhere mentions this point expressly-—since the entailments, pre-
suppositions and analyses which Ryle's account employs to demonstrate the
category absurdity of some thesis may all be construed as more or less
context-relative~—even if the context involved is minimally 'standard'.
That the alternative-—-to construe significance as a context-invariant, per-
manent feature of sentences——is misconceived in principle, is the aim of the
final sections of Part I. For, it is only when this aim has been achieved
that the logical apparatus of Part IIL--the description of logics of con-
textual significance for the appraisal of category-mistakes and other varie-

ties of linguistic anomaly--can be given a justification. The historical
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background to this last claim is therefore best introduced in the preamble

to the constructive enterprise of Part II.
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(TL) S‘Z‘:‘ategy or *%He avguwmens L

Whatever else i3 responsible for the failure of an utterance to be
significant, it is certain that, in many philosophical arguments, the term
"category-mistake'" has been regarded as applying to philosophical utterances
which fail to be significant. Whether one coins a trivial example, from the
list which opened the Introduction, or attends to the particular claims of
philosophers~—-which one hopes to be non-trivial--a judgement that a particular
utterance is category-mistaken is a judgement to the effect that things have
been misclassified. That is, allocation of things (expressions or objects)
to categories is, at least in part, a classifying activity. So, it should
not be surprising that an investigation into the nonsignificance of category-
mistakes should begin with discussion of problems arising in the theory of
classes.

It should not be thought, however, that 'categorising' and 'classify-
ing' are the same activity. To take an example from Passmorel, it is a

mistake of classification to be shown a kangaroco, a koala, a wombat,...in

an Australian zoo, and then to ask to see a marsupial. In contrast, it 1is

a category-mistake (similar to one diagnosed by Frege in The Foundations of

Arithmetic, transl. J.L. Austin, New York, 1960, 40e-4le)) to argue from the
fact that "Thales was wise' and "Solon was wise" entails "Thales and Solon
were wise" to the absurdity that, since "Thales was one (person)' and

"Solon was one'", then '"Thales and Solon were one'. The conclusion is
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inadmissable, yet the premises appear to be formally identical. What must
be wrong, then, is the supposition that "is one' and "is wise" are predicates
belonging to the same category.

There seems, then, to be some relation between the category to which
particular things (expressions or objects) belong and the kind of logical
inferences which can be carried out with the expressions referring to such
things. That is, the question of how to account for the absurdity of category-
mistakes seems bound up with the logical differences between what we take
to be an ordinary standing falsehood, such as:

(1) My desk is green.
and what we take to be an absurdity, such as:

(2) My desk is virtuous.

The former we feel inclined to reject merely as false (my desk is brown);
but to the latter we respond that desks are not the kind or 'logical type'
of thing which can be, or fail to be, virtuous. So, to elucidate this °
question, we must accordingly begin upon an elucidation of the theory of
logical types.

The theory of logical types originates with Russell--notwithstanding
that some evidence of formal distinctions of a type-theoretic kind can be

found in both Schroder's Vorlesungen Uber die Algebra der Logik (1890) and

in Frege's Grundgesetze der Arithmetik (1893 and 1903). Evidence from the

latter will receive some attention, below. The theory Russell puts forward
as "a possible solution to the contradiction' (i.e. Russell's paradox) and
it is in this context that my enquiry into type theory begins. It begins,

then, with examination of a technical difficulty in Frege's logicist
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philosophy of mathematics, the focal point of which is the introduction of
classes (or, rather, what, for Frege, does the work of classes). Its imme-
diate connection with matters of significant predication outside of the
formal language of mathematics is made through Frege's doctrine of complete
definition (that concepts are defined for all objects as arguments), and

his insistance that Fregean classes (the courses-of-values of functions) are
objects on a par with individual referents of proper names.

I shall argue that it 1s the paradoxicality of these two doctrines
of Frege's semantic theory which issues, eventually, in Russell's paradox.
Secondly, I shall comnect this argument to Russell's own diagnosis (in con-
junction with Poincaré) of the source of the paradox in 'impredicative'
definitions which violate the Vicious Circle Principle. This second argu-
ment raises the more general question of what justifies our locating the
source of Russell's paradox in predication (i.e., in the notion of a pro-
positional function), rather than, simply, in an insufficiently well-
articulated theory of classes. In turn, this prompts the still larger
question of what, in general, our response to the discovery of the logical
and set-theoretic paradoxes in the foundations of mathematics should be.
Though I devote some space to this final question below, I do not intend to
argue that any one "diagnosis" of tle paradoxes is necessarily 'correct',
nor even that any one solution is required, for mathematical purposes.
Nevertheless, I shall defend Russell's demand that a solution to the para-
doxes be "inherently consonant with common sense' and not merely an ad hoc
adjustment to the axioms of set-theory, or substitution principles of

higher-order logic, against attacks upon type theory and upon impredicativity
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and VCP from Ramsey, Godel and Quine.2

It is in examining more closely Russell's justification for type
theory that the gradual move in Russell's thought--described in the Intro-
duction (p.233+2)--from applying type theory solely to the technical problenm
of the paradoxes, to its application outside of mathematical philosophy,
requires attention. The use Russell makes of type theory in his writings
on Logical Atomism, and Wittgenstein's influence upon Russell at that time,
introduces the more pertinent question of whether type distinctions have a
role in the diagnosis of nonsignificance, and in setting the limits to des-
criptive significance imposed, first, by the doctrines of logical atomism
and, subsequently, of logical positivism. At this point, my enquiry becomes
particularised to the individual accounts of nonsignificance and of category-
mistakes--each embracing a schematic view of significance-failure--which
were listed in the Introduction (p. %7 ). The conclusions drawn from this
examination of particular accounts, at the end of this Part, will be essen-
tially negative: that few of the accounts considered are sufficiently sen-
sitive to the flexibility and variety of significant discourse, and to its
contextual dependence, to avoid the criticisms and counterexamples to which
they have been subjected.

Since my enquiry begins with the technical problem of the paradox
confronting Frege and Russell's logicist programme, it would be well to
conclude these prefatory remarks with a brief sketch of the paradox and the
type theory to which it gave rise. (I do not discuss the other paradoxes
which arose in the foundations of mathematics at the turn of the century;

though several of my general remarks about Russell's paradox apply equally
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to them).

A class (or set), as Cantor introduces the notion3, is simply "a
collection into a whole of definite, distinct objects of our intuition or
of our thought...the objects are called the 'elements' (members) of the
class." Amongst classes, most will not be members of themselves--the class
of short-haired gibbons is not itself a short-haired gibbon. Some will be
members of themselves. For, the class of abstract objects is itself an
abstract object. Reflecting upon this intuitive division between self-
membered and non-self-membered classes, we can form the collection of all
those classes which are not members of themselves. Let us call this class
'W'. If we suppose, now, that W is a member of itself, then W is one among
those classes which are not members of themselves. Our supposition, then,
must be wrong; W is not self-membered. Then, W is among those classes which,
not being self-membered, form the membership of W, whence W is a member of
itself. Both suppositions, then, entail their respective negations. We
have to conclude, therefore, that W is a member of itself if and only if W
is not a member of itself--which is a contradiction.

Russell's response, first after believing there was some ''trivial
error in the reasoning" responsible, and after five years of trying various
alternative responses,4 was to claim that the specification of a class like
W was viciously circular and, thus, that the suppositions that a class either
is or is not a member of itself are not significant. So, since the premises
of the argument are nonsignificant, the argument cannot be meaningfully

stated and the paradoxical conclusion evaporates:
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"All our contradictions have in common the assumption

of a totality such that, if it were legitimate, it would
once be enlarged by new members defined in terms of itself.
This leads us to the rule: 'Whatever involves all of a
collection must not be one of the collection'; or, con-

versely: 'If, provided a certain collection had a total,
it would have members only definable in terms of that
total, then the said collection has no total'. And when

I say that a collection has no total, I mean that state-

ments about all its members are nonsense." (Russell, 1908,

repr. in Russell, 1956, p. 63)

If the premises of the paradoxical argument are to be proscribed as
meaningless, the theory which is to support this claim must constitute a
part of the theory of meaning~-which, for Russell, when he first propounded
type theory, in 1903, is a theory of denoting.S I shall discuss this further

below. For the moment, it suffices to observe that Russell first states the

theory of types with reference to propositional functions, and thence derives

the restrictions upon membership-relations between elements and classes
required to eliminate the paradox as stated. Propositions are the basic
entities of Russell's denotational semantics--they are the truth-bearers of
Russell's logic and the constituents of implications. From the notion of a
proposition, we can explain (but not define) the notion of a propositional
function: "Every proposition' Russell writes, ''may be divided...into a term
(subject) and something which is said about the subject, which something I
shall call the 'assertion'".6 Accordingly, if we represent what is said
about a subject-—the assertion--by @, and replace the term by a variable 'x',
we obtain a propositional function: "@x is a propositional function if, for
every value of x, Px 1s a proposition, determinate when x is given."7 Examples.

then, of propositional functions are "x is a man''-—where x has replaced a

subject term like "Socrates' or "the king of the jungle''--"x is seven less
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than y''--where two terms, say, ''the square root of 10", '"10.16" have been
replaced by distinct variables. The values of a variable x for which a
propositional function is true form a class, and, as Russell notes, 'a
class may be defined as all the terms satisfying some propositional funct:ion."8

It is this proposal--to introduce classes as made up of values of x
for which an arbitrary propositional function #x is true--which the paradox
threatens first. For, if @x is the propositional function '"x is a member
of itself (x€x)" and -Px is its negation 'x ¢ x", then the elass of values
of x for which -@x is true is the class W such that, for any u, ueW iff
u ¢ u. In particular, some u may be the class W itself, whence WeW iff
Wé .

The doctrine of types, put forward tentatively in Appendix B to
Russell (1903), addresses itself to the values of propositional functions
and restricts them to types in the following manner:

"Every propositional function @x...has, in addition to

its range of truth, a range of significance, i.e. a range

within which x must lie if @¥x is to be a proposition at

all, whether true or false. This is the first poiat in

the theory of types; the second point is that ranges of

significance form types, i.e. if x belongs to the range

of significance of @¥x, then there is a class of objects,

the type of x, all of which must also belong to the range

of significance of fx, however @ may be varied.'?
The immediate corollary Russell adds to this restriction of the values of
a function to types is to divide the domain of his logic into a heirarchy
of such ranges. Terms and individuals comprise the lowest type--type-0--
in the heirarchy. As Russell expresses it, somewhat circularly, the lowest

10

type of object is "a term or individual...any object which is not a range.

A less circular specification of the lowest type occurs a few sentences
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later: ''Individuals are the only objects of which numbers cannot be signi-
ficantly asserted.” (c.f. Frage's example of ''Thales and Solon are one",
above). Type-1 objects consist of ranges or classes of individuals, and
the heirarchy develops from hereon upwards. Type—-2 objects are classes of
classes of individuals; type-3 comprises classes of classes of classes...,
and so on. To this simple heirarchy, in the original version of the doctrine,
Russell adds also heirarchies of couples, triples, etc., to encompass the
ranges of significance of polyadic, relational propositional functions, and

a heirarchy of types for propositions arising from the need to distinguish
complex propositional functions whose variables range over propositions,

from simple propositional functions not involving propositional variables.ll

This heirarchical subdivision of the domains of significance of pro-
positional functions is the essential characteristic of a type theory. Since
the values satisfying a propositional function @x must always belong to a
lower type than the class of those values, any assertion that a class occur
among the values of a propositional function whose range of significance is
that class {or is of the same type as that class) cannot be a true or false
proposition. The assertion or demial, therefore, of a class' being a member
of itself is nonsignificant.

Russell's exposition of type theory in the Principles (1903) is,
avowedly, a 'rough sketch".12 It is neither clear nor comprehensive in its
resolution of paradoxes other than his own. In particular, as Russell points
out, since numbers are defined in terms of the totality of types and ranges
(equinumerous classes may be from heterogeneous types), Cantor's paradox

concluding that the greatest cardinal number is less than the cardinal of
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its own set of subsets--and, hence, is not the greatest--is not removed
by this version of type theory.

As a preliminary to examining how Russell developed this rough
sketch into a full solution to the paradoxes, attention needs to be drawn
to a historical oddity in the exegesis of Russell's views—-one which threatens
to trivialise the attempt to interpret type theory in the wider context of
meaning and significance. I conclude this preamble with an outline of the
problem to which this oddity gives rise.

Subsequent to the Principles, Russell spent five years seeking to
resolve the paradoxes by other meansl3——being engaged throughout this period
in a series of debates over the source and status of the paradoxes (with
Jourdain, Couturat, Poincaré and Maxime Bﬁcherla). Russell returned to
type theory in 1908--prompted by advances he had made in the theory of
denoting between 1905 and 190815--developing the full ramified theory of
types as a solution to all the paradoxes under discussion at that time, and
subsequently incorporating the full theory into P.M. Ramsey (1925) urged a
thorough revision of type theory, following a proposal by Chwistek (1921),
a revision which Russell acknowledged:

"renders possible a great simplification of the theory of

types which, as it emerges from Ramsey's discussion, ceases

wholly to appear implausible or artificial, or a mere ad hoc

hypothesis designed to avoid the contradictions...'

The simplification Russell refers tc, here, consists in:

(i) Ramsey's modification of the P.M. notion of a predicative function to
encompass functions of type-l, all of whose arguments are individuals, and
which are 'extensional' in the sense of being truth-functions of arguments
all of which (finitely or infinitely many) are either atomic functions of

individuals (of the form '@x'--where 9 is truth-functionally simple) or are
propositions;
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(ii) Ramsey's distinction between the logical and semantic paradoxes. Simple
type theory (i.e., roughly, the Principles theory together with a modified
version of predicative functions) proves sufficient to resolve those para-
doxes which Ramsey argues belong properly to logic or set theory. The seman-
tic paradoxes were to be resolved by linguistic considerations not pertinent
to mathematical logic.

The further attraction of Ramsey's simplification--one which commended
the view to Russell--was that simple type theory could dispense with the
troublesome 'Axiom of Reducibility'. This controversial axiom--guaranteeing
the existence of a predicative function (of type-1, of individuals) exten-
sionally equivalent to any function of higher type--had been required to
preserve the definability of real numbers in the ramified heirarchy of P.M.
Ramsey's simplification removes the need for ramified type-orders (which
subdivide propositional functions according to the type of their quantified
constituent variables), thereby removing the need for the axiom, also.

The endorsement Russell gives to Ramsey's simplification (loc. cit.)
seems to indicate that Russell feared that the theory of types-—-particularly
that of the ramified type-orders—-might appear 'artificial' and 'ad hoc'.
Yet, in 1903, 1908 and 1910, Russell had argued that the justification for
type theory lay in consideration of the ranges of significance of proposi-
tional functions, in the nonsignificance of predications over objects falling
outside these ranges. Furthermore, Russell had claimed, in 1906, 1908 and
1910, that the additional justification for the full ramified theory--one
which gave it "a certain consonance with common sense which makes it inherently
credible"l7——was the Vicious Circle Primciple. VCP was the principle--advo-
cated originally be Poincaré and formulated above~-that impredicative speci-

fication of totalities were circular and, thus, nonsignificant.
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Admittedly, Russell sald in 1938 only that type theory might appear
ad hoc, not that it was. The anomaly remains, however, for it seems that
Russell changed his mind over the status of type theory sometime between
1927 (the last occasion when Russell appeals to the philosophical grounds
for type theoryls) and 1938 (when Russell espouses what has become the cus-
tomary view: that type theory constitutes simply one set of formal restric-
tions necessary for a consistent set-theoretic foundations of mathematicslg).
Indeed, the date of Russell's change of heart can be determined more exactly,

from Russell's review of Ramsey's book The Foundations of Mathematics (1925),

. . . ; . . 2
published in 1931, where Russell provisionally concedes the simplification 0
The historical anomaly is further compounded by the fact that, apparently,
Russell never gave up the view that more was required of a solution to the
paradoxes than an ad hoc device proscribing paradoxical constructions in
set theory or higher-order logic. Thus, commenting much later on his search
for a solution to the paradoxes in the period 1900-1918, Russell lists the
2

conditions he believed a solution should satisfy: 1

"While I was looking for a solution, it seemed to me that

there were three requisites if the solution was to be

wholly satisfying. The first of these...was that the con-

tradictions should disappear. The second...was that the

solution should leave intact as much of mathematics as

possible. The third, which is difficult to state precisely,

was that the solution should, on reflection, appeal to what

may be called 'logical common sense'."

It is tempting to respond immediacely to this historical anomaly that
Russell simply changed his mind, abandonning his former views in the light

of Ramsey's new approach. Support for this response can be gleaned from

Russell's admission elsewhere that, by 1938, he was no longer working
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sericusly, nor contributing to research, on mathematical logic. His intel-
lectual preoccupations had changed and Ramsey's proposal commended itself,
since it retained the technical efficacy of the simple theory of types, vet
dispensed with the notationally cumbersome ramified theory and the philo-
sophically controversial axiom of reducibility. Indeed, one can acquiesce
in this response's being a wholly reasonable explanation of Russell's change
of mind. For, one can add to it the fact that Ramsey's modification of the
notion of a predicative function--with which Ramsey accomplishes the simpli-
fication—~is based upon Wittgenstein's extensional analysis of propositions
in the Tractatus, an analysis which Russell himself had adopted after his
formulation of the ramified theory (i.e., publicly, in his 1918 ''Lectures

on the Philosophy of Logical Atomism'). The change in Russell's views on
propositions, on the status of logical truths, and on mathematics resulting
from his adoption of logical atomism, we can say, made his original philo-
sophical grounds for type theory seem inappropriate in the light of his new
views.

For all that one can acquiesce in this diagnosis of Russell's reasons
for changing his mind, there remains a question to be confronted. That is:
was Russell right to change his mind over the need for a philosophical jus-
tification for type theory? At least one commentator on Russell's logic--
himself an advocate of a logicist philosophy of mathematics, W.V. Quine--has
added to this diagnosis of Russell's change of mind the claim that Russell
was right to abandon his former view:

"Russell's theory, with its discrimination of orders for

propositional functions whose arguments are of a single
order, came to be known as the 'ramified theory of types';
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and Ramsey's position was that it should be reduced to

the so-called simple theory'... He did not, indeed, make

his case as strong as he might. Sharing Russell's failure

to distinguish clearly between attribute and expression,

he, in turn, missed the really decisive point: that the

axiom of reducibility guarantees outright the dispensability

of the ramified theory... Thus, what Ramsey was arguing,

and I, a few pages back, was in effect just the disavowal

of an ill-conceived foundation."
Quine's diagnosis of the source of Russell's misconceptions as a confusion
of sign with object (a 'use/mention' confusion) introduces an additional
complication to the argument. Quine's claim, if true, seems to threaten
the enterprise of seeking a semantic basis for type theory. If the sole
justification for type theory consists in its providing one among a number
of technical devices necessary to free formal logic or set theory from para-
doxical constructions, and if the grounding of type theory in the notion of
impredicativity is simply misplaced, it becomes gratuitous to ask for an
account of the status of type theory in relation to significant predication.
One must distinguish, then, the question of what changed Russell's mind over
the status of type theory, from the question of the correctness of Russell's
change of mind. The former is a biographical question--to be answered, in
all likelihood, by citing the changes in Russell's other views through this
period. The latter question, however, concerns the philosophical basis for
type theory, and requires further discussion, below.

I shall argue that the additional claim from Quine is false. Not
only does it constitute a substantial misinterpretation of Russell's views
on logic and mathematics; but it also fails to represent a proper perspective

from which to examine Russell's particular contribution to the problems

raised by the paradoxes—-namely, type theory. Quine's claim is one which,
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once adopted, drives a wedge between the philosophical foundatiouns of logic
and mathematics, and the formal, set-theoretic approach to foundational
research. Such a wedge encourages the philosopher of mathematics to regard
questions as to the justification or explanatory adequacy of his solutions
to foundational problems as settled solely by considering the simplicity

and convenience of his formalisms. In this, one can detect the influence

of just that view of the logician's enterprise which is derived from the
'ideal language view', discussed in the Introduction. If one follows, for
example, Quine (1963) in simply identifying the logicist programme with that
of the reduction of classical mathematics to one or another form of set
theory; or if, with Pollock (1970), one regards the issue of the truth of
logicism as identical to the issue of whether mathematics is reducible to
set theory, one can attach little or no significance to questions which both
Frege and Russell--the originators of logicism--regarded as fundamental to
their enterprise. Such questions as concern the nature of logical concepts,
the justification of definitions, the analysis of propositions and the proper
semantics for significant predication were of central importance for both
Frege and Russell. Yet, they lie outside the purview of many contemporary
philosophies of mathematics, since such questions typically do not arise in
the mathematical theory of sets. It is not that some practices of idealisa-
tion are not necessary for the feasibility of some formal investigations.
Rather, the thrust of my argument is to be that such idealisations cannot
thereafter be used as counter arguments to renewing the investigation of
topics which the formal idealisations were, for different reasons, intended

to avoid. The argument begins, therefore, with a re-examination of the
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source of the impredicativity of Frege's semantics which, it shall be claimed,

issued in Russell's paradox.

Section B: The impredicativity of Frege's semantic theory:

(T Russell's reaction to his own paradox had changed in a decade from

his belief (noted above) that "some trivial error in the reasoning' was
responsible, to acknowledging, with Whitehead in P.M. that a primary motiva-
tion for that monumental work consisted in its being ''specially framed to
solve the paradoxes which, in recent years, have troubled students of symbolic
logic and the theory of aggregates."l One can infer then that Russell came

to see the paradox not simply as a threat to one or another branch of mathe-
matics, but to the logicist conception of mathematics as a whole. As he
reports: he had become convinced that ''the trouble lay in logic rather than

2

mathematics and that it was logic which would have to be reformed."

Russell did not infer from the inconsistency of Frege's Grundgesetze

der Arithmetik (1893--hereafter, Gg) that mathematics itself is inconsistent.

This contrasts, for example, with the attitude of the neo-Kantian Poincaré--
and, later, that of Poincaré's disciple, Hermann Weyl--both of whom attri-
buted the paradoxes, in general, to violations of mathematical principle. 1In
particular, they attributed them to the committment to actually infinite sets
which the mathematician makes in embracing Cantorean transfinite number
theory.3 This committment follows immediately from the Cantorean assumption
of an unrestricted comprehension axiom for sets--guaranteeing that, for an

arbitrary property of objects (propositional function), there exists a set
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comprising all and only those objects having that property--together with
Cantor's theorem that the set of all subsets of a given set always contains
more member sets than the given set. Jointly, these assumptions yield the
result that the domain of sets (if non-empty) can have no finite bound. I
shall return to this conception of sets, and Poincaré's objections to it,
in discussing Russell's espousal of the VCP, below.

Russell's attitude to the paradoxes, and that of the '"predicativist"
Poincaré do not exhaust the responses that have been made. Reaction has
varied from Frege's:

"What is in question 1is not just my particular way of

establishing arithmetic, but whether arithmetic can

possibly be given a logical foundatiom at all."4
to Wittgenstein's:

"If a contradiction were now actually found in arith-

metic that would prove only that an arithmetic with

such a contradiction in it could render very good

service; and it will be better for us to modify our

concept of the certainty required than ‘to say it would

really not yet have been the proper arithmetic.'
and, if these two represent extremes of reaction, there have been many
intermediate responses. Cantor had supposed that the paradoxes were a

. . . 6 .
result of a misconception in the notion of a set ; whilst Zermelo and
Mirimanoff had construed them, similarly, as proceeding from an inexact con-
ception of sethood-—one which required the strictures of formalisation and
X . 7 :
axiomatisation to render it consistent. In the proposal to 'eliminate’ the
paradoxes by rigorous formalisation and axiomatisation of set theory, how-

ever, there has always been some question, firstly, of how secure each new

formalised set theory is; and, secondly, of how to argue against its apparent
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arbitrariness. The difficulty has been well-characterised by Von Neumann:

"Naturally it can never be shown in this way that the

antinomies are actually excluded; and much arbitrariness

always attaches to these axioms (of the rigorously for-

malised set theory). There is, to be sure, a measure of

justification of these axioms in that they turn into evi-

dent propositions of naive set theory, when the axiomatically

meaningless word 'set' is taken in Cantor's semse. But,

what is deleted from naive set theory--and to avoid the

antinomies it 1s essential to make some deletion--is

absolutely arbitrary."S

Neither Russell nor Frege could accept such an arbitrary approach to
'resolving' the problem of the paradoxes, in so far as it failed both to
identify the source of the paradox in question, and, in proposing a solu-
tion, it failed to relate that solution in a suitable way to the source
identified. Part of the reason for the contrast between the Zermelo 'formal,
set—theoretic' approach and the logicist's approach consisted simply in the
difference between a practising mathematician's view of his enterprise and
that of a philosophical logician. Only part of the reason is thus account-
able, though, since neither Russell nor Frege—-mathematicians in their own
right—would limit existing classical mathematics to resolve the paradoxes.
Both, indeed, regarded the preservation of existing mathematics as a cri-

. 9 -

terion of adequacy for a 'solution' to the paradoxes. The additional reason
for the difference in attitude stems from Frege and Russell's conception of
logicism as a philosophical foundation of mathematics. In seeking the
source of the Russell paradox in Frege's semantic doctrines, I shall be
concerned to bring out this difference.

10 . .
Frege's initial reaction (in his reply to Russell™ and in a hurriedly

prepared appendix to Qg.ll) had been that the paradox stemmed from the
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falsity of one of the axioms of Gg. and not, as Zermelo proposed, from the
vagueness or inexactitude of the conception of a class. In particular,
Frege incriminated Axiom V of Gg.--an axiom of which he professes always
to have been suspicious:

"It is a matter of my Basic Law V. I have never concealed

from myself its lack of self-evidence which the others

possess, and which properly must be demanded of a law of

logic,... I should gladly have relinquished this founda-

tion if I had known of any substitute for it.'"12

It could be argued, perhaps, that, of itself, there is no real dif-
ference between Frege's construing the paradox as falsifying an axiom and
Zermelo's construing it as indicating an inexact conception of sethood. As
is well-known, there is an intimate relationship between, on the one hand,

Frege's semantic theory (of sense and reference, concept and object) and

his formal notation (the modified Begriffschrift of Gg.), and, on the other

hand, between his semantics and his ontology of functions, concepts, truth-
values, senses, courses-of-values and extensions. Thus, we could regard the

axioms of Gg. as implicit definitions of their constituent expressions. In

particular, then, we could suppose that Axiom V implicitly defines Frege's
notion of a 'course-of-values' by giving the conditions under which any two
expressions stand for the same course-of-values: namely, when and only when
the functions corresponding to that course-of-values have the same valu- for
the same argument in all cases~——which is what Axiom V states. (i.e. in
modern, symbolic not:ation)13

V: X(Px) = R(¥x) .= . %) (x = ¥x).
Consequently, in incriminating Axiom V as the source of paradox, Frege could

be construed as identifying an inadequacy (or 'inexactitude') in his notion
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of a course-of-values 'X(@#x)', which can be interpreted as his equivalent
to the Cantorean notion of a set.

There are certainly remarks Frege has made which seem to add plausi-
bility to this argument. In commenting upon his formulation of Russell's
paradox in the symbolism of Gg., Frege writes:

"If, in general, for any first-level concept, we may speak

of its extension (course-of-values), then the case arises

of concepts having the same extension, although not all

objects that fall under one fall under the other as well.

This, however, really abolishes the extension of a concept

in the sense we have given the word... We see from the

result of our deductions that it is quite impossible to

give the words 'the extension of the concept @#(£)' such a

sense that from concepts being equal in extension we could

always infer that everz object falling under one falls under

the other, likewise.'l

Similarly, in offering tentatively a solution to the paradox by con-
struing extensions as the sole exceptions to the "transformation of an
equality which holds generally into an equality of course-of-values" (which
is licensed by Axiom V), Frege notes that the effect of this proposal is to
remove univocity for the definition of the course-of-values, entailing that
the second-level function 'X(@¥x)' is no longer well-defined:

"Obviously, this cannot be taken as defining the extension

of a concept, but only as specifying the distinctive pro-

perty of this second-level function."! (my emphasis).

The proposal to construe extensions as the sole exceptions to Axiom V does

not free Frege's Gg. from the inconsistency. As has been reported both in
Quine's "On Frege's Way out', Mind, LXIV, 1955, pp. 145-159; and in Geach's
"On Frege's Way Out', Mind, LXV, 1956, pp. 408-409, there is a further contra-

diction derivable from the amended axiom together with the assumption that

- 16 . . .
the cardinality of the domain of Gg. exceeds one. Disregarding this,
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however, the argument does suggest that, if we could so interpret Frege as
sharing the views of set theorists—--that the paradoxes result not from false
logical principles but from inexact concepts of sethood, then there would be
no need to look further for the source of the paradox in Frege'’s semantic
doctrines. We could concede, simply, that the paradox is to be removed by
rigorously axiomatising the theory of sets, interpreting the axioms as
implicitly defining the revised notion of sethood, and disregard the questions
involving the 'logical adequacy' of a solution to the paradoxes that Frege
and Russell had taken so seriously. By implication, there would then be
little need to look for the correlative justification for Russell's solu-
tion to the paradoxes——type theory—in the context of his semantic theory.
Unfortunately, such an interpretation as this argument requires is
ruled out explicitly by further examination of Frege's own logicist views.
For, Frege goes to some lengths to argue against interpreting the axioms of

Gg. as implicit definitions of their constituent expressions:

"This transformation (Axiom V) must not be regarded as a

definition; neither the word 'same' nor the equals-sign,

nor the word 'course-of-values' nor a complex symbol like
'X(Px) ', nor both together, are defined bv means of it...
So, if we tried to regard our stipulation in Section 3 as
a definition, this would certainly be an offence against

our second principle of definition*",

to which he adds the footnote:
"* In general, we must not regard the stipulations in
Volume i, with regard to the primitive signs as defini-
tions. Only what is logically complex can be defined;
what 1s simple can only be pointed to."17

Frege's antipathy for implicit definitions, supplemented by his

positive account of the criteria governing the introduction of logical



84

expressions through definition, are a corner-stone of his semantic views.
As will be shown, below, his additional reservations over 'contextual
definitions'--the introduction of a form of notation within a context,
specifying rules for the elimination of the expression introduced from all
similar contexts--marks a significant difference between his conception of
logicism and Russell's "mature conception".18 If we formulate logicism,
after the fashion of Russell, as the twin theses that:

"All pure mathematics deals with concepts definable in terms

of a very small number of fundamental logical concepts, and

all its propositions are deducible from a very small number

of logical principles."1?
then significant differences in Frege and Russell's respective accounts of
'definition' will entail congruent differences in their understanding of the
logicist programme. By marking these differences between Frege and Russell's
conceptions of logicism at the semantic level (rather, say, than in their
axiomatisations of the theory of classes), I propose to develop the argu-
ment that, whilst Frege's semantic doctrines make the contradiction
unavoidable (without wholesale revision of those doctrines), Russell's
modified account of definition (in particular his theory of 'incomplete
symbols' and 'contextual' introduction of classes) provide him both with
a positive justification for his own solution to the paradoxes—-type theory--
and a negative explanation of the paradox' source--impredicativity and the
Vicious Circle Principle. It is just this separation--primarily between
Russell and Frege's accounts of 'definition'--which has been obliterated
in more recent expositions of logicism, which embed the logicist view in
the context of axiomatic set theory (c.f. Quine, 1963 and gollock, 1970).

A corollary to my argument, therefore, will be to discourage this tendency
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to divorce the philosophical foundations of logic and mathematics from the
formal set-theoretic approach--and to regard the latter as the sole arena

for the appraisal of type theory.

(I1): Frege's Theory of Types:

Frege gave content to the thesis of logicism that mathematics and
logic are identical by ascribing to the propositions of both the special
characteristic of being "analytic''--whereby, a proposition is analytic if
it can be shown to follow merely from gemeral laws of logic, together with
definitions of logical concepts formulated in accordance with them.zo The
procedure for showing that a proposition follows consists not only in the
listing of the fundamental laws from which it is to follow, but also in
displaying the methods of inference it is legitimate to use, and in mediat-
ing each transition within the demonstration, from simple logical notions

to complex non-logical notions, with explicit definitions.21 In the

Grundlagen der Arithmetik (1884--hereafter: g;.)zz, Frege had initially

proposed a method for introducing numerical terms by 'contextual definition'--
that is, the definition of number is such as to provide for such terms only

as they occur on either side of an identity-sign. Frege rejects this pro-
posal and his subsequent hostility to any kind of definition, especially

the use of axioms to define terms 'implicitly' and the practice of what he
called "piecemeal definition'". (introducing a concept defined over one range

of objects; e.g. defining "x = y" only over positive integers, then sub-
sequently reintorducing it for a different range, say, rational numbers),

other than his own use of explicit definitions, postdates the Gl. and is a

consequence of his doctrine of complete definition, formulated in FUB (see
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footnote: 22) and Gg. (volume ii, Sections 56-57). It is the doctrine of
complete definition in Frege's semantics, when conjoined to his treatment
of courses-of-values and extensions as objects, which makes it impossible
for Frege to avoid the argument which generates Russell's paradox. In so
far as Russell came to embrace a theory of contextual definition in his
efforts to solve the paradoxes, it is his abandonment of the doctrine of
complete definition, and of the rationale for that doctrine, that leaves
him free to agree to Poincaré's diagnosis of the source of paradox as
resulting from impredicative definitions which violate VCP. In the next
section I shall argue that Russell's positive solution to the paradoxes--
type theory--can be construed as a logical development from the denial of
the doctrine of complete definition. That is, if one gives up the view
that a concept (or propositional function) must be defined for every object
in the domain of discourse, one introduces subdivisions within that domain
corresponding to the ranges for which concepts are defined. This consti-
tutes the initial semantic motivation for a theory of types.

My concern in the remainder of this section will be to expound and

criticise the doctrine of complete definition, and Frege's reasons for
espousing it, and to show how it is responsible for the vicious circularity
which geuerates Russell's paradox. To do justice to the doctrine, however,
it is necessary to examine the foundations of Frege's semantic theory in
some detail--in the definitions and notation of Gg.--and to concentrate
initially upon a version of the theory of types which appears in the syntax
of Gg.

The syntax of Gg. embraces a heirarchy of levels which is a natural
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reflection of Frege's ontological bifurcation between concept and object.23
Expressions in general, on Frege's view, can be divided into complete and
incogglete-—indeed, for any sentence to have a sense (express a thought) or
reference (have a truth~value), it must contain at least one subordinate
expression which is incomplete in respect of requiring an appropriate com-
plete expression with which to combine to form the sentence. Complete
expressions are of two kinds: singular terms and sentences. Together these
occupy the lowest level of the heirarchy-~that of expressions whose referents
are objects. For Frege, the only condition for something to be an object

is that it be the reference of a complete expression. If expressions for
objects occupy the lowest level, all the remaining levels are occupied by
incomplete expressions--those whose referents are functions or concepts,
which are themselves "incomplete" or "unsaturated".24 A basic principle

of Frege's semantics is that a symbol for an incomplete expression can never
occur meaningfully without its "argument-place' or 'gap-sign', indicated by
a bracketed, lower-case Greek letter--which is to be filled by the appro-
priate kind of complete expression to form a sentence or singular term.
(Indeed, a concept or function is identified as the referent of what remains
of a complete expression—--term or sentence--after a complete expression has
been omitted. They are therefore essentially 'incomplete' or 'unsaturated',
and have no meaning on their own). A sole exception to this principle--
one that indicates a difference in kind in the thought expressed (or judge-
ment made) thereby--is the occurrence of an incomplete expression in a
quantified sentence or in the scope of some other variable-binding operator.

In this case, the gap-sign is replaced by a symbol (a Gothic letter)
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indicating not incompleteness, but the dependency of the range of the
function referred to by the incomplete expression upon the operator within
whose scope it falls. That functions denoted by incomplete expressions of
one level can serve as arguments to higher-level functions (quantifiers,
the 'smooth-breathing' operator, the numerical operator) to yield complete
expressions as values, is a point I shall return to shortly.

Incomplete expressions are of various kinds. In so far as Frege
assimilated sentences to complete expressions standing for objects (truth-
values), there is the first-level category of n-place sentential operators
(normally n=1 or 2) which form a complex sentence when their gap-signs are

filled by complete sentences‘25 Examples of such are:

(1) ———1—-—-g (negation) (2) ~———[::::::§ (conditionality)
T]

Of the first-level also are one-place concept expressions which result from
a sentence by omission of one or more occurrences of a single complete
expression, e.g.:

(3) t is wise. (4) §3= 9.,
as are relational expressions which result from a complete sentence by
omission of one or more occurrences of each of two singular terms, e.g.:

(5) & loves ~ . 6) &>z
Clearly, the formation of n-adic expressions of first-level could continue
for any n --though, in practice, Frege requires only dyadic (rarely, triadic)
concept expressions.

There remains at the first-level functional expressions of any

adicity, formed exactly analogously to first-level concept and relational



89

expressions, save that they result from complex singular terms by omission
of singular terms, rather than from complete sentences, e.g.:

(7) the father of §. 8 2, (£)° + ().

In addition, in Gg. (Section 34), Frege introduces a further kind of first-
level expression, namely that formed by the sign " § N\ M" which is to indi-~
cate the reduction of a second-level functional expression to one of first-
level-~the rationale for which emerges later.

The second-level of the heirarchy consists of incomplete expressions
that form complete expressions only upon completion by first-level function
(concept) expressions. Since expressions for the various arguments to
second-level functions can have any adicity, Frege introduces (Section 23)

a classification of types of argument, and correspondingly of types of
argument-place, to discriminate between incomplete expressions within each
level. This use of the term "type" (M. Furth's translation of Frege's "Art')
is unfortunately different from Russell's use of '"'type' for the range of
significance of a propositional function. The correlations and dissimilari-
ties between Frege and Russell's heirarchies of 'types' are between Frege's
"Stufen'--which I follow Furth in translating as 'level'--and Russell's
"Jogical type'. To avoid confusion, I shall underline the term 'type' when
it occurs in its Fregean sense. It resembles, as we shall see, Russell's
notion of the 'order' of a propositional function.

Argument-places that are appropriate for admission of singular terms
cannot admit expressions for functions, and vice-versa. Similarly, argument-—
places admitting expressions for first-level functions of one argument are

unsuitable for first-level functions of two arguments. For the notion of
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an argument-place being suitable for a particular kind of expression, Frege

uses a phrase which Furth translates as "expressions (of a particular type)

... being fitting for an argument -place of that type'; so that we can

characterise Frege's classification of types as follows: (c.f. Section 23)
arguments of type-l: Objects.

arguments of type-2: first-level functions of one argument.
arguments of type~3: first-~level functions of two arguments.

e 0 00 8000 LR B N A A I )

Proper-names and object-marks are fitting for argument-places of type-1;
expressions for first-level monadic functions are fitting for the argument-
places of type-2. In general, then, the objects and functions whose
expressions are fitting for the argument-places of the expression for a
function are fitting for this function. So, functions of one argument

for which arguments of type-2 are fitting will be second-level functions

of one argument of type-2 (because only second-level functions can have
first-level functions falling within their range as arguments).

Some examples-—-preserving Frege's strict notational distinctions
for expressions of different types and levels--will clarify this character-
isation of Frege's heirarchy of types. In general, Frege reserves lower-
case Greek letters 'E', 'g'——in brackets—--for the gap-signs in first-level
function expressions. Greek capitals 'é‘, 'i&* go proxy for expressions
standing for determinate first-level functions or concepts, though the
particular function or concept is umspecified. That is, they are used "as
if they were first-level incomplete expressions referring to something, with-

out specifying what the reference is."26 This contrasts with the use of

lower-case '#', "¥' which are genuine variables ranging over all first-level
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functions of the appropriate type. Similarly, the Greek capital 'L’ is
reserved for determinate second-level function expressions; whilst lower-
case '/k' is a gap-sign for a second-level function expression as that may
occur as argument to a third-level function. Thus, if §(§,§) is a first-
level function whose arguments are of type-1 (objects)--e.g. ' gz £ <€ or
* £ loves £ '~—then L 9’7(¢(9 ;f)) is a second-level function whose
arguments are of type-3 (first-level relatioms). An instance of such a
function would be that expressing the many-oneness of a relation:27

&G d=a

¢ (e,a)
¢ (e,d)

which is a second-level concept within which fall all and only relatiomns R

such that for every x there is at most one y such that R(x,y).

Several points of detail need to be mentioned. In the general form
of expression for a second-level function with arguménts of type-3, above,
the occurrences of @,7' in brackets are such as to indicate the argument-
places to the first-level expression. They are keyed to the subscripts
following 'Xl.' to indicate the dependence of the value of the second-level
function upon the kind of arguments to a first-level function which falls
within it. They are not variables or gap-signs--being a proper syncate-
gorematic part of the second-level expression. On the other hand, the
occurrence of '®' in the same expression (and in the quoted instance) is
a gap~sign--but one for which the kind of expression which can replace it
is limited to those which contain the requisite number and type of argument-

place. It is precisely in this way that the form of Frege's notation,
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itself, displays the type-restrictions--at the level of syntax—--which
debar substitutions of the wrong type of argument to a function or concept.
(This feature of Fregean type~theory becomes important in the discussion

of Wittgenstein's doctrine of showing, as an account of nonsignificance,

in Section D). That is, the style of the notation, itself, blocks the
formulation of type-violations: and, for this reason, I preserve the ori-
ginal Fregean symbolism, wherever possible, throughout the rest of this
discussion. For example, suppose we took the wrong type of argument to
the second-level function described above. This second-level function
-51~9,7»(¢(§570) can only take first-level relations as arguments; but
suppose we took (i) a momadic first-level function §(§) as argument, OT
(ii) the second-level function, itself, as its own argument. Then, in
each case, the value of the function would not be determined, and the
resulting expression would be ill-formed. 1In case (i), the result of
replacing the gap-sign by ' i(a)'--a determinate value of 79l(§)——leaves
the expression incomplete:
EoIRNE-TEN ) B
In the second case (ii), the result of replacing the gap-sign by the
expression itself:
gy (Pupoy (4 (3135 (8 D).

leaves an occurrence of '@®' unspecified, and the value, again, undetermined:

"'Functions of two arguments' are just as fundamentally

different from 'functions of one argument' as the latter

are from objects. For, whereas objects are wholly saturated,

functions of two arguments are saturated to a lesser degree

than functions of one argument, which, too, are already
unsaturated."
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Frege's appeal here to degrees of saturation pertains to the level
of reference (what expressions stand for), whereas my characterisation,
above, of substitution of improper arguments to functions has been wholly
syntactic--that the result of improper substitution yields no value of the
function is a consequence of (not a reason for) the ill-formedness of the
expression. The interplay, here, between the syntactic level (the forms
of expression) and the semantic (the interpretation of expressions) is
characteristically Fregean. For, though the heirarchy of levels (Stufen)
is introduced only in syntactic terms, the subsequent classification of
argument types (Arten) is expressed first in semantic terms and then, in
consequence, the necessary notational restrictions are introduced (ibid.
Section 23).

As already noted, the sole condition differentiating object from
function or concept (it has always to be borne in mind that, for Frege,

a concept is simply a function whose value, for the appropriate type of
argument, is a truth~value) is embodied in the form of expression referring
Eo them. Thus, provided the argument-place of a given function-expression
is filled by an expression of the appropriate type, the function or concept
concerned must have a value for that argument. In other words, with respect
to any first-level function, say, whose arguments are of type-1l, a value

of that function must result from the substitution of any complete expres-

sion whatever for the gap-sign. This is Frege's doctrine of complete

definition. It requires that a function be defined (yield a value) for
every object in the domain of the logic as argument to the function.

Indeed, for a function expression to have a reference, it must satisfy the
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condition of 'complete definition':

"An expression for a first-level function of one argument

has reference...if the complete expression which results

from filling the argument-place of this function expres-

sion always has a reference, gust as long as the expression

substituted has a reference."¢9

Under the canons for the formation of function expressions, as noted,
the notion of an incomplete expression is explicated in terms of the opera-
tion of omitting occurrences of a complete expression (singular term or
sentence). Thus, that a concept is true of an object (that an object
'falls under' that concept) is explained in terms of the completion of the
corresponding concept expression by any name of that object, to form a
complete sentence. Frege invokes the doctrine of complete definition on
the ground that every complete expression must stand for something (object
or truth-value), so, the result of completing any function expression by
the name of any object, whatsoever, must have a reference. Frege expresses
this as follows:

"A definition of a concept...must be complete; it must

unambiguously determine, as regard any object,. whether

or not it falls under the concept...We may express this

metaphorically as follows: the concept must have a

sharp boundary. 1f we represent concepts in extension

by areas on a plane...tc a concept without a sharp

boundary, there would correspond an area that had not

a sharp line all round...This would not really be an

area at all; and likewise a concept that is not sharply

defined is wrongly termed a concept."30

I shall first examine and criticise Frege's reasons for this doctrine; then

complete this section with my criticisms of the doctrine itself.

(TID) The doctrine of Complete Definition:

So far as I can find, Frege has four different arguments to support

the doctrine of complete definition. For ease of reference I shall give


http:De.H.ni.ti.on

95

these arguments the letter-names "A"”, '"B', 'C" and '"D":

A: Were the definition of a concept or function not complete, he
argues in Section 56 (p. 159), then the concept defined could not be recog-
nised as a concept by logic because precise laws would not hold true of it.
For example, one logical law which would fail for an incompletely defined
concept, he argues, would be the law of excluded middle. Indeed, Frege
maintains that this law is just another form of the requirement that con-
cepts be completely defined. If the function 'F(x, y)' were not completely
defined for every pair of objects x, y, then there would be some pairs for
which it had not yet been determined whether they stand in the relation
F or not——strictly, then, for which some values of F(x, v) had no reference.
If 'F(E'yg)' stands for a concept, then, whose values, for objects x, y
as arguments are truth-values, there would be some pairs of objects x, ¥y
for which the law 'F(x, y) or not-F(x, y)' would have no truth~value;

i.e. the law would not be necessarily true for all objects. This under-
mines the universality of logical truths.

B: Just to the extent that concepts are not completely defined, so
to that extent there will be no corresponding complete thoughts, qua the
senses of complete sentences which result from 'saturation' of incompletely

defined concepts. Frege's example is the sentence "

~here is only one
square root of 9'--where the function ''square root of (£€)" has been defined
only for positive integers as arguments to the gap-sign. In this case,

the reference of that sentence is the True (the thought expressed is true);

but only so long as consideration is limited to positive integers. Because

of that limitation the thought expressed is not objectively determinate.
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At some time, later on, it may become false if we decide to expand the
number system beyond the positive integers, thereby extending the concept
"square root". Thus, unless the range of possible arguments to a concept
is determined completely, once and for all, them, Frege suggests, no
complete thought involving that concept will be determinate, either finally
true, or finally false. That is, since truth-values are the references of
sentences, the truth of a sentence can change as the range of objects over
which a concept is defined changes. (see: Gg. Section 56, pp. 164-5).

C: To deny the doctrine of complete definition, Frege argues, is
to allow the possibility that a concept could have two or more definitioms,
and thus be introduced on separate occasions as ranging over differentkinds
of object. To allow this, however, is to '"leave in doubt" whether one
definitional introduction of the concept conflicts with the other. If we
define a concept once, for all objecks, including those for which we would
not ordinarily assign a value for those objects as arguments, then the con-
cept will have a ''sharp boundary" affording us a clear criterion for whether
or not any particular object falls under it. 1If definition is not complete,
we could have one criterion subdividing objects into three groups—-those
falling under the concept, those not falling under it, and those objects
for which it is not yet determinate whether they fall under the concept or
not. Then, if we have another criterial definition of the same concept,
for a new range of objects, we have another boundary, and another partition
of the range into two or three groups (depending upon whether the new defi-
nition exhausts the domain). The question arises whether these two criteria

are related, whether the 'boundaries' of the concept overlap, or leave some
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objects still undetermined. And Frege's answer is: we do not know=--by
failing to define the concept completely in the first place, we "are lefc
in doubt" (Gg. Section 56, p. 163).

D: Finally, Frege suggests that to fail to define comncepts completely
places an intolerable strain upon the requirement that, in a suitably
regimented, scientific language, the referents of all terms be determinate--
and no terms which fail to refer be admitted. The argument would seem to
be that, if a given concept $( §) is not defined for an object a then the
sentence " $(a)" will not have a truth-value. Certainly this puts a strain
on Frege's thesis that objects are the referents of complete expressions.
For, though Frege admits that ordinary language may contain expressions
which fail to refer ('"Pegasus'’, '"the present King of France'), he insists
that the exigencies of scientific precision require that every complete

expression of the Begriffschrift have a reference. An analogous argument

is constructed around determination of the values of the second-level
function "—@——‘?(&)"—-the universal quantifier. If the concept $( §)

is not defined for some object a, the value of the function ——2——§(9)
for the argument §( t) will not be determinate--since the sentence
"-———<5~—-§(AL " asserts that every result of completing the first-level
function.:§( €) with an expression standing for an object is a complete
expression standing for the True. This would seem to be false for the
instance "§(_a_)" even though it does not follow that —r-§(l_)_) for some complete
expression "Ef.3l

A consequence of the doctrine of complete definition is that the only

limitation upon the range of arguments to a given function or concept are
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those provided by type and level restrictions. Now, the impropriety of
substituting expressions of the wrong type in an incomplete expression is
quite different from the circumstance in which the argument to a given
function, though of the correct type, is such that it is quite arbitrary
what value the function takes for that argument. For example, the value of
the first-level function " § + 1" must be determinate not only when expres-
sions for integers (numerals) replace the gap-sign, but when any complete
expression is substituted. So, Frege maintains, if '® ' is a complete
expression standing for the sun, "it is necessary to lay down rules from
which it follows...what '® + 1' stands for...What rules we lay down is a
matter of comparative indifference."32 The essential difference between
these two circumstances is that, in the latter, the expressions are properly
formed, though their sense (hence, their reference: object or truth-value)
is a matter of stipulation. In the former case, however, expressions which
violate type and level restrictions are not well-formed--so the question
of their sense and reference does not arise.

There is a prima facie implausibility in holding that a concept like
"(§) is a prime number', must be defined over all objects, including the
sun, moon Or stars, as arguments. And Frege's arguments A through D are
far less compelling than they may at first appear. Consider, first, argu-
ment A: that laws of logic woull fail for incompletely defined concepts.
Frege cannot be seriously maintaining, here, that laws of logic hold only
for "one-sorted" logical systems; i.e. logics having only one style of
individual variable, and one sort of singular term, ranging over the

totality of objects in the domain. There are perfectly respectable many-sorte
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logics which distinguish different kinds of individual variables and terms,
specifying a distinct domain for each sort of variable to range over. In
such logics, there is no question of, say, the law of excluded middle fail-
ing for some concepts (predicates). For every object in the domain of the
appropriate sort, any given concept is either truly or falsely predicable
of it. Indeed, in most such systems, substitution of a term of the wrong
sort into a concept-expression yields, not a 'truth-value gap', but an
improperly formed formula (just as is the result, in Frege's logic, of
substituting an argument-expression of the wrong type). Two examples of
such many-sorted systems are (i) Von Neumann's axiomatised set theory (in

"Eine Axiomatisierung der Mengenlehre', Journal fur reine und angewandte

Mathematik, 154, 1925, pp. 219-240) with its separate style of variable for
'proper classes' (which have members) and sets (which are members); and

(ii) Quine's system ML (of Mathematical Logic, New York, 1940; rev. ed.

Cambridge, Mass: Harvard U.P., 1951) which restricts sets to the values

"ultimate classes'

of bound variables in stratified formulae, but adds in
through special terms, like 'V' for the class of all sets, as a separate
sort.

Perhaps, then, argument A is intended only to object to the possible
admission of 'truth-value gaps' into logic--statements which fail to be
either true or false through the referential failure of a term in the sen-
tence yielding them, or the failure of a concept to be defined for objects
of a certain sort. Yet, if we are prepared to make adjustments elsewhere

in the logic, the admission of such truth-value gaps into the interpretation

of a logic need not entail abandonning logical laws. There may be good
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reason, for example (as Strawson has done33) to argue that:

(9) '"The present King of France is bald"
yields neither a true nor a false statement, because it presupposes what is
false: that there is at present a King of France. Logical systems which
admit truth-value gaps through failure of presupposition have been much-
studied (see, especially: B. Van Fraassen, '"Presuppositions, Supervalua-

tions and Free Logic", in K. Lambert, ed., The Logical Way of Doing Things,

New Haven: Yale U.P., 1969). It remains tautologous in (some of) those
systems that for every statement S, either S or not-$ holds.

Frege's objection A, then, to denying the doctrine of complete
definition appears to be little more than a prejudice in favour of one-
sorted logics, or a refusal to countenance terms which fail to refer or
concepts defined over limited domains.

Similarly, argument B is only compelling to the extent that we con-
cede Frege's other semantic doctrines. In particular, it certainly places
a strain upon Frege's thesis that truth-values are the referents of sen-
tences to allow concepts defined over limited domains. Thus, one and the
same sentence "There is only one square root of 9" refers to the True in
the domain of positive integers, and the False in the domain of all integers.
This reflects poorly on the treatment of sentences as truth-bearers, in
general, in a manner analogous to the argument that the sentence '"Britain is
a monarchy" is true, now, but bas been false--because of its token-dependence

upon time of assertion. To hold, however, that no complete thought is

expressed by a sentence containing a partially-defined concept, on the

ground that the reference of such a sentence can change if the domain of
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definition changes, is to be committed--as Frege clearly wasBa-—tc regard-~
ing the sense of a sentence (the thought expressed) as a fixed, immutable
object which is independent of the occasion of the sentence's utterance,
and unaffected by context. At best, such a conception of sentence-sense
may be appropriate for the timeless truths of science and mathematics;
though it is certainly insensitive to the semantic complexity of everyday
discourse. There are reasons of convenience and simplicity which may
justify this conception of sentence-sense when one's focus is--as Frege's
was-—upon the language of mathematics. But this is just to reduce the
argument to pragmatic considerations (notwithstanding that one might object
on ontological grounds to the reification of thoughts, qua sentence-senses,
as fixed, immutable objects).

Argument C raises the possibility of an incompletely defined concept's
having two or more definitions which may conflict. In such a case, Frege
is sceptical whether we can determine how the separate domains of defini-
tion are related. This is connected to his insistance--in the quotation
above from Gg. Section 56~-that a concept must have a '"sharp boundary"
which affords us a clear criterion for whether or not any particular object
falls under it. His concern would seem to have two sources: that incom—~
pletely defined concepts would be vague ("a concept that is not sharzly
defined i; wrongly termed a concept" (ibid.)) and that concepts defined
over different restricted domains might conflict in their application. In
the first instance, his concern over the admission of vague concepts is
simply misplaced. If the domain over which a concept is defined is so

restricted that such anomalous substitutions as '(® + 1' are outlawed,
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there need be no vagueness, nor loss of sharpness, entering into such a
definition. It is apparent that Frege has here confused ''vagueness' with
the restricted application of a concept. Certainly, for a vague concept,
such as " §1is greenish in hue', there may be no determinate answer to the
question whether a given object falls under it. This is quite different
from the circumstance of a concept's being defined over a limited domain.
If we can lay down, in advance, an effective delineation of the domain of
definition for a given concept, then we can decide what value the concept
has for each argument from this domain. For an object not in the domain
as argument, the determination of the value the concept is to take is not
vague or unclear; it simply does not arise. Frege does advance arguments
against restricting the domain of definition in advance. I shall consider
them below. We have, though, to assess the second principal source of
Frege's concern over incompletely defined concepts: that conflicts of
application might arise.

The kind of conflict Frege seems to have in mind is illustrated by
him in Gg. Section 58 (p. 162):

"For example, we may define a conic section as the inter-

section of a plane with a conical surface of rotation.

When once we have done this, we may not define it over

again, e.g. as a curve whose equation in Cartesian co-

ordir.ates is of the second degree; for now that has to be

proved ... Here, then, the boundary of the concept is not

dravn in the same way, and it would be a mistake to use

the same term 'conic section'. If the second definitionm

is not ruled out by the first one, that is possible only

because the first one is incomplete ... i.e. in a condi-

tion in which it may not be employed at all..."

The nature of Frege's objection, here, is puzzling until one adds to the

principle of complete definition a further principle governing definitions
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which Frege invokes (Section 60 and passim):

"We must reject a way of defining that makes the cor-
rectness of a definition depend upon our having first
to carry out a proof."
Thus, Frege is illustrating his concern over conflicts in definitions by
claiming that if we first define '"conic section" in wholly Euclidean terms:
Def .,I: A CONIC SECTION is a plane figure which can be
obtained as the intersection of a plane with a
right circular cone.
and then proceed to apply the concept 'conic section' in a co-ordinate
system according to the definition:
Def.Il: A (non-degenerate) CONIC SECTION is any curve
of second order (Frege's ''degree') whose equa-
tion can be brought into the form y2 = 2px -
a1 - e2)x? -- where p is positive and e the
numerical eccentricity.
then we '"leave in doubt" whether the application of the term to different
planar figures will conflict--at least, until we prove that every conic
section defined by Def.I can be identified with a curve of second order
whose equation is of the form given in Def.II.
The object of Frege's attack, here, is the mathematician's practice
of "piecemeal definition' (as Frege calls it: Gg. Section 57):
"...logic must reject all piecemeal definition. For if
the first definition is already complete and has drawn
sharp boundaries then either the second definition draws
the same boundaries ... and then it must be rejected,
because its content ought to be proved as a theorem ...
or it draws different ones--and then it contradicts the
first one."
Certainly, in the absence of a proof that every planar figure obtained as

the intersection of a plane with a cone is given by an equation of the

form y2 = 2px - (1 - e2)x2 in a suitable co-ordinate system, then it is
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spurious to re—introduce the term 'conic section' by Def.II, having first
employed it in sense I. What is mysterious is why Frege should refuse to
regard 11 as a proper definition after the relevant proof has been given.

The procedure involved is quite analogous to the practice in set theory

(and elsewhere) of defining an operation on sets (e.g. forming the intersec-
tion of two sets "a N b'") only after a theorem has been proved (or axiom lain
down) to the effect that, for every pair of sets a, b, there exists a unigue
set formed from their intersection ("(x)(E!z)(x€z. = . x€ea & x&b)''-—where
"(E!z)" reads ''there exists one and ouly one z s.th. ..."). Prior to dis-
covery of the proof, conflicts between Defs.I and II are possible; but after
the proof is found, Frege's only objection to the procedure is to reject
definitions that demand antecedent proofs on the pragmatic ground that:

"...for this makes it extraordinarily difficult to check the

rigour of the deduction, since it is necessary to inquire,

as regards each definition, whether any propositions have

to be proved before laying it down.'" (Section 60: following

the rejection of definitions depending on proofs).

In the end, then, Frege's objection C is directed only against piecemeal
definitions--and then is only sound to the extent that we allow ''complete
definition'" of a concept to be pragmatically simpler than definitions which
require antecedently proved theorems.

Frege also objects to the practice of using conditional definitions to
limit the domain of definition of a concept in the definition itself, so as to
rule out the need for separate stipulations of the values of cases like '(@+1'
It is conditional definition that is the object of his criticism D. His argu-
ment is that practical delineation of the domain over which a concept is
to be defined, in advance of determining the values the concept takes for

arguments from that domain, would be more difficult than simply stipulating
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the values the concept is to take for 'inappropriate' arguments. Thus,
for example, to the suggestion that the domain of the function ' £+ { = 1"
be restricted to natural numbers, Frege replies:

"

...we may indeed specify that only numbers can stand in

our relation ... But with that would have to go a complete

definition of the word 'number', and that is just what is

most lacking." (Section 62, p. 165).
Now, Frege's point would be well-taken if one had to invoke such a function
as "§+ € = 1" to define the domain of numbers--since the procedure restrict-
ing the domain would then be viciously circular. But in the absence of
such circularity, the strength of the objection lies only in the practical
difficulty (with respect to some domains) of delineating in advance such
restrictions as block the formation of anomalous substitutions like 'the
moon + the moon = 1". Thus:

"If people would actually try to lay down laws that

stopped the formation of such concept-expression, which

though linguistically possible, are inadmissible, they

would soon find the task exceedingly difficult and

probably impracticable." (Section 64, p. 168).

We have no guarantee from Frege, however, that there will be any

less difficulty in laying down uniform stipulations, which vield an arbitrary

value when an 'inappropriate' argument completes the function. Ad hoc
stipulation alone, of an arbitrary value, will not do--for we require prior
conditions distinguishing cases when ad hoc stipulation is needed from
cases where no such stipulations is permissible. That is, for the function
! §+-€ = 1', before it can be legislated that for non-numerical arguments
the function takes the value the False, or the Moon, or whatever, there

must already be a clear distinction between what is and what is not a term
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for a number. In the absence of such a distinction, one cannot separate
cases when the stipulation applies from cases of 'appropriate' substitutionm,
when the stipulation cannot apply on pain of falsifying arithmetic truths
by fiat. But, if such a distinction between numerical and non—-numerical
terms is available before the function is defined for all objects as argu—~
ments, it can be used to confine the function to numerical arguments, in
advance, thereby eliminating cases for which stipulation may have been
required.

Frege's reply to such an argument is wholly inadequate:

"Let us suppose for once that the concept 'number' has

been sharply defined; let it be laid down that italic

letters are to indicate only numbers; and let the sign

of addition be defined only for numbers, ... By a well-

known law of logic the proposition:

'if a is a number and b is a number, then a
+b=b+a

can be transformed into the proposition:

'if a+b#b+a, and a is a number, then
b is not a number.'

and here it is impossible to maintain the restriction to

the domain of numbers. The force of the situation works

irresistably towards the breaking down of such restric-

tions." (Section 653, pp. 169-170).
Frege's reply rests upon a deliberate misconstrual of a conditional defini-
tion as laying down the truth of a conditional assertion, rather than of
its intended purpose in affirming, conditionally upon the truth of the
antecedent, the truth of the consequent. In any case, by an argument I

owe to D. Bell (see his Ph.D. dissertation, "Frege's Theory of Judgement',

McMaster University, 1976), Frege's reply can be generalised to militate
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against Frege's own ontological bifurcation between concept and object.
For assume that italic letters indicate unrestrictedly, ranging over all
objects. Then it can be claimed that:

'if a is an object and b is an object, then a +b =b + a.
(though the claim need not be true). Hence by contraposition:

'if a+b #b+ aand a is an object, then b is not an object.'
It becomes similarly impossible to maintain the restriction to the domain
of objects. The force of the situation works irresistably towards the
breaking down of the distinction between concept and object.

We cannot remain satisfied with such an argument, however, since

the syntactic canons of Frege's Begriffschrift are broken in its formula-

tion. A concept-expression like " € is an object'" is a syntactic oddity,
since it will yield a true sentence for every argument that can be signi-
ficantly substituted for the variable-—a feature which, subsequently, in
connection with his doctrine of showing, Wittgenstein was to use a con-
dition for 'formal concept's, (see Section D, below). If anything other
than a symbol for an object (a complete expression) is substituted for
the gap-sign, the result will not be false but syntactically ill-formed.
An analogous expression, which is true of everything which is the refer-
ent of a concept-expression, therefore, ought to be one whose gap-sign
demands a concept expression to fill it, and when thus filled, will never
vield a false statement. The inadequacy of Frege's argument D stems
directly from the fact that no such expression can be formulated in the
ideography of Gg. In particular, such an expression should be an

expression of second-level,
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taking arguments of type-2 or -3. The expression "fis a concept" is
entirely unsuited to this task, since the predicate-expression can only be
treated as if it were formed from a complete expression by omission of a

singular term (name or sentence), and singular terms stand only for cbjects.

The values of such a formal concept, then, would be uniformly false or
syntactically ill-formed. It becomes impossible to assert, in Frege's
semantics, that an expression stands for a concept (or, in the material
mode, that anything is a concept). This is the root of Frege's apparently

paradoxical denial that "the concept 'horse'"

stands for a concept, but for
an object. Frege's only solution to this difficulty was to devise a nota-
tion for a primitive second-level function which has a value when its
argument-place is filled by any first-level incomplete expression (i.e.

a concept—expression). The values of this second-level function for con-
cepts as arguments are not concepts, but objects. That is, Frege intro-
duces the second-level function " & P(& )"--which I shall represeht by

"R

(§x)""-~which assigns to every first-level function or concept as argument

a course-of-values or extension. For non-sentential first-level functions,

the course-of-values %(Px) is the set of pairs the first member of which is
the argument, and the second its value for that argument. For concepts,
the extension is the set of pairs whose first member is the object as
argument (any object, by the doctrine of somplete definition) and whose
second member is the truth—value of the sentence resulting from completion
of the concept-expression by a name for that object as argument. Courses-
of-values and extensions (for simplicity I shall refer only to 'extensions'

in the following) are objects on a par with any referents of a name or
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sentence. They are, therefore, of the same level (namely, zero) as any
'complete' referent. I shall proceed, shortly, to the argument that it

is this treatment of extensions as objects which, together with the doctrine
of complete definition, is responsible for the 'impredicativity' of Frege's
semantic theory which issues in Russell's paradox.

The exegesis and criticism of Frege's doctrine of complete definition
has required a long and sustained attack upon the semantic basis for Frege's
theory of definition. This attack has been motivated by three distinct con-
cerns. 1t would be well, therefore, to summarise these concerns before
proceeding to the final analysis of the impredicativity of Frege's seman-
tics. My preliminary concern in the exegesis of the doctrine has been to
form a clear idea of Frege's concept of definition, in order to support the
argument, in Section C, below, that a key difference between Frege and
Russell's conceptions of logicism resides in their different accounts of
how mathematical concepts are to be defined in terms of purely logical
ones. Frege rejected contextual definitions, along with implicit, condi-
tional and piecemeal definitions; whereas it was not until Russell came
to accept a contextual elimination of classes in terms of propositional
functions (by contextual definition) that his positive solution to the
class-paradoxes—--type theory-~could be grounded in the notion of a 'range
of significance' for a propositional function.

In sum, Frege's theory of definition can be given by the following
principles (abstracted from Gg. vol. ii, Sections 56-67 and 146):

.1l: "A definition of a concept must be complete."(56).

P
P.2: 'We ought to regard it as quite self-evident that
a word may not be defined by means of itself.”" (59).
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P.3: '"We must reject a way of defining that makes the
correctness of a definition depend on our having first
to carry out a proof." (60).

P.4: "If .. (an) .. expression is actually to stand
for a concept with sharp boundaries, then it must be
determinate ... i.e. there must be one and only omne
object designated by this." (63).

P.5: '"The laws of logic presuppose concepts with sharp
boundaries and therefore also complete definition for
names of functions ... Accordingly, all conditiomnal
definitions and any procedure of piecemeal definition
must be rejected. Every symbol must be completely
defined at a stroke, so that ... it acquires a refer-
ence.'" (65).

P.6: "Still less will it do to define two things with
one d=2finition; any definition must, on the contrary,
contain a single sign and fix the reference of this
sign." (66).

P.7: '"We may not define a symbol ... by defining an
expression in which it occurs, whose remaining parts
are known.' (66).

P.8: '"The word (symbol) that is defined must be simple.
Otherwise it might come about that the parts were also
defined separately and that these definitions contra-
dicted the definition of the whole." (66).

P.9: "Only what is logically complex can be defined;
what is simple can only be pointed to." (l46: footnote).

In respect of these principles, my second concern has been to cri-
ticise Frege's grounds for P.1, P.3, P.4, P.5 and P.7, as they are correlated
with the doctrine of complete definition, and with the use to which this
doctrine is put. A secondary objective in this attack upon the doctrine
has been to discredit the wholly pragmatic appeal to the convenience of
one-sorted logic, and to the practice of assigning ''don't care'" values by
stipulation--in contrast to the obvious implausibility of regarding expres-
sions like '(® + 1' as meaningful. Frege, at least, advanced systematic
arguments for defining concepts completely--the modern predilection for ome
style of variable rarely receives such systematic support.

Thirdly, to regard the doctrine of complete definition as an
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unobjectionable (and convenient) device of semantic theory engenders puzzle-
ment over why logical theory should be concerned with type-violations and
category mismatch in predication, at all. If it is sufficient to embrace
stipulations, in the formation-rules for a formal language, which dispense
with the need to distinguish the ordinary falsehood of "2 + 2 = 1" from the
absurdity of "the moon + the moon = 1", then the investigation of type theory
as an explanation of this difference need never get started. Nonsignificant
sentences are proscribed at outset, by stipulative assignment of 'don't

care"

values. To the extent, therefore, that Frege's doctrine is objec-
tionable, the need for a proper explanation--within the context of formal

semantic theory-—-of the nonsignificance of type-violations and category-

mistakes becomes more urgent. (V) The source of the paradox:

g!gk. We have observed above that Frege does not countenance expressions
which remain incomplete when their argument-places are filled. The kind of
argument (complete or incomplete) a function takes determines its level in
the heirarchy of levels; but the values of a function for those arguments
must belong to one and only one level--that of objects. It is for this
reason that Frege objected to Russell's first formulation of the paradox

of non-self-membered classes in terms of "

a predicate is predicated of
itself."35 A function or concept of any level--for example, the concept
"#(E)" could not have itself as argument. If both concept and argument to
it contained a gap of the same type, the result of filling the one by the
other would leave one gap unfilled and the corresponding expression incom-—

plete. Thus, taking "@(f)" as argument to itself yields:

"$(P(£))"--where '§' is a place-holder.
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Moreover, in view of the classification of argument types, a function or
concept would simply not be 'fitting' for its own argument. The ideography
of Gg., hence, bars this formulation of the Russell paradox, but this is of
little consequence. The inconsistency remains, not only in respect of the
"predication of a notion of its own extension' (which is Frege's preferred
formulation36), but even when the ill-fated notion of the extension of a
concept is removed. For, as several commentators on Frege fail to observe,
it is not the mere presence of extensions which, with Axiom V, generates
Russell's paradox. As Frege demonstrates, himself, in the Appendix written
in response to the paradox for volume ii of Gg., the contradiction can be
generated from an arbitrary second-level function whose arguments are of
t e—2.37

In brief, it can be shown that the paradox is a consequence of the
twin theses that the domain of definition of every concept encompasses the
totality of objects (the doctrine of complete definition), and that to
every first-level concept §(§), there corresponds an object ﬁ(&x), whose
identity conditions are provided by Axiom V, and which is an admissible
argument to any first-level concept. The question which concerns us first,
then, is: in what sense are extensions proper objects?

The need for a theory of extensions is that mathematical practice
requires that numbers and classes of numbers be investigated, properties
of them defined, and statements about them proved, as if each number and
class were an identifiable object. For Frege, not only are numbers and
classes investigated as if they were objects, but, in view of what Frege

meant by an 'object'--anything that is the referent of a complete
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expression--numbers and classes (extensions) are objects. That is, the
only kind of argument Frege advances when he contends that things of a
certain kind--numbers, extensions, truth-values--are objects is that the
form of expression for things of that kind, in the language, are complete

expressions. A definition of number, he maintains in The Foundations of

Arithmetic, must account not only for the adjectival occurrence of numerical
terms, in such contexts as ''Socrates has two legs' (answers to '"How many?"
questions), but also for their occurrence as names--in arithmetical contexts
like "2 is the only even prime". In effect, the rationale Frege gives for
saying that numbers are logical objects rests on the character of the
transition from answers to "How many?'" questions--statements of the form
"there are n @'s", "there are just as many @#'s as W's''--to numerical terms
filling the argument-places of first-level concept-expressions of the form
"the number of Ps =E£", " £is both the number of @'s and the number of
\W's". The Fregean analysis we have already given of concept-expressions
requires that the gap in such expressions be filled by complete expressiomns
standing for objects. Therefore, numbers are objects.

It is at this point that Frege's antipathy for contextual definitions—-—
indeed for any kind of definition other than explicit definitions which both
demarcate what objects satisfy the definiens and indicates that there are
such objects—--becomes important. A contextual definition of a term T gives
us the truth-conditions for sentences "...T..." containing T in such a way
that, provided we can recognise an occurrence of an expression within a
sentence as an occurrence of T, then T's referential capacity (both what

T's refer to, and what kind of thing is a T) is exhausted by the truth or
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falsity of sentences in which T occurs. That is, a contextual definition
of T gives the 'sense' of the term T by presenting the kind of context in
which T terms occur and fixing the truth-conditions of such sentential
contexts without reference to T's. Questions whether T's really exist, or
what kind of things T's are, then, are answered solely in terms of the truth
or falsity of sentences containing T. If we have determined the truth-
conditions for all sentential contexts which contain T terms, everything
that is needed to secure reference for such terms, on this view, has been
done--any further question about the existence of T's can at best be a
question about the truth-conditions of further (existential) statements
which are entailed by sentences containing T. So, just as the questions
whether there really was a poet called "Homer', or whether protons exist,
are questions for the antiquarian and physicist, respectively, concerning
the truth of such sentences as '"Someone wrote the Iliad and the Odyssey',
or "Some constituents of matter possess an invariant electrical charge'';
so, the question whether some number--say, the cardinal "aleph-l1l''--exists
is decided for the mathematician by whether some such sentential context

as "there is a least non-denumerable cardinal' has determinate truth-
conditions. Of course, the truth or falsity of such existential statements
is decided (if at all) only by methods intrinsic to the domain of investiga-
tion concerned (observation and evidence, for the historian and physicist;
proof for the mathematician). On this view of how defined terms secure
their reference, there is no further philosophical question, no semnse of
"existence' beyond this, which would permit us to say that numbers really

do or do not exist as objects. Once procedures for determining the truth
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or falsity of existentially quantified statements in the language of the
domain of investigation have been established, the questions concerning
the existence of the referents of terms of the language introduced by con-
textual definition have been settled.

Such an interpretation of how (contextual) definitions secure the
reference of defined terms comes into immediate conflict with Frege's
account of complete expressions. Any complete expression--whether it is
a simple, primitive name (Eigename) or a logically complex term formed from
a functional expression of any level--refers to an object, whether concrete
or abstract, particular or universal. This we can call Frege's ''Realism'.
To the extent that the name/bearer relation is taken to be the prototype
of reference for complete expressions, then the possession of reference by
terms of the language guarantees that there are objects answering to those
terms.

On the other hand, if we were to impute to Frege any such view as
the account of contextual definition gives, above, then, when the truth-
conditions for sentences containing terms can be given by a rule which
transforms them into sentences containing no such referential terms, then
the realist doctrine becomes an unnecessary ornament. The referential
capacity of a language will be fixed only by the term-forming and sentence-
forming opefations in the language (including quantifiers, and variable-
binding operators). Thus, the function of the name/bearer relation would
be taken over, for defined terms, by an explanation of the semantic role of
such terms which accounted for the contribution they make to the senses,

and hence the truth or falsity, of sentences containing them.
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Frege's objections to the practice of defining terms contextually
can, thus, be seen as a partial recognition of this conflict with his
account of the reference of complete expressions. Once Frege had adopted
a fully-fledged doctrine of reference for both complete and incomplete

. 3 . . .
expressions 8, he could not advocate a contextual introduction of numerical
terms (though he had considered the possibility in the Foundations of

. . 3 ; . . . . .
Arithmetic 9). His particular objection to a contextual definition of number
is that the suggested definition of terms of the form "the number belonging
to the concept #" (the number of ¢'s) supplies a sense--and hence a truth-
value—-~only for identity-statements in which both sides of the equation are
occupied by terms of this kind. No procedure exists for determining the
truth or falsity of sentences of the form ''the number of @¢'s = A", where 4
is any complete expression, whatsoever. Thus:

"It would consequently be completely impossible to prove

a numerical equality, because we could never isolate a

definite number. It is only apparent that we have defined

0 and 1 (contextually); as a matter of fact, we have only

determined the sense of the expressions 'the number 0

belongs to the concept ' and 'the number 1 belongs to

the concept Y¥'; but it is not permissible to isolate

in these 0 and 1 as independent, recognisable objects."

(The Foundations of Arithmetic, transl. J.L. Austin,
Sect. 36).

The objection is, then, that if we allcw contextual definition of
numerical terms, then the introduction of the term is so tied to the par-
ticular kind of function--term~forming--expression, or concept--sentence-
forming-~expression, in which the term is introduced, that the reference of
the term could not be fixed outside of those expressions. The force of the

objection, one supposes, consists in the apparent implausibility--~given
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Frege's theory of objects--of the consequence that what kinds of objects
there are will depend upon what kind of term—forming operations a language
contains. This undermines--so the argument might run--the objectivity of
mathematical truth.

The issues raised by this objection lie beyond the scope of the
present discussion; though they are certainly of perennial concern: to
what extent is our apparent committment to abstract objects (numbers,
classes, functions) in mathematics a feature of the forms of expression
we employ in the language of mathematics? What relations obtain between
the defined terms of abstract mathematical theories (geometry, arithmetic,
set theory) and the significance such terms acquire outside of mathematics--
in everyday reasoning and calculation?

Specifically, in terms of Frege's Gg., to propose that the references
of defined terms could be fixed by contextual definiticns--hence, that such
terms need have no referential committment to objects beyond their contri-
bution to the senses of the sentential contexts in which they occur--would
amount to the suggestion to confine the domain of objects of Gg. to the
referents of logically complex expressiomns, introduced by definition. That
is, the suggestion might be made to disregard simple names and treat all
objects as.courses—-of-values, extensions, or truth-values. Reference for a
genuinely singular term a could then be identified with the reference of a
logically complex expression; for example, with the extension of a concept
under which one and only one object falls—-such as "¥(x = a)" (c.f. Quine's
NF identification of individuals with their own unit—classesao). In a sig-

nificant footnote, Frege rejects this suggestion on the ground that:
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"Such a stipulation is possible for every object that
is given us independently of courses-of-values... But
before it can be generalised, the question arises
whether it may not contradict our notation for recog-
nising courses-of-values, if we take...an object that
is already given us as a course-of-values. In parti-
cular, it is intolerable to allow it to hold for such
objects as are not given us as courses—of-values; the
way in which an object is given must not be regarded
as an immutable property of it, since the same object
can be given in a different way.'" (Gg., Section 10,
footnote 17, p. 48). (my emphasis)

Frege is supposing, then, that the totality of objects is given in
advance of the values that functions and concepts take-—in particular,
independently of the values of the second-level function '%X(@x)' assigning
extensions to concepts. Indeed, as we have seen, Frege has to maintain
this if the heirarchy of incomplete expressions is to be constructed——for
the reference of each complete expression must be determinate in order for
incomplete expressions, formed therefrom, to have a value for every complete
expression as argument (complete definition). In this respect, Frege has
to hold that the manner in which an object is given~—-the kind of function
or concept whose value for a given argument is that object--cannot be pro-
prietary to it. On the other hand, if the totality of objects is to be
closed under the mapping of arbitrary concepts onto their extensions--and
extensions are objects--no object is given except as the extension of some
concept; whence the 'manner in which an object is given' will be proprietary
to it. In this we detect the symptom of that circularity which results in
Russell's paradox~-rendering the specification of the totality of values of

A Iy . . .
"x(Px)" 'impredicative'. My investigation proceeds towards this conclusion.

(V) : Tmpredicativity and the Totality of Objects:

Frege's conception of the 'totality of objects' is such that there
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is no criterion Frege can give that an object must satisfy to belong to
this totality--for, every object automatically belongs to it. As we noted,
the bogus predication "€ is an object" is true of everything to which it
can be meaningfully applied. The notion of an object is simply that of the
correlative of a complete éxpression——an object is the kind of thing for
which complete expressions stand. We cannot assume, however, that a lan-
guage contains a simple name for every object, since there are non-denumerably
many. (There are non-denumerably many real numbers, numbers are objects;
therefore, there are non-denumerably many objects). So, in forming the
conception of the Fregean totality of all objects, we have to include any
object of which it is true that an expression for that object could be
generated in the language--even if it is impossible that expressionsfor all
such objects be simultaneously generated in the language. I have already
shown that Frege's twin theses that a concept be defined for all objects,
and his realism--that every referent of a complete expression is an object--
require that there be no restriction of the domain of objects which makes
being an object relative to the way in which the object is picked out, or
to the kind of term—forming and sentence-forming operators which yield
expressions for objects. In fact, in the language of Gg., Frege includes
in the totality the referents of complete expressions formed in any way,
including those whose formation requires the application of operators
binding variables which range over this totality. Operators cf this latter
kind include thé following:41

(a) the description-operator:- the second-level function

\X(Px) whose value is O for the argument §(§) if Q(g) is
a first~level concept under which A alone falls; otherwise

vi(gx) = R(gx).
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(b) the abstraction-operator:- the second-level function

R(Px) whose value for any first-level function is the

course-of-values of the function; and for any first-level

concept is the class (extension) comprising the ordered

pairs in each of which the second element is the (truth-)

value of the concept for the first as argument.

(¢) the 'reduction' operator:- the first-level function

&t N € whose value for any course-of-values X(®x) for the

{~argument is the same as the value of the function §(§)——

whose course-of-values is the &-argument--for the E-argument

as argument; otherwise its value is %X(x # x).

(d) the numerical operator:- the second-level function

R #(t)--"the number belonging to the concept P(£)"-~

whose value for the argument $(§) is the extension of

the concept 'equinumerous with $(§)°.

What I shall show in conclusion, under the separate headings (a) - (d),
is that, for each such operator, with the exception of the first, the pre-
sumption that the totality of objects is closed under a mapping--effected by
such an operator--of concepts defined completely over this totality, onto
objects in the totality, contains a vicious circle which renders the presump-
tion illiecit. That is, the conception of such a totality is 'impredicative’
in the sense in which Russell and Poincaré used the term (see above, Section
A). It is precisely this presumption which generates the inconsistency to
which the semantics of Frege's Gg. falls prey. Since the notion of an
arbitrary function or concept, as we have seen, is explicated only in terms
of the reference of any expression formed from an expression for an object
in the totality, it is circular to suppose that objects picked out only as
values of operators taking such arbitrary functions or concepts as arguments
could belong to the original totality. That this circularity is vicious

can be shown as follows:

(a): The description operator is harmless--it merely maps every
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concept under which only one object falls onto that object. Every totality
is closed under such an operation.42

(b): The abstraction operator is not harmless. Certainly, if there
is some determinate totality T over which the arguments to first-level con-
cepts #(%) range; and, if §(§) is a concept well-defined over T, then there
will be a definite subset of T (the values of Q(E)), which comprises all
the objects in T satisfying §(§). It is by such reasoning, for example,
that Zermelo (1908) arrived at a weakening of the Cantorean 'abstraction'
axiom which avoided the set-theoretic paradoxes. In its strong form:

© Ax@) ex.=. dGN,
the axiom yields Russell's paradox immediately. Taking ' $(y)' as ~(veEy)'
and instantiating to x, we infer, for some x:

(C'") (x€x.=. ~(xex)).
However, if the totality over which §(y) is defined is restricted to objects
belonging already to some determinate, but unspecified, set z, then &(y)
will simply pare off a determinate subset of z--yielding:

(2) (X)) (yex. = .y €&z & §(y))--Zermello's Aussonderungsaxiom.

(Z) will yield a paradox only if the set z is taken to be some very large
totality--such as the set V of all sets. By axiomatically restricing the
closure conditions for the domain of objects for ZF set theory, Fraenkel and
Skolem (1922)--improving upon Zermelo's originally informal discussion--
eschewed the formation of such large sets as V.43

Such a restriction of the domain of objects would violate a basic

principle of Frege's semantics, since it would make the definition of the

concept é(g) conditional upon determining which objects belong to the



restricted domain T. As we have seen, that " §(£)" is completely defined
(that it has a reference) consists in its vielding a value for every argu-
ment. If we now were to say that only objects specified in some other way
are permissible arguments to §(§), we have to acquiesce in there being
some further conditions an expression has to satisfy before it can stand
for an object--thus, that only some incomplete expression " ¢(§)” formed

by omission of an appropriate kind of complete expression will have a
reference. Whether §(§) is a determinate concept will then depend on
whether those complete expressions which are omitted to form an expression
standing for that concept are of the requisite kind. UWhether they are of
the requisite kind will, in turn, depend on what extra conditions an expres-
sion has to satisfy to be a permissible argument to @(E). The circularity
has become vicious.

What there is no ground for, in Frege's semantics, is his supposition
that term—forming operations, defined only by means of quantification over
the totality of objects in the domain, will always generate a term standing
for an object 1g‘thi$ totality. That is, we can have no ground for suppos~
ing there is any totality closed under an abstraction operator which maps
arbitrary concepts defined over the totality onto objects in the totality--
for Russell's paradox shows that there can be no such totality.

As stated, all that is needed to avoid this circularity is that we
have some prior means of specifying, for example, a totality of subclasses
of a given class for which it is determinate, for any concept defined over
the given class, that there is amongst the subclasses one consisting of all

those elements which fall under that concept. If, as Frege does, on the
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other hand, we seek to explain the notion of a subclass (an extension),
and of the totality of subclasses, by characterising them as the referents
of terms formed by applying the abstraction operator to concepts defined
over the given class, then the principle adumbrated above requires that
such concepts be only those that are defined in advance of the characteriza-~
tion of the totality of subclasses. In requiring concepts to be completely
defined--even for values of the abstraction operator (extensions) as
arguments~~Frege offends against this principle.

Formally, Frege's introduction of the primitive second-level function
(%) requires that this function assign the same extension to two concepts
if and only if precisely the same objects fall under each; i.e. if and only
if each concept has the same value for the same argument as the other.
Equivalently, if the first-level concept §(§) is assigned the extension
?{(éx), then every first-level concept assigned an extension ' such that
%($x) =" must be such that exactly the same objects fall under it as
fall under é(g). Now, if we assume that the totality T is closed under
the abstraction operator, then, if a is an element of T, and for any g, if
g(a) = d, then 4 € T; then, if i‘c(gx) =, then MN€&T. Since this holds
for arbitrary first-level concepts, it holds also for the concept:

« ~(3)['>‘<(3><) =f. o, gl¢)]

This is the concept §(§) such that d falls under @(g) if and only if d

)

is not the extension of §(§)° The abstraction operator ?{(Qx) assigns to

this concept the extension:

5(~ () [Flox) = y. 2 39)).

A .
Call this extension "[1". By the principle which introduces x(@x)--corresponci
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to Frege's axiom Vb~-any first-level concept assigned r‘ as extension
must be such that every object falling under @(g) falls under that concept
also. Conversely, no object not falling under @(é) can fall under any
concept assigned the extension F . Since e T and @(E) is completely
defined for all objects in T, either [' falls under §(%) or it fails to
do so:

I: Suppose [' falls under §(§), i.e.:

W J(~@)Lr0x)=y.>. 8(0/)]) =D o .
then, by Vb, F‘ falls under every concept assigned 0 as extension:

@ (3) L@@ = =, oM.

But ?Q) was the concept such that any object d falls under @(g) iff

[N

is not the extension of §({); whence, expanding (1):
@ I(~@fa=y.2.3)) =r:>.
~()[ 23y =1 2. 3(M1.
Now, by our stipulation of | :
@ Y(~@La) =y - 3(¥) =P
so we infer, by modus ponens, lines (3), (4):
) ~(g)L%(39=1.>. a(M].

which contradicts (2), and supposition I must be false.

II: Conversely, suppose " does not fall under §(§), i.e.:

W ~[9(~@LE) =y 2 3D =r: o (M.
then, by Vb, l"‘ is not the extension assigned to any concept under which it
does not fall. That is, [ falls under every concept to which it is assigned

as extension, i.e.:

) @) [2(ax) =1 o, 9(M].
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In particular, since (2) holds for any concept, it holds for %?(Z):
(3) 9(§x)=r.3. §(r*)
But'§(§:0 is the extension of the concept:
« N(g)r_?(sx)zi.D. S(E)]”
so (3) becomes, by substitution:

W §(~@[#s)=y.2. 3(y)]) =M:io. ().

which contradicts (1), so supposition I must be false.

By I and II, we infer that the assumption that thbe totality T is closed
under the abstraction operator Q(@x) leads to contradiction and must be
false. (The contradiction is a special case of Russell's paradox).

A similar result obtains for the assumption of closure under Frege's
other second-level operators of Gg.~-the 'reduction' operator '£N4' and
the numerical operator ' Q Q)(%)'——though in the latter case, since the
assumption is one of closure under an equivalence-relation, the circularity
generates, not Russell's paradox, but a paradox of a somewhat different
kind.

(¢) The essential purpose of the ‘'reduction' operator is similar
to the translation of a monadic predicate F(x) in modern predicate logic
into a dyadic relational statement about class—membership——xe'_{y: F(y)% .

For Frege, this translation is effected by transforming a second-level

assertion about objects falling under a first-level coacept (e.g. the
existential assertion ''the concept 'horse' has some objects falling under

it. ( = "there are horses')), into an assertion which expresses a first-

level relation between an object and the extension of a concept (e.g. "Dobbin




belongs to the extension of the concept 'horse'"!" ( = '"Dobbin is a horse')).
In particular, Frege so defines the relation '?, f\g' to enable him to
represent that the same objects fall under two concepts, in terms of a
relation between objects and the extensions of concepts (also objects, of
course). That is 'E N €' serves the same purpose as the classical '€' of
set theory. The analogue in Gg., then, for the set-theoretic assertion
that a is a member of a set B comprising everything satisfying some condi-
tion ¢(§), is that the truth-value of the concept §(§) for the argument a
is the same as the value of the relation '§ N 4' when a stands in the
relation of 'belonging' to the extension of $(E). This last means that,
if " §(é)" refers to the True ('1l'), then the class of ordered pairs (_!3_, f"‘>
each of which contains the truth value {* of §(§) for the argument b, con-
tains a pair <§_, l> such that, if a is the first element (argument to
@(E)) then the second is the truth-value 'l'. Then and only then is the
assertion "a NR(Fx)" true.

Not surprisingly, Frege's assumption of closure under 'E N €' turns
out to be equivalent to the unrestricted assumption of closure under ‘€'
which makes naive set theory inconsistent. In terms of Gg., Russell's
paradox is an immediate consequence of a theorem which asserts that every
argument to an arbitrary first-level concept yields a value of the first-
level relation '§ NE', i.e.

1 b $(a) = anx(®x).

(theorem 91: Gg., vol. i, Sections 54-55).
If, in this theorem, we take the first-level concept "~(f M §)'"--with which

we can compare Russell's '"~(x € x)'--for §(§) and the extension of this
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concept "T(~(y N y))" for a, we obtain:

@ b= ~[3~ () 0 §(~(yay] = [F-ynDnFEGny)
which, having the form '"~(x = x)'" is explicitly contradictory.

(d): The numerical operator Q(b(g) maps every first-level concept
onto a class of equinumerous extensions. That is, the value of Q(D(é)
for an arbitrary first-level concept §(§) is a class of extensions equiva-
lent in cardinality to the extension of '§(§). The supposition that the
totality of objects is closed under this operation does not generate a
contradiction immediately. The impredicativity of Frege's conception of
the totality of numbers would be viciously circular only were he to suppose
that every one-to-one correspondence (or 'bijective mapping') between exten-—
sions occurs among the values of some first-level argument to ® P(E). Yet
the assumption of closure requires only the condition that the same cardinal
number be assigned to any concepts ¢l(E),..., ¢n(§), between which there is
a bijective mapping M(%,4) correlating one-to-one the objects falling under
any ¢i(§), Q)j(g) (14 i,j & n)--whether we can form in the language an
incomplete expression "Bk(x, v)}" which yields a class extensionally equiva-
lent to % '};(M(x,y)). The identity condition, then, for an object (number)
to be an element in this totality is simply that, if, for any first-level
concepts, as many objects fall under the first as the second, (third, ... and
so on) and vice versa, then each is assigned the same number by the operator
& ¢(§). Equivalently, if the concept §(§) is assigned the cardinal number
n (= We ¢(e)), then every concept assigned n must be such that at least
and at most as many objects fall under it as fall under é(g)——even if it

is not possible for us to actually supply a relation which correlates the
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objects one-to-one under the concepts assigned n. One cannot expect the
class of bijective mappings between extensions to be exhausted by all
instances of the identity-schema ''the number of @'s = the number of +'s".
For, the recursive characterisation of the heirarchy of incomplete expres-
sions generates at most denumerably many first-~level expressions, and,
hence, denumerably many arguments to "8 @(§)" yielding numbers as values.
On the other hand, of course, the class of bijective mappings (say, of real
numbers in the interval (0,1) onto themselves) will certainly be of car-
dinality greater than ‘§% (the cardinality of a denumerable set).

The point of this observation is to explain how Frege's assumption
that the domain of numbers is well-defined by the numerical operator involves
a circularity analogous to that which besets the other operators. 1In this
case, though, the argument relies not upon generation of the Russell para-
dox, but upon what has been called the 'Skolem paradox'" of predicate logic
and first-order set theory.

The Skolem paradox is a consequence of the Downward Skolem-Lowenheim
Theorem which establishes that, if a theory (set of sentences) of predicate
logic or set theory has a model at all (if they turn out 'true' under some
interpretation), then it has a model in a domain of cardinality 9{3. This
holds even though the theory itself may contain or imply a theorem (for
example, Cantor's Theorem) which, in effect, asserts that there are non-—
denumerably many objects. It is therefore apparently paradoxical that
sentences which, in the theory, are true of non—denumerably many objects
can be interpreted as true in a domain of only denumerably many objects.

The result is really but a seeming paradox: 1if we inspect the sentence
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which, in the theory, expresses Cantor's theorem, and which we have para-
phrased as ''there are non-denumerably many objects', then we can observe
that, more precisely, the sentence asserts the absence of bijective mappings
from the set of all subsets of ?{)onto the set '§% of natural numbers. It
is hardly surprising if this is true in some denumerable domain of objects.
Such a domain, being countable, is bound to be short of bijectionms.

The implications of the Skolem paradox are of more consequence for
the introduction of the domain of numbers in Gg. To assign a number to a
concept, on Frege's view--as a value of the second-level operator "®@(§)"--
is to enumerate a set (course-of-values or extension); i.e. to give a one-
to-one mapping of the set (of objects falling under the concept) onto a
particular enumerable set (a finite set of integers from 1 to u, or the
infinite set of numbers N). The Skolem paradox shows that it may be pos-
sible for the subsets of the domain of numbers (the numbers of concepts) to
be enumerated from outside a theory, as it were,; and yet be non-enumerable
from within the theory because no enumerating subset of correlated pairs is
among the sets definable in the language of the theory. If we suppose,
here, that the theory in question is constituted by the axioms, rules,
theorems and operations of Gg., then the formation in Gg. of equinumerous
extensions, with which to identify the values of Q(D(g), has to be accomplished
by considering the set of axioms, operators and derived notions of Gg. as a
whole and so interpreting them that, if the set N (of natural numbers) is
definable in the language of Gg., then the set of its subsets 'P*(N)' exceeds
it in cardinality (Cantor's Theorem). But to construct the set P*(N) may

not be possible using only those operations provided by the theory Gg.; so
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that this theorem—--that there is a non-denumerable set-~becomes relative
to the cardinality of the domain in which the axioms of the theory employed
in proving the theorem are interpreted.44 (Briefly stated: there may be
no concept-expression formulable in the language of Gg. which can only be
interpreted as having a non-denumerable extension~-for, if there were, some
set of sentences of Gg. would be satisfiable only in a non-denumerable
domain; a possibility ruled out by the Downward Skolem—ngenehim Theorem) .
If we pursue this line of reasoning further, we can detect in Frege's
use of the numerical operator a recurrence of that circularity which vitiates
the conception of the totality of objects formed by means of the operators
Q(ﬂx) and §1ﬁ<§. In this case the effect of the circularity is to militate
against the conception of the domain of numbers of concepts as a well-
defined infinite totality. The circularity becomes evident when we pose the
question whether there is any guarantee that the mapping effected by Q?¢(§)
of concepts onto equinumerous extensions will generate the infinite set N.
There seems to be an obvious guarantee in the fact that the presumption of
closure of the totality under QQ¢(§) and %(Px) is so intended that all
objects which are either the number O (the extension of the concept "equi-
numerous with~(§ =§)") or belong to the f-image of Q@(g)——where f is the
successor function, will belong to the totality of objects; and only in-
finite totalities satisfy this conditioﬁ (see: Gg. Sections 41-43). Unfor-
tunately, the f-images of Q&ﬁ(g) will form an infinite totality only if
the set of permissible substitutions into "ﬁ(b(;)" is infinite (i.e. only
if there are infinitely many first-level concepts to have numbers). This,

in turn, will depend on whether the initial totality of all objects 1s
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infinite. That is, whether there are infinitely many first~level concept-
expressions as substituends to "R@(E)" depends upon their being infinitely
many complete expressions from which expressions for first-level concepts
are formed. But, since our initial question concerned whether the totality
of objects contained an infinite set-~to be the f-image of Re(E), we have
come full circle.

Frege's only means of showing the totality of objects to contain an
infinite set of numbers is by reference to the values of the operator @;b(g)
it contains. This involves an appeal to there being infinitely many exten-
sions of equinumerous first-level concepts. This, in turn, is guaranteed
only if the enumerations of subsets of the totality of objects generates
an infinite set; i.e. only if the totality of objects is at least denumerably
infinite. Hence, the circularity could be avoided if it could be shown
that there were infinitely many objects in the totality even when the notion
of 'object' was explained without reference to the formation of extensions
and numbers by means of %(pPx) and QQ)(E). The question remains then: can
this be shown independently of construing extensions and numbers as objects?

One might suppose that, in answer to this question, Frege can point
immediately to the fact that any partition of the totality of objects into
sets of values of first-~level concepts must already generate an infinite
set. The reasoning might proceed as follows: if the totality of objects
contains material objects a, b, c,....-—as referents of simple names-—then
it also contains all results of applying first-level functions which yield
abstract properties of a, b, ¢, ...; e.g. "the colour of a", "the mass of

a", "the shape of b", "the dimension of ¢, and so on. As Frege proposes
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in The Foundations of Arithmetic (1884), it is a feature of the use of

terms for abstract properties like these, that the criterion of identity
associated with that use can be given by means of an equivalence-relation
defined over objects of the kind for which the simple names "a'", 'b", 'e",...
stand. That is, to identify the values of such first-level functions is

to determine an equivalence~class to which each argument belongs, relative
to some equivalence-relation associated with the introduction of such
complex terms. So, the range of values of the function "the mass of §"

can be identified with the equivalence-class of the relation " Eis equal in
mass to §€". The range of values of the function "the dimension of §" is
taken as the equivalence~class of the relation "} is isometric to €". 1In
general, the proposal continues, every such first-level function has a
range of values identifiable with the equivalence~class of the equivalence-
relation in terms of which the function is introduced.

The argument that the partition of the totality of objects into sets
of values of such first-level functions guarantees that the totality is
infinite can thus proceed. If we start with some totality T = ié) b, g}...}
which, let us say, is finite, but contains more than one member, and we
form the set of equivalence-classes under any equivalence-relation defined
over T, then we obtain P*T--the set of all non-empty subsets of T (also
called "the restricted power-set of T"). But Cantor's Theorem, P*T has a
greater cardinality than T, if T contains more than one member. If we
form next the union of T with P*T——its restricted power set--we obtain a

still larger set. Finally, forming the union of the n-~fold iteration of

this operation of adjoining the restricted power set of each resulting
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set--for all finite n--~then we obtain a denumerably infinite set. llo
totality is closed under this operation since the cardinality of the result-
ing set is always increased; i.e. BT >T if T>1. It appears, then, that
here we have the guarantee required that we shall never, as it were, run

out of first-level concepts to serve as arguments to QQ)(%), which will
yield the partition of T into denumerably many equinumerous extensions as
values. The set N of natural numbers will thus constitute a well-defined
infinite totality.

The answer which I have constructed around Frege's use of equivalence
relations to determine the values of first-level functions is unfortunately
not adequate. It fails precisely at that point where it supposes the
equivalence-classes formed under some partition of T to be always distin-
guishable from elements of T; i.e. that if we start with a given finite
totality and then introduce new abstract objects comnstrued as equivalence-
classes of objects from the original totality, then these new objects can
be differentiated from members of the totality in every case. There is
nothing in Frege's conception of extensions as objects, however, which will
enable us to do this. That is, though there is nothing wrong intrinsically
with the introduction of equivalence-classes as the values of first-level
functions like '"the mass of §', ''the shape of §", the possibility of doing
so rests upon our indifference to whether the values of the functions con-
cerned are to be identified with or differentiated from objects referred
to by other means. For, the proposal to treat such abstract terms as ''mass",
"shape', '"direction' and so on as referring to equivalence classes under

some existing partition of the totality by means of equivalence-relations,
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makes sense only provided that we have a sufficiently rich domain of
classes, already, with which to make such identifications. But we have no
such guarantee that the initial totality already contains sufficiently
many classes; unless we assume that the totality of first-level functions
yields denumerably many classes (courses—of-values) as values of R($x).
And this, finally, was just what was at issue in the original question.

It would seem, from later unpublished writings of Frege's (1919-1925)

commented upon by Dummett, Frege, Philosophy of Language, Duckworth, London,

1973, p. 663, that Frege came to recognise the circularity of his presump-
tion that the closure of the set of objects under the numerical operator
would yield a well-defined infinite set to be the set N of natural numbers.
He remarks, there, that to ground the theory of number, we have to be
assured of the existence of infinitely many objects, something which is not
guaranteed by iterated application of the function 'the number of the con-
cept @' to yield equinumerous extensions. Indeed, there are further remarks,
there, which seem to indicate that Frege came to abandon the treatment of
extensions as 'proper' objects entirely.

Perhaps, then, it is gratuitous to argue that Frege's Gg. is subject
to limitations which beset, equally, most approaches to the problem of find-
ing a logically rigorous foundation of mathematics. As will be noted in the
next section, Russell faced an analogous problem over providing some guarantee
that infinitely many classes of classes could be generated in the type theory
of P.M., to comprise the set of numbers. His "golution ' was to adopt an
axiom to that effect. Nevertheless, to argue for the claim's gratuity is

to miss the argument's point—-which is not that Frege requires an assumption
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or axiom to the effect that the totality of objects is infinite, to free
the use of the numerical operator from circularity. The point is, rather,
that Frege's presumption that any domain can be specified by forming its
closure under arbitrary termforming operators, and that a domain so speci-
fied will capture the set of numbers, is an illicit presumption, because
the specification of the domain is circular--hence, simply stated, such a
presumption fails to specify a determinate domain.

This concludes the systematic attempt to reveal the impredicativity
at the core of Frege's semantics. My argument has not been concerned to
offer criticisms of Gg. with a view to rejecting it in favour of some other
set—-theoretic foundation for mathematics. My concern has been, rather, to
show precisely how the logic of the Gg. exhibits that vicious circularity--
in its most fundamental semantic notions--which results in inconsistency;
and upon which Russell and Poincaré were to fix, subsequently, as responsible
for the paradoxes.

I have shown that this circularity results from two doctrines which
are basic to Frege's semantics--complete definition of all concepts and
the treatment of extensions as proper objects. In arguing, thus, for the
general bankruptcy of the semantic views on which Frege's theory of exten-
sions was based, the ground is prepared for the introduction of the more

restrictive type-theoretic accounts which are the concern of the next section,.



Section C: The Theory of Logical Types (I) Preliminary Questions:

Frege's specification of the totality of objects is impredicative

and this impredicativity generates inconsistency in the semantics of Gg.
But what makes a specification of a totality 'impredicative'? and how does
the realisation of a ban on impredicative totalities by means of Russellian
type theory remove the threat of inconsistency? What kind of theory is
type theory (of what is it a theory)? and what justifies the formation of
type-heirarchies and classification of things into types? These are the
questions which arise naturally from the discussion up to this point. It
is the task of this section to answer them. In particular, my exegesis
will be focussed upon the following: to decide what is being termed
'impredicative' in Russell and Poincare's appeals to VCP and to examine
Ramsey's and Godel's criticisms of those appeals; to show how the theory
of types develops from changes in Russell's theory of meaning (between 1903
and 1913); and to substantiate the claim—-made in Section A-——that Ramsey's
simplification of type theory is successful only to the extent that (i)
his revised notion of 'predicative, propositional functions' is coherent;
and (i11) his separation of the logical from the semantic paradoxes is
justified.

Following this review of the development of type theory within
Russell's mathematical logic and leaving on one side the question of the

adequacy of type theory within the logicist philosophy of mathematics, I

136



137

shall concentrate next upon the critique of Russell's conception of logic
begun by Wittgenstein in 1912, 1In particular, I examine in Appendix A to
this Section Wittgenstein's criticisms of the foundations of ramified
type theory——Russell's 'multiple-relation' theory of judgement. The sec-
tion concludes, therefore, with the first discussions of the use of type
theory to circumscribe the limits of descriptive significance in Wittgen-
stein's logical atomist doctrines of ‘'correct symbolism' and of 'what can
only be shown'.

To begin: let us return to the diagnosis of the source of the
paradoxes at which Russell had arrived by 1908—which I mentioned first
in Section A when stating the Vicious Circle Principle. In Russell (1908),
Russell reviews the paradoxes and then concludes:

All our contradictions have in common the assumption of
a totality such that, if it were legitimate, it would at
once be enlarged by rnew members defined in terms of
itself. This leads us to the rule: 'Whatever involves
all of a collection must not be one of the collection';
or conversely: 'If, provided "a certain collection had
a total, it would have members only definable in terms
of that total, themn the said collection has no total’.
And when I say that a collection has no total, I mean
that statements about all its members are nonsense.
(Russell, 1908; repr. in Russell, 1956, p. 63).

Again, in introducing the theory of logical types in PM (Introduction to
First Edition, Chapter II), Russell restates VCP:

An analysis of the paradoxes ... shows that they all
result from a certain kind of vicious circle. The
vicious circles in question arise from supposing that
a collection of objects may contain members which can
only be defined by means of the collection as a whole.
Thus, for example, the collection of propositions will
be supposed to contain a proposition stating that 'all
propositions are either true or false'. It would seem,
however, that such a statement could not be legitimate
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unless all propositions' referred to some already definite
collection, which it cannot do if new propositions are
created by statements about 'all propositions'. We shall,
therefore, have to say that statements about 'all proposi-
tions' are meaningless. (loc. cit., p. 37).

Finally, in summarising his analysis of the paradoxes as resulting from
vicious circle fallacies, he remarks:

In all of them, the appearance of contradiction is pro-

duced by the presence of some word which has systematic

ambiguity of type, such as "truth', 'falsehood', 'func-

tion', broperty', 'class', 'relation', 'cardinal',

'ordinal', 'name', 'definition'. Any such word, if its

typical ambiguity is overlooked, will apparently generate

a totality containing members defined in terms of itself

and will thus give rise to vicious circle fallaciles.

(PM, Introduction to First Edition, C. II, Section VIII,

p. 64).
Three questions which confront us immediately are:
(i) How did Russell argue from the fact that the paradoxes result from
vicious circle fallacies to the conclusion that assertions about 'impredica-
tive' totalities are "meaningless" (rather than, say, merely false)?

(11) How was the diagnosis of the source of paradox as violation of VCP to
support -the positive solution to the paradoxes——type theory?

(1ii) What support could be found for the theory of types over and above
the fact that it blocked the vicious circle fallacies?

In terms of the above quotations, Russell's argument seems to be
that, ordinarily, it seems possible to define new members of certain collec-
tions by speaking of all members of those collections. For example, from
Russell, the proposition "all propositions are either true or false" seems
to be a proposition. As such, it 1s included in the totality of all pro-
positions. Similarly, the property of having all properties not specifi-
able in fewer than nineteen words seems to be a property specifiable in

fewer than nineteen words. And the class of all non-self-membered classes
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seems to be a class which may or may not be among the non-self-membered
classes. In such cases, though, to be a member of the totality (of pro-
positions, properties or classes), so defined, leads to contradictions.l
So, such 'new' members of the totalities cannot exist; it is never possible
to define them in terms of the totality, and, hence, it doesn't make sense
to speak of all members of such totalities.

A moment's reflection on this reconstruction of Russell's argument,
however, makes it clear that the conclusion goes far beyond what follows
immediately from the premises. Apparently, Russell argues from the fact
that some attempts to define new members of a totality in terms of all
members lead to contradictions, to conclude that all attempts to define new
members in those terms are illicit., Secondly, from concluding that new
members cannot be defined. in terms of all members, he asserts, without

"all members'";

further argument, that we canmot do anything by speaking of
i.e. that speaking of "all members' of the totality is meaningless. Why
should the fact that some specifications of members of a totality which
involve reference to all members of éhe totality lead to contradictions
justify our concluding that universal quantifications over the members of
that totality are meaningless?

The question turns on what we take a definition or specification of
a totality or 'class' to be. Consider, for example, an assertion about all
propogitions——similar to Russell's own illustration in the second quotation
above:

(1) All propositions are false.

If (1) is included among the totality of propositions it is about, then (1),
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if true, is false. If (1) is false, however, it follows only that some
propositions are true. (1), if true, is false; and, if false, is false.
So, (1) is false. Why should we suppose it meaningless?

Similarly, consider again the defining characteristic of the class
which issuea in Russell's paradox. This is the class w such that:

(2) ") (xe w.=.x ¢ )"
and the paradox comes from instantiating the universally quantified 'x' to
w. The thrust of VCP, it is suggested, is to make it illegitimate to
include w, or any class whose specification might "involve" or "presuppose"
W, in the range of the quantifier "(x)". Should we not say, following
Quine, that it is simply false to suppose there is any class satisfying (2),
because the supposition that w exists leads to contradiction? Why should
we gsuppose (2) is meaningless?

Finally, is it always illicit to specify an object as a member of a
class if, in specifying that object, we have to make reference to all
members of the class? If so, then there has to be something illicit in
singling out the typical Oxford student as one whose exam results are
nearest the average of all exam marks at Oxford, including his own. Yet,
there seems nothing visibly 1llicit in such a specification; it strikes us
as very odd to suggest that such specifications are meaningless.

These criticisms of the use of VCP to reject impredicative defini-
tions as meaningless are essentially those of Ramsey, Godel and Quine.2
Ramsey's criticisms are a part of his general attack upon Russellian rami-
fied type theory. They are necessary to his proposed simplification of

type theory--described in outline in Section A--only to the extent that
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VCP and the notion of impredicativity support a ramified type theory, but
not the modified simple theory which Ramsey develops.3 ngel's arguments
extrapolate from points which arise naturally from Ramsey's simplificationA;
and Quine provides a review of those arguments——adding to them a rejection
of Russell's contextual elimination of classes as based upon use/mention
confusions (also outlined in Section A). It is natural, therefore, to
assess the force of these arguments in the context of more detailed exposi-
tion of the ramified type theory of PM and Russell's reasons for its con-
struction.

In responding to these criticisms, it has to be admitted immediately
that there are occasions where Russell writes as if the mere fact that a
definition, or specification of a class, leads to contradiction is suffi-
cient to declare the definition or specification meaningless. There is
then every reason to object that what leads to contradiction is properly
deemed 'false', not meaningless. (One example-—-quoted above from PM, p.
37--is Russell's remark that '"we shall therefore have to say that statements
about 'all propositions' are meaningless" (my emphasis), as if its being
meaningless followed from the circularity of its specification. Another
example occurs in Russell's 1908 discussion of the Liar Paradox which he
concludes:

It is useless to enlarge the totality (of all proposi-

tions) for that equally enlarges the scope of statements

about the totality. Hence there must be no totality of

propositions, and 'all propositions' must be a meaningless

phrase. (p. 62--my emphasis)

In these cases, and others, where Russell argues as if simply to specify

a class which, ceteris paribus, leads to contradiction, is to violate VCP
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and to assert something meaningless, then what I shall refer to as the
"Ramsey arguments" are valid, and Russell has no justification for this
inference.

I shall first state my replies to the Ramsey arguments (with Godel
and Quine's additions) in order that they may be more clearly traced and
substantiated through the long exposition of Russell's development of
ramified type theory, and discussed in Subsections () and (virz):

(a) Excepting occasions like the above (which might, in fairness to
Russell, be discounted as 'oversights'), Russell was frequently emphatic in
his demand that the mere diagnosis that paradoxical constructions involved
vicious circle fallacies was insufficient to 'solve' the paradoxes. This
contrasts with Poincaré's use of VCP--Poincaré simply rejected 'impredica-
tive' class specifications (together with their committment to actually
infinite totalities) because such specifications generated paradoxes through
their circularity. On the contrary, Russell insisted that VCP must itself
be explained as a consequence of a positive solution to the paradoxes which
showed how paradoxical cases could be rejected as meaningless.

(b) The source of the paradoxes, Russell argued, revealed in the
vicious circle fallacies, went much deeper than the theory of classes, and
involved the basic notions of propositional functions and their ranges of
significance. To remove the paradoxes, then, it was not enough simply to
modify the notion of a 'class', or restrict the domain of classes axiom-
atically. For, this would not show that impredicative definitions were
meaningless. Instead, the positive account must demonstrate that "the
exclusion (of impredicative definitions) must result naturally and inevit-
ably from our positive doctrines, which must make it plain that ‘all pro-
positions' and 'all properties’ are meaningless phrases.'" (Russell, 1908,
p. 63).

(c) Godel's claim has been that, whether or not impredicative defi-
nitions are regarded as viciously circular and, hence, illicit, depends on
whether we take a 'realist' or 'constructivist' attitude towards the exis-
tence of classes.> Quine has endorsed this claim and argues further that
VCP does not reveal a gource of the paradoxes but amounts only to a pro-~
posal to “thin the universe of classes down to the point of consistency"
(Quine, 1963, p. 243). In contrast, though I leave aside the question
whether ramified type theory (with the controversial Axiom of Reducibility)
provides an adequate foundation for a constructivist set theory as beyond
the scope of my present enquiry, I shall argue that to construe Russell's
positive theory thus is to misconstrue it. That is, I shall show that the
ramified theory is not simply an adjustment to a set-theoretic foundation
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of mathematics, but, primarily, a natural consequence of Russell's mature
theory of meaning (i.e. for Russell, of ‘'denoting') and of his theory of
judgement. Only by locating the positive account in the theory of meaning
can the claim that impredicative definitions are 'meaningless' be given
content. This leads naturally to the examination of Russell's use of type
theory in the analysis of significant predication.

(IT): Origins of Type Theory:

Early in his quest for a solution to the paradoxes, Russell felt the
need to call into question the existence of classes. In the Principles,
(1903), he had already said:

In the case of classes, I have failed to perceive any

concept fulfilling the conditions requisite for the

notion of a class. And the contradiction ... proves

that something is amiss, but what this is I have hither-

to failed to discover. (Preface to Russell, 1903).

Russell proceeded to attempt the logicist reconstruction of mathematics
without reference to classes until, as he wrote later in a letter to
Jourdain, dispensing with classes "went well until I came to consider the
propositional function W, where W(@).= ¢.“’¢(¢) [here, "@" ranges over
propositional functions]. This brought back the contradiction, and showed
that I had gained nothing by rejecting classes."6 Nonetheless, Russell
persisted in the conviction that some part of the trouble lay in the
notion of a 'class'-—even though he now knew that the contradiction infected
his theory of propositional functions, also. By 1905 he had completed his
Theory of Descriptions which he considered a partial breakthrough—-not only
for his theory of meaning (denoting); but also for the problem of the para-
doxes. This connection between the Theory of Descriptions--which I take to
be too well-known to bear repetition, here--~and his search for a solutiom

to the paradoxes is related by Russell in several places. In Russell, 1959

(p. 79), and subsequently in his Autobiography (1967, vol I, pp. 152, 177),
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he remarks that the Theory 'was the first step towards solving the dif-
ficulties which had baffled me for so long"; and quotes a letter to Lucy
Martin Donnelly of June 13, 1905, in which Russell writes:

This little puzzle (of whether descriptions denote in

the way names denote) was quite hard to solve: the

solution, which I have now found, throws a flood of

light on the foundations of mathematics and on the

whole problem of the relation of thought to thing.

In sum, there are three respects in which the Theory of Descriptions
proved relevant to the quest for a positive solution to the paradoxzes:
(1) The contextual definition of descriptive phrases of the form "f{(-4 x)
¢x" (corresponding to English: '"the one and only one @ is f") in terms of
"(Ay) (x) @x= .x=1y) & £(y)]" is explicity used in PM to facilitate
the actual development of mathematics from the axioms. This use of the
Theory I do not discuss further below.
(1i) The success of the Theory in eliminating phrases which appear to
denote some definite object, from propositional contexts in which they
cannot be said to denote anything (e.g. "The present King of France is
bald") convinced Russell that he need not sustain his Principles theory of
meaning which required that each word or phrase in a meaningful sentence
stand in a relation of meaning ('indication') to constituents (terms) of
a proposition which must have, in some sense, existence (or, at least,
'subsistence') as non-linguistic items. As Russell puts it:

What was of importance in this Theory was the discovery

that, in analysing a significant sentence, one must not

assume that each separate word or phrase has significance

on its own account ... It soon appeared that class-symbols

could be treated like descriptions, i.e. as nonsignificant

parts of significant sentences. This made it possible to
see, in a general way, how a solution to the contradictions
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might be possible. (Russell, "My Mental Development",
in Schillp, 1944, p. 14).

(i11) As is apparent from the above quotation, the Theory of Descriptions
also afforded Russell an analogy between descriptive phrases like ''the one
and only one x such that @x" and class-expressions like ''the class of all
x's such that #x". Indeed, the Theory afforded more than an analogy,
since it provided the crucial stimulus Russell needed for developing both
the doctrine of 'incomplete symbols', which is the foundation for the
theory of types, and the characteristic thesis that the overt grammatical
form of a sentence need not mirror the logical form of the proposition
expressed. This latter thesis was to guide much of Russell's later work
on the logical atomist conception of the analysis of propositional signi-
ficance and the form of the propositions of logic. At this early stage,
even, the relation of a word or phrase to its meaning is, for Russell,
only one part of the problem of meaning. The significant relatiomships
are the logical relations between terms and denoting complexes, qua con-
stituents of the proposition. The success of the contextual elimination
of apparently denoting phrases like descriptions led Russell to seek a
method eliminating class referring expressions from the logic of PM by
means of contextual definitions. This method is given in the key section

*20 of PM defining class—-expressions. In these definitions, the expres-

]

df

the expressions on the right. The exclamation points confine the proposi-

sions occurring on the left of ' = are to be understood as abbreviating

tional function variables to their left to "predicative functions". I

shall discuss these shortly:



" = _: : = N !
20.01 f {?('\yz)} - T4 (3P : Pix L Vx . £(90).
*20.02 x € (P!'x). =45 Pix.
*20.03 Cls (Class) =, 3 {(3I M. a = Z(B!z) .
*20.07 (a). fa. = ... (®). £]2(912)8.
* a = s . = tg - 1 n
20.08 f{a(ya)} af’ (3 Ya.=_- fta : f(@'a).
"
To be sure, as Godel has pointed out (in Schillp, 1944, p. 126), these con-
textual definitions require additional conventions goverming the order in
which defined expression are to be eliminated; especially where two or more
definienda occur in the sentential context--but this complication can be
ignored.
Of these three influences of the Theory of Descriptions the second
((i1), above) is the most intriguing when considered alongside Russell’s
demand that a positive solution to the paradoxes show why impredicative
definitions are meaningless. For (ii) embodies a significant change in
Russell's theory of meaning. Russell had already pointed out that the
connection between vicious-circle fallacies and committment to classes
turned upon the use of unrestricted variables in propositional functions
which determine classes (which, as noted above, is one sense in which
specifications of classes are 'impredicative'):
Thus we require, if the vicious-circle principle is to be
verified, that classes should not be among the possible
values of a wholly unrestricted variable, which is another
way of saying that we require that there should be no
classes. We cannot then give any meaning to the supposi-
tion of a class being a member of itself, and thus we
escape the paradox. (Russell, 1906, repr. & tramsl. in
Lackey, 1973, p. 210).

The question arises, then: how are restrictions upon class-variables

in propositional functions to be a natural consequence of the account of
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propositional functions in terms of which class-referring expressions are
contextually analysed? Such restrictions as are natural have to be derived
from the nature of propositional functions (and, hence, of propositioms),
themselves. What is doubly unfortunate for the exegesis of type theory

is, as Russell admits, that "the question as to the nature of a (proposi-
tional) function is by no means an easy one" (PM, p. 39); and that at least
one critic of ramified type theory--Quine--locates his most telling criti-
cism in Russell's confusion of sign with object in describing propositional
functions (Quine, 1963, pp. 245, 255 - 256; also "Russell's Ontological
Development", J.Phil., 63, 1966, 647-667; repr. in Klemke, 1973, pp. 3-14:

references are to pagination of Klemke, 1973). - discuss this critic-

ism in subsection (V), below.
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(III): Incomplete Symbols and the Multiple Relation Theory:

The baslis for the ramified theory.

First, let us reconstruct the reasoning behind Russell's ramifica~-
tion of propositions and propositional functions into orders. The impor-
tant step in this reasoning-—one which Russell could not have made before
his 1905 formulation of the Theory of Descriptions——is the inference from

the description of propositions as (expressed by) incomplete symbols to the

conclusion that propositional functions containing apparent (bound)vatiables
must be of a radically different kind from elementary propositional func-
tions; i.e. that the general judgements of logic and mathematics are dif-
ferent in kind from particular assertions of fact. This contrast between
Russell's pre-~1905 and post-1905 views on propositions is most strikingly
brought out by considering his different accounts of propositions as the
objects of an act of judgement. I shall summarise these accounts very
briefly.ll

Prior to 1905, Russell had held the view that propositions--true or

false~-were the objects of judgement. Such objects were 'transcendental',

i.e. their being was not dependent upon the act of judging, believing or
disbelieving, and they were complex, i.e. they contained constituent "terms"
which, themselves, had being, in some sense; though they characteristically
involved a "certain kind of unity, apparently not capable of definition,

and not a constituent of the complexes in which it occurs" (Russell, 1904,
repr. in Lackey, 1973, p. 62). (This "certain kind of unity" which is
involved in the propositional complex appears, from Russell's discussion in
Russell, 1904, to be essentially that which I have characterised below as

the propositional unity required to distinguish a proposition from a mere
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list——see below p. 132 ). The act of judgement, then, involved a dyadic
relation between an experiencing subject and an object——a true or false
proposition:

The position we have now arrived at is that there are,

apart from and iIndependently of judgement, true and

false propositions, and that either kind may be assumed,
believed or disbelieved. (Russell, 1904, loc. cit., p. 74).

We may contrast this position immediately with the account given in
1910 in PM: (which parallels the "Multiple Relation" Theory of Russell,
1910b, pp. 147-159)

When a judgement occurs, there is a certain complex
entity composed of the mind and the various objects
of the judgement. When the judgement is true ...,
there is a corresponding complex of the objects of
the judgement, alone. Falsehood, in regard to our
present class of judgements, consists in the absence
of a corresponding complex composed of the objects,
alone. It follows from the above theory that a
‘proposition', in the sense in which a proposition
is supposed to be the object of a judgement, is a
false abstraction, because a judgement has several
objects, not one. (PM, p. 44).

The 'bresent class of judgements" to which Russell here refers are such as
comprise those '"of the same form as judgements of perception, i.e. their
subjects are always particular and definite" (PM, p. 44)--an example of
which is given as judging (say) "this is red". For such cases:

a judgement does not have a single object, namely the

proposition, but has several interrelated objects.

That is to say, the relation which constitutes judge-~

ment is not a relation of two terms, namely the mind

and the proposition, but is a relation of several terms,

namely the mind and what are called the constituents
of the proposition. (PM, p. 43).

The truth or falsity of judgements from this class is then explained in

terms of the presence or absence of a complex corresponding to the arrangement
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of objects in the judgement. An example will clarify this explanation:
suppose a and b are particular, definite objects and I judge, say, that a
is bigger than b. Now, Russell held that, provided a, b were simple
objects which were present to me, in some sense, (which which I was
"acquainted'), then I could simply perceive the complex consisting of a's
being bigger than b i.e. "a-in-the-relation~bigger-than-b'. When I judge
that a is bigger than b, this judgement of perception-—derived from the
perception of the complex by attending to it--is a relation of four terms:
a, b, the relation 'being bigger than' and myself (as percipient). The
perception itself, however, counsists simply in a dyadic relation between
the complex and myself. Since what I perceive when I see a to be bigger
than b cannot be nothing, I cannot have perceived the complex 'a's being
bigger than b' unless in fact a is bigger than b. Hence, my judgement is
true, because there is a complex corresponding to the arrangement of objects
in my judgement. Should there have been no complex corresponding to the
arrangement of objects of my judgement-—even though there appears to me to
be one——my judgement that a is bigger than b is false (c.f. PM, p. 43).
Judgements of this class, which involve only simple objects (of
acquaintance) having qualities, standing in relations, and which are true
when there is a complex corresponding to the judged arrangement of objects,
false when thereAis no such complex, Russell called "elementary judgements".
(p. 44). The objects of true elementary judgements can be called "elementary
propositions" though it must be recognised that to speak thus is to use a
"false abstraction", for the object of judgement is "not a single entity"

(ibid.). This 1is what is meant by calling the phrase (sentence) which
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expresses a proposition an "incomplete symbol" (ibid., p. 44)--it has no
meaning in itself (does not stand for a determinate entity), but requires
some supplement (namely, beilng judged or asserted) to complete its meaning.
I shall discuss 'incomplete symbols', shortly.

Not all judgements are elementary; so not all propositions are ele-
mentary——in particular, the general propositions of logic and mathematics
are of a radically different kind from elementary propositions. It is in
this classification of the separate kinds of proposition--based upon the
kind of judgement involved--that the basis for the ramification of proposi-
tions (and propositional functions) into separate orders can be discerned.
It is thus that we can follow how Russell had reasoned that the solution
to the paradoxes—that statements involving "all propositions', "all pro-
perties', and so on, were meaningless--was to be a consequence of his
positive doctrines of propositional meaning. What has to be shown, then,
is how the doctrine that propositions are expressed by 'incomplete symbols'-—
a view which evolved from the contextual elimination of denoting phrases by
means of the Theory of Descriptions--led to the ramification of orders of
functions.

To deny that propositions are single, autonomous objects of judgement
and to claim that they are expressed by 'incomplete symbols' which have no
meaning on their own, amounts, for Russell, to saying the same thing: that,
though we appear committed to the existence of such entities as are denoted
by phrases like '"the redness of this book", 'the proposition that Socrates
is human', "that a is bigger than b" which function as grammatical subjects

of sentences, the analysis of these phrases in use shows that this
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Whenever the grammatical subject of a proposition can be

supposed not to exist without rendering the proposition

meaningless, it is plain that the grammatical subject is

not a proper name, i.e. not a name directly representing

some object. Thus, in all such cases, the proposition

must be capable of being so analysed that what was the

grammatical subject shall have disappeared. (PM, p. 66).

The paradigm of an incomplete symbol is that of a descriptive phrase
of the form '"the so-and-so" occurring in a sentence in use. The occurrence
of such a phrase, though apparently denoting an object, is analysed in the
context in terms of expressions having no such denotational role. Thus,
"The F is G'" becomes "At most and at least one F is G". The analysis is
such as to provide a meaning for all contexts in which such phrases occur.
Such expressions, then, are incomplete in that they do not symbolise (have
no meaning) on their own,; but only function in determining the truth or
falsity of the whole sentential context in which they occur. Analogous
reasoning lies behind Russell's treatment of expressions apparently denot-
ing classes. Expressions for classes are also incomplete symbols, to be
analysed out as making assertions about what satisfies propositional func-
tions. The question thus becomes: can a proposition be said to be expressed
by an incomplete symbol in this sense?

A sentence alone--considered as a string of symbols or phrases--is
not a1 object of judgement (unless a constituent of a judgement about sen-
tences). To have judged that Richard Nixon was dishonest is not necessarily
to have uttered, nor even entertained, the sentence 'Nixon is dishonest''--

though it may have been to have asserted, or been prepared to assert of

Nixon that he conspired to cover-up White House involvement in the Watergate
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break-in, etc.; and so judge him to have been dishonest. The important
insight Russell achieved in embracing (by 1910) the theory of judgement as
involving a ‘multiple relation' between the subject and what enters into
the act of judging (as opposed to a dyadic relation between subject and
proposition) is to make 'propositions'--conceived as the objects of inten-
tional acts of judging or asserting--disappear on analysis. But 'proposi-~
tions' fulfill a double purpose for Russell: they are what we ''falsely
abstract" as the objects of intentional acts; but they are also what sen-
tences express (their 'meaning') and the bearers of truth-values. Even
though Russell dispenses with propositions as the objects of intentional
acts by means of the 'multiple relation' theory of judgement, this double
role remains important. It connects the view of propositions as expressed
by 'incomplete symbols' to the theory of judgement, through the claim that

what 'completes' the sentential symbol is the contribution it makes to an

act of judgement or assertion (i.e. the incomplete symbol becomes a proposi- ‘

tion in being asserted).

The view of the proposition I shall develop, therefore, is to con-
sider the proposition as the 'kind of judgement' made in the ajssertion of
a sentence. This conception of the proposition supports the ramified
heirarchy of propositions and functions through the classification of the
kinds of judgement expressed in sentential assertions.

The basic distinction that has to be explicated is that which Russell
draws between an "elementary" and a 'mon-elementary' judgement (PM, p. 44).
This distinction 1s immediately problematic because, in PM, the separation

of 'elementary' from 'non-elementary' judgements upon which the heirarchy

4

1
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is based is made in terms of an epistemological theory about the judging
subject's relation to the objects entering into his judgement. The order
of Russell's argument is as follows: Russell maintains (ibid., p. 39) that
the values of a propositional function f% are presupposed by the functionm,
and not vice versa. The values of ¢% are propositions fa, Pb, Hc,...; so
in saying this Russell is committed to holding that the kind of proposition
that is the value of a function is not determined by the function, but is
presupposed by it. This is explained by noticing that differences in kind
between propositions are reflected in differences in the judgements made
through assertion of sentences which, in their assertion, express those
propositions. Thus, differences in 'kind' (or "order") between proposi-
tional functions ultimately depend upon differences in the kind of judge-
ments made. We have first to explain, therefore, differences in kind
between judgements——and these differences are, for Russell, grounded in

the epistemology of judgement.

In an elementary judgement-—as noted above--the objects arranged in
the judgement must all be objects of immediate acquaintance. In judging
Soc#ates to be human (c.f. PM, p. 50), strictly speaking, I am not making
an alementary judgement ('pointing to' a perceived complex, if true, and
which 'contains' a perceived object and a perceived quality). The judge-
ment is strictly non-elementary, if only because I am not 'acquainted with'
Socrates (I do not directly perceive him). Indeed, Russell seems to
suggest, in the above, that only Socrates is immediately acquainted with
himself. I, like most of us, know Socrates only through descriptions that

are true of him—"the Athenian who drank hemlock', "Plato's mentor",...-—and
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an analysis of these descriptions shows that the judged proposition that
Socrates is human is only apparently of the form '@a'. The occurrence of
apparent (bound) variables in the fully analysed version of the proposi-
tion precludes 1ts being elementary, in Russell's sense.

The problematic character of this distinction arises essentially
from the epistemological difficulties over what can or cannot be an 'object
of acquaintance'--particularly, from the difficulty of how communication
in language 1s secured when what is an object of acquaintance for a speaker
is not so for his audience. I do not believe that these difficulties in
Russell's account can be resolved; but to argue this is beyond the scope
of my present enquiry. I shall attempt, instead, to reconstruct the clas-~
sification of kinds of judgement along lines with which Russell would cer-
tainly not have agreed, but which can provide an epistemologically less
contentious ground for the ramified theory. This reconstruction is neces-
sary if it is to be shown that ramified type theory is not vitiated by
Ramsey and Quine's attacks upon it, and if the justification for Russell's
positive solution to the paradoxes 1s to be carried forward into considera-
tion of significance—~failure and of category mistakes.

The recomstruction of the classification of judgements is based
upon the following (lengthy) quotation frum PM (Introduction to First Edi-
tion, Ch. II, Section (iii), p. 44):

We will give the name of 'a complex' to any such object

as 'a in the relation R to b' or 'a having the quality

q' or 'a and b and ¢ standing the relation S'. Broadly

speaking, a complex is anything which occurs in the

universe and is not simple. We will call a judgement

'elementary' when it merely asserts such things as 'a
has the relation R to b', 'a has the quality q' or 'a
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and b and ¢ stand in the relation S'.... Take now such
a proposition as 'all men are mortal'. Here, the judge-
ment does not correspond to on2 complex but to many,...
Our judgement that all men are mortal collects together
a number of elementary judgemeats. It 1is not, however,
composed of these, since (e.g.) the fact that Socrates
is mortal is not part of what we assert.... We must
admit, therefore, as a radically different kind of judge-
ment, such general assertions as ‘'all men are mortal'.
We assert that, given that x is human, x is always
mortal .... That is, given any propositional functions
p% and Yx, there is a judgement asserting +x with
every x for which we have #x. Such judgements we will
call general judgements.

The first distinction between kinds of judgement, then, is that between
elementary and general judgements. It is connected to the ramified heirarchy
of orders of functions in the following way: (for ease of exposition, at
this point, I confine attention to assertions of 'atomic' sentences; i.e.
sentences not containing connectives: negation, conjunction, disjunction
or the conditional).

Consider a basic class of sentences which can be used to assert of
particular items that they have qualities and stand in relations. Such
sentences are commonly represented as of the forms 'F(a)', 'R(b,c)’',
's(d,e,f)*,...; where these may assert, in use, that I am hot, that John
is Mary's father, that Iago sees Cassio visit Desdemona. "a'", "b", "c",....
occur in these sentences as names or singular terms referring to indivi-
duals. An individual by PM *9,131 (pp. 132-3 and c.f. p. 51) is anything
which is neither a proposition nor a function. Since a proposition is
expressed by an 'incomplete symbol' that has no meaning on its own, and a

function is an "essentially ambiguous' expression (i.e. its meaning is

given by its "ambiguously denoting' all the propositions expressed by
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asserting some value of the function——see p. 40), we can regard the
explanation of an 'individual' as equivalent to saying that a name for an
individual is any expression which has meaning on its own, i.e. a name is
a complete symbol. Within these basic sentences, "F, R, S,..." occur as
schematic for n-adic predications true or false of individuals.

The judgements made in the assertion of such sentences are 'autono=-
mous', in the sense that, ordinarily, to understand what is asserted by
them, it is sufficient to know what would make them true or false. That
is, nothing further has to be judged to verify or falsify what is expressed
in asserting "F(a)" or "R(b,c)" save that the circumstances of a's being
F, or b's bearing R to ¢, obtain or do not obtain. We can thus call what
is thereby judged "elementary" (in a sense slightly different from Russell's)
to indicate that, usually, to understand directly what is asserted is to
know what circumstances count as making it true or false. Understanding
"F(a)", that is, amounts simply to knowing that an assertion of "F(a)" is
about a, asserts F of it and is true if a is F, false if a is not. This
is a rather rudimentary Aescription of a basic class of judgements expressed
in the assertion of simple declarative sentences--but it will suffice for
my purposes.

We may consider all such elementary judgements as subsumed under the
forms 'F(a)', 'R(b,c)', and so on. Next, we may judge that some or all of
a subclass of judgements of that form (all those, for example, whose
expression asserts being F of some individual) are true. To do so is to
make a different kind of judgement. Whereas the minimal support required

for a judgement that F(a) is the particular circumstance of a's being F,
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the support required for a judgement that every individual is F (or "every-
thing is F") is that each of the elementary propositions expressed by
"F(a)", "F(b)", "F(c)", and so on, is true; i.e. every such circumstance
obtains. To express such a judgement, it is not enough to assert that F(a),
generally-—-since "a'" is now no longer occurring as a namé, but as a place-
holder for any of an arbitrary number of names. Properly, a variable 'x"
is demanded in the expression for that judgement.

What we intend in judging that everything is F is, thus, that any
arbitrary instance of "F(x)" (where an instance is what results from
replacing "x" by a name), when asserted, expresses a truth. We can no
longer say that to understand what is asserted 1is to know what circum-
stance would make an arbitrary instance of "F(x)" true. For, there is no
such circumstance. We understand by an assertion of "F(a)" only this a's
being F--where a is some definite (non-arbitrary) individual. Judging
that everything is F must differ in kind, therefore, from judging that a
is F--being understood in different ways is indicative of their assertion
being different in meaning. The next step in reconstructing Russell's
argument is to apply this difference to propositions and functions.

A general judgement (that everything is F, that some F is G)
involves a judgement about what satisfies propositional functions. This
is Russell's analysis of quantifier-phrases:

Corresponding to any propositional function ¢&, there

is a range, or collection, of values, consisting of all

propositions (true or false) which can be obtained by

giving every possible determination to x in ¢%X... Now

in respect to the truth or falsehood of propositions of

this range, three important cases must be noted and
symbolised ... Either (1) all proposgsitions of the range
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are true, or (2) some propositions of the range are true,

or (3) no proposition of the range is true. The state-

ment (1) is symbolised by '(x).®#x' and (2) is symbolised

by '(3x).8x" ... "(x).~08x"' symbolises the proposition

that every value of @& is untrue. This is number (3) as

stated above. (PM, p. 15).
To assert that everything is F is, thus, to judge every value of the func-
tion FR to be true. Provided we understand what is involved in the asser-
tion of an elementary proposition (namely, we are acquainted with the
complex of which it is true or false), then, when the values of FX are
confined to elementary propositions, we undersiand what is involved in
the assertion of what Russell called a "first-order proposition'. That
is, since we know, for each proposition expressed in asserting FX of
some definite object a, what makes it true or false, then we understand
what is judged in asserting some or all such propositions to be true.

Similarly, if we consider all general judgements which are made
in assering of each function F%, GY, H2,... that some or all propositionms
in its value-range are true, then we can judge that some or all of these
first-order propositions are true. That is, we can assert of a proposi~
tional function whose value-range includes first-order propositions that
it is true in some or all cases. Such an assertion makes a still more
general judgement than that some first-order function is sometimes or

always satisfied; because this latter assertion is 'about' some or all

first-order propositions. Provided the value-range of this second-order

function is definite, then we understand what has to obtain for the judge-
ment made thereby to be true. We understand what it is for each value of

a first-order function to be true or false; whence, we understand what is
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involved in judging some or all such functions to be sometimes or always
satisfied. Proceeding in an entirely analogous manner to functilons of
third and higher-orders (bearing in mind that the order of a function
depends upon the order of propositions presupposed in its value~range-——
hence, upon the type of argument to the apparent (bound) variable in its
assertion of a definite range of items), we generate the heirarchy of
orders according to the kind of judgement expressed in asserting (i) an
elementary proposition; (ii) a general judgement ‘'about' all or some
elementary propositions; (iii) a general judgement 'about' all or some
judgements 'about' elementary propositions; and so om.

For the purposes of this intuitive characterisation, though, I have
described the ‘orders of gemnerality" of functions, etc., as if at each
order the only 'new' propositions asserted affirm all or some values of
lower-order functions to be true. In fact, however, Russell conceived the
ramifications of the heirarchy to be much more extensive. TFor I have dis-
cussed only atomic propositions, whereas the same distinctions apply to
all kinds of molecular propositions (involving 'logical' functioms:
negation, disjunction,...). If "Fa" is an elementary proposition, then
"(x) .Fx" is one first-order assertion. There are also at first-order,
assertions of logical functions which combine one or more elementary pro-
positions into molecular judgements. Thus, if P,» do»+-+ are elementary
propositions, there is a first-order function '0r(p,q)' which presupposes
the totality of elementary porpositions in being asserted of py, dose--
Thus, the judgement that-p, or qg, made in asserting 'or(®,q)" of Po> 9g»

is true just in case there are perceived complexes that-p, or that-qo.
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Similarly, if "Fa" is elementary, and "(x).Fx" is first-order (asserting
all values of Fx), there is the "branching" function (of 'implication’;

i.e. 'Impz(ﬁ,ﬂ)') which is of second-order, presupposing elementary and

first-order propositions. Asserting 'Impz(p,q)’ of an elementary and a
first-order propositions yields the second-order proposition "(x).Fx .7 Fa".
Since this last can be asserted generally (where "@" is a variable taking
elementary functions as arguments) we can assert it of any elementary
functicn @X, yielding: bt : (x).fx .D " @a. Such "branching" of func-
tions (over different orders of functions, or over functions, propositions
and individuals) leads to a multiply complex heirarchy. By the doctrine
of "systematic ambiguity", however,—which is discussed below, and in
Appendix A to this section--it is rarely necessary to assign definite
orders to 'logical' functions. Indeed, the import of the Axiom of
Reducibility-—also discussed below--is primarily to remove the need to
consider the ramification of 'branched" higher-order functions and their
separate types of arguments,

This concludes the intuitive characterisation of how the ramified
theory develops out of the twin theses central to Russell's theory of
propositional meaning: the thesis that propositions are expressed by
incomplete symbols through their being judged or asserted; and the thesis
that differences in the value~ranges of propositional functions reflect
differences in the kinds of judgement made in assertions involving those
functions. Two points of discussion remain before I turn to the criticisms
of this theory by Wittgenstein and Ramsey. The first point is that much

more than the intuitive characterisation above is required to support the
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technical application of the theory to the logic of PM. Since I do not
intend to examine in detail, however, the application of ramified type
theory to the foundations of mathematics, I shall simply outline some of
the technical aspects of the theory which prove relevant to later portioms
of this thesis. The second point arises out of the use of the ramified
theory to declare paradoxical assertions meaningless. To explain paradoxes
as violations of type requires the additional classification of types
which serve as arguments to (not values of) propositional functions of a
given order. It is necessary therefore to examine the relations between
‘orders' and 'types'.

The intuitions behind the heirarchy of orders, I have suggested above,
involve the kinds of judgement made (either elementary or general). Rus-~
sell is appealing, thus, to the role of the proposition as the object of
an intentional act of judging. By 1910, certainly, he did not believe that
judgement had a single entity--a proposition--as its object. Nevertheless,
the analysis of propositional orders as based upon kinds of judgement makes
the assumption that, for the purposes of logic, he can speak of these
"false abstractions'--propositions--as if they entered into judgements.

If the heirarchy of orders concerns the kinds of propositions, viewed
(falsely) as objects of judgement, the heirarchy of types is based upon
consideration of the second role of propositions: namely, as what is
expressed in the assertion of sentences, and as the bearers of truth-
values. That is, distinctions of order depend upon the kind of judgement
made; distinctions of type concern the meaningfulness (significance) of

what ig expressed. The connection between the two kinds of distinctions
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(really, one set of distinctions drawn in two ways) is simply as stated
above: to deny that propositions are 'single entities' which are the
objects of judgement, and to view propositions as (expressed by) 'incom-
plete symbols' which are ‘'completed' through being asserted, amounts, for
Russell, to saying the same thing. What is expressed in the assertion of
a meaningful sentence is what is judged in an act of judgement. Analysis
of judgement and of propositional assertion reveal that their composite
natures are the same whether described in the logical idiom of functions,
argument and value, or in the epistemological idiom of perceived complexes,
individuals, qualities and relations. (Indeed, in view of Russell's con-
ception of logic, the modern separation of 'matters logical' from 'matters
epistemological' is artificial when applied to the subject-matter of PM).
This direct relationship between assertion and judgement, however, (essen-
tially, then, between language and thought) is certainly obscured by

Russell's construing assertion as a logical supplement to what is symbolised

in a sentence (see: PM, pp. 8-9).

Russell had inherited the view that sentences require supplementation
by a sign for their being asserted (as opposed to, say, being considered,
or entertained) from Frege—-the assertion sign 't—' of PM is Frege's own

“content + judgement-stroke" of the Begriffschrift, Section 2. I shall

have occasion below to consider briefly this conception of assertion--in
examining Wittgenstein's criticisms of type thenry in Appendix A. I believe
Russell's conception to be mistaken: that an act of asserting is being
carried out in the utterance of a sentence cannot be symbolised by a sup-

plement to the array of symbols (words) which is the sentence uttered. In
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supposing this could be symbolised, Russell confuses what is yielded by
the verbal act which asserts something significant with the verbal expres-
sion for the performance of that act. (This criticism becomes important,
in its effect upon Russell's theory of meaning, in the wider context of
logical atomism where type theory is given a more general significance. I
shall clarify the criticism in considering that wider context, and, sub-
sequently, in Part II, Section B--where the speech act of 'assertion' (or
'statement~making') is discussed in detail). Despite this problematic
conception of assertion, however, I shall seek to explicate the relation
between assertion and judgement, as that is revealed in Russell's classi-
fication of types and orders. This will complete the examination of
Russell's 1910 formulation of ramified type theory. The final task of this
section will then be to consider the changes in the theory induced by
Wittgenstein's criticisms of the theory of judgement and of propositional
meaning, leading to Kamsey's simplification of the theory of types. (For
ease of exposition I have confined detailed discussion of Wittgenstein's
criticisms to a separate Appendix to this Section).

The theory of orders—-of propositions and functions-~reflecting as
it did, differences in the kind of judgement made in assertioms of sentences,
realised Russell's intention of showing how the ban on 'impredicative'
definitions (specifications of classes or functions which violated VCP)
was to be a consequence of his positive doctrines. The theory realises
this intention in the following way: (again, for ease of exposition, I
confine attention to monadic propositional functions. The ramified

heirarchy becomes notationally unwieldy when n-adic functions are included,
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because of the need to assign (possibly different) orders to each of the
n-variables in the expression). FEach propositional function F& is well-
defined provided that there is a definite collection of propositions
which comprises its value-range. That the function presupposes the pro-
positions in its value-range (PM, p. 39), amounts to saying--on the above
interpretation of what it is for a proposition to be expressed by an incom-
plete symbol--that the judgements made in asserting any definite value of
the function (where a '"definite value'" is what results from replacing the
variable of the function by a name of the appropriate type) belong to ome,
determinate kind or order. We have already seen how elementary judgements
are expressed in the assertion of definite values of functions all of
whose arguments are individuals. The totality of indiwviduals, therefore,
comprises the lowest 'type'-—though we should pause, momentarily, to
reflect on the notion of 'individual' involved.

'Being an individual' was, for Russell, both an epistemological and
a logical notion: an individual is an immediate object of acquaintance and
is anything which is denoted by a 'complete' name (any name which, unlike
propositional-, function~, description- or class~symbols, has meaning on
its own). I have chosen to ignore the epistemological role of 'individuals'
and have tried to recomstruc: Russell's reasoning using the neutral descrip-
tion which requires that we paraphrase "whaéever is denoted by a complete
name is an individual" to meant "whatever can be symbolised, in that context,
as being what an assertion is 'about' is, for the purposes of the symbolism,
an 'individual item'". The notions of ‘what an assertion is about' and of

'context of assertion', appealed to, here, are certainly vague--their
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systematic explication is a chief concern of Part II--but the intuition
behind the reconstruction is not entirely non-Russellian. For, to make
the notion of an individual relative to the context of assertion embodies
Russell's doctrine, discussed more fully, below, that assignments of types
can always be regarded, in practice, as relative to a particular context
in which a definition or proof is being symbolically given:

It is unnecessary, in practice, to know what objects

belong to the lowest type, or even whether the lowest

type of variable occurring in a given context is that

of individuals or some other. For, in practice, only

the relative types of variables are relevant; thus,

the lowest type occurring in a given context may be

called that of individuals, so far as that context is

concerned. (PM, *12, p. 161).
That is, though the conception of individuals as the denotata of simple
names is required for Russell's grounding of the heirarchy of orders in
elementary judgements about objects of acquaintance (see: Appendix A,
PP. ¥s — ¥3 ), the only change involved in my reconstruction of Russell's
theory is one of emphasis: to consider his suggestion, that only relative
types need be considered, in practice, as a systematic requirement dictated
by the context of assertion. There is, then, nothing intrinsically wrong
with regarding, say, ""The greatest common divisor of 169 and 338 in the
interval 10 & x ¢ 15 is prime or divisible by three" as of the elementary
form "Fa"--with everything before "is" being the singular term or name--
save that the logical complexity of the assertion, and, hence, what could
be derived from a more perspicuous symbolisation of it, would be disguised.

The advantage of this different emphasis accrues primarily from its making

us less inclined to conceive either the heirarchy of types or of orders as
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absolute, in the sense in which this might lead us to believe that distinc-
tions between individuals, properties of (functions defined over) individuals,
and so on—embodied in the description of type theory--are somehow reflected
in the nature of things. Not that the doctrine of 'relative types' settles
the question whether type~distinctions hold of expressions or things--a
question which is central to the next Section (D)--rather, the doctrine

shows that the terminology of "individuals", "functions', "propositions",
"classes'", '"relations", used in describing type-distinctions, need not

cémmit us immediately to regarding differences of type as differences in
'things'. In sum, then, on this interpretation, there is not one heirarchy
of orders and one classification as to type; there is rather, for each con-
text in which an assertion or set of assertions is being considered, an
heirarchical assignment of orders and types which guarantees that the context
is "safe" from violations of VCP and from nonsignificance through violation
of type. After these preliminaries, the next step is to show how ''safe'
heirarchies are generated.

Propositions containing bound (apparent) variables are expressed in
the assertion of all or some values of a function of a given order. The
values of a function of that order from a totality of propositions, presup-
posed by the function, none of which can contain bound variables in deter-
mining the range of which the function, itself, or any expression of that
order, is emplayed. To speak, thus, of a proposition "containing bound
variables'" is to speak loosely. Properly, a proposition is not a single,
determinate entity which can "contain' other items (expressions or things).

Rather, as has been argued above, we are to construe the incomplete symbol--the
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sentence-—expressing what is judged truly or falsely in being asserted, as

containing expressions to which we assign an order, in asserting a definite

value, or some or all values, to be true. Propositions which "contain" no
bound variables, in this sense, are called '"elementary'. They are regarded
as subsumable under the elementary forms '"F(a), R(b,c), S(d,e,£f) ...". We
can consider the expressions which result from replacement of one or more
names from these forms by free (real) variables "F(x), R(y,x), S(u,v,w)..."
as forms of elementary propositional functions. Then, the functions FX,
Rﬁ,?, Sﬁ,@,@-—which presuppose different totalities of elementary proposi-
tions (monadic, dyadic, and so on)--can be asserted to hold for some or

all values. The resulting general propositions will be the first-order
propositions, say, that everything is F ("Fx, always"), that every y is R
to some z, that some u is the S of every v and w. Notice that, in a first-
order proposition, the "essential ambiguity" of the function--say, Fx--is a
genuine constituent of the judgement expressed in asserting some values of
Fx to be true. That is, in asserting "Fx, always", one judges the proposi-

tional function to be always satisfied (see: PM, p. 18). This fact, that

functions 'enter into' higher—order judgements as amongst the objects of
judgement, becomes crucial when the changes in Russell's theory of judge-
ment, and of types and orders, is considered in the light of Wittgenstein's
criticisms (see: Appendix A).

A form, as I have characterised the expressions above which contain
only free variables, is called by Russell a "matrix" (PM, p. 162). Every
function or proposition can be regarded as obtained from matrices of various

kinds by means of 'generalisation'--asserting some or all values to be true
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(ibid.). This leads to the following recursion for generating "safe"
heirarchies of order and type.

From the matrix "R(x,y)", for example, we can derive the four func-
tions: (x).R(x,?), (3:x).R(x,§), which are functions of y; and (y).R(Q,y),
(3y).R(R,y), which are functions of x. These functions can take only
individuals as arguments (arguments of type-0) to yileld first-order proposi-
tions as values. That is, first-order functions are obtained from first-
order matrices by generalising some, not all, individual variables. First-
order propositions result from gemeralising all individual variables in a
first-order matrix (PM, p. 163).

Where FX is a definite, elementary monadic function, "@!x" represents
any value of any elementary, monadic function. Here, the @-symbol is a
variable, and the exclamation-mark indicates that the function is predica-
tive in that nothing other than elementary functions of individuals can
serve as permissable substituends for the variable. Thus, "®!x" contains
two variables "$12" and "x". Neither variable is bound; so the notation
is a matrix--not, indeed, a first-order matrix, because "@!2" is not an
expression for individuals, but for first—order predicative functions. From
this matrix, new matrices can be built up-—all of which have first-order
functions of one variable as substituends: "~@ta", "f!x. > .pla",.... Such

new matrices will be second-order, and, by generalising some or all of their

variables, we obtain second-order functions and propositiomns. Second-order
functions presuppose the totality presupposed by third-order functioms (ibid.).
The order of a function, therefore, is determined not by the type of its

arguments (individuals, functions of individuals, and so on); but by the
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order of propositions presupposed in its value-range. Finally, thus, a

function is said to be predicative if it is a matrix (PM, p. 164) or of
order one greater than that of the permissable substituends for its argu-
ment variables. A first-order matrix—--containing no bound variables--can
take only names of individuals as substituends. A second-order matrix
"E£1(P¥x)" has at least one first—order matrix amongst its argument-
expressions, but has no permissable sbustituends other than first-order
matrices and names of individuals~-and so on, for higher-order matrices.
Every function is derived from some matrix of a given order by
considering the propositions which are assertions that the function in
question is true for all or some values of one or more argument variables--
other arguments being left undetermined. For example, the second-order
matrix "£!(P!x)" contains no bound variables and is predicative. The
collection of functions f!(a!%)—-where "f" is a variable-—-comprise predica-
tive functions of first—order functions. Thus, the proposition:
- (3 £). £(Fla), is second~order and is amongst the values of predicative

A A A
third-order functions G!{f!(@!z)].

(IV): Impredicativity and the Ramified Theory:

It is important to show how this characterisation of predicative
functions, within the heirarchy of orders, realises the ban on 'impredica-
tive' specifications of classes, or, equivalently, of functions. VCP is
stated in different ways through Russell's works on the paradoxes; but I
shall concentrate upon only two such statements:

Given any set of objects such that, if we suppose the

set to have a total, it will contain members which pre-—

suppose this total, then such a set cannot have a total.

By saying that a set has 'no total', we mean, primarily,

that no significant statement can be made about all its
members. (PM, p. 37).
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and

Whatever contains an apparent variable must not be a

possible value of that variable. (Russell, 1908; repr.

in Russell, 1956, p. 75).

Consider, now, two of the paradoxes which the ramified theory is
supposed to solve: Russell's paradox and the paradox of the Liar (in the
form in which Russell gives it). Russell's paradox may be stated either
in terms of classes or in terms of propositional functions-—-and, in view
of the contextual elimination of class-expressions (see above, p.1i4.b),
the latter must be regarded as more fundamental. The paradox begins with
the supposition that there is a class Z2(9z) comprising all objects a
satisfying ﬁ?, where $% is true of an object a if and only if a does not
satisfy itself. The first supposition is, then, that Z(Pz) satisfies the
defining function @z; i.e.:

(1) 9(2(P2)).

By *20.01, this is equivalent to:

@ Gy): Pix .= . dx . BGyla).

For (2) to be true or false, it must be true or false that some predicative
function 70!9 of order n must be satisfied by every object satisfying 7z
and it must satisfy $Z, also (#Z must be true or false of ~l%). The
function «(!2, if predicative, presupposes a totality of values of order
n-1, all of which are propositions which result from assertion of those
sentences in which the variable "x" in "@x" is replaced by an expression

' must appear for

of the appropriate type. Amongst these expressiomns, "'z’
the right-hand conjunct of (2) to be well-defined. But, for "¢Cy/!2)" to

be well-defined, @7 must be of order at least n+l——since )V!? is of order
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n. Otherwise "@(~y!2)" is impredicative. Since "ﬁ()V!%)" is a propositional
function of order n+l, it presupposes a totality of propositions of order
n--namely, every proposition asserting a definite value of the predicative
functions of order n. But, then, there can be no totality of propositions
of order n-1 as is presupposed by )k!?, since these were to be just those
propositions which are asserted in substituting for the variable in "@x",
and to fix this totality requires that ¢%2 be of order less than n. Since
the value-range of @2 cannot be both of order less than and greater than

n, it follows that #Z is not well-defined and no proposition is expressed
in asserting (l). When no true or false proposition is expressed in the
assertion of (1), no definite judgement is made, and the incomplete symbol
"$(Z(Pz))" is nonsignificant. Here, "to be nonsignificant" is equated, as
Russell suggests, with "failing to express a true or false proposition"
(see: PM, p. 48; and especially footnote *). The 'impredicativity', in
this case, applies to the specification of the function $2 and concerns;
not simply the fact that the specification is circular (@2 presupposes the
totality of propositions which result from substituﬁions into "@x" of names

"2(@z)" which is defined, itself, in terms of $%); but, primarily,

including
that no significant proposition can be asserted about all or some values
of ¢2, since the totality of values of @Z contains a proposition about ?Z.

The Liar paradox can be given various formulations. The version
Russell prefers is given in PM, (p. 60:

The simplest form of this contradiction is afforded by

the man who says 'I am lying'; if he is lying, he is

speaking the truth, and vice versa.

Though there may be some contraversy over the assumption that "lying" is
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equivalent to "speaking falsely' (which is required to engender the contra-
dictories: if he speaks falsely, he is speaking the truth, etc.), I shall
consider only this formulation, here. The Liar paradox is also discussed
in Part II, Section C.

Russell construes the assertion "I am lying' as interpretable as
"There is a proposition which I am affirming and which is false". Since
this is a general proposition, it asserts some value of the function "I
assert P and P is false" to be true. This function presupposes a totality
of propositions resulting from substitutions for "p'". Let us say that
this totality is of order m. Then the function is of order mt+l, as is the
proposition which asserts this function to be sometimes satisfied. This
last proposition of order mtl is itself in the value range of the function
"¢ is true", which must therefore be of order m+2. We are led, thus, to
maintain that the right-hand conjunct in the first function of order m--
namely, "p is false''--is of different order from the function "§ is true"
of order mt+2. This entails, Russell argued, that truth and falsehood must
have different meanings when asserted of propositions of different orders
(PM, pp. 41-43). This, in turn, entails that the generic notions of truth
and falsehood must be ''systematically ambiguous' over propositions of vary-
ing orders. Properly speaking, Russell argued, since "1 assert 3 and‘? is
false" is of order m, the notion of falsehood involved should be restricted
only to propositions of orders less than m. We can call this "m-falsehood".
The function involved in the Liar paradox is thus: "I assert p and P has

m—falsehood". This function is asserted to be sometimes true; i.e. not

always false. But since this latter assertion expresses a proposition of
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order mtl, then the function "not(§ is false)" involves not m-falsehood,
but mt2-falsehood (of order one greater than that of the values of its
bound variables). Since different orders of falsehood are involved in
asserting "I assert P and P has m-falsehood" to be not always ms2-false,
no contradiction ensues.

The impredicativity involved in the Liar paradox is thus shown to
rest upon the supposition that the totality of propositions presupposed by
'f is false' form a well-defined collection. Applying the second version
of VCP, given above, to this analysis of the paradox, we can see that the
circularity results from supposing that the gemeral proposition asserting
ﬁ is false to be not always false occurs among the values of the apparent
variable in "(Rp). p is false'. The occurrence of the apparent variable
in this proposition demands that it make a judgement of order at least one
greater than any assertion in the value-range of P is false'. That is,
asserting 7 is false to be not always false makes a different kind of judge-
ment from asserting a definite yalue of P is false. No definite value~
range of a function is composed of judgements of different orders——thus,
no significant proposition is expressed in asserting 'f is false' of itself.

In applying the ramified heirarchy of orders to these paradoxes, I
have followed Russell in interpreting "nonsignificance'’ as "failure to
yield a true or false proposition in being asserted". Since propositions
are not single entitles which can be true or false, however, we have to
reconstrue this latter as "not making a true or false judgement.'" For no
judgement to be made in the assertion of "@(Z(@z))", there must be arguments

a to §Z for which "@a" is meaningless—-in the sense in which no definite
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value of @Z is asserted by asserting @2 of a. Consequently, the arguments
with which ¢§'E§§ definite values from a 'range of significance (PM, p. 161),
which is defined to be a "type". Whereas propositions, functions and
matrices are divided into orders according to their presupposed value
ranges, the arguments to functions are divided into types according as
the function is significant over them (makes true or false judgements in
being asserted of them). In this way, the ranges of significance of func-
tions form a heirarchy, according as functions are significant over indivi-
duals, functions of individuals, functions of functions (and individuals),
functions of functions and propositions, and so on--where the non-elementary
judgements yielded by assertions of functions of the appropriate type of
argument divide into orders according as their value ranges from well-defined,
“"predicative" totalities. (In characterising the heirarchy of types thus,
however, as 'ranges of things' over which functions are significant, the
problematic ambiguity in the notion of a function--between 'expressions'
and non-linguistic items-~reappears).

Confining attention, still, to PM, the heirarchy of types is given
in three separate sections: in the Introduction (First Edition), Ch. II,
Section iv; in *9 (pp. 127-137) and in *12 *13 (pp. 161-172). In the firs
of these, Russell offers the following argument for distinctions of type:

'(x) .Px', ... is a function of @%X; as soon as @X is

assigned, we have a definite proposition, wholly free

from ambiguity. But it is obvious that we cannot sub-

stitute for the function something which is not a

function: '(x).Px"' means '®x in all cases', and

depends for its significance upon the fact that there

are cases of @X, i.e. upon the ambiguity which is

characteristic of a function. This instance illustrates
the fact that, when a function can occur significantly
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as an argument, something which is not a function cannot

occur significantly as argument. But conversely, when

something which is not a function can occur significantly

as argument, a function camnot occur significantly. (PM,

pp. 47-48).
Two difficulties attach to this argument for distinctions of type. TFirstly,
the argument demonstrates only the need to separate functions from non-
functions as differing in type (and not, say, functions of individuals from
functions of functions). Secondly, the argument is infected with that con-
fusion of expressions with what expressions stand for (demote), to which
Quine has drawn so much attention.

Taking the second difficulty first: it is said to be obvious that
"we cannot substitute for the function something which is not a function”.
What is substituted into any expression is clearly an expression (not what,
if anything, the expression denotes); this accords with our interpretation
of propositional functions, above, as essentially ambiguous expressions
which mean (denote) nothing on their own, but mean something in being
asserted of some definite object a, or in the assertion of their being
sometimes or always true. Within three lines, however, Russell writes that
when a function can occur significantly as argument, what is not a function
cannot. The arguments to a function-—as the above characterisation of the
type~heirarchy makes clear—-are not expressions, but what expressions denote.
Individuals are arguments to predicative first—order functions. That is
to say, first-order functions are asserted of individuals (not of names of
individuals). Thus, for first-order functions to form the range of signi-
ficant arguments to second-order functions, functions must be not expres-

sions, but what such expressions denote. How damaging is this confusion?



177

(V): Criticisms of Russell's PM notion of a propositional

function: Quine, Chihara:

[To specify Quine's criticism more precisely, and to
appraise its effect, I shall consider only Russell's
account of propositional functions in Ch.I and Ch. II
(Section 2) of the Introduction to the first edition
of PM (1910, pp. 14 -~ 19, 38 - 55). I cannot pretend
that, through the period 1903-1910, Russell's theory
of functions and, associated with it, his theory of
propositional meaning, can be summarised briefly or
easily. In addition, there are certainly accounts of
functions in Russell's other works through this pesiod
which differ markedly from the account I consider.
Thus, I shall not claim to have refuted Quine's criti-
cism that, in different places, Russell makes use/men-
tion confusions in describing propositional functioms.
I shall claim, however, to have indicated that the
notion of a propositional function is not vitiated by
such criticisms. (Indeed, I shall have occasion to
argue in Part II that the standard account of the

use versus the mention of expressions, upon which
Quine's criticism is based, is itself a confused and
confusing distinction--see: Part II, Section C).]

Though Russell had claimed in 1903 that the notion of a propositional
function belonged to the indefinable notions of logic:

We may explain (but not define) this notion as follows:
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Px is a propositional function if, for every value of x,

Px is a proposition, determinate when x is given.

(Russell, 1903, p. 19)
the relevant section of PM opens with what looks like a definition, albeit
an informal one:

By a 'propositional function' we mean something which

contains a variable x and expresses a proposition as

soon as a value is assigned to x. (PM, p. 38)
Since a variable is a symbol of a certain sort (PM, p. 4), the definition
suggests that propositional functions are expressions, linguistic items
formed from sentences of various kinds by omission of names or denoting-
phrases (c.f. Frege's account of 'incomplete expressions', above pp. 87-9).
This suggestion is confirmed by statements both prior to PM, and subsequent
to it: .

The undefinable of which I speak is the notion of an

expression which contains one or more variables, such

as 'x is a man' .... I represent by @#!x every expres-

sion which contains x; ... Such expressions are pro-
positional functions. (Russell, 1905(b), p. 261).

A propositional function of x is any expression #!x whose
value for every value of x, is a proposition. (Russell,
1905(c), in Lackey 1973, p. 136).

and, finally:
Whitehead and I thought of a propositional function as
an expression containing an undetermined variable and
becoming an ordinary sentence as soon as a value is
assigned to the variable: 'x is human', for example,
becomes a sentence as soon as we substitute a proper
name for 'x'. (Russell, 1959, p. 124).
These statements make it very clear that propositional functions were to be

expressions similar to Fregean incomplete expressions, or to what later

came to be called "open-sentences". (What remains of a sentence like "John
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is the father of Mary" after the 'argument-expressions' "John'", '"Mary" are

removed, is the open-sentence: '"... is the father of ---=").

Immediately following the PM definition, however, there is an
instance apparently of just that confusion of sign with object which is
the substance of Quine's criticism:

That is to say, a (propositional function) ... differs

from a proposition solely by the fact that it is ambi-

tious; it contains a variable of which the value is

unassigned. (PM, p. 38).,
but there is every reason to suppose that, for Russell, a proposition is
certainly not a linguistic item; it is not to be identified with the
sentence which expresses it, but with what the sentence expresses or 'means',
(c.f. Russell, 1903, p. 47). How can the only difference between a proposi-
tional function and a proposition be that the former contains a variable
when the one is a linguistic and the other a non-linguistic item? It
seems, thus, that Russell has here either confused the function qua open-
sentence with what (if anything) the open-sentence expresses; or he has
confused the proposition as the meaning of a sentence (what is expressed
by a sentence in use) with the sentence, itself (what is mentioned by a
quotation of the sentence).

There is some justice, then, to Quine's claim that Russell confuses
sign with object; but what is the force of this criticism? Quine's argu-
ment proceeds: to just the extent that we identify propositional functions
with open-sentences, so we may be misled into believing that the contextual

elimination of class-expressions in terms of propositional functions

effectively eliminates ontological committment to classes in favour of
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committment only to forms of expression--classes become a 'facon de parler’
derived from our talk of what satisfies a propositional function. On the
other hand, since it is more proper to correlate propositional functions

with propositions——-which are non-linguistic entities~—the committment

involved is to propositional functions as the 'meanings' of open-sentences.
Since Quine finds the notion of the 'meaning' of, say, 'X is a man', which
he identifies with the attribute or property of being a man, more obscure
than the notion of a class, then contextual elimination of classes succeeds
only in replacing a relatively perspicuous notion by an obscure one.

In responding to this criticism, it is first necessary to point out
a further difficulty. Historically, though Russell certainly regarded
propositions as non-linguistic items in 1903, the view is no longer clearly
his after 1905. Certainly, at the conclusion of his 1905 article "On
Denoting", in which the Theory of Descriptions is formulated, he iInsists
that:

«+. iIn every proposition ... all the constituents are

really entities with which we have an immediate acquain-

tance. (Russell, 1905, p. 56)
which requires that we regard propositions as non-linguistic entities. Yet,
in the same article, he speaks repeatedly of "... when a denoting phrase
occurs in a proposition" (ibid., p. 50), and asserts that "the Tneory
gives a reduction of all propositions in which denoting phrases occur to
forms in which no such phrases occur." (ibid., p. 45). Since denoting
phrases are expressions like "a man", "some man", "the King of England",
propositions have to be construed as linguistic entities in order for such

expressions to "occur in" them. By 1918, propositioms, for Russell, are
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definitely linguistic:

A proposition, one may say, is a sentence in the indica-

tive, a sentence asserting something... (Russell, 1918,

p. 185).
and this seems to remain Russell's view through his 1919 article "On Pro-
positions: what they are and how they mean', (repr. in Russell, 1956, see
espec. p. 308). The historical complication behind Quine's criticism,
then, is whether propositions, on Russell's 1910 view, are linguistic items
or not, For, if propositions are sentences, there is no conflict in sup-
posing propositional functions (qua open-sentences) become propositions
through provision of an argument-expression for the variable(s). Neverthe-
less, if propositional functions are to be  open-sentences, simply, there
will then arise severe problems for the contextual elimination of classes--
for there are certainly less open-sentences than are needed to construct a
proper domain of classes for mathematical purposes (particularly, real
number theory).

In contrast, if we construe propositions as non-linguistic, and
therefore require that propositional functions be analogously construed,
there is little ground for following Quine in interpreting a Russellian
propositional function--qua non-linguistic entity--as an 'attribute' or
property. If a proposition is, in some sense, the 'meaning' of a sentence
(what a sentence expressas), and a propositional function becomes a pro-
position by supplying a value for the undertermined variable, then there
is good reason for supposing that Russell would not have meant by 'pro-
positional function" either attribute or property in the sense Quine

intends us to take those terms.
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The case against construing propositional fumctions as attributes
or properties can be made as follows: neither attributes nor properties
can do the work Russell intended for propositional functions. Consider the
dyadic function '% is father of §'. Here I intend the function to be what-
ever 1s so related to the meaning of the sentence S = "John is father of
Mary" that it becomes the proposition that S expresses when the names

"John'", resp. "™ary", are substituted into the expression for the proposi-

tional function. Since I need, in thils case, to mention both the functiom
and the expression for it (disregarding the question of what relation
obtains between the two), I adopt the convention of using singl