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Abstract

The complexity and broadening of competencies have led to a number of assessment frameworks that advocate for the use of rater judgment in direct observation of clinical performance. The degree to which these assessment processes produce scores that are valid, are therefore vitally dependent on a rater’s cognitive ability. A number of theories suggest that many of the cognitive structures needed to complete rating tasks are capacity limited and may therefore become a source of difficulty when rating demands exceed resources. This thesis explores the role of rating demands on the performance and behaviour of raters in the assessment of clinical competence and asks: in what way do rating demands associated with rating clinical performance affect rater performance and behaviour? I hypothesized that as rating demands increase, rating performance declines and raters engage in cognitive avoidance strategies in order to complete the task.

I tested this hypothesis by manipulating intrinsic and extraneous sources of load for raters in the assessment of clinical performance. Results consistently demonstrated that intrinsic load, specifically broadening raters’ focus by increasing the number of dimensions to be considered simultaneously, negatively affected indicators of rating quality. However, extraneous demands failed to result in the same effect in 2 of 3 experiments. When we explored the cognitive strategies raters engage under high load conditions we learned of a number of strategies to reduce cognitive work, including idiosyncratically minimizing intrinsic demands (leading to poor inter-rater reliability) and active elimination of sources of extraneous load, explaining both findings. When we induced extraneous load in manner that could not be easily minimized by raters, we also found impairments in rater performance, specifically the provision of feedback.

I conclude that rating demands, whether induced intrinsically or by extraneous sources, impair rater performance affecting both the utility of scores and the opportunity for learner development. Implications for health professions education and future directions are discussed.
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Chapter 1 – Introduction: Rater Based Assessments of Clinical Competence
The provision of safe, effective and patient centered healthcare is valued as fundamental in Canadian society. This serves to drive and shape a number of societal decisions as well as programs of research aimed at informing these goals. For instance, researchers have studied best practices related to medication administration and strategies to optimize team performance in crises while also developing numerous prediction tools and evidence based guidelines to aid clinicians in diagnostic accuracy and treatment plans, respectively. Despite these and many other advances in health care, ensuring the provision of safe and effective care continues to be largely dependent on the individuals who serve in the health professions. This has led researchers to study the human element in the provision of health care extensively. Understanding diagnostic accuracy, for example, or the development of clinical reasoning and technical expertise, have and continue to be studied so that what is discovered can ultimately define best practices and be included in early and continuing educational programs (Eva, 2005; Graber, 2009). In this way, by focusing on clinicians in the health care equation, we can better understand how health care delivered by individuals can be made safer, more effective and patient centered. This came to be recognized as particularly important when a seminal report titled “To Err is Human – Building a Safer Health Care System”, by the Institute of Medicine in 1999 described a health care system threatened by the human element of practice (Kohn, et al. 2000). Since then researchers have continued to report that health care providers are indeed responsible for many instances of health care errors (Graber et al. 2002; Croskerry, 2003; Leape and Fromson, 2006), thereby stressing the importance of making accurate decisions about the individuals we allow to deliver health care. This thesis aims to explore the process by which such decisions are made, by focusing specifically on those individuals who are tasked with observing clinician performance and forming judgments regarding their readiness for practice.

After evaluating medical schools in North America, the Flexner Report in 1910 was instrumental in calling attention to the education of physicians and emphasized the need for improved standards, content and process to ensure physicians receive adequate preparation. More recently, the rise of competency based medical education (CBME) places greater emphasis on ensuring that individuals possess meaningful knowledge, skills, and attributes organized around competencies that the profession and public expect of the health professional (Frank, et al. 2010). Biosciences and medical knowledge continue to be important, as they were in the Flexner era, but modern competency frameworks reflect a greater complexity in medical education. For example, educators are additionally emphasizing the value, role and integration of greater social and behavioural sciences, humanities and non-technical skills (Kuper and D’Eon, 2011). The Canadian Medical Association, Medical Council of Canada, Accreditation Council for Graduate Medical Education, Royal College of Physicians of Surgeons of Canada, among other accreditation and licensing or certifying bodies worldwide, have made essential a number of domains of professional practice including medical expert, communicator, collaborator, manager, health advocate, scholar and professional. Both the Flexner era and now the CBME era have gone a long way to shape curriculum and educational practices toward meeting these expectations. However, the community continues to struggle with the need to determine whether or not candidates have indeed achieved what is expected of them within these complicated domains of competence in a manner that is accurate, fair and defensible (Lurie, et al. 2009; Lurie, et al. 2011; Carraccio and Englander, 2013).
The ability to accurately assess clinical competence is as fundamental as the educational content itself (Carraccio and Englander, 2013). The challenges arise in part due to the complexity associated with competency frameworks, but also due to difficulties in understanding what “competence” is, how best to describe it, how it evolves (e.g., meaningful milestones) and how it might be expressed (Kane, 1992; Hodges and Lingard, 2013). As Kane, and more recently, Hodges describe, competence is complex, dynamic, and more than just isolated knowledge, skills and/or judgment, as defined by the profession (Kane, 1992; Hodges and Lingard, 2012). Rather, competence involves the integration of a number of domains of competencies and adapting specific behaviours across a range of possible clinical challenges and encounters (i.e., contexts) (Kane, 1992). Complicating matters further, many domains of competence as currently defined, can be abstract, poorly aligned with the way we naturally think about competence and are difficult to operationalize in ways that promotes or facilitates measurement (Lurie, et al. 2009; Lurie, et al. 2011). For example, in reviewing the literature, Lurie et al., failed to find evidence that “intuitive sounding constructs such as communication skills or professionalism emerge as measureable constructs from the psychometric data” (Lurie, et al. 2011). Much like intelligence, motivation or introversion, competence cannot be measured directly, but rather must be inferred based on behaviours exhibited by individuals in response to a collection of stimuli that are representative of the profession or construct.

Despite these complexities the purpose of summative assessment, in particular, remains to provide an accurate and meaningful indication of a candidate’s ability to integrate various competencies and provide a mechanism by which to predict future clinical performance in novel contexts. Toward this goal, Miller provides a useful conceptual framework for structuring assessment strategies (Miller, 1990). In this framework, Miller proposed a four level pyramid where each level represents an increasingly complex standard of performance, informing how each level might be optimally elicited (i.e., the stimuli or task presented to the candidate) and captured (i.e., most appropriate response format). At the base of the pyramid is level one: knows. At this level, stimuli are designed to assess a candidate’s declarative or factual knowledge. An effective and efficient stimulus to assess this type of knowledge is often a written or oral exam and the response formats are the answers provided by the candidate. Level two is knows how. At this level stimuli may have more of a clinical focus, involving problem solving or clinical reasoning and are designed to assess a candidate’s ability to apply declarative or factual knowledge in a given context. This too can be assessed efficiently and effectively using a written exam but also using more sophisticated tools such as virtual reality / computer based simulators. The answers or actions selected would serve as the response format. Level three is shows how. At this level the stimuli requires action on the part of the candidate. Depending on the competencies targeted or goals of the assessment process, the stimuli may elicit isolated and decontextualized technical skills (e.g., suturing on a part task trainer) or the integration of multiple competencies in a scenario or case based process. Here, as an example, the candidate might be required to elicit necessary information from a patient in an appropriate sequence, to balance other priorities, to perform various technical skills, to work assertively within a team while demonstrating effective professionalism, communication and empathy, and to generate and implement care plans. The stimuli at this level are typically simulation based (e.g., task trainers, mannequins or standardized patients) and the response format is actions performed by the candidates. Finally, at the top of the pyramid is level four: does. At this level candidates are expected to demonstrate the integration of multiple competencies in real clinical contexts with real patients. At this level, the competencies included in the assessment may be
unpredictable but require demonstration of skill in actual clinical practice. This level is, therefore, argued to provide the best opportunity to determine a candidate’s ability to integrate various competencies and predict future clinical performance (Epstein and Hundert, 2002).

A number of implications can be drawn from Miller’s “pyramid of competence” when considering best practices in assessment. First, any one particular assessment method is not likely to be well suited to assess all levels equally or at all. In the arsenal of assessment strategies and tools that exist, some are more appropriate (i.e., defensible, efficient, effective) than others for a given level or context. The degree to which an assessment strategy is appropriate, becomes, most importantly, a matter of validity (discussed below). This suggests that in order to assess all levels of the pyramid, a number of assessment strategies may be needed. Second, while a given level may be dependent to some extent on the level below, it does not necessarily predict performance at levels above. Adopting Miller’s framework suggests then that ideally all decisions regarding clinical competence would involve some assessment in real clinical contexts with real patients (Norcini, 2005; Crossley and Jolly, 2012), or that at the very least, assessment at the “shows how” level be designed and implemented such that it serves as a suitable predictor of performance at the “does” level. Whether assessments take place in simulated or workplace-based settings, assessments at this level are dependent on direct observation of candidates. The degree to which observers/raters are able to effectively complete this task has significant implications for claims of validity associated with the process.

Kane describes validity as the degree of evidence one has favoring the meaningfulness of the inferences or decisions that are made based on the scores generated in an assessment process (Kane, 2006). That is, validity refers to the plausibility, accuracy or appropriateness of a proposed interpretation (e.g., degree of competence) or proposed use (e.g., certification vs. remediation; advancement), and not the test itself. In this framework, when inferring competence using direct observation, anything that influences the scores other that the construct being measured is considered a threat to validity and is referred to broadly as construct irrelevant variance (CIV).

There are a number “cognitive steps” (i.e., inferences) made between a candidate’s performance and final trait based decisions regarding clinical competence that may be impacted by CIV. One such step involving raters is referred to as “scoring”. Kane describes “scoring” as the process of moving from observation of a candidate’s performance in response to a clinical challenge to generating some form of categorical judgment or score describing the candidate’s ability (i.e., from an observed performance to an observed score). When assessing at the “shows how” and “does” level, as candidates exhibit behaviours, raters must perform a number of cognitive tasks including actively detecting relevant elements of the performance, evaluating the adequacy with which the performance matches a known standard, assigning appropriate weightings, ignoring irrelevant data, considering contextual influences etc. Raters must then, either as the performance is occurring or immediately after, translate all of this information into some form of judgment. That is, in order to support “scoring” inferences, researchers ought to consider that raters have an active role of attending and processing a significant amount of information and commonly have to do this for multiple domains of competence simultaneously. Given this complexity, raters may introduce a number of idiosyncrasies that can contribute CIV. Until recently, these potential cognitive difficulties have remained underexplored in the assessment of clinical competence, despite being vitally important to validity claims. It is worth noting that “scoring” is only one inference in a chain of inferences described by Kane’s validity framework.
Others referred to as “generalization”, “extrapolation” and “implication” are equally important and susceptible to various threats. However, I have focused on “scoring” given the direct relationship (described above) to rater performance.

Reliability serves as a quality index in assessment processes by indicating the amount of error associated with the measurement, thereby indicating the ability to use scores to consistently differentiate between candidates (Downing, 2004; Haladyna and Downing, 2004; Eva, 2010). The concept of consistency is important because if scores on a performance assessment reflect the actual ability of the person being observed they should be relatively similar between raters, within raters if tested a second time, across different clinical encounters, etc. The differentiation component suggests the assessment process is designed such that differences between candidates, if present, can be detected. Error is always present in any assessment process to some extent and can be systematic (i.e., construct irrelevant variance when contributed by raters, as described above) or random (i.e., unpredictable, unidentifiable). Researchers have identified raters as a consistent source of difficulty with various clinical performance assessments that depend on human raters being reported as deficient in terms of inter-rater reliability (Downing, 2005). For example, even after rater training, when faculty were asked to rate the same performances, inter-rater reliability coefficients only ranged between .34 to .43 (Cook, et al. 2009).

Early efforts to mitigate rater based validity threats have, in large part, attempted to remove the rater from the equation by minimizing human inference and judgment and promoting objectivity and objectification. In this context, objectivity refers to the freedom from judgment and objectification is a set of strategies intended to reduce measurement error (Norman, et al. 1991; Vleuten, et al. 1991). One such strategy involved reducing clinical competence into its component parts and developing itemized dichotomous (i.e., yes / no) checklists or some variant. However, researchers have identified challenges associated with objectification and have concluded mainly that atomization of a competence may lead to trivialization and that objectivity may be illusory (Van Der Vleuten and Schuwirth, 2005). That is, researchers have reported that objectification (1) does not necessarily result in drastic improvements in reliability (Vleuten, et al. 1991), (2) does not necessarily reduce variation between raters (Herbers, et al. 1989; Noel, et al. 1992), (3) that not all that can be measured should be measured (Regehr, MacRae et al. 1998, Hodges, Regehr et al. 1999) and (4) that the simple accumulation of competencies (or checkboxes) does not necessarily equate to clinical competence (Ginsburg, et al. 2010). In other words, rater judgment can be as good as or better than more “objective” assessment strategies, (Regehr, et al. 1998; Hodges, et al. 1999; Eva and Hodges, 2012; Hodges, 2013) but concerns about rater idiosyncrasy remain.

Human judgment is known to be flawed in that raters can have difficulty discriminating beyond two dimensions, can be unacceptably biased, can demonstrate poor intra and inter-rater reliability and are generally considered to be significant sources of error in some contexts (Williams, et al. 2003; Govaerts and Vleuten, 2013). This has led researchers to appropriately question what limits might exist when relying on rater judgment in assessment contexts (Albanese, 2000; Eva and Hodges, 2012). As such, a deeper understanding of rater judgment, rating behaviours or rater cognition is required to further determine how to continue improving upon competence assessment techniques.

Much of the spotlight on rater cognition emerged following research exposing differences between how rating processes were intended and the way in which raters actually behaved when
engaged in the act of assessing clinical performance (Lurie, et al. 2009; Ginsburg, et al. 2010). For instance, researchers in medical education found that rather than emphasizing skills and competencies, as was expected, raters have a tendency to consider a number of non-clinical attributes (e.g., personal qualities, approaches to learning and relational abilities) (Bogo, et al. 2006). Others found that deficiencies or strengths with particular competencies were overlooked depending on other characteristics of the candidate and that perceived competence does not equate to a simple accumulation of competencies or a linear addition of various dimensions (Ginsburg, et al. 2010). Furthermore, despite attempts to standardize or increase objectivity, researchers have come to widely accept that rater based assessments remain associated with subjective influences (Bogo, et al. 2007; Ginsburg, et al. 2010). More recently, researchers have demonstrated that raters idiosyncratically focus on different aspects or dimensions of performance which do not necessarily map neatly onto competency frameworks of standardized rating tools, have difficulty translating behaviours observed to scores on rating tools, see the same thing differently even when assessing the same candidates, apply different performance standards and are subject to numerous biases and external factors (Murphy, et al. 1989; Williams, et al. 2003; Govaerts, et al. 2011; Yeates, et al. 2012).

Collectively, this body of research suggests that raters cannot simply be seen as passive observers or as exchangeable entities, objectively measuring clinical competence. Rather, they must be recognized as unique but important cognitive filters in the process (Landy and Farr 1980). Researchers have done well to describe the performance of raters by identifying the different behaviours and biases, but have not comprehensively explained why such behaviours occur. To date, there is a paucity of research exploring the impact of rating demands or mental or cognitive workload as a causal mechanism for rater idiosyncrasies.

In summary, the provision of safe, effective and patient centered health care is dependent on the individuals who are granted access to the health professions. Allowing candidates to enter the health professions when critical domains of competence have not yet been fully achieved can be costly to patients especially in settings where other safeguards are limited. Current competency based frameworks have made this task more challenging by broadening the domains of competence expected of clinicians while also highlighting that assessment is as fundamental as the education itself. Many of these domains cannot meaningfully be identified through objective means as objectification of clinical assessments has proven limited and rater judgment continues to be valued. Recent research exploring rater behaviours suggests numerous rater idiosyncrasies, but offer limited explanations as to how, why or under what circumstances rater judgment can be used confidently. As rating tasks can be quite complex and may impose high cognitive demands when multiple competencies must be considered this thesis explores the influence of cognitive workload on rater behaviour and performance as a causal mechanism for suboptimal inter-rater reliability. Exploring and understanding causal mechanisms associated with rater behaviour and performance is of theoretical and practical importance and may lead to optimizing assessment strategies so that errors in assessment, such as concluding someone is competent when in fact they are not, can be avoided or at least minimized.

Given the challenges raters appear to experience when rating clinical performance, the complexity with which raters must contend and the limited research contributing causal mechanisms to rater idiosyncrasies, this thesis explores the role of mental workload as it relates to the alignment (or lack thereof) with human cognitive capacity to perceive, attend to and/or process information in these dynamic contexts in real time. A number of cognitive theories
applied to the process of performance appraisal in non-clinical settings suggest raters in clinical settings may be equally at risk of having difficulty managing the cognitive demands associated with the task. Chapter 2, titled “Exploring the Impact of Mental Workload on Rater Based Assessments”, applies a focused analysis of literature from a variety of fields (e.g., decision making and judgment, performance appraisal, and various theories in cognitive psychology) informing rater-based assessments. This review exposes mental workload as a potential source of difficulty and suggests that when rating demands exceed cognitive resources, raters are likely to engage in cognitive shortcuts that may yield sub-optimal performance.

To test the resulting hypotheses empirically it was necessary to ensure use of a scale that satisfactorily represented the construct of clinical competence in the context of paramedic training. In chapter 3, titled “Global Rating Scale for the Assessment of Paramedic Clinical Competence” I follow conventions of scale development to develop and critically appraise a global rating scale for the assessment of clinical competence. Scale development has been one of the strategies used to aid raters in the assessment process, but typically does not take into consideration the demands rating tools (or process) impose on raters in practice. This study intentionally replicates common scale development practice to ensure that any struggles identified in later studies do not result from inappropriate construct representation. This study ultimately produced a 7-dimensional global rating scale that was used as the rating tool in subsequent studies.

Chapter 4 is titled “The Impact of Rating Demands on Assessments of Clinical Competence”. This experimental study uses the conceptual framework from the literature review conducted in chapter 2 and the scale developed in chapter 3 to explore the impact of manipulating rating demands (in a 2x2 factorial design) on rater performance and rating quality. Novice raters were randomly assigned to one of four conditions and asked to rate 3 pre-recorded unscripted clinical encounters illustrating 3 levels of performance (high, medium, low). The number of dimensions participants were asked to rate (7 vs. 2) was manipulated, as was the requirement (or lack thereof) to conduct additional extraneous, but ecologically valid, tasks (attending to patient status and the activity of additional individuals observable on video). Outcome measures included number of dimension relevant behaviours identified, ability to discriminate between levels of performance, and inter-rater reliability. Novice raters were intentionally chosen for this study so that we could test in subsequent studies (chapter 5) whether content knowledge (which typically involves cognitively efficient schemas; mental shortcuts) could serve to mitigate any challenges observed.

Chapter 5 is titled “Selecting and Simplifying: Rater Performance and Behaviour When Considering Multiple Competencies”. In this study I used a parallel, mixed methods study design to collect quantitative and qualitative data simultaneously while analyzing the data of each strand concurrently but independently. Faculty raters were recruited as participants and randomly assigned to one of four conditions in a 2x2 factorial design. Factor A was again the number of dimensions (7 vs. 2) to be considered simultaneously and Factor B was the additional requirement (or lack thereof) to rate the performance of standardized actors as well as the candidate being assessed. All participants were asked to observe videotapes of 3 unscripted clinical performances while verbally identifying relevant behaviours and rating the performance using the assigned scale. This study extends the previous study by using more expert raters who are presumed to have more efficient cognitive resources (i.e., schemas) and therefore may be
more resilient to high rating demands. Second, I explored specifically the cognitive strategies raters report to engage under conditions of high demand.

Chapter 6 is titled “Extraneous Demands in Rater Based Assessments of Clinical Performance”. In this experimental study I again manipulate rating demands and explore the impact on indicators of rating quality. This time I include an analysis of the feedback provided by raters to learners under different load conditions. Expert raters were randomly assigned to either the role of “passive rater” or “immersed rater” in a simulation based, performance-based exam. Participants assigned to the passive condition were tasked simply with observing and rating trainee performances using a 7 dimension global rating scale (GRS). Participants assigned to the immersed condition were similarly tasked with observing and rating trainee performances but were “immersed” in the case meaning they were required to additionally play the role of a standardized actor and guide the direction of the simulation as necessary. Immediately following the case, all participants were required to rate the performance and document feedback they would give to support trainee development. Outcome measures included reliability and the amount and type of feedback given.

Finally, in Chapter 7 I review and summarize these findings, draw conclusions regarding the impact of rating demands on rater based assessments of clinical competence, discuss implications for health professions education and outline future directions aimed at further advancing the field.
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Chapter 2 – Literature Review: “Exploring the Impact of Mental Workload on Rater Based Assessments”

Abstract

When appraising the performance of others, assessors must acquire relevant information and process it in a meaningful way in order to translate it effectively into ratings, comments, or judgments about how well the performance meets appropriate standards. Rater-based assessment strategies in health professional education, including scale and faculty development strategies aimed at improving them have generally been implemented with limited consideration of human cognitive and perceptual limitations. However, the extent to which the task assigned to raters aligns with their cognitive and perceptual capacities will determine the extent to which reliance on human judgment threatens assessment quality. It is well recognized in decision-making research that, as the amount of information to be processed increases, judges may engage mental shortcuts through the application of schemas, heuristics, or the adoption of solutions that satisfy rather than optimize the judge’s needs. Further, these shortcuts may fundamentally limit/bias the information perceived or processed. Thinking of the challenges inherent in rater-based assessments in an analogous way may yield novel insights regarding the limits of rater-based assessment and may point to greater understanding of ways in which raters can be supported to facilitate sound judgment. This paper presents an initial exploration of various cognitive and perceptual limitations associated with rater-based assessment tasks. We highlight how the inherent cognitive architecture of raters might beneficially be taken into account when designing rater-based assessment protocols.
Introduction

Assessment of clinical performance remains both a priority and a major challenge in health professional education (Huwendiek et al., 2010). High quality assessments facilitate appropriate inferences regarding an individual’s level of competence or performance and provide an opportunity for meaningful feedback. The quality of assessment has been recognized as a key element in promoting the use of competency-based outcomes, facilitating fairness, building credibility and defensibility for licensing bodies, and engendering trust from the end user (e.g., public, hospital, clinic, and the practitioners themselves). However, challenges persist and researchers continue to investigate strategies to improve assessment protocols.

One such challenge derives from the fact that a variety of domains of competence are sufficiently abstract as to require the judgment of evaluators. Challenges associated with attempts to objectify complex and dynamic clinical performances have led the assessment community to recognize and value expert rater judgment as evidenced by the adoption and use of global ratings in assessment protocols (Hodges et al., 1999). However, rater based assessments are fallible and subject to significant difficulties (Morgeson and Campion, 1997) such as observational inaccuracy, common rating biases (e.g., halo error, end aversion, and positive skew), failure to identify deficiencies and difficulty discriminating between dimensions (Herbers et al., 1989; Thompson et al., 1990; Kalet et al., 1992; Noel et al., 1992; Haber and Avins, 1994; LaMantia et al., 1999; Williams, et al., 2003; Lurie, et al., 2009). Generalizability studies consistently identify raters as a significant source of error (Downing, 2005; Margolis, et al. 2006; Cook, et al. 2010). Various explanations for these rater difficulties have included differences in the concepts raters possess, failure to follow instructions, lack of training, unfamiliarity with the scale and lack of practice. Attempts to address these rater difficulties have traditionally taken the form of scale development and rater training. However, neither strategy (alone or in combination) has resolved the persistent challenges. This has sparked debate over the most suitable approach to assessment and identified a need for novel investigations (Govaerts et al., 2007).

One under-explored line of inquiry aimed at improving rater-based assessments involves the study of mental workload and its influence on rater cognition. Mental workload refers to the cognitive effort expended during a particular task. To function effectively, exogenous demands imposed by the task must be aligned with the supply of endogenous attentional and processing resources needed to manage it. In this way, mental workload is inextricably linked with cognitive functioning (i.e., the mental processes or strategies associated with performing a given task).

Evidence suggesting that raters have difficulty with the mental workload demands imposed by rating tasks becomes less surprising when one considers the complexity inherent in rating clinical performances. In fact, a series of cognitive models in the performance appraisal literature have evolved to demonstrate just how complex a process rating a performance can be as well as indicating how mental workload and rater cognition become intertwined (Borman, 1978; Cooper, 1981; DeNisi et al., 1984; Feldman, 1981; Ilgen and Feldman, 1983). Applied to the assessment of clinical performance, a rater is expected to carefully attend to behaviours in order to actively detect and select relevant elements of the performance to process, assimilate and categorize in
working memory. The rater may then need to retrieve integrated information regarding the standards of the profession and the norms for the candidate’s level of training from long term memory to translate their observations into evaluations of the adequacy with which the skills are performed while assigning appropriate weightings to each aspect of performance. For most rater-based assessments, raters have to do this not for one isolated complex dimension, but for many simultaneously. For example, the commonly used mini-CEX includes 6 dimensions: interviewing, physical examination, humanistic qualities / professionalism, clinical judgment, counseling and organization/efficiency (Norcini et al., 2003).

Such multiplicities of focus suggest that mental workload demands and complex rater cognitive processes play an important role in rater-based assessment and that all information must pass through a “cognitive filter represented by the rater” (Landy and Farr, 1980). Raters must therefore be viewed as seekers of information and information processors who bring to the rating tasks cognitive properties that are independent of the performance elements presented to them and vulnerable to inherent cognitive limitations (Ilgen et al., 1993; Landy and Farr, 1980). Precisely how mental workload and these thought processes influence raters and what can be done to support them is less well understood.

This paper attempts to further understand these issues by presenting an initial exploration of various cognitive and perceptual processes associated with rater-based assessment tasks. While others began this exploration (e.g., Williams, Klamen, and McGaghie, 2003) our goal is to expand the discussion by focusing specifically on the link between mental workload, inherent cognitive architecture and rater cognitive operations related to rating tasks. Thinking of the challenge of rater based assessments in this way can lead to novel insights regarding the limits of rater based assessments and a need to consider rater based errors that extend beyond social or environmental influences. Taking into account the mental workload demands imposed on raters during rating tasks and the inherent cognitive capacity of raters can expose cognitive and perceptual capacity limitations as a critical element in assessment and may therefore, provide insights into how educators and researchers can continue to address the challenges associated with assessment of clinical performance.

With this in mind, we structure this paper by first reviewing a set of theoretical frameworks from cognitive psychology that are applicable to mental workload and its influence on information acquisition and processing. Given that many programs of assessment and scale development strategies are limited in their consideration of these issues, we focus specifically on perceptual and processing loads that may create difficulties noticing, attending to and processing of relevant behaviours. Because the question to be addressed is broad and requires consideration from multiple angles of a diverse literature, systematic review techniques are ill suited to our research question (Eva, 2008). Instead, we conducted a critical review aimed at synthesizing research from a variety of perspectives. While this review cannot be summarized comprehensively in the format of a journal article we have attempted to include representative samples of theoretical positions and empirical findings that appear to be particularly relevant to the issue of rater-based assessment. Based on the findings we then derive implications for health professional educators and health professional education researchers while recognizing that systematic testing of these ideas needs to be conducted in that context.
Attention

In order for stimuli to be consciously perceived and processed at least to the point where they can be reported, the stimuli must be attended to (Mack and Rock, 1998). Attention has been referred to as selectivity of processing and explained as “taking possession of the mind in clear and vivid form, of one out of what seem several simultaneously possible objects or trains of thought...it implies withdrawal from some things in order to deal effectively with others” (James, 1890; Pashler, 1998; Levitin, 2002). Attention as a limited resource plays two critical roles. As a selective agent, it dictates what information reaches an information processing stage by choosing and constraining the information that will be perceived (Pérez Moreno et al., 2011; Marois and Ivanoff, 2005; Miller, 1956). As a task management agent, it facilitates ongoing processing (Pérez Moreno et al., 2011) by ultimately providing working memory access to and control over the information available, but also constrains what tasks can be performed concurrently. The implications of this fundamental aspect of cognition are extensive.

What and how much is attended to, and by extension what remains undetected, is influenced by the amount of perceptual load placed on the individual. Perceptual load theory states that under high load conditions attentional resources are drained and stimuli, especially non-task relevant stimuli, (e.g., aspects of performance distinct from those attended to) are likely to be missed (Lavie, 1995). That is, focusing attention on a stimulus can impair perception of other stimuli especially when the task attended to involve a high level of perceptual load and consumes all available capacity. This phenomenon is known as ‘inattentional blindness’ (Mack, 2003; Pérez Moreno et al., 2011; Simons, 2000) and suggests that the gains made by work-based assessment in terms of embedding assessments in an authentic environment may be offset by the considerable downsides of increased perceptual load.

Attention and Rater-Based Assessment

Evaluating mental workload as it relates to acquisition and processing limits can provide insights into the way in which judgments are ultimately made about clinical performance. In reviewing the literature, Holmboe provides evidence to suggest that the quality of faculty observation skills (i.e., information acquisition) is lacking (Holmboe, 2004). In doing so, he argues that training is required, but it is also possible that fundamental limits in perceptual capacity may help explain some of the deficiencies. As a result, modification of the assessment protocols themselves may be required. Holmboe (2004) cites a study by Herbers et al., (1989) designed to evaluate how well raters observe clinical performances. This study involved having faculty rate clinical performances in a simulated setting and found that raters varied significantly in the acuity of their observations (Herbers et al., 1989). Further, and relevant to our thesis, it was shown that what faculty attended to also varied significantly. Herbers (1989) implies the results of this study (i.e., observational accuracy) were worse than expected because the protocol required faculty to observe many specific elements of performance, suggesting that the demands were greater, relative to rating a single aspect of competence.

Reinterpreting these findings through the lens of perceptual load theory would suggest that attending to certain elements of performance drains attentional capacity resulting in elements of performance that, for all intents and purposes may be self-evident, are simply idiosyncratically not “seen”. In other words, information that otherwise may have contributed to the rating is lost and, as a result, significant variation between raters can be expected. Consistent with this suggestion, is a study conducted by Lamantia et al., (1999) that evaluated inter-observer
variability among faculty evaluating residents and found significant variation in the observation of clinical performances regardless of whether raters used checklists or global rating scales (LaMantia et al., 1999). Lamantia et al., (1999) concluded that the differences between observers were not a function of the scale or the performance domains, but rather, resulted from “fundamental discrepancies among evaluators in the capacity to observe specific behaviours” (LaMantia et al., 1999).

In sum, the perceptual load imposed on raters may easily exceed their attentional capacity given the amount of information present in even a brief encounter, the rate at which the information must be processed, the potential for interactions between elements of performance, and the demands imposed by typical assessment protocols to translate one’s observations into multidimensional ratings. The impact of inherent cognitive limitations will inevitably be idiosyncratic and, hence, will introduce construct irrelevant variance even if each rater, while variable in their impressions, is correct in their observations.

**Information Processing**

We must also concern ourselves with how information that makes it past perceptual bottlenecks is mentally processed by the rater. Information processing theory describes behaviour in terms of the interaction between an individual’s cognitive system, the task at hand, and the problem space (i.e., the individual’s internal representation of the task) (Payne, 1980). This interaction between the task and internal representations held in long-term memory is believed to take place within a limited capacity working memory system (Baddeley, 2007). A central executive coordinates the interactions, controlling the selection and integration of information. Analytic procedures (e.g., mental arithmetic), the transformation of information (e.g., re-working one’s sentences when writing a paper), and the identification of links between the current task and previous experiences stored in long term memory (i.e., analogical transfer) all take place within this system (Lord and Maher, 1990) and distinguish information processing from perceptual tasks. The load or processing demands imposed on this system are influenced by the number of processes occurring simultaneously and their interactions, the time required for each, and the amount of work needed to process the information.

Both working memory and the central executive are limited in how many operations they can execute at one time. Mental workload can overwhelm processing capacity in a dynamic environment, resulting in constrained processing ability (Wickens and Carswell, 1988). Cognitive Load Theory (CLT) has been put forward to explain limitations associated with information processing and their impact on performance. It is based on a human architecture consisting of an unlimited long term memory and a working memory system limited in terms of how long and to what extent it can actively work with a certain amount of information (Lord and Maher, 1990; Van Merriënboer and Sweller, 2010). Generally, in educational contexts, the goal is to reduce extraneous load (i.e., mental activities not directly related to learning) to free cognitive resources for intrinsic load (i.e., to be learned information) and germane load (i.e., mental effort directly related to the learning task). CLT is most commonly used to identify ways to align exogenous demands with endogenous resources for optimal learning (Mayer, 2010). This can be done externally through instructional design such as presenting a particular type, format or amount of information, or internally by the individual with varying degrees of effectiveness (Bannert, 2002).
When strategies to minimize or reduce mental load are unavailable or ineffective however, or as the information becomes increasingly complex, the potential for overload increases and can lead to performance impairments, avoidance and/or simplifying strategies (Lord and Maher, 1990; Morgeson and Campion, 1997; Beckmann, 2010). For instance, cognitive processes associated with situation awareness in aviation are similar to that of rater cognition in that both require similar levels of perception and comprehension of dynamic stimuli presented in live time (Tsang and Vidulich, 2002). When cockpit designs and pilot tasks were manipulated to influence mental workload, a negative correlation between mental workload and situation awareness was found (Alexander, 2000). Similarly, when performance in laparoscopic skills was measured along with mental workload, as mental workload scores increased, performance impairments (e.g., inadvertent injuries to adjacent structures) were observed (Yurko et al., 2010).

In another set of studies it was found that individuals tend to migrate towards lower demand conditions. When participants were asked to complete one of two simultaneously presented arithmetic tasks, one involving a carrying operation, which increases computational complexity and the other without, participants avoided the high demand condition the majority of the time (Kool et al., 2010). Similarly, in a series of laboratory-based experiments where the load associated with decisions was manipulated, decision makers had a tendency to avoid tasks carrying higher cognitive demands (Botvinick and Rosen, 2009). As a means to reduce effort associated with cognitively demanding tasks and circumvent the limitations of working memory individuals may engage heuristics (i.e., mental shortcuts) as an effort-reduction strategy (Shah and Oppenheimer, 2008), and/or schemas (i.e., automatic and stable prior knowledge held in long term memory) (Lord and Maher, 1990). While the use of schemas and heuristics are generally considered useful in that they can lead to satisfactory and efficient outcomes, they may also contribute to judgment error (Tversky and Kahneman, 1974). In contrast to research in medical decision-making and clinical reasoning, there is a paucity of research applying these concepts to the act of rating clinical performances. Next we directly consider how the limits of our cognitive system, described above, might apply to that context.

**Information Processing and Rater-Based Assessments**

Considering rater-based assessment through the lens of CLT, intrinsic load would involve the consideration of multiple elements of performance and their interactivity, extraneous load would include any competing mental activities (e.g., ignoring irrelevant elements of the individual being assessed, controlling a simulator, role playing a patient scenario, monitoring patient safety, or managing a busy clinic) and germane load, similar to learning, would be the mental activity or effort associated with the rating task. Aligning mental workload with mental resources is challenging given the inherent features associated with typical rating tasks. While some forms of load can be easily modified (e.g., using a simulation technologist to control a simulator instead of having the assessor manage both the case and simulator) others (e.g., the tendency/need to consider patient care while also attending to the trainee) are more challenging to manipulate leaving us with the conundrum of how to help the rater consider multiple competencies to the exclusion of construct irrelevant aspects of performance.

Even when sources of extraneous load are minimized, rating task complexity can overwhelm processing ability and threaten the alignment principle. Complexity is directly related to the number of distinct processes that are to be executed in completing the rating in addition to the number of distinct information cues that must be processed in order to work through the rating
process. It follows that mental workload (i.e., processing demands) would be higher when multiple elements of performance for multiple dimensions must be processed simultaneously and that, as a result, ratings may ultimately be affected (Kogan et al., 2009). When Melcher et al., (2010) asked raters to rate either 4 or 5 candidates for managerial positions using the same 4 dimensions in leaderless group tasks, they found significant impairments of assessors’ rating quality when higher demands (rating 5 candidates) were compared to lower demands (rating 4 candidates) (Melchers et al., 2010). This is a dramatic finding given that the manipulation was so minimal. These researchers concluded that discriminant validity between dimensions is better in lower demand tasks.

It appears then that the amount of load induced by a rating task may be manipulated with predictable outcomes. As another example, although load per se was not explicitly discussed in a study comparing novice and expert raters, researchers were able to manipulate rating task complexity by increasing stimuli length from 6 to 18 minutes, and by increasing the complexity of student behaviours raters were expected to evaluate (Govaerts et al., 2011). These differences led to differences in rater cognition. For the low complexity tasks, performance was similar between expert and novice raters (the former group presumably having greater free cognitive capacity due to the automation that occurs with expertise), but differences were observed for the more complex behaviour pattern task (Govaerts et al., 2011). This suggests that not only will complexity influence mental workload, thereby potentially shedding further light on the reason that multiple brief exposures to individual performances have been found in other contexts to yield better psychometric outcomes than more elaborated performances (Eva et al., 2004), but also provides an indication that one’s capacity to deal with such load changes with expertise. Information processing theory would suggest that other factors, such as number of performance elements exhibited by the candidate, how the information was presented (i.e., order, organization, completeness, quality), speed at which the information was presented, and associated processing requirements (e.g., patient complexity) may also contribute to differences in complexity. Better understanding the extent to which these factors influence rating quality may yield better assessment by reducing the extraneous load with which examiners are forced to grapple.

When mental workload associated with ratings is elevated and alignment between demands and resources cannot be improved through external strategies, raters are left to manage load through internal strategies. As described earlier, under conditions of high complexity, individuals are likely to avoid cognitively complex tasks. If this is true in the context of rating clinical performances, raters may engage cognitive strategies such as serial processing or degraded concurrent processing (Wickens and Carswell, 1988). Serial processing would have the rater processing some dimensions for example, while neglecting or delaying others under conditions of high mental workload. Degraded concurrent processing would have the rater processing multiple dimensions at a lower level of accuracy than if processed in isolation.

Engaging schemas and heuristics as an internal strategy likely improves efficiency and may result in highly effective ratings. When applied to limit the amount of information with which the rater is required to work, they can also be problematic. Schemas are based on individual experiences, and application of these personal constructs can lead to significant variation between raters that otherwise may not have been present under lower load conditions. Similarly, the application of heuristics may result in raters examining fewer cues, resulting in the
integration of less information and differences in the foundation on which judgments are formed across raters (Shah and Oppenheimer, 2008). Both may contribute error and/or lead to reduced discrimination.

In summary, variation between raters is likely to exist in the elements that are perceived and/or processed due to perceptual and/or processing demands associated with a rating task. Attentional capacity limits make observing the assortment of behaviours difficult and can lead to variations in rating. Attempts by the rater to avoid complexity internally may result in the use of mental short cuts and contribute further to differences between raters. This variation between raters may indicate a beneficial diversity of perspective, but may also point to ways in which rating tasks can seem non-credible. Appreciating various sources of mental workload, factors contributing to complexity and the implications of each, can provide a framework by which to target strategies for improving assessments. That said, unlike opportunities that can exist for reducing load in other fields (e.g., multimedia learning tasks, air traffic controllers), in some contexts (e.g., in-training assessments) there may be less room for manipulation. Where authenticity is valued, understanding the effects of overwhelming raters and the inherent limits they place on assessment can be beneficial.

Discussion and Future Directions

When difficulties arise and rater based assessments result in poor rating quality two main categories of explanations are provided; those attributed to scales and those attributed to raters. For example, in reviewing the literature, Lurie et al. (2009) found that socially constructed competencies do not lend themselves well to measurement (Lurie et al., 2009). They suggest that a link between that which can be measured and the more general overarching competencies listed by the Accreditation Council for Graduate Medical Education (ACGME) is needed and that, if the social construction of competence was adequately understood and appreciated, measurement strategies may be improved (Lurie et al., 2009). In contrast, in two separate studies, the American Board of Internal Medicine noted challenges in raters’ ability to discriminate between dimensions and attributed their results not to the measurement tools, but rather to common rater errors such as halo and leniency (Haber and Avins, 1994; Thompson et al., 1990). As a result, Green and Holmboe (2010) argued that the issue is not the assessment instruments, but rather, is the faculty who use them. Rather than trying to develop the perfect scale, they suggested rater training as a solution to the improper use of scales by inexperienced faculty (Green and Holmboe, 2010).

In an effort to contribute to the debate, we suggest that a middle ground might be found by expanding the discussion regarding error associated with rater based assessment to involve the perceptual and processing loads imposed by rating tasks and the inherent cognitive limitations that may exist in response to those loads. Researchers have argued a dissonance exists between the way competencies are represented on rating forms and the mental frameworks raters actually use (Bogo et al., 2004; Ginsburg et al., 2010; Regehr et al., 2007), that raters engage schemas (Govaerts et al., 2007), that ratings could improve through memory aids (Williams et al., 2003) and that aligning performance assessments with constructs held by raters enhances reliability and validity (Crossley et al., 2011). We suggest extending this type of research to exploring the alignment between cognitive resources and demands imposed by a rating task.
We have emphasized two main sources of variability in rater performance, specifically the process of information acquisition and information processing as necessary precursors to translating one’s observations into a judgment. Our review of the literature suggests that in some forms of clinical performance assessment, the demands imposed on raters may overload cognitive capacity and thus lead to selection and detection variation during information acquisition with subsequent processing strategies applied in attempts (often implicit) to reduce mental workload. As a result, we do not suggest abandoning either scale development or rater training research. Rather, we argue that studying the role of cognitive capacity at information acquisition and processing stages might help advance both efforts by further elucidating the grounds on which judgments are ultimately made. We suggest first that researchers evaluate the mental workload associated with rater based assessments in order to further understand the context in which raters are expected to function, then to carefully reduce mental workload where and when possible.

Evaluate Load

Researchers should investigate the perceptual and processing loads associated with various rating tasks in natural and context specific settings. The most common ways of doing so include (i) subjective ratings, (ii) primary task performance and (iii) secondary task performance. Subjective rating scales (i.e., self-report measures) require individuals to report on the mental effort required to perform a particular task (Paas, et al. 2003). Researchers have found that individuals are capable of providing such ratings (Gopher and Braune 1984, Paas, et al. 2003). Primary task performance measurement considers changes in performance on the actual task (e.g., rating quality, inter-rater agreement, discrimination between dimensions) as a function of changes in task demands. This approach likely offers the greatest face validity as it most directly links cognitive capacity with rater-based assessment strategies. For example, one could manipulate load by altering the number of dimensions to be rated or by including additional tasks (e.g., controlling a simulator). Disadvantages of this strategy include the omnipresent challenge of rater-based assessments being required precisely because there are no gold standard objective measures that can define with certainty the accuracy of the decisions reached, thereby causing one to rely on proxy measures like inter-rater reliability. Finally, secondary task performance measurements are those collected on tasks performed concurrently with the primary rating task. For example, the more unused capacity one has when completing a rating task the better one should perform on a different task like monitoring a patient’s heart rate or other vitals (Paas, Tuovinen et al. 2003, Tsang and Vidulich 2006). Measurement of mental workload has been applied extensively in the aviation industry and is beginning to be used in the health professions (Young et al., 2008; Davis et al., 2009; Byrne et al., 2010; Yurko et al., 2010; Zheng et al., 2010; Schulz et al., 2011). A comprehensive treatment of strategies for mental workload measurement is provided by Tsang and Vidulich (2006) and Paas et al. (2003).

Programs of assessment, scale development and rater training have for the most part paid little attention to these cognitive issues, as issues related to reliability (e.g., ensuring multiple observations) and validity (e.g., ensuring the construct is adequately represented) have dominated the assessment literature. Both may stand to be improved by research into questions such as: What circumstances lead to excessive mental workload and how does that influence the rating task? What, if anything, can be done to minimize the detrimental impact of load? What are raters able to attend to under different circumstances (e.g., when patient safety demands are concurrent with rating demands)? What can be done to help assessment designers anticipate and
measure the amount of load and its impact on assessment? Answering these questions can help identify sources of construct irrelevant variance and move the field toward improved rating quality.

**Reduce Load**

Effective rating can only occur if, like effective instructional designs, the rating procedure aligns with the cognitive capacity (in terms of acquisition and processing) of the rater. Until a strategy is designed to enable load to be evaluated in each context, it might be beneficial to incorporate strategies that provide a means by which to manage load externally while being careful not to reduce ratings to a collection of simple isolated tasks that breakdown the value of rater judgment. This is especially true in the setting of work-based assessments where environments are variable and unpredictable with many competing demands. For example, separating ‘clinician’ and ‘rater’ roles in work-based assessments, allowing the faculty member to focus on the candidate’s performance, would reduce extraneous load (mental activities not directly related to the rating task) freeing resources for intrinsic load (tasks directly relevant to the rating task) and germane load (mental effort dedicated to the rating task). Whether or not a trained clinician can avoid focusing on the clinical details in a patient scenario remains to be tested.

Another strategy may include reducing complexity where possible. For example, test administrators may allow the candidate to perform in an authentic clinical encounter (where multiple competencies are likely demonstrated simply as a function of the interaction), but require raters simply to evaluate a subset of all possible dimensions to lessen the chance of exceeding attentional or processing capacity. For example, one rater may be tasked with evaluating communication skills and professionalism, while another assesses physical exam skills. While feasibility issues definitely need to be grappled with, the intention would be to take cognitive load into consideration to reduce demands that may be problematic. Hinsz et al., (1997) introduced a similar concept for learners, which is that a collaborative group of learners could be considered an information processing system consisting of multiple, limited working memories that can create a collective working space. In this way, the cognitive load associated with carrying out a rating task could be distributed across multiple collaborating memories or attention systems, reducing the risk of overloading each member and creating a larger reservoir of cognitive resources (Hinsz et., 1997). Such strategies have been found effective in the context of improving assessment of autobiographical submissions in an admissions context (Dore et al., 2006). While necessarily speculative at this point as direct evidence has not been collected in the broader world of assessment relevant to medical education, researchers in other fields investigating similar concerns have demonstrated that reducing load may create strategies for improved rater performance (Gaugler and Thornton, 1989; Melchers et al., 2010).

**Conclusion**

Our review of the cognitive tasks associated with evaluating candidates and the evidence indicating considerable effects of high cognitive and perceptual demands suggest that understanding raters’ cognitive capacity in an assessment context could have significant implications for working towards improving rater-based assessments. The multifaceted nature of the construct of clinical performance, the reliance on rater judgment and the unique and dynamic settings in which clinical assessments are expected to take place, warrant a field specific study of the alignment between mental workload and cognitive capacity in medical education (see
Crossley and Jolly, 2012 for related arguments). The research described here has both practical and theoretical implications for medical education contexts. On the practical side, we have argued for a new focus that involves evaluating mental workload associated with rater-based assessments. This would allow researchers to identify where and when construct irrelevant variance attributed to perceptual and cognitive load may exist and where threats to reliability emerge. By aligning rating tasks with perceptual and processing capacities, raters (or assessment programs) may demonstrate improved discrimination between dimensions and/or candidates and improved inter-rater reliability. Further, the field might gain a better sense of what variability should be treated as “error” as opposed to meaningful differences in the variability that will inevitably be observed. Load measurements should inform assessment protocols, scale development and research involving rater training.

A second practical implication involves providing the impetus for studying how to effectively reduce load externally. We have provided examples of such strategies and encourage researchers to explore these and other strategies in their own contexts to maintain the integrity of their assessment process, avoid overly reductionist strategies, and optimize levels of intrinsic and germane load while being mindful of perceptual load. On the theoretical side, by extending perceptual load theory, cognitive load theory and information processing theory to clinical performance ratings we have aimed to broaden perspectives on strategies for improving rating quality. These issues cast light on an understudied aspect of rater-based assessment that may be particularly helpful in moving the field forward. With any rating task we can be certain a number of mental processes are involved in the rating of clinical performances. Understanding the vulnerabilities of these processes and capitalizing where possible on their strengths and minimizing weaknesses can provide an important key to effective and high quality rater-based assessments.
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Chapter 3 – “Global Rating Scale for the Assessment of Paramedic Clinical Competence”

Abstract

Objective: The aim of this study was to develop and critically appraise a global rating scale (GRS) for the assessment of individual paramedic clinical competence at the entry to practice level.

Methods: The development phase of this study involved task analysis by experts, contributions from a focus group and a modified Delphi process using a national expert panel to establish evidence of content validity. The critical appraisal phase had 2 raters apply the GRS, developed in Phase 1, to a series of sample performances from 3 groups: novice paramedic students (G1), paramedic students at the entry to practice level (G2), and experienced paramedics (G3). Using data from this process, we examined the tool’s reliability within each group and tested the discriminative validity hypothesis that higher scores would be associated with higher levels of training and experience.

Results: The development phase resulted in a 7-dimension, 7-point adjectival GRS. The two independent blinded raters scored 81 recorded sample performances (n=25 in G1, n=33 in G2, n=23 in G3) using the GRS. For G1, G2 and G3, respectively, inter-rater reliability reached 0.75, 0.88 and 0.94. Intra-rater reliability reached 0.94 and the internal consistency ranged from 0.53 to 0.89. Rater differences contributed 0% - 5.7% of the total variance. GRS scores assigned to each group increased with level of experience, both using the overall rating (Means=2.3, 4.1, 5.0; p<0.001) and considering each dimension separately. Applying a modified borderline group method, 54.9% of G1, 13.4% of G2 and 2.9% of G3 were below the cut score.

Conclusion: The results of this study provide evidence that the scores generated using this scale can be valid for the purpose of making decisions regarding paramedic clinical competence.
Introduction

Paramedics provide emergency and non-emergency care to patients suffering diverse complex medical conditions and traumatic injuries. The level of clinical competence expected of paramedics has grown and like other health professions, lack of competence can adversely affect patient safety and outcomes. Educational institutions, employers, licensing bodies and/or regulators have a responsibility to ensure paramedic candidates entering the profession are ready for independent practice. Performance-based exams are an integral part of ensuring clinical competence [1]. Administering them well requires evidence of adequate reliability and validity [2].

In the field of paramedicine, assessment tools have generally taken the form of task specific checklists [3-5]. For example, the National Registry of Emergency Medical Technicians includes as part of its examination a series of task specific (often chronological) binary checklists describing performance expectations along with critical errors for each task (http://www.nremt.org). While checklists may be appropriate in some contexts (e.g. isolated procedural tasks), paramedic clinical competence, which includes both technical and non-technical elements as well as variations in process, may be challenging to identify and measure using checklists [6, 7]. Global rating scales (GRS) have rarely been considered for the assessment of paramedic competence [8, 9] despite their apparent necessity and associated advantages [7, 10, 11]. Global rating scales are subjective, but they have been demonstrated to better differentiate levels of experience when compared to checklists [7, 12, 13] although checklists may better differentiate between individuals within a novice group of examinees [14]. Recently, Martin et al., revealed considerable variability in the rate at which raters reported errors when observing videotaped performances of paramedic practice [9]. In general, however, there is a paucity of research evaluating the reliability and validity of assessment tools in paramedicine, and therefore, no gold standard (checklist or GRS) exists.

Kane (2006) describes validation as a process of evaluating proposed interpretations of data based on the scores generated from an instrument. This involves clearly stating intended interpretations, identifying assumptions and critically evaluating the assumptions associated with the measurement tool [15]. The lack of this type of research in paramedic settings raises concerns regarding the accuracy and defensibility of the performance-based assessments used. This study aimed to develop and critically appraise a generic global rating scale to measure individual paramedic clinical competence for summative ‘entry to practice’ decisions.

Methods

Ethical approval was provided by Centennial College in Toronto, Ontario, Canada (REB # 087) and informed consent was obtained from each participant. We structured our study in two phases: a development phase in which we ensured the construct of paramedic clinical competence was adequately represented, and an appraisal phase in which we critically evaluated intended interpretations using the GRS.

Study Design for Development Phase

The development phase of this study focused on ensuring that the rating scale adequately represented the target construct of primary care paramedic clinical competence. Local experts, a broad focus group, and then a national panel of experts representing a variety of stakeholders in
paramedic education, certification and employment engaged in an iterative process until there was evidence of agreement that the construct was adequately represented by the scale.

First, local experts (WT and two other faculty from Centennial College) engaged in task analysis aimed at identifying relevant behaviours in paramedic clinical practice through observation of various clinical cases completed both in simulation and actual clinical practice. This group then clustered the behaviours observed and ultimately identified specific dimensions so that a working prototype GRS could be prepared. Next, a focus group representing end users (i.e., educators, certifying bodies) and raters was assembled to evaluate the characteristics, items, definitions and language used in the working prototype. This focus group was given an opportunity to apply the working prototype to a series of sample video performances to identify concerns, issues, or gaps. Finally, a national expert panel engaged in a modified Delphi process to complete the development phase [16, 17]. This involved presenting experts with a sample list of dimensions with bulleted statements intended to define each (developed and refined in task analysis and focus group session), using a web-based survey tool. Experts were asked to rate the relevance of each element (i.e., dimension and descriptor, 7-point labels and descriptors) as it relates to the intended construct using a 4-point scale from 1=not relevant to 4=extremely relevant, rate their level agreement with regards to adequate representation of the construct using a 4-point scale from 1=strongly disagree to 4=strongly agree, and provide comments. Results were then shared with each expert panel independently in subsequent rounds.

Analysis

Local experts continued the task analysis until saturation (i.e., until no new distinct and relevant behaviours were identified). Clustering continued iteratively until all behaviours were organized, dimensions could be identified, and a working prototype GRS was prepared. The focus group engaged in open discussion facilitated by the principal investigator (WT) until saturation (i.e., no new changes / revisions were suggested). Finally, using the working prototype GRS, the modified Delphi process continued until consensus was reached (defined as 80% agreement) among national experts on all items, definitions, rating labels and rating label definitions.

Study Design for Critical Appraisal Phase

The critical appraisal phase of this study tested the hypotheses that (i) the dimensions listed in the prototype are distinct and adequately represent the construct of interest, (ii) individual paramedics can be consistently differentiated by raters using the GRS (i.e., that the tool is reliable), and (iii) higher scores would be empirically associated with higher levels of experience when using the GRS to rate paramedic clinical performance. To test these hypotheses we subjected the scale to a quasi-experimental design to evaluate internal structure, reliability and relationship to other variables. This involved first recording clinical performances by three distinct groups; novice (in training) paramedic students (Group 1), entry to practice (about to graduate) paramedic students (Group 2), and experienced paramedics (Group 3) who all completed the same case in simulation. The videos were coded, randomized and distributed to raters to score using the prototype GRS.

Participants and Scenario
Purposive sampling was used to recruit paramedic students for groups 1 (novice) and 2 (entry to practice) from a local paramedic program and to recruit participants for group 3 (experienced paramedics) from 5 different Emergency Medical Services in Southern Ontario, Canada. Our selection of these groups was based on evidence that suggests expertise develops as a result of a greater knowledge base [18], greater experience through supervised and unsupervised exposure to a variety of patients [18, 19] and more opportunity for deliberate practice [19]. This provided a range of competence that could then be used to test the scale’s ability to differentiate between levels of performance.

Participants in each group were required to complete the same case in a high fidelity simulator. SimMan® (Laerdal Medical, Stavenger, Norway) was placed in a mock ambulance equipped with audio and video recording equipment. The simulated scenario involved an unstable cardiac patient with decreased level of consciousness who, at a predetermined marker, deteriorated to cardiac arrest over 9 minutes. Confederate “transfer company ambulance staff” were present as part of the simulation to provide a history to the examinee by answering his/her queries. Because the scenario was set at the “side of the roadway”, as described in appendix A, participants also had to demonstrate awareness of surveying the scene and assuring the safety of those involved. The scenario used was similar to those included in traditional entry to practice assessment processes and required a broad range of technical and non-technical skills. It was based on an actual clinical case, piloted and refined using paramedic education and simulation experts, students and active paramedics. Provincial and national scope of practice guidelines informed the case development process [20-23]. Participants were instructed to assess and manage the clinical case to the best of their ability using any available equipment and resources. Content and performance expectations were carefully considered to ensure all groups (including Group 1) had sufficient knowledge and skill to complete the case to standard without identifying themselves as being at a particular level of training. We intentionally selected paramedics for group 3 with less than 5 years of experience to reduce heterogeneity and limit differences in appearance that could bias the ratings.

Sample Size Calculation

The primary outcome for this study was the ability of raters to differentiate between groups 1, 2 and 3 using the prototype global rating scale. With an estimated effect size of 0.8, which is widely accepted in education and psychology to indicate a large effect [24] and has been used in similar scale validation studies [25], a two-tailed α of 0.05 and β of 0.20, 25 participants were required per group for a total of 75 participants. Rounding up to account for potential attrition, we sought to enroll 85 participants. This sample size facilitated secondary outcome (e.g., item analysis, inter-rater reliability) analyses as well [26].

Rating Procedure

Videos were given a study code, randomly ordered to minimize potential confounders, and then distributed to 2-blinded independent raters (described below) who were asked to score the videos as they normally would for entry to practice decisions. Raters were allowed to take notes while observing the performance, but rewinding or pausing the video was not allowed in order replicate natural conditions as closely as possible. Raters were informed that the videos represented a collection of performances from a variety of clinicians, and that each was to be evaluated independently using the GRS. Prior to scoring, raters were provided with a brief
introduction to the rating scale and given instructions on how to apply the scale. One sample case from pilot recordings was used to allow raters to practice applying the scale before beginning data collection. Both raters and the principal investigator (WT) met following the initial practice rating to discuss any rating issues. The introduction, instructions, practice sessions and discussion took approximately 60 minutes. We intentionally limited rater training to evaluate outcomes under the most natural conditions. No attempt was made to calibrate the raters and only scale application issues were discussed. Two months following the initial rating of all videos, each rater was randomly assigned a subset of the videos to enable an evaluation of intra-rater reliability.

**Analysis**

The scores generated are expected to be used to make inferences regarding paramedic clinical competence. To test assumptions related to the scale’s content, internal structure was analyzed via item analysis (i.e., internal consistency, inter-item and item total correlations) [27]. Variance attributable to raters, items, and the relevant interactions between those facets was determined and used to calculate reliability. Inter and intra-rater reliability was calculated using generalizability theory [28]. A modified borderline group method [29-31] for establishing cut scores was also applied and reported using descriptive statistics. This involved having raters judge candidate performance using a 7-point adjectival scale that was included at the end of the GRS. They were asked to rate each candidate’s overall performance as either unsatisfactory (1=unsafe, 2=unsatisfactory, 3=poor/weak) or satisfactory (4=marginal, 5=competent, 6=highly competent, 7=exceptional). Prior to the rating task, raters were informed scores of 3 or 4 on this overall category would be considered the borderline group. Scores assigned on the 7 construct specific dimensions for that cohort of candidates were aggregated to establish a cut score by dimension. Finally, using scores from each of the three groups, we tested the assumption that higher scores are related to higher levels of experience using Analysis of Variance (ANOVA). All data were analyzed using SPSS Version 19 and Generalizability software (G-string Version IV). The level of significance was set at \( p=0.05 \) (two-tailed).

**Results**

**Development phase**

**Task Analysis and Item Development**

The development phase involved having experts from a paramedic program conduct a task analysis [32] using multiple simulation-based paramedic clinical performances and actual clinical cases. Experts identified 257 observable behaviours from a variety of contexts and then iteratively arranged the behaviours into clusters relevant to paramedic practice. Additional performance observations continued to determine sufficiency of the list and/or the need for further refinements to the clusters. Eight dimensions in total were identified: situation awareness, history gathering, patient assessment, decision-making, implementation, resource utilization, communication and procedural skills. Using the behaviours identified during the task analysis, descriptors with examples for each were attached to each dimension. An initial working prototype GRS including the 8 dimensions and 7-point adjectival scales was created. A 7-point scale was selected to facilitate reliability without creating levels raters would have difficulty differentiating between [26, 33]. Rating labels, with definitions for each (based on
practice standards, patient safety, and readiness for independent practice or progression) anchored each of the 7 points.

**Focus Group**

Next, a focus group of 17 practicing paramedic clinicians who were also practicing educators and assessors from 5 different emergency medical services in southern Ontario, Canada contributed to the refinement of the scale. Raters reviewed and approved the list of dimensions assembled, the definitions associated with each dimension, the rating labels selected and their definitions. After having an opportunity to apply the scale to 2 pre-recorded videos of paramedic simulations, the dimension “implementation” was identified as a source of disagreement regarding its distinction from other dimensions. The focus group along with the researchers elected to retain the dimension for the national expert panel.

**National Expert Panel**

Nine experts from 5 provinces across Canada participated in a modified Delphi process [16, 17]. Experts were selected based on their individual experience in paramedicine and unique perspective relative to the rating scale’s intended application (i.e., entry to practice decisions). For example, some were responsible for graduating paramedic candidates (n=5), while others were responsible for employment (n=2), and still others for certification (n=2). All were practicing experienced educators (n=9, median of 10 years in paramedic education), researchers (n=3), or active paramedics (n=8, median of 15 years in clinical practice). Round 1 of the Delphi achieved consensus (>80% agreement) on all dimensions, rating labels and definitions except for the dimension “implementation”. Following round 1, bulleted statements were converted to general descriptions for each dimension and suggestions for revisions were implemented or shared with the group for consensus prior to round 2. In Round 2 a revised GRS was distributed and achieved consensus on all levels with the exception of the “implementation” dimension. Similar to the focus group session, the expert panel disagreed regarding its distinction from other dimensions and its inherent inclusion in each. Based on the feedback from the focus group, and results of the Delphi process, the dimension “implementation” was eliminated from the rating scale and the Delphi process discontinued. A copy of the final GRS is included in appendix B.

**Critical appraisal**

**Group Participants and Raters**

Participants for each group were enrolled between January and May of 2011. Eighty-five participants were enrolled. Twenty-five novice paramedic students (17 males, 8 females) in Group 1, 36 entry to practice students (19 males, 17 females) in Group 2 and 24 active paramedics (14 male, 10 females) in Group 3. Three videos in group 2 were discarded due to technical difficulties. One video in group 3 was discarded once a participant disclosed he was not an active paramedic. Of the remaining 23 paramedics in Group 3, the mean years of experience was 2.4 and 6 different paramedic services and 6 different paramedics programs in Ontario Canada were represented. A total of 81 videos, each lasting 9 minutes, were submitted to 2 raters for scoring. The initial rating procedure was completed over a 1 month period. The subsequent rating procedure (used to calculate intra-rater reliability) involved rating a random
selection of 30 of the 81 videos. This second rating took place 2 months following the initial rating task and was completed over a 2 week period.

Two raters were selected from 2 different paramedic programs in Ontario, Canada. Together the raters averaged 11 years experience as paramedic educators, 22 years as paramedics and 13 years evaluating clinical performances. All videos were scored on 7 dimensions, and given an “overall” performance rating by each rater.

**Reliability**

Reliability analyses were conducted on each group independently to avoid artificially inflating the heterogeneity in the videos. The proportion of variance attributable to rater differences in Groups 1, 2, and 3, respectively, was 0.07%, 0%, and 5.72% of group total variance. All variance components are illustrated in Table 1.

Using participant as the facet of differentiation and items as the facet of generalization, internal consistency was calculated and found to be .89, .71 and .53 for Groups 1, 2, and 3, respectively. Inter-item correlations ranged from .62 to .93 and item-total correlations ranged from .74 to .92. Individual inter-item and item-total correlations are provided in Table 2 along with the correlation between each item and the overall rating assigned.

The inter-rater reliability for Groups 1, 2 and 3 reached .75, .88 and .94, respectively. Intra-rater reliability was calculated using the scores assigned to the 30 randomly selected videos and reached .94. The reliability for each dimension considered independently, ranged from .54 (communication) to .83 (decision making) within Group 2 (i.e., those selected from the target population). Individual g-coefficients for each dimension are reported in Table 3.

**Relationship to Other Variables**

To test for evidence of discriminative validity, using all dimensions, a one-way ANOVA was performed using group as the independent variable and average score as the dependent variable. The effect of group was found to be statistically significant both based on overall scores ($F(2,78) = 29.5, p = <.001$) and for each individual dimension (see Table 4). Making pairwise comparisons, the differences between the means across group aligned with expectations in 23 out of 24 instances, consistency that can be expected to occur less than 0.1% of the time according to binomial probability theorem (i.e., $p<0.001$). The one reversal (Group 2 > Group 3 in the Communication skills dimension) was slight with an observed difference of 0.06.

We applied the modified borderline group method to each dimension to evaluate the relationship between failure rate and group assignment and found the highest failure rates in Group 1, followed by Group 2, and then Group 3. Results are provided in Table 5.

**Discussion**

Kane (2006) describes validation as a process of generating an **interpretive argument** in which proposed interpretations are clearly stated (such as higher scores on the GRS are indicative of a higher level of experience) and then critically evaluated for plausibility and coherence [15]. There are numerous assumptions between the observation of performance and the final decision regarding competence that must be identified and evaluated if the interpretation based on scores generated is to be considered defensible. Using this framework, we proposed that the scale
would be used to make inferences regarding paramedic clinical competence at the entry to practice level. We then identified construct representation as the first assumption to be tested and hypothesized that higher scores would align with higher levels of experience. The results of a development and critical appraisal process included in this study, suggest that this GRS can be implemented in a way that provides reasonable reliability and capacity to differentiate both between groups and between individuals within group and, therefore, enables inferences regarding paramedic clinical competence.

The development phase and early stages of the critical appraisal phase of this study were aimed at evaluating the adequacy of construct representation. This content validation process involved clinicians, educators and experts in the field of paramedicine collectively and iteratively ensuring an appropriate focus of the GRS. This involved detailed task analyses (i.e., observation of clinical performance using a wide variety of cases) in simulation and clinical settings, a large focus group of clinicians who were also educators and raters, and a national expert panel representing a variety of stakeholders responsible for making decisions regarding independent paramedic practice. All were implemented using rigorous item construction rules and processes to devise and refine items. This resulted in a 7 dimension GRS: situation awareness, history gathering, patient assessment, decision-making, resource utilization, communication and procedural skill.

Once the development phase was complete and a GRS created, we subjected the scale to a quasi-experimental design. We recruited a range of clinicians (i.e., paramedic students at different levels of training and experienced paramedics) to complete the same case in a simulation setting, then had raters, blinded to group, observe and rate the clinical performances. Data collected from these processes allowed us to conduct item and reliability analyses and to evaluate the relationship of the scores to the training/experience level of participants, a practice that has been successfully applied in other similar studies [6, 25, 34, 35].

The high inter-item correlations observed suggest that the items, despite representing diverse dimensions, were possibly measuring a single construct. These high inter-dimension correlations reinforce Lurie, Mooney and Lyness’ findings, which suggest that raters have difficulty differentiating between dimensions [37]. This may be an indication that, psychologically, raters form Gestalt categorical judgments about candidates/trainees as part of impression formation (i.e., a halo effect) [38] perhaps due to difficulty tracking multiple dimensions simultaneously [33]. Still, the scale demonstrated evidence of inter-rater and intra-rater reliability, with minimal error attributed to rater. This may be in part due to deliberate efforts to align the label definitions (e.g., ready for independent practice) with the manner in which clinical supervisors naturally conceive of trainees’ progress, a strategy that Crossley, Johnson, Booth and Wade has shown can improve rating practice [39]. Finally, the scores generated were significantly different between groups. These results strengthen confidence in the inferences made based on scores generated using this scale. That is, they strengthen the interpretive argument and suggest this GRS can be used for the assessment of paramedic clinical competence during entry to practice assessment processes.

These findings add to the broader health professional literature suggesting the use of global rating scales to be a suitable measurement strategy. Crossley and Jolly claim that assessors judge performance more consistently and discriminatingly when not tied to process level observation.
(i.e., reducing complex clinical performance to a series of individual steps)[40]. This may help explain why the global ratings used in our study appear to be more reliable than those used by Han et al. [14] despite the fact that we examined reliability within a group of novice practitioners just as they did. Our goal was to evaluate paramedic clinical competence at the entry to practice level. The variations in appropriate performance that can exist among clinicians at this level may not be amenable to process level assessment (e.g., checklists). For instance, in making judgments regarding clinical performance, checklists may facilitate the assessment of occurrence (i.e., whether or not particular behaviours were present) but GRS may be more suitable for considering quality (i.e., how good the performance is) and suitability (i.e., whether or not the performance was good enough for entry to practice) [12]. Rather, outcome or structure level assessments and definitions [40], which are included in this GRS may be better suited.

Limitations

As always, there are limitations associated with this study. First, we used only one unscripted case (a medical cardiac patient). This tells us that performance can be reliably differentiated, but it limits external validity and prevents us from determining the extent to which individuals’ general ability is captured by a single application of the scale. In terms of external validity, whether similar results would be found when assessing candidates attending to a trauma victim, for example, requires further study. That said, the case involved a number of interactions (e.g., communicating with unhelpful staff, integrating available resources, a need for selecting appropriate assessment strategies) that would likely be applicable in a variety of patient encounters. Further, the development phase of this study, included as part of each phase (i.e., task analysis, focus group and expert panel) the consideration and inclusion of a variety of contexts. Still, future studies will need to apply the GRS to other contexts (e.g., using different cases, in actual clinical competence exams) to assess the generalizability of the results reported here. With respect to drawing inferences about individual paramedics’ general level of competence, the universality of context specificity [40] requires that research be done to determine how many times the GRS needs to be applied (i.e., how many cases need to be observed) to generate stable representation of an individual’s competence level. Second, we had 2 independent expert raters score all 81 videos. The level of expertise of the raters as well as the repetition may have contributed to the results (e.g. high inter-rater reliability, low error variance) though it is worth noting that raters did not compare notes over the course of completing their assignment and, hence, were as prone to drifting apart in their perceptions as they were to come to a mutual understanding of how well individual participants performed. Finally, in critically appraising the GRS, we selected 3 groups (year 1 paramedic students, year 2 entry to practice students, and experienced paramedics) to test the scales’ discriminative validity. The heterogeneity of these groups could be argued to have had an effect on our study results, which demonstrate an ability to differentiate between groups. The scale was designed to support decisions for entry to practice. The groups selected provide a range, therefore, around the population of interest. Further, within each group we were able to identify a range of performance levels (based on the high level of participant variance within group) and reasonable reliabilities were observed in all groups including group 2, our intended target. What cut scores should be used in actual practice will depend on many factors including the way in which the data are to be used (e.g., for formative or summative purposes and the stakes involved in the decision to be made). Interested readers are directed to other sources for a more comprehensive
treatment of assessment strategies and standard setting in health professions education [2, 12, 41-43].

Conclusions
Paramedic program educators, employers, certifying and/or licensing bodies all have a responsibility to ensure those who are ultimately given access to independent paramedic practice are indeed competent. This requires the use of appropriate process and measurement tools with sufficient scientific evidence to support inferences or interpretations based on the scores generated. This study provides support for use of our rigorously developed GRS in practice by demonstrating evidence of content validity, sound psychometric properties, limited construct irrelevant variance and an ability to differentiate between levels of performance. Applied in the proper context, this scale could help strengthen decisions regarding paramedic clinical competence. Additional research is recommended to further support this interpretive argument, especially in other contexts.
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### Table 1 – Variance components and percentage of total variance by group.

<table>
<thead>
<tr>
<th>Effect</th>
<th>G1 VC</th>
<th>% of Total Var.</th>
<th>G2 VC</th>
<th>% of Total Var.</th>
<th>G3 VC</th>
<th>% of Total Var.</th>
</tr>
</thead>
<tbody>
<tr>
<td>person</td>
<td>0.89</td>
<td>41.1%</td>
<td>1.05</td>
<td>47.8%</td>
<td>0.76</td>
<td>32.2%</td>
</tr>
<tr>
<td>rater</td>
<td>0.00</td>
<td>0.1%</td>
<td>0.00</td>
<td>0.0%</td>
<td>0.14</td>
<td>5.7%</td>
</tr>
<tr>
<td>item</td>
<td>0.07</td>
<td>3.2%</td>
<td>0.00</td>
<td>0.0%</td>
<td>0.06</td>
<td>2.4%</td>
</tr>
<tr>
<td>person x rater</td>
<td>0.11</td>
<td>5.1%</td>
<td>0.24</td>
<td>11.1%</td>
<td>0.34</td>
<td>14.5%</td>
</tr>
<tr>
<td>person x item</td>
<td>0.25</td>
<td>11.5%</td>
<td>0.17</td>
<td>7.9%</td>
<td>0.10</td>
<td>4.2%</td>
</tr>
<tr>
<td>rater x item</td>
<td>0.24</td>
<td>11.3%</td>
<td>0.23</td>
<td>10.3%</td>
<td>0.19</td>
<td>8.1%</td>
</tr>
<tr>
<td>person x rater x item</td>
<td>0.59</td>
<td>27.1%</td>
<td>0.50</td>
<td>22.9%</td>
<td>0.77</td>
<td>32.78%</td>
</tr>
<tr>
<td>Total Variance</td>
<td>2.16</td>
<td>100%</td>
<td>2.19</td>
<td>100%</td>
<td>2.35</td>
<td>100%</td>
</tr>
</tbody>
</table>

G1 = Group 1 novice level paramedic students, G2 = Group 2 entry to practice level paramedic students, G3 = Group 3 experienced active paramedics; VC = variance components; Var. = variance.
Table 2: Inter-item and item total correlations using data from all 3 groups.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>SA</th>
<th>HG</th>
<th>PA</th>
<th>DM</th>
<th>RU</th>
<th>COM</th>
<th>Item-Total Correlation</th>
<th>Correlation with “Overall” rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Situation Awareness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.93</td>
<td>.95</td>
</tr>
<tr>
<td>History Gathering</td>
<td>.71</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.74</td>
<td>.74</td>
</tr>
<tr>
<td>Patient Assessment</td>
<td>.93</td>
<td>.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.89</td>
<td>.91</td>
</tr>
<tr>
<td>Decision Making</td>
<td>.92</td>
<td>.70</td>
<td>.88</td>
<td></td>
<td></td>
<td></td>
<td>.92</td>
<td>.95</td>
</tr>
<tr>
<td>Resource Utilization</td>
<td>.81</td>
<td>.67</td>
<td>.77</td>
<td>.79</td>
<td></td>
<td></td>
<td>.85</td>
<td>.84</td>
</tr>
<tr>
<td>Communication</td>
<td>.69</td>
<td>.63</td>
<td>.62</td>
<td>.66</td>
<td>.76</td>
<td></td>
<td>.74</td>
<td>.75</td>
</tr>
<tr>
<td>Procedural Skill</td>
<td>.85</td>
<td>.66</td>
<td>.81</td>
<td>.75</td>
<td>.67</td>
<td></td>
<td>.88</td>
<td>.92</td>
</tr>
</tbody>
</table>
Table 3: Inter-rater reliability for each dimension calculated using generalizability theory and Group 2 data.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>G-Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Situation Awareness</td>
<td>.83</td>
</tr>
<tr>
<td>History Gathering</td>
<td>.64</td>
</tr>
<tr>
<td>Patient Assessment</td>
<td>.81</td>
</tr>
<tr>
<td>Decision Making</td>
<td>.84</td>
</tr>
<tr>
<td>Resource Utilization</td>
<td>.60</td>
</tr>
<tr>
<td>Communication</td>
<td>.54</td>
</tr>
<tr>
<td>Procedural Skill</td>
<td>.67</td>
</tr>
</tbody>
</table>

G-coefficient = generalizability coefficient.
Table 4: Descriptive statistics and ANOVA results by dimension.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Group</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>95% CI</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Situation Awareness</td>
<td>1</td>
<td>2.36</td>
<td>1.24</td>
<td>1.85</td>
<td>2.87</td>
<td>2.78</td>
<td>52.49</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4.21</td>
<td>1.39</td>
<td>3.72</td>
<td>4.70</td>
<td>2.78</td>
<td>32.44</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5.26</td>
<td>1.13</td>
<td>4.77</td>
<td>5.75</td>
<td>2.78</td>
<td>32.44</td>
<td>.00</td>
</tr>
<tr>
<td>History Gathering</td>
<td>1</td>
<td>3.10</td>
<td>1.28</td>
<td>2.57</td>
<td>3.63</td>
<td>2.78</td>
<td>10.94</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4.03</td>
<td>1.07</td>
<td>3.65</td>
<td>4.41</td>
<td>2.78</td>
<td>9.03</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4.39</td>
<td>0.90</td>
<td>4.00</td>
<td>4.78</td>
<td>2.78</td>
<td>9.03</td>
<td>.00</td>
</tr>
<tr>
<td>Patient Assessment</td>
<td>1</td>
<td>2.16</td>
<td>1.02</td>
<td>1.74</td>
<td>2.58</td>
<td>2.78</td>
<td>36.00</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3.42</td>
<td>1.32</td>
<td>2.96</td>
<td>3.89</td>
<td>2.78</td>
<td>25.09</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4.61</td>
<td>1.20</td>
<td>4.09</td>
<td>5.13</td>
<td>2.78</td>
<td>25.09</td>
<td>.00</td>
</tr>
<tr>
<td>Decision Making</td>
<td>1</td>
<td>2.28</td>
<td>1.30</td>
<td>1.74</td>
<td>2.58</td>
<td>2.78</td>
<td>57.11</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4.14</td>
<td>1.43</td>
<td>3.63</td>
<td>4.64</td>
<td>2.78</td>
<td>30.00</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5.33</td>
<td>1.39</td>
<td>4.72</td>
<td>5.93</td>
<td>2.78</td>
<td>30.00</td>
<td>.00</td>
</tr>
<tr>
<td>Resource Utilization</td>
<td>1</td>
<td>2.78</td>
<td>1.00</td>
<td>2.37</td>
<td>3.19</td>
<td>2.78</td>
<td>26.06</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3.98</td>
<td>1.14</td>
<td>3.58</td>
<td>4.39</td>
<td>2.78</td>
<td>22.34</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4.85</td>
<td>1.08</td>
<td>4.38</td>
<td>5.32</td>
<td>2.78</td>
<td>22.34</td>
<td>.00</td>
</tr>
<tr>
<td>Comm.</td>
<td>1</td>
<td>3.42</td>
<td>1.19</td>
<td>2.93</td>
<td>3.91</td>
<td>2.78</td>
<td>8.06</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4.41</td>
<td>1.11</td>
<td>4.01</td>
<td>4.80</td>
<td>2.78</td>
<td>8.06</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4.35</td>
<td>1.49</td>
<td>3.70</td>
<td>4.99</td>
<td>2.78</td>
<td>5.14</td>
<td>.01</td>
</tr>
<tr>
<td>Procedural Skill</td>
<td>1</td>
<td>2.78</td>
<td>1.44</td>
<td>2.18</td>
<td>3.38</td>
<td>2.78</td>
<td>35.46</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4.17</td>
<td>1.33</td>
<td>3.70</td>
<td>4.64</td>
<td>2.78</td>
<td>21.40</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5.20</td>
<td>1.02</td>
<td>4.75</td>
<td>5.64</td>
<td>2.78</td>
<td>21.40</td>
<td>.00</td>
</tr>
<tr>
<td>Overall</td>
<td>1</td>
<td>2.30</td>
<td>1.22</td>
<td>1.80</td>
<td>2.80</td>
<td>2.78</td>
<td>46.27</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4.05</td>
<td>1.38</td>
<td>3.56</td>
<td>4.54</td>
<td>2.78</td>
<td>29.48</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5.02</td>
<td>1.08</td>
<td>4.55</td>
<td>5.49</td>
<td>2.78</td>
<td>29.48</td>
<td>.00</td>
</tr>
</tbody>
</table>

Std. Dev. = standard deviation; CI = confidence interval; df = degrees of freedom
Table 5: Percentage of individuals below cut score as defined by the Modified Borderline Group Method (by group and by dimension).

<table>
<thead>
<tr>
<th>Dimension</th>
<th>SA</th>
<th>HG</th>
<th>PA</th>
<th>DM</th>
<th>RU</th>
<th>COM</th>
<th>PS</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>56%</td>
<td>56%</td>
<td>56%</td>
<td>64%</td>
<td>52%</td>
<td>48%</td>
<td>52%</td>
<td>54.9%</td>
</tr>
<tr>
<td>Group 2</td>
<td>12%</td>
<td>18%</td>
<td>21%</td>
<td>1%</td>
<td>12%</td>
<td>15%</td>
<td>15%</td>
<td>13.4%</td>
</tr>
<tr>
<td>Group 3</td>
<td>0%</td>
<td>1%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>18%</td>
<td>0.3%</td>
<td>2.9%</td>
</tr>
</tbody>
</table>

G1 = Group 1: novice level paramedic students, G2 = Group 2: entry to practice level paramedic students, G3 – Group 3: experienced active paramedics
Appendix A – Case summary.

OVERVIEW

This case involved a paramedic (i.e., the candidate) working alone and responding to the side of a roadway for a patient with a decreased level of consciousness who was in the rear of a transfer company ambulance. According to transfer company staff, the patient’s condition began with severe shortness of breath secondary to congestive heart failure that progressed into lethal arrhythmia and eventually cardiac arrest. The transfer company staff are “on scene” (i.e., in the rear of the transfer company vehicle with the patient) arguing over who is responsible for the current predicament.

CALL INFORMATION

Call for a 75 year old male/female with shortness of breath.

CASE DETAILS

The patient [mannequin] presented initially as responding only to painful stimuli with moans, was diaphoretic and tachypneic. His presenting rhythm was ventricular tachycardia. Presenting vital Signs were: BP: 68/48, HR: 190 (ventricular tachycardia), RR: 30 s/r, (crackles throughout). BS = 8.8. Patient had a history of Alzheimer's, coronary artery disease, two previous MIs, CHF, CVA [no lasting deficits], hypertension, diabetes, and high cholesterol. The medication list included Aricept, Metoprolol, Digoxin, Lisinopril, Glucophage, Atorvastatin, and was allergic to morphine.

The transfer company crew members remain “on scene” for the duration of the interaction and are available to provide history verbally (no patient chart) in response to the candidate’s requests. The candidate must use effective communication skills to elicit the information as the two transfer company staff continues to argue, be disruptive and are reluctant to assist. However, one of the two transfer company staff is able to serve as a resource to the candidate.

At the 5-minute point in the case, the patient becomes Vital Signs Absent.

---

1 In Canada, some unregulated private companies may provide transfer services to patients. Generally, these unregulated transfer companies may not be held to the same standard as fully regulated ambulance services, including staff qualifications. Further, unregulated transfer companies, are not authorized to transport patients directly to emergency departments.
Appendix B – Global Rating Scale for the Assessment of Paramedic Clinical Competence

PARAMEDIC GLOBAL RATING SCALE

Candidate: ________________________________ Rater: ____________________________
Date: ______________
Case Description:
________________________________________________________________________________

<table>
<thead>
<tr>
<th>Rating Label</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1=Unsafe</td>
<td>Not performed as required. Performance compromised patient care / safety; serious remediation is required, unsuitable for supervised practice or progression.</td>
</tr>
<tr>
<td>2=Unsatisfactory</td>
<td>Performance indicated cause for concern. A potential for compromised patient care / safety exists; considerable improvement is needed. Not ready for supervised practice or progression.</td>
</tr>
<tr>
<td>3=Poor / Weak</td>
<td>Inconsistently performed, and/or performance does not meet the standard, improvement is needed. More training / practice is needed before consideration for supervised practice or progression.</td>
</tr>
<tr>
<td>4=Marginal</td>
<td>Occasionally performance is to standard, and/or performance meets minimum standards, improvement is recommended; suitable for supervised practice or progression with some remediation.</td>
</tr>
<tr>
<td>5=Competent</td>
<td>Often performed to standard, and/or performance is safe and to standard. Some areas could be improved. Ready for independent practice or progression with only minor concerns if any.</td>
</tr>
<tr>
<td>6=Highly Competent</td>
<td>Consistently performs to standard, and/or performance is safe and to standard. Occasionally exceeds the standard. Little improvement needed if any; ready for independent practice or progression.</td>
</tr>
<tr>
<td>7=Exceptional</td>
<td>Consistently demonstrates a high standard of performance, and/or consistently exceeds the standard enhancing patient safety; could be used as a positive example for others; highly recommended for independent practice or progression.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Situation Awareness</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UNSAFE</td>
<td>UNSAT</td>
<td>POOR/WEAK</td>
<td>MARGINAL</td>
<td>COMPETENT</td>
<td>HIGHLY COMPETENT</td>
<td>EXCEPTIONAL</td>
</tr>
</tbody>
</table>

Refers to the individual’s overall ability to consider and integrate environmental, scene, resources and patient condition cues into the overall interaction, management and safety plan. This includes observing whole environment (all available data sources), anticipating likely events, discriminating between relevant and irrelevant data and avoiding tunnel vision (inappropriately focusing on elements to the exclusion of others). The individual is expected to
demonstrate examples of situation awareness throughout the interaction and updating actions as necessary.

### History Gathering

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNSAFE</td>
<td>UNSAT</td>
<td>POOR/WEAK</td>
<td>MARGINAL</td>
<td>COMPETENT</td>
<td>HIGHLY COMPETENT</td>
<td>EXCEPTIONAL</td>
</tr>
</tbody>
</table>

Refers to the individual’s overall ability to effectively and thoroughly gather an appropriate history (includes history of present illness and medical history) which is organized, appropriately structured, timed and focused according the clinical situation and level of urgency (context). This includes interpreting and evaluating findings while discriminating between relevant and irrelevant findings. Also, refers to a demonstrated ability to include a consideration for differential diagnosis, while working toward a working diagnosis.

### Patient Assessment

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNSAFE</td>
<td>UNSAT</td>
<td>POOR/WEAK</td>
<td>MARGINAL</td>
<td>COMPETENT</td>
<td>HIGHLY COMPETENT</td>
<td>EXCEPTIONAL</td>
</tr>
</tbody>
</table>

Refers to the individual’s overall ability to select and perform a physical exam and investigation of signs and/or symptoms that is organized and appropriate given the clinical situation and level of urgency. This includes interpreting and evaluating findings while discriminating between relevant and irrelevant findings. Also, refers to a demonstrated ability to continue appropriate reassessment / detailed assessment as needed. Finally, this also includes a consideration for differential diagnosis, while working toward a working diagnosis.

### Decision Making

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNSAFE</td>
<td>UNSAT</td>
<td>POOR/WEAK</td>
<td>MARGINAL</td>
<td>COMPETENT</td>
<td>HIGHLY COMPETENT</td>
<td>EXCEPTIONAL</td>
</tr>
</tbody>
</table>

Refers to the individuals overall ability to select an appropriate, safe, and effective management plan and/or strategy. Decisions should be based on and supported by findings, consideration of risks, benefits and differential diagnosis. This involves having adequate information for decisions made (i.e., avoiding premature closure) and ensuring decisions are appropriately prioritized, and timed. This also includes selecting an appropriate management device, method, or technique based on evidence (i.e., situation awareness, patient condition, resources etc) and context.

### Resource Utilization

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNSAFE</td>
<td>UNSAT</td>
<td>POOR/WEAK</td>
<td>MARGINAL</td>
<td>COMPETENT</td>
<td>HIGHLY COMPETENT</td>
<td>EXCEPTIONAL</td>
</tr>
</tbody>
</table>

Refers to the individual’s overall ability to identify and use resources effectively to accomplish goals and maximize care. This includes the delegation of tasks, the coordination of efforts, selecting appropriate members (e.g., allied agencies, patients etc) for a given task, ensuring
effectiveness and requesting additional resources as necessary. This also includes ability to function as a team with appropriate leadership.

<table>
<thead>
<tr>
<th>Communication</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UNSAFE</td>
<td>UNSAT</td>
<td>POOR/WEAK</td>
<td>MARGINAL</td>
<td>COMPETENT</td>
<td>HIGHLY COMPETENT</td>
<td>EXCEPTIONAL</td>
</tr>
</tbody>
</table>

Refers to the individuals overall ability to clearly and accurately exchange information with the team, patient and/or bystander for optimal patient care and team effectiveness. This includes the use of concise and appropriate language, ensuring statements are directed at appropriate individuals and that messages are heard / received (i.e., closes the loop). This also includes demonstrating effective listening skills, demonstrating empathy, responding appropriately to statements by the team, patient or bystander. Actions are appropriately communicated with team, patient and bystander. Verbal and non-verbal are appropriate and congruent.

<table>
<thead>
<tr>
<th>Procedural Skill</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UNSAFE</td>
<td>UNSAT</td>
<td>POOR/WEAK</td>
<td>MARGINAL</td>
<td>COMPETENT</td>
<td>HIGHLY COMPETENT</td>
<td>EXCEPTIONAL</td>
</tr>
</tbody>
</table>

Refers to the individuals overall ability to complete psychomotor or procedural skills or tasks effectively, appropriately and to standard. This involves a familiarity with equipment used, ensuring appropriate and safe application while completing tasks to standard and avoiding commission or omission errors. This also involves adaptability to failures / problems (as necessary) and ensuring team, patient and bystander safety while performing these procedures; includes appropriate execution, properly sequenced, and evaluating / reevaluating effectiveness.

<table>
<thead>
<tr>
<th>Overall Clinical Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNSATISFACTORY</td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>
References:


Chapter 4 – The Impact of Rating Demands on Assessments of Clinical Competence
Abstract

Purpose:
The objective of this study was to evaluate the impact of increasing rating demands on rater based assessments of clinical competence.

Methods:
Participants were randomly assigned to one of four conditions (in a 2x2 factorial design) and asked to rate 3 pre-recorded unscripted clinical encounters illustrating 2 levels of performance (high, medium, low). One factor was the number of dimensions participants were asked to rate: 7 vs. 2. The other involved the requirement (or lack thereof) to conduct additional extraneous, but ecologically valid, tasks by attending to patient status and the activity of additional individuals observable on video. Outcome measures included number of dimension relevant behaviours identified, ability to discriminate between levels of performance, and inter-rater reliability.

Results:
Using the 2 dimensions common to both groups, ANOVA revealed a significant main effect of the number of dimensions included in the scale on the number of relevant behaviours identified: Participants in the 2D group identified more features than those in the 7D group. Both groups were able to differentiate between levels of performance, but post hoc analyses revealed significance on all pairwise comparisons in the 2D group and not in the 7D group. Inter-rater reliability increased from .45 in the 7D group to .70 when participants were required to consider only 2 dimensions.

Conclusions:
The results of this study provide preliminary evidence that requiring raters to consider a greater number of dimensions can decrease (a) the number of dimension relevant behaviours identified, the capacity to discriminate between levels of performance, and (c) inter-rater reliability.
Introduction

Accurate assessment of clinical competence continues to challenge health professional education (Huwendie et al., 2010). One such challenge derives from the fact that clinical competence is complex, abstract and not directly measurable. As such, it must be inferred from behaviours demonstrated by candidates with the consequence that assessment of many aspects of clinical competence is largely dependent on rater judgment. However, rater-based assessments have been identified as fallible and problematic. Observed challenges include difficulty discriminating between dimensions of performance, persistence of common rater biases and poor inter-rater reliability (Downing, 2004, 2005; Haber and Avins, 1994; Lurie et al., 2009; Thompson et al., 1990; Williams et al., 2003; Yeates et al., 2012).

Until recently, common explanations for rater difficulties have mainly been grounded in issues related to insufficient rater training and/or scale development (Green and Holmboe, 2010; Lurie et al., 2009; Tavares and Eva, 2012). As challenges persist even after elaborate training efforts have been designed, researchers in health professions education have begun to consider issues directly linked to the cognitive processes of the raters (Govaerts et al., 2011; Kogan et al., 2011; Williams et al., 2003). For example, Ginsburg, et al. (2010) uncovered a dissonance between how raters think about competence and the competency based frameworks that are often used to define and assess trainees and health professionals. Consistent with these observations, Crossley et al. (2011) have reported greater reliability when rater-based assessment tools are tailored to the way in which raters think of competence. Such findings have led to an emphasis being placed on the need to further understand the cognitive processes raters engage in when making assessment decisions (Eva and Hodges, 2012; Hodges, 2013). If the problems observed result from misalignment between rating task requirements and limitations associated with the human cognitive system (Tavares and Eva, 2012) it is the tasks themselves that must change rather than attempting to alter the raters through training or other efforts.

In general, health professional education assessment practices have been built in a way that suggests an under-appreciation of how difficult a cognitive challenge rating tasks create. While candidates perform in response to clinical stimuli, raters must actively detect, select, and process relevant behaviours or events (while ignoring others), integrate performance standards/expectations, avoid contamination and cognitive biases, decipher the relevance and impact of contextual influences etc. In current competency-based frameworks commonly used to guide practice in this domain, raters have to do this not just for one dimension of performance, but for many simultaneously. For example, the commonly used mini-CEX requires raters to consider six distinct, yet inter-related, dimensions (Norcini et al., 2003).

A number of theories have emerged predicting that resource limitations associated with information processing (e.g., perception, attention, working memory and executive control) will affect rater performance when resource conflict exists (i.e., when rating demands exceed cognitive resources) (Baddeley, 1992; Navon and Gopher, 1979; Salvucci and Taatgen, 2008; Wickens, 2002). Common amongst these theories are predictions that performance can become impaired when information processing resources become overwhelmed (Baddeley, 1992; Holmboe, 2004; Lavie, 1995; Lord and Maher, 1990; Mack, 1998; Wickens and Carswell, 2006). Thinking of rating tasks in this way raises the question of whether raters’ cognitive capacity may be exceeded by the cognitive demands imposed by rating tasks, thereby threatening rating quality.
(DeNisi, 1996; LaMantia et al., 1999; Noel et al., 1992). For example, in real world settings, clinicians routinely maintain ultimate responsibility for patient care while assessing trainees while also having to determine the extent to which contextual variables such as the acts of other individuals might result in candidates’ performance not being reflective of their individual ability. In more artificial settings, examiners must often monitor the progress of a simulation, again potentially distracting them from the task of candidate observation and judgment. In fact, the very effort that has gone into broadening medical educators’ conceptions of competence by emphasizing multiple dimensions of performance may bring with it the unintended consequence of overwhelming raters when instruments require individuals to attend to all dimensions simultaneously.

Tamblyn et al., and Vu et al. have both demonstrated this sort of effect in studies of standardized patients’ (SPs’) accuracy in completing checklists of clinician performance. (Tamblyn et al., 1991; Vu et al., 1992) In both instances, as the number of items on a checklist increased, SP accuracy declined in a manner consistent with the suggestion that rating demands reduce rater accuracy (Tamblyn et al., 1991; Vu et al., 1992). To our knowledge, however, no one has questioned whether or not subjective performance ratings (which are not as dependent on observing specific behaviours) are similarly impacted. Williams et al. (2005) administered a 3-item scale to enable surgeons to evaluate resident performance and did not find a difference in the reliability observed when the data were analyzed when taking into account all 3 items versus when only a single item was analyzed. While this is the closest test of the hypotheses outlined in this paper, the fact that number of items was not experimentally manipulated precludes us from drawing conclusions from this study regarding the impact of rating demands on rater performance). Any detrimental cognitive impact experienced from having to evaluate 3 dimensions of performance would have exerted its influence when the ratings were collected and cannot, therefore, be corrected for at the time of analysis.

In the current study we directly and experimentally explored the influence of altering rating demands on the quality of rater-based assessments in health professions education. Based on the theories outlined above, we hypothesized that increasing the number of dimensions to be rated would lower rating quality by affecting the number of dimension relevant behaviours reported, thereby resulting in poorer ability to discriminate effectively between levels of performance and lessened inter-rater reliability.

**Methods**

**Overview**

Participants were asked to rate three pre-recorded unscripted clinical encounters of variable levels of performance (high, medium, and low) after being randomly assigned to one of four experimental conditions in a 2x2 factorial design. These conditions were intended to manipulate two ways in which rating demands are placed on raters. The first factor was the number of dimensions to be rated: Participants were assigned to rate performance using either an existing seven dimension (7D) Global Rating Scale (GRS) or a two dimension (2D) version of the same GRS created simply by removing mention of the additional 5 dimensions. The second factor involved the presence or absence of an additional extraneous, but ecologically valid, task. Half of all participants were given explicit instruction to attend to the patient’s status and to the activity of other individuals observable in the video. In sum, participants were required to rate
clinical performances using either a 7 or 2 dimension GRS, with or without additional tasks simultaneously imposed upon them.

**Participants**

Many health professions programs include an expectation of weekly instructor-guided and simulation-based clinical practice with feedback, independent simulation-based practice, and peer observation with feedback. As a result, senior students are accustomed to observing and evaluating the clinical performance of others for the purpose of formative assessment. For this study, students were recruited using convenience sampling from three different institutions in Ontario, Canada who were sufficiently senior to have requisite clinical knowledge and skill to evaluate the performances. Despite this requisite knowledge, we accept that students are still not content experts and that this may affect our results. However, our intention in using students was first to allow us to test our hypothesis on a theoretical level, but also to explore the role of content expertise as a mitigation strategy in subsequent studies. No rater training was provided to avoid biasing the participants in a manner that might inflate or deflate the effect of the experimental intervention because this study is meant to evaluate rater-based assessment under common and natural conditions (Pelgrim et al., 2011). Furthermore, these decisions were thought appropriate given that our intention was to compare performance across conditions rather than evaluate the absolute level of performance. Participation in this study was voluntary.

**Materials and Manipulations**

The stimuli that were rated by all participants were three pre-recorded unscripted clinical performances. They were selected from a bank of videos recorded during a previous study that included 3 groups of candidates with different levels of training and experience (Tavares et al., 2012b). These included novices (incomplete training), entry-level clinicians (completed training but had not worked independently) and experts (clinicians with approximately 5 years of clinical practice). We randomly selected a video from each grouping for this study to create meaningful distinctions between stimuli.

The case involved attending to a cardiac patient in the presence of two first responders (i.e., other lower trained health professionals) who were portrayed by two research assistants. The patient (a mannequin) had a decreased level of consciousness secondary to a lethal arrhythmia and eventually deteriorates regardless of interventions to cardiac arrest. Each candidate was expected to assess and manage the patient as per basic cardiac life support protocol (including airway management and defibrillation) while involving the first responders as appropriate. The cases were standardized as per OSCE protocol such that each video became nine minutes in length regardless of candidate performance. Study participants were instructed that the candidates in the performances were participants in an OSCE process and that decisions were to be made regarding their ability to enter independent practice.

**Factor A – Number of Dimensions to be Rated**

For half of all participants, the GRS used in this study was an existing 7D GRS designed for the assessment of paramedic clinical competence. It included items corresponding to: (a) situation awareness, (b) history gathering, (c) patient assessment, (d) decision making, (e) resource utilization, (f) communication, and (g) procedural skill (Tavares et al., 2012b). This scale was
rigorously designed using task analysis, a Delphi procedure, and psychometric testing to achieve construct representation (Streiner and Norman, 2008). Scores were collected for each dimension using a 7-point adjectival scale with anchors ranging from 1 (unsafe and unsuitable for supervised practice) to 7 (highly competent, ready for independent practice, a model for others).

For the other half of participants, we attempted to reduce rating demands by decreasing the number of dimensions participants were asked to consider from seven to two. We chose to use two dimensions because literature-based analyses suggest that raters’ judgments tend to collapse into two dimensions even when they are asked to consider a larger number (Lurie et al., 2009; Williams et al., 2003). To create the 2D scale, we simply deleted 5 of the items from the existing GRS. In selecting the 2 dimensions to be included, we considered a combination of both conceptual and empirical distinctiveness as determined during the scale’s initial development and critical appraisal process (Tavares et al., 2012b). We eventually selected “History Gathering” and “Procedural Skill” (inter-item correlation of .66). Other pairs of dimensions (e.g., History Gathering and Communication) also demonstrated evidence of empirical distinctiveness (i.e., inter-item correlation of .63) but conceptually seemed more related than the pairing we selected. Selecting dimensions that were relatively uncorrelated allowed us to prompt the consideration of distinct aspects of performance.

Factor B – Presence or Absence of Additional Ecologically Valid Tasks

Half of all participants in both the 7D and 2D groups were explicitly instructed to monitor both the first responders’ behaviours and the patient’s condition (in addition to the candidates’ behaviours) to identify any need for additional intervention. While rating candidate performance, raters often need to simultaneously monitor the patient’s condition (e.g., seeking additional assessment choices, considering degree of patient severity and need for/urgency of interventions) and attend to the context in which the case is occurring (e.g., the behaviour or actions of other team members, the role of environmental cues). Participants given this additional task were provided with the following instructions:

“As you observe the candidate, we would like you to also monitor the patient’s condition, and consider your own management of this patient. At the end of the video, we will ask you to identify and verbalize assessment procedures and/or interventions that the patient in this case is in need of and to identify which of the two transfer company employees [i.e., standardized actors in the case] is responsible for the situation they are in and why, so please monitor their discussion as well.”

Procedure

Following consent to participate and completion of a demographic questionnaire, participants were randomly assigned to one of the four experimental conditions using a computer generated random list. A brief orientation to the GRS and study procedure was provided. First, participants were oriented to the dimensions included on the assigned GRS, the rating labels and the associated definitions for each. Participants were informed that other dimensions of performance may be observable, but that we were interested only in the dimensions included on their assigned scale.
Participants were instructed to verbally identify any behaviours or events that were directly relevant to the dimensions on the rating scales assigned while watching the video. They did so using a laptop computer with headset and wireless microphone. For each identified behaviour, participants were asked to specifically indicate three features: (a) the specific behaviour detected; (b) the dimension of relevance to the behaviour; and, (c) whether the behaviour contributed to generating a sense of competence (by stating the behaviour was positive) or incompetence (by stating the behaviour was negative) for the candidate being observed. For example, participants might state “he repositioned the airway, that’s a procedural skill and it is positive”. Participants were given the freedom to assign behaviours to more than one dimension if they felt that a particular behaviour applied to more than one. This method of using verbal reports as data is described in detail elsewhere (Chi, 1997) and was intended to provide an indication of which behaviours or aspects of performance were explicitly noted by raters. All participants, regardless of condition, were required to think aloud in the same manner.

As a measure of cognitive load, we used a commonly applied strategy of requiring participants to perform a secondary task concurrently with the primary task of assessing candidate performance. We applied a vibrotactile device to each participant’s left forearm. At random intervals (from 10 – 90 s) during the video, a signal was sent to the device using Bluetooth technology causing it to vibrate (Byrne et al., 2010). Participants were instructed to focus on the primary task (i.e., rating candidate performance), but to terminate the vibration as quickly as possible, when it was detected, by depressing a button on the device. Performance on the secondary task (i.e., response time) was intended to reflect the level of cognitive demand associated with the primary task in that the more challenged the participant is by the primary task the longer it should take to respond to the secondary task (Paas et al., 2003). Participants were given an opportunity to feel the stimulus and practice the procedure before commencing the study. In addition, following each video, participants were asked to rate the candidate’s performance using the assigned GRS and to complete a subjective self-report measure, known as the NASA-Task Load Index, to indicate their perceived mental burden (Hart, 2006; Hart and Staveland, 1988). The Index includes 6 subscales (mental, physical and temporal demands, frustration, effort and performance) the combination of which is intended to represent the subjective mental (and physical) workload associated with a task (Hart, 2006).

**Outcome Measures and Analysis**

Psychometrically, assessments are deemed to be sound, in part, when they are based on accurate observation, demonstrate an ability to discriminate between distinct levels of performance and demonstrate consistency in ratings across individuals (Streiner and Norman, 2008). As such, we used three outcome measures:

1. **Number of dimension relevant behaviours identified:** To quantify observational acuity we began by transcribing verbatim audio recordings and capturing all behaviours or events identified across participants in all groups for each video. To be included under a particular dimension, the identified behaviour or event must have been clearly stated by the participant in the manner described above and aligned with the definition included on the rating scale. Behaviours or events identified by 2 or more participants were included as part of the criterion. Across all think aloud responses received from all participants we counted the total number of distinct behaviours or events participants identified for each of the 2 dimensions common to all groups (history gathering and procedural skill). We
then calculated, for each participant, the proportion of possible behaviours identified using the criterion described above. This participant-driven process eliminated the need for interpretation or ambiguity in the data. However, to investigate the robustness of the results, we also searched the transcriptions for responses that were included in our criterion list but were placed in another dimension by participants and we re-analyzed the data using this more comprehensive coding strategy. Performance on this measure was compared across conditions using ANOVA.

(2) Discrimination of level of performance: The scores assigned to the two dimensions common to both groups were used to determine participants’ ability to discriminate between levels of performance by treating the high, medium, and low performance videos as levels of a within subjects variable in a repeated measures ANOVA. This analysis was done for each condition independently and post-hoc t-tests were used to compare the mean scores across video in a pairwise manner.

(3) Reliability: Generalizability theory was used to calculate the reliability of the scores assigned to the 2 dimensions common to all groups (Brennan, 2001). Through ANOVA, the variance in scores can be parcelled out into variance attributable to the candidates displayed in the videos, the raters who served as participants, the items included on the scale, and the various interactions between these variables. Generalizability theory then allows one to determine what proportion of variance can be attributed to the subject of measurement (video), as is desirable whenever one wishes to make claims about the reliability of test scores. In this way we could calculate internal consistency (i.e., the extent to which scores on one item are associated with scores on another item), and inter-rater reliability (i.e., the extent to which raters consistently differentiated between the candidates presented on video). Finally, the amount of error attributable to raters could also be identified.

We hypothesized that being asked to attend to seven dimensions and the instruction to complete additional tasks would decrease observational comprehensiveness, impair ability to discriminate between groups, and decrease reliability relative to being asked to attend to only two dimensions and the lack of additional tasks. Significance level was set at .05 for all ANOVA analyses. SPSS Ver. 19 and G-String Ver. IV were used where appropriate.

Results

A total of 44 raters were recruited to participate in this study. Seventy-five percent were male and 25% percent were female. The majority of participants listed a university degree (n=16) as the highest level of education completed, followed by high school (n=15), community college (n=12) and graduate level education (n=1). All indicated experience rating clinical performance as senior students, but none of the participants had received any formal rater training.

Number of relevant behaviours noted

Participants collectively observed an average (across video) of 18 and 28 distinct behaviours or events reflective of the “history gathering” and “procedural skills” dimensions, respectively. Using this as the criterion, the mean proportion of identified possible behaviours was calculated for each individual (see Table 1) and compared across conditions.
A 2 (7D vs. 2D) x 2 (Additional task vs. No additional task) x 3 (Video) ANOVA was performed on the proportion of behaviours identified for each dimension (history gathering and procedural skills) using SPSS with dimension and task treated as between subjects factors and video as a within subject factor. In both instances a main effect of 2D vs. 7D was observed (History Gathering F(1,33)=17.5, p<0.001, d=1.27; Procedural skills F(1,33)=18.2, p<0.001, d=.96) with more distinct behaviours being reported as relevant in the 2D condition relative to the 7D condition. To investigate the robustness of our initial results, we re-analyzed the data by including noted behaviours that fit the 2 dimensions of interest, but were labeled by participants as indicating one of the other 5 dimensions. In this way, we gave credit for detection/selection, irrespective of the dimension to which the observation was assigned by participants. The proportions increased slightly, but the analysis yielded identical conclusions: Participants in the 2D condition showed greater observational acuity than those in the 7D condition (History Gathering F(1,33)=16.0, p<0.001; Procedural skills F(1,33)=9.8, p<0.01).

The presence or absence of the additional task intended to distract raters had no influence on observational acuity, nor did it interact with video or the number of dimensions. As such, this task did not appear to have influenced raters and was not considered further.

**Ability to Discriminate Between Levels of Performance**

Using the GRS scores assigned by raters on each of the 2 dimensions common to both groups as the dependent variables, a 2 (7D vs. 2D) x 3 (Video) ANOVA with dimensions as the between subject factor and video as the within subject factor was performed to determine if experimental condition influenced ability to discriminate between levels of performance. For the dimension History Gathering, a main effect of Video was observed, indicating that individuals were able to differentiate between levels of performance F (2,76) = 52.3, p = < .001. In addition, a significant Video x Dimension interaction was observed F(2,76) = 3.5, p = .04 indicating that the differences in ratings across video were greater in the 2D group relative to the 7D group as illustrated in Table 2. For the dimension Procedural Skill, similar results were observed, with a main effect of Video F (2,76) = 84.3, p = <.001, and Video x Dimension interaction F (2,76) = 4.5, p = .01. In both instances, post hoc analyses revealed that the mean scores assigned in the 7D experimental condition reached significance on 2 of 3 pairwise comparisons whereas they reached significance for all 3 pairwise comparisons in the 2D experimental condition.

**Reliability**

Using scores assigned by raters on the 2 dimensions common to all groups, Generalizability theory was used to determine how much variance could be attributed to each variable included in the study design and reliability was calculated for both the 7D and 2D conditions independently. Individual variance components, the percentage of total variance attributable to each facet and their interactions are reported in Table 3 along with the formulas used to calculate the g-coefficients and d-study results. The variance attributable to the facet of differentiation (i.e., video) for the 7D condition was 44.7% compared to 67.7% in the 2D condition, suggesting that raters in the 2D condition were better able to discriminate between videos. The inverse of this is that variance attributable to the main effect of rater and the “rater-x-video interaction (psychometrically referred to as rater-related measurement error) was 6.45% and 25.35%, respectively in the 7D condition, compared to 2.22% and 8.86%, respectively, in the 2D condition, indicating that rater error increases with higher rating demands.
Converting these numbers to reliability coefficients revealed that inter-rater reliability improved as the number of dimensions decreased from 7 (G=.45) to 2 (G=.70). The internal consistency did not change substantially as a function of number of dimensions evaluated (7D G=.70, 2D G=.77). This indicates that the ability to consistently differentiate between candidates improved as rating demands decreased.

**Assessment of Load using Secondary Tasks**

A one-way ANOVA was performed using SPSS on both NASA-TLX scores and the vibrotactile tasks response time outcomes and revealed no significant effects. Mean scores on the NASA-TLX in the 7D and 2D conditions, respectively, were 50.8 (SD=2.4) and 51.4 (SD=2.4), (F(1,39)=1.2, p=.28). Mean response times on the secondary task in the 7D and 2D conditions, respectively, were 874.0 (SD=119.2) msecs and 731.9 (SD=119.2) msecs (F(1,39)=0.7, p=.40).

**Discussion**

This experimental study explored the impact of increasing rating task demands on various indicators of rater performance. The results provide support for the hypothesis that as the number of dimensions to be simultaneously rated increases, the number of relevant observations, the ability to discriminate between levels of performance and inter-rater reliability all decline. As a result, this study contributes evidence suggestive of a mechanism (i.e., mental workload) through which rater-based assessments that require raters to simultaneously assess many factors can lead to rater idiosyncrasies.

Consistent with modern theories of working memory (Wickens, 2002, 2008), asking raters to consider multiple dimensions simultaneously should result in greater opportunity for dimension specific behaviours or events to be idiosyncratically missed or variably interpreted, leading to impaired rater performance. As a result, this study is consistent with the work of Byrne et al., (2010) and others in medical education and elsewhere that has linked performance impairments to cognitive demands (Alexander, 2000; Byrne et al., 2010; Cantin et al., 2009; Tsang and Vidulich, 2006; Yurko et al., 2010; Zheng et al., 2010).

That said, suggesting mental workload as the mechanism that led to our findings is necessarily speculative at this point. It was expected that the secondary tasks used (i.e., vibrotactile stimulation and prompting individuals to attend to patient related information and monitor bystander behaviour) and the NASA-TLX scores would yield a further test of working memory impedance. The lack of effect on these variables suggests we were either unable to induce or capture changes in working memory, or that task switching was occurring without inducing load. Prompting raters to attend to patient related factors may have had no effect given the automaticity with which individuals with clinical background are likely to attend to such factors even when not prompted to do so.

Alternatively, the 7D vs. 2D effects observed in the context of no apparent effect on working memory might suggest that those in the 7D condition were impaired due to the scale creating a greater degree of misalignment with raters’ natural cognition. That is, perhaps being pushed to think about all 7 dimensions took individuals further from the way in which they normally conceive of trainees’ competence in a manner consistent with Crossley et al.’s (2011) argument rather than being attributable to working load limitations per se.
Despite the lack of effect on the second experimental factor, the difference observed between the 7D and 2D conditions suggests that considering the alignment (or lack thereof) between the demands associated with a rating task and inherent cognitive capacity can inform challenges commonly observed in rater-based assessment. For instance, Lamantia et al., (1999) had faculty evaluate residents’ clinical skills using both checklists and global rating scales during standardized patient encounters and noted significant variation in what faculty observed. The authors attributed the lack of agreement to variation in skill. Yeates et al., (2012) used a think aloud procedure while raters observed scripted video-based clinical performances and also noted significant variation in what raters considered. The authors in this study attributed the results to differential salience, criterion uncertainty and differences in how the collected information was integrated by examiners. The results of the current study suggest an explanation (i.e., mental workload) that may provide a causal mechanism for these differences and indicates why raters who observe the same performance may nonetheless generate variable impressions.

Under higher task demands raters may engage mental shortcuts or strategies through the application of schemas, heuristics, or the adoption of solutions that ‘satisfy’ rather than ‘optimize’ the rater’s needs (Tavares and Eva, 2012). For example, if asked to assess many dimensions simultaneously, raters may engage in either degraded concurrent processing and/or serial processing of available information, both of which may be problematic (Wickens and Carswell, 2006). Degraded concurrent processing suggests raters consider multiple dimensions concurrently, but that those considerations suffer relative to considering each dimension in isolation. Here, raters attempt to satisfy all the demands associated with the rating task, but may unintentionally (and idiosyncratically) fail to do so. Serial processing suggests only one (or few) dimensions may be considered optimally at one time while others are negatively affected due to sequential constraints. Here, raters may make idiosyncratic choices about which dimensions or behaviours to divert their attention to at a cost to others. Both possibilities are likely to contribute to rater variation, but would require further study to tease apart.

Cognitive strategy notwithstanding, for assessment developers this study suggests that attention toward the demands imposed on raters may need to be considered in scale or assessment strategy development in order to maximize rater based assessments. For instance, the global rating scale used in this study (i.e., the original 7D version) followed many conventions in its development process (Streiner and Norman, 2008; Tavares et al., 2012b) and closely matches the development of similar clinical performance scales (Fletcher et al., 2003; Kim et al., 2006; Norcini et al., 1995). Developmental decisions, such as ensuring adequate construct representation, are often made in the absence of consideration of the impact on raters yet inherent rater ability to process presented information might have a fundamental influence on the utility of the assessment practice.

**Limitations**

The failed results on the NASA-TLX and the lack of effect of additional tasks (factor B / extraneous task) make it difficult to conclude the results observed were directly linked to general mental workload rather than being specific to the number of dimensions to be rated. The cognitive demands associated with our additional tasks may have been integrated into all conditions due to their aligning with what raters would naturally do in these situations. The second limitation is the recruitment of students as raters. The differences that exist between novice and expert raters (e.g., knowledge base / domain knowledge) may have had an impact on
the outcomes of this study. Future research should evaluate whether the development of clinical expertise, rating expertise, or rater training mitigate the results we observed. Third, our behaviour observation data only reflects omission errors and not commission errors. However, our study objective was to evaluate what the participants could “see” across experimental conditions and, hence, we do not believe this to invalidate the results. Finally, the act of verbalizing and the need to complete the secondary vibrotactile task throughout the assessment process may have contributed additional cognitive load and may, therefore, have affected performance overall. This methodology was consistently applied across experimental condition and, as such, we do not think it can account for the differences observed.

Conclusions

For educators and researchers, the results of this study contribute to the efforts aimed at understanding rater based assessments of clinical competence by uncovering a potential mechanism associated with rating quality and/or rater variance. It appears that as the demands imposed on raters increases (in this case by increasing the number of dimensions to be rated simultaneously), it negatively affects raters’ observations, reliability and their ability to discriminate between dimensions. A review of the assessment literature would reveal that this issue has largely remained unknown or ignored given the fact that many assessments tools and processes are designed without any consideration for the impact design choices have on rating demands or rater performance. In extending this research, some of the challenges the assessment community faces will be (a) identifying predictors (e.g., contextual influences) of when rating demands and cognitive resources become poorly aligned, and (b) determining effective methods of measuring mental workload or cognitive alignment in clinical assessment contexts. Determining what process, design, or other strategies (e.g. using mental aids, attempts to improve alignment with rater conceptions of performance) can be used to address this issue or how the assessment community resolves the apparent contradiction between ensuring comprehensive construct representation and mental workload requirements will require additional research. A promising area of assessment research will be to investigate and recommend design changes when conditions of multi-task resource overload might exist.
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**Table 1:** Observational acuity: Mean proportion (and 95% Confidence Intervals) of possible behaviours identified as a function of Dimension (History gathering vs. Procedural skills), the Number of Dimensions evaluated (7D vs. 2D), and the Additional task variable (Present vs. Absent)

| Dimensions | History Gathering | | Procedure skills | | |
|------------|------------------|------------------|------------------|------------------|
|            | Additional task  | | Additional Task  | | |
|            | Present Absent   | Mean             | Present Absent   | Mean             |
| 7D         | 17.8 (9.4-26.2)  | 14.4 (6.0-22.8)  | 16.1 (10.1-22.0) | 10.9 (5.5-16.3)  | 10.1 (4.7-15.5)  | 10.5 (6.7-14.4)  |
| 2D         | 30.9 (22.5-39.3) | 35.4 (27.4-43.4) | 33.2 (27.4-39.0) | 19.5 (14.0-24.9) | 24.1 (18.9-29.2) | 21.8 (18.0-25.5) |
| Mean       | 24.3 (18.4-30.3) | 24.9 (19.1-30.7) | 15.2 (11.4-19.0) | 17.1 (13.3-20.8) |
Table 2a: Mean GRS scores (and 95% Confidence Intervals) assigned to each video for the History Gathering dimension as a function of number of dimensions assessed.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>History Gathering</th>
<th></th>
<th></th>
<th>Comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High performance</td>
<td>Median</td>
<td>Low performance</td>
<td>High Vs. Med.: p = .27</td>
</tr>
<tr>
<td>7D</td>
<td>4.71 (4.06-5.37)</td>
<td>4.07 (3.41-4.73)</td>
<td>2.79 (2.22-3.35)</td>
<td>High Vs. Low: p = &lt; .01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Med. Vs. Low: p = &lt; .01</td>
</tr>
<tr>
<td>2D</td>
<td>5.69 (5.26-6.11)</td>
<td>4.75 (4.25-5.25)</td>
<td>3.25 (2.65-3.85)</td>
<td>High Vs. Med.: p = &lt; .05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>High Vs. Low: p = &lt; .01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Med. Vs. Low: p = &lt; .01</td>
</tr>
</tbody>
</table>
Table 2b: Mean GRS scores (and 95% Confidence Intervals) assigned to each video for the Procedural Skill dimension as a function of number of dimensions assessed.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Procedural Skill</th>
<th>Comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High performance</td>
<td>Median performance</td>
</tr>
<tr>
<td>7D</td>
<td>4.64 (4.16-5.13)</td>
<td>4.43 (3.84-5.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D</td>
<td>5.63 (5.05-6.20)</td>
<td>4.75 (4.39-5.11)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Table 3:** Generalizability results and variance attributable to facets included in the study as a function of experimental condition

<table>
<thead>
<tr>
<th>Effect</th>
<th>Variance</th>
<th>7D % of Total Var.</th>
<th>Variance</th>
<th>2D % of Total Var.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>0.97</td>
<td>44.70</td>
<td>2.14</td>
<td>67.72</td>
</tr>
<tr>
<td>Rater</td>
<td>0.14</td>
<td>6.45</td>
<td>0.07</td>
<td>2.22</td>
</tr>
<tr>
<td>Items</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Video x Rater</td>
<td>0.55</td>
<td>25.35</td>
<td>0.28</td>
<td>8.86</td>
</tr>
<tr>
<td>Video x Items</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>1.89</td>
</tr>
<tr>
<td>Rater x Items</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>2.22</td>
</tr>
<tr>
<td>Video x Rater x Items</td>
<td>0.51</td>
<td>23.50</td>
<td>0.54</td>
<td>17.11</td>
</tr>
</tbody>
</table>

Inter rater reliability: 
\[ G = 0.45; G_n = .91 \]
Internal consistency: 
\[ G = 0.70; G_n = .96 \]

G Formulae:

Inter-rater Reliability: \[ \frac{\text{Var}(v) + \text{Var}(vi)}{\text{Var}(v) + \text{Var}(r) + \text{Var}(i) + \text{Var}(vr) + \text{Var}(vi) + \text{Var}(ri) + \text{Var}(vri)} \]

Internal Consistency: \[ \frac{\text{Var}(v) + \text{Var}(vr)}{\text{Var}(v) + \text{Var}(r) + \text{Var}(i) + \text{Var}(vr) + \text{Var}(vi) + \text{Var}(ri) + \text{Var}(vri)} \]

G_n Formulae:

Inter-rater Reliability: \[ \frac{\text{Var}(v) + \text{Var}(vi)/2}{\text{Var}(v) + \text{Var}(r)/10 + \text{Var}(i)/2 + \text{Var}(vr)/10 + \text{Var}(vi)/2 + \text{Var}(ri)/20 + \text{Var}(vri)/20} \]

Internal Consistency: \[ \frac{\text{Var}(v) + \text{Var}(vr)/10}{\text{Var}(v) + \text{Var}(r)/10 + \text{Var}(i)/2 + \text{Var}(vr)/10 + \text{Var}(vi)/2 + \text{Var}(ri)/20 + \text{Var}(vri)/20} \]
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Chapter 5 – Selecting and Simplifying: Rater Performance and Behaviour When Considering Multiple Competencies
Abstract

Introduction

The validity associated with rater judgment in assessments of clinical competence is dependent on a rater’s cognitive performance. In this study we asked: what effect does broadening raters’ focus by asking them to consider multiple competencies have on indicators of rating quality? Second, we explored the cognitive strategies raters engage when asked to consider multiple competencies simultaneously.

Methods

In this parallel mixed methods study, participants rated 3 recorded clinical performances within a 2x2 factorial design. Half of the participants were asked to rate seven dimensions of performance (7D) and half were asked to rate only 2 (2D). The second factor involved the requirement (or lack thereof) to rate the performance of actors participating in the simulation. We measured the identification of dimension-relevant behaviours and calculated the reliability of the scores assigned. Second, we analyzed data from semi-structured post-task interviews to explore the strategies associated with rating under conditions of broadened focus.

Results

Using the two dimensions common to both groups, ANOVA revealed that participants who were asked to rate only 2 dimensions considered more dimension relevant features than those asked to rate 7 dimensions (Procedural Skill dimension: 36.2% (95% CI=32.5-40.0) vs. 22.4% (95% CI=20.8-26.3); History Gathering dimension: 38.6% (95% CI=33.5-42.9) vs. 24.0% (95% CI=21.1-26.9); p<.05 in both instances). Also, Decision studies revealed that the 2D group achieved higher inter-rater reliability (G_10=.62; relative to the 7D group (G_10=.48)). The requirement to complete an additional rating task did not have an effect. Raters in the 7-dimension condition identified many sources of cognitive load and idiosyncratic cognitive strategies used to reduce load during the rating task.

Conclusions

As rating demands increase, indicators of rating quality decline. The strategies raters engage when asked to rate many dimensions simultaneously are varied and appear to yield idiosyncratic efforts to reduce cognitive effort, which may affect the degree to which raters make judgments based on comparable information.
Introduction

Ensuring accurate assessment of clinical performance remains a priority in medical education and continues to challenge the field (Huwendiek, 2010). In an effort to optimize assessment and address the breadth of competence expected of physicians, many have argued for a greater reliance on rater judgment (Eva and Hodges 2012; Hodges 2013). This has led to a body of research in which the “rater” is positioned as the object of study with focus placed upon the role of cognitive biases and expertise as it applies to rater performance, the effect of rater training, understanding social judgment and developing rater process and performance theories (Govaerts, et al. 2011; Gingerich, et al. 2011; Govaerts, et al. 2011; Kogan, et al. 2011; Yeates, et al. 2012). The influence of the demands that the tasks to be completed place on raters have seldom been considered as this factor is often overshadowed by attention to construct representation (i.e., the creation of the scale) or process considerations (i.e., how the ratings will be collected). As construct representation becomes more elaborate and raters continue to be identified as a major source of error in performance-based assessments (Downing. 2005; Downing and Yudkowsky 2009), however, it is necessary to consider factors that may contribute to rater difficulty. This study explores the role of rating task complexity and the alignment, or lack thereof, between rater cognitive capacity and rating demands.

Assessment of clinical competence is a complex cognitive task with many demands often imposed unintentionally (Govaerts, et al. 2011; Tavares and Eva 2012, Yeates, et al. 2012). As exam candidates respond to clinical challenges, rating their performance involves a process of attention (e.g., actively detecting elements of the performance), retrieval of information (e.g., evaluating the adequacy with which the performance matches a known standard), and processing (e.g., assigning appropriate weightings, ignoring irrelevant data) to ultimately reach some form of categorical decision regarding the candidate’s clinical performance ability (DeNisi 1996). A number of theories in cognitive psychology suggest that many of the cognitive functions necessary for rating are capacity limited and may therefore be a source of difficulty. For instance, Baddeley’s (1992) concept of working memory, described as the site for temporary storage and manipulation of information, plays an important role in the performance of cognitive tasks (Baddeley 1992). As this system is limited in capacity, there is in an ever-present risk of performance failures under conditions of high demand. Wicken’s (2006) information processing theory, which includes attention, working memory, long-term memory, processing and execution, similarly makes predictions regarding performance failures when demands on the system are high (Wickens 2002, Wickens and Carswell 2006). Finally, Sweller’s cognitive load theory (CLT), applied mainly to learning, defines different types of load and how they predict learning behaviour or performance in a limited capacity system (Sweller 1988). A recent review exploring these concepts as they apply to rater-based assessments suggested that these theories may equally be relevant to, predictive of, and explanatory of rater performance (Tavares and Eva 2012). A main finding of this review was that as mental workload increases, raters may be expected to engage in simplifying strategies or mental shortcuts that, when applied, can contribute to judgment error.

With this in mind, the movement in the health professions toward broadly considering various competencies along with greater emphasis on work-based assessment may be imposing considerable demands on raters (Byrne, et al. 2014). For instance, recent research found that as
the number of dimensions of performance to be rated increased, identification of dimension relevant behaviours and discrimination between levels of performance became impaired (Tavares and Eva (submitted)). That is, requiring raters to consider multiple complex dimensions such as communication skill and situation awareness simultaneously without considering the cognitive demands that doing so might impose, may result in a lack of alignment between imposed rating demands and inherent cognitive capacity. Raters may have difficulty considering all relevant behaviours in a clinical performance (Holmboe 2004), leading to idiosyncratic variations in what is perceived (Herbers, et al. 1989) and, in turn, differences in processing and weighting of available information and, ultimately, differences in judgments (LaMantia, et al. 1999).

Our previous tests of these hypotheses were performed using relatively novice raters as participants. (Tavares and Eva (submitted)) As content expertise develops and/or rating practice matures, efficiencies in cognitive processing may be gained through related schema acquisition and automation, ultimately increasing resiliency to various rating demands. The purpose of this study was to extend the earlier work of Tavares and Eva by examining the alignment, or lack thereof, between cognitive demands imposed by a rating task and the human processing capabilities of raters who are known to have considerable content knowledge and rating experience. This study further extends previous work by exploring raters’ understanding of how they manage the workload imposed on them when asked to rate clinical performance under high demand conditions. Our fundamental research question was: In assessing clinical competence, what effect does broadening raters’ focus by requiring them to consider multiple dimensions of performance have on indicators of rating quality (e.g., identification of relevant behaviours and inter-rater reliability)? This issue is of theoretical and practical importance as it is likely to inform assessment design, scale development and rater training strategies aimed at improving rater-based clinical performance assessments.

**Methods**

**Study Overview**

We used a parallel, mixed methods study design to collect quantitative and qualitative data simultaneously while analyzing the data of each strand concurrently but independently (Creswell and Clark 2007).

Faculty raters were recruited as participants and randomly assigned to one of four conditions in a 2x2 factorial design. Factor A was a manipulation of the number of dimensions (7 vs. 2) to be considered simultaneously. Factor B was the additional requirement (or lack thereof) to rate the performance of standardized actors as well as the candidate being assessed. All participants were asked to observe videocassettes of 3 unscripted clinical performances while verbally identifying relevant behaviours and rating the performance using the assigned scale.

**Participants**

To be eligible, participants must have held preceptor and/or faculty appointments in a school of health, with clinical experience and responsibilities for assessing clinical performance in simulation and/or workplace-based settings.

**Materials**
The three videos displayed unscripted clinical performances involving individual paramedic candidates attending to a patient (a mannequin) with a decreased level of consciousness secondary to a lethal arrhythmia who deteriorates to cardiac arrest. The candidate was expected to take a leadership role in assisting two lower trained first responders (standardized actors) with patient care. The actors were trained to appear distressed about the circumstances while varying in their willingness and ability to participate in patient care. Videos were selected from an existing pool of 80 available to the research team from a previous study (Tavares, et al. 2012). We randomly selected 1 from each of three performance groups (high, average, low) based on previously assigned ratings. Similar to OSCE encounters, each video presented a different candidate encountering the same clinical scenario with a set time limit (9 minutes).

To create the 7D condition, we used a 7-dimension (situation awareness, history gathering, patient assessment, decision making, resource utilization, communication, procedural skill) global rating scale that had previously undergone rigorous development and construct validation procedures (Tavares, et al. 2012, Tavares 2013). To create the 2D condition, we modified the same scale to include only two (history gathering and procedural skill) of the original seven dimensions. The 2 dimensions were selected based on their conceptual differences and having previously identified relatively low inter-item correlations (r=.66) (Tavares, et al. 2012). Other pairs of dimensions (e.g., History Gathering and Communication) also demonstrated evidence of empirical distinctiveness (i.e., inter-item correlation of .63) but conceptually seemed more related than the pairing we selected. Selecting dimensions that were relatively uncorrelated allowed us to prompt consideration of distinct aspects of performance. The scale includes definitions for each dimension and was scored using 7-point adjectival scales anchored with descriptive terms and definitions from 1=unsafe “…performance compromised patient care…unsuitable for supervised practice or progression” to 7=exceptional “…demonstrates high standard of performance…highly recommended for independent practice or progression”.

In an effort to further manipulate rating demands, half of both the 7D and 2D groups were asked to assess the performance of the simulated colleagues (i.e., standardized actors). To do so they were provided with a modified version of the Maastricht Assessment of Simulated Patients (MaSP) rating scale (Wind, et al. 2004). The scale in its original form includes a total of twenty-one items with ten allocated to authenticity of the performance, ten allocated to feedback and one global overall performance score. We eliminated the feedback and global items and modified the scale to accommodate standardized healthcare professionals rather than patients. For example, where statements in the original scale were specific to portraying a clinical condition (e.g., “the SP might be a real patient”), revisions were made to reflect the context in this study (e.g., “the SA might be a real first responder”). While such alterations might change the psychometric properties of the MaSP, our intention here was simply to use the instrument to manipulate the rating demands placed on the raters (i.e., we were not interested in the psychometric defensibility of the rating tool).

According to Paas, mental load is defined by (a) task demands (i.e., difficulty independent of participant characteristics), (b) mental effort (the amount of mental resources allocated by the individual) and (c) perceived performance (Paas and Van Merriënboer 1994). Therefore, as a manipulation check, we created a self-report task measure with 3-items. Task demand and mental effort were scored with 9-point Likert scales anchored on the odd values from 1 (not demanding or no effort) to 9 (extremely demanding and requiring extreme effort). The
performance item referred to ability to identify all behaviours or events on the assigned GRS and was anchored using incremental proportions from less than 20% (of behaviours present in each video) to greater than 90% on a 9-point scale.

Procedure

Following collection of informed consent and randomization, participants were oriented to their assigned GRS, the modified MaSP (if relevant), details regarding the case, the task measure and a general overview of the process. Participants were instructed to verbally identify all behaviours or events that were associated with the dimensions included on their assigned GRS, to specify the relevant dimension for each observation and to indicate whether the behaviour was suggestive of competence or incompetence. Participants in the additional task group were instructed to place equal importance and consideration on all 3 observable individuals.

Prior to data collection, all participants were given an opportunity to practice using an unrelated video. A research assistant guided and continued the practice session until it was clear that the participant understood and could apply the instructions.

The sequence of study videos was randomized within group. Participants were not allowed to pause or rewind the video. Immediately following each video, participants were given a maximum of 5 minutes to complete the GRS and, if applicable, an additional 5 minutes to complete the modified MaSP. Measures of mental load and performance were taken at the three, six and eight minute marks of each video. A research assistant paused the video, allowed the participant to complete their thought if doing so would have been interruptive, and asked the participant to complete the task measure. Participants then returned immediately to the videos without rest or opportunity for discussion.

All participants were interviewed at the very end of the exercise using a one-on-one, face-to-face, semi-structured protocol with trained research assistants. The interview questions were designed to determine participants’ strategies to resolve or manage instances in which they may have felt overwhelmed by the load associated with the task.

Participants’ identification of dimension relevant behaviours during the rating tasks and interviews were captured using a wireless audio recorder followed by verbatim transcription in preparation for analysis. The GRS, mental load measures and MaSPs were paper-based.

Outcome Measures and Analysis

(a) Number of Dimension Relevant Behaviours Identified

As assessments are dependent on behaviours observed, we used the number of dimension relevant behaviours identified as an indicator of the sample of behaviours raters thought to be particularly useful in enabling their judgments for a particular dimension.

For the two dimensions common to all groups (history gathering and procedural skill), a criterion was created by having two experienced raters identify all the behaviours observable in each video that aligned with the corresponding dimensional definitions. They independently considered one dimension at a time, pausing and rewinding the videos as necessary until they were confident that all behaviours had been identified. They then met to discuss discrepancies
and reach consensus on a final criterion. Any behaviours not identified by the experts, but identified by the participants as being relevant, were reviewed by the two experts and searched for in the corresponding videos. Any behaviours not previously identified, but confirmed to be present in the videos and aligned with the definitions included on the GRS were added to the criterion and transcripts were then rescored using the revised criterion as necessary.

Using the proportion of dimension relevant behaviours identified (given our criteria above) for the two dimensions common to both groups, we conducted a 2 (7D vs. 2D) x 2 (Additional Task vs. No Additional Task) x 3 (Video) ANOVA. We recognized that participants, particularly in the 7D conditions, may have identified a sample of behaviours included on our criterion, but not assigned the behaviour to one of the 2 dimensions included in our analysis. Ignoring this data may have led to misleading conclusions. Therefore, we repeated the analysis after crediting participants with identifying the sample behaviour (even if assigned to another dimension) to test the robustness of our results.

We hypothesized that being asked to attend to seven dimensions and the instruction to complete additional tasks would decrease the number of dimension relevant behaviours identified. These analyses were conducted using SPSS Ver. 19.

(b) Reliability

Using the GRS scores for the two dimensions common to all groups, we used Generalizability Theory to calculate inter-rater reliability and internal consistency (Brennan 2001). Generalizability theory uses ANOVA to parcel variance in scores into that which is attributable, in this design, to the candidates, the raters, the items, and the various interactions between these variables. Because item contributed little variance, Classic Test Theory formulations were used to calculate 95% Confidence Intervals around the inter-rater reliability estimates. We hypothesized that being asked to attend to seven dimensions would result in a decrease in inter-rater reliability relative to being asked to attend to only two dimensions. An impact on internal consistency was uncertain as this metric is commonly high in these types of assessments and sub-optimal processing could theoretically increase the halo effect (erroneously high correlations between raters) were ceiling effects not limiting. Reliability analyses were conducted using G-String Ver. IV.

(c) Post Task Semi-Structured Interview

To explore the cognitive strategies raters engage when they are prompted to maintain a broad focus in generating their assessments, we analyzed interview data collected from 7D participants using an inductive thematic content analysis (Elo and Kyngäs 2008). Audio recordings were transcribed verbatim and checked for accuracy. Initially we used open and inductive line-by-line coding (provisional codes) (Charmaz 2006) using either direct statements made by participants or interpretation. These initial codes and some transcripts were reviewed by a second researcher to ensure they were derived appropriately from the data and revised as necessary. Two researchers (WT, SG) then compared the codes and grouped them together as appropriate. We returned to the data repeatedly to search for additional codes, recode segments as necessary, assess for fit of our codes and further refine the codes. We repeated the process until it was evident that the themes were adequately representative of (and clearly derived from) the data. QSR NVivo was used to store and manage our qualitative data.
Results

A total of 85 raters were recruited across Ontario and Nova Scotia Canada to participate in this study (21 or 22 per cell of the 2x2 design). Table 1 provides details regarding participant demographics.

Manipulation Check

To determine whether our manipulation had the intended effect, we calculated individual mean scores for each of the 3 items included on our working load measure (table 2). ANOVAs revealed consistent effects of number of dimensions assigned (7 vs. 2), but no main effect of the additional rating task and no interaction between these variables.

Number of Dimension Relevant Behaviours Identified

Our criterion for videos A, B and C included 40, 34 and 32 dimension relevant behaviours for “procedural skill” and 19, 10 and 11 behaviours, respectively, for “history gathering”. The mean proportion of dimension relevant behaviours identified per group and by dimension are provided in table 3.

For the dimension “procedural skills”, a 2 (dimension) x 2 (task) x 3 (video) ANOVA with dimension and task set as between subjects factors and video as set as a within subject factor, revealed a main effect of dimension (7D mean=36.2 (95%CI=32.5-40.0); 2D mean=22.4 (95%CI=20.8-26.3); F(1,80)=94.3,p<.05, but no effect of additional task (no additional task mean=32.0 (95%CI=27.8-36.1); additional task mean=27.8 (95%CI=24.2-30.1); (F(1,80)=4.9,p>.05) and no interaction (F(1,80)=.32,p>.05). Similarly, for the dimension “history gathering”, the same analysis revealed a main effect of dimension (7D mean=38.6 (95%CI=33.5-42.9); 2D mean=24.0 (95%CI=21.1-26.9); F(1,80)=31.6,p<.05), but no effect of additional task (no additional task mean=32.2 (95%CI=27.7-36.1); additional task mean=30.4 (95%CI=25.2-34.6); (F(1,80)=.43,p>.05) and no interaction (F(1,80)=.52,p>.05).

The inconsistent or non-existent effect of the “additional tasks” variable both here and in the manipulation check led us to collapse data across that variable to maximize the sample size considered in subsequent analyses.

Reliability

The 2D group achieved higher inter-rater reliability (G=.11 for a single observation and .62 when averaged over 2 items and 10 raters) relative to the 7D group (G=.07 and .48, respectively). Internal consistency was similar at G=.39, and .40 in the 7D and 2D conditions, respectively (.71 and .78 when averaged over 2 items and 10 raters). See table 4 for a summary of the variance components, the percentage of total variance attributable to each facet, and the formulae used to calculate each coefficient.

Semi-Structured Interviews

Based on the results presented above (i.e., manipulation check and consistent findings of a main effect of dimension) we used data from interviews gathered from participants who were asked to assess candidates using 7 dimensions to address our second research question. This resulted in a total of 43 transcripts. Our analysis of those transcripts revealed a number of themes that
coalesced into three main groupings; (a) sources of load, (b) factors that may promote load reduction, and (c) active point-in-time strategies participants applied in response to high demands.

**Sources of Load**

Sources of load could be grouped as related to intrinsic or extraneous load. Intrinsic load (i.e., mental effort directly related to the rating task itself) included (a) difficulty assigning behaviours to predefined dimensions, (b) difficulty with behaviours that may be included in more than one dimension; (c) poor candidate performances including number of errors and/or organization, (d) considering multiple behaviours or dimensions simultaneously, and (e) too many visual/auditory stimuli. Extraneous load (i.e., mental effort not related to the rating task) included (a) unrelated visual/auditory distractions and (b) the complexity associated with the interaction between relevant and irrelevant events or behaviours. See table 5 for a summary of the sources of load, a description for each and sample quotes.

**Factors that may Promote Load Reduction**

Factors that may contribute to load reductions (mainly intrinsic load) included (a) familiarity with case, (b) familiarity with the dimensions and (c) repetition. See table 6 for a summary of these factors, a description for each and sample quotes.

**Active Strategies to Reduce Load**

Participants reported many active point-in-time strategies they engaged to help them complete the rating task that seemed consistent with an attempt to reduce intrinsic and/or extraneous load. For instance, participants reported engaging in a process of prioritization. Rather than pay attention to all seven dimensions, they would spontaneously reduce demands by selecting behaviours or focusing on dimensions that they considered to be “most important”. In other words, they would attempt (intentionally and unintentionally) to reduce the number of dimensions they considered in a manner consistent with the theory that led to our experimental manipulation. Notably, what was described as important varied among the participants. Another strategy to reduce intrinsic load was simplification. Here participants reduced the rating process to what was manageable by picking out what was “easiest” to identify, eliminating an entire spectrum of behaviours by “focusing only on negative behaviours”, and/or resorting to only those behaviours that were “most obvious”. Here too, the behaviours described as easiest or most obvious and whether or not raters considered only negative behaviours to the exclusion of others, was idiosyncratic. A third strategy involved the use of cognitive aids. Here participants created activities (e.g., cue cards, note-taking, referring often to the rating scale) to help manage the rating task. Whether this was an effective strategy or resulted in additional load is unclear.

To reduce what participants felt was extraneous load, they actively engaged in a process of exclusion. Raters who were prompted to perform the additional rating task and those who were not would intentionally “block out” the standardized actors. Importantly, however, some realized that they did so only after the rating task and upon reflection, indicating that simplifying strategies sometimes occurred without conscious awareness and despite clear instructions to consider elements that were excluded as an objective of the rating task. See table 7 for a summary of these categories, a description of each strategy and sample quotes.
Discussion

As rater judgment increasingly becomes recognized as valuable for assessment of clinical competence (Van der Vleuten, Schuwirth et al. 2010, Hodges 2013), the purpose of this study was to explore and understand the alignment (or lack thereof) between imposed rating demands and inherent human cognitive architecture. This parallel mixed methods study allowed us to experimentally explore the effect of manipulations in rating demands while also uncovering potential mechanisms and insights surrounding our findings and that of other related research (Tavares and Eva (submitted)). Consistent with our hypothesis and as predicted by working memory (Baddeley 1992), information processing (Wickens and Carswell 2006) and cognitive load theories (Sweller 1988), as the number of dimensions increased, the ability to identify dimension relevant behaviours declined, resulting in fewer and more variability of behaviours observed. That is, having to consider multiple dimensions or competencies simultaneously may increase mental load to the point of exceeding inherent cognitive resources and impairing performance on intended goals. As judgments regarding clinical competence are ultimately based on behaviours observed (detected / selected and/or processed), these results were consistent with or may have led to the observed decreased ability to consistently differentiate between performances.

When we explored the cognitive strategies raters engaged in under high demand conditions to better understand these results, we learned of numerous sources of load, factors that might lead to a reduction in load in the future and point-in-time active strategies raters engaged to manage or reduce load. As the majority of these active strategies appear to be idiosyncratic and designed to reduce effort rather than optimize performance, the results of this study support earlier research suggesting rating demands may contribute to rater error (Williams, Klamen et al. 2003, Melchers, Kleinmann et al. 2010, Tavares and Eva 2012) and begins to shed light on underlying cognitive behaviours that may explain some of the challenges observed in rater-based assessments. In particular, raters engaged a process of prioritization and/or simplification. They actively reduced intrinsic load (i.e., rating demands) by focusing on dimensions that they felt were most important when all could not be considered simultaneously. In a recent study exploring sources of variability in assessors’ judgment, Yeates et al., observed similar behaviours in that assessors appeared to focus (and comment) on different aspects of performance despite viewing the same performances (Yeates, et al. 2012). The results of both studies suggest raters may ultimately form judgments “pertaining to different (rather than the same) performances” when assessing the same candidate (Yeates, et al. 2012). It is not entirely clear why some dimensions were prioritized over others, but this act of prioritization has explanatory relevance. Simplification involved selecting the “easiest” and “most obvious” behaviours as opposed to the most relevant or the most comprehensive information. This demand avoidance or effort to align rating demands with cognitive resources may be a contributing source of variability or rater error resulting in differences in rater judgments as evidenced by our reliability results.

Finally, raters reported strategies to minimize what they perceived as extraneous load. For instance, when rating demands were high, raters reported “shutting out” the standardized actors (despite instructions to the contrary for some) to allocate mental resources to the candidate. This may help explain the general lack of effect we observed of presenting an additional task. While such strategies may be effective in reducing cumulative load, applying similar strategies in non-
experimental settings, particularly in work-based assessment may be difficult or inappropriate. For instance, it would be difficult and sometimes dangerous to “shut out” details of a patient’s presentation or environmental factors such as the risk of physical harm caused by the surrounding environment or the actions of team members. As a result, we cannot rule out the notion that extraneous demands of some forms might influence rater performance even though we did not observe consistent effects on this factor.

These cognitive strategies are analogous to and supported by instructional design research that draws on similar frameworks (Paas, et al. 2003; Paas, et al. 2010; Van Merriënboer and Sweller 2010), but has important differences. In instructional design research, strategies are designed to present information in a way that reduces load on learners (targeting both intrinsic and extrinsic load where appropriate). For example, “weeding” which refers to the elimination of interesting but extraneous information, can be effective (with an average effect size of .90) (Mayer and Moreno 2003). Other strategies, such as simple-to-complex sequencing for instance, have also been shown effective for learning (Van Merriënboer, et al. 2003, Plass, et al. 2010). Applying similar strategies to performance-based assessments in the real world will not always be possible for the reasons named above (i.e., where one has little control over the setting in which the ratings are collected). In fact, attempts to do so would likely be at odds with calls advocating for greater authenticity in the clinical challenges we present candidates (Hodges 2003). The requirement to ensure comprehensive construct representation in the development of rating tools (Downing 2003; Streiner and Norman 2008) may be addressable by deliberately limiting the focus of any given moment of assessment while aggregating across competencies over time.

It is interesting to note that broadening of focus with a fairly subtle manipulation (i.e., increasing the number of items included on a rating scale) appears to have been detrimental to rating quality despite raters’ reported efforts to reduce load and even though the effort to raise load through an additional rating task was ineffective. We speculate that the number of dimensions to be considered is an intrinsic load whereas rating the standardized actor is an extrinsic load and that it is more difficult to effectively deal with intrinsic factors.

This study contributes to a growing body of rater cognition research that identifies idiosyncrasies in rater judgment and their implications on assessment perspectives in health professions education. We revealed rating demands as a possible mechanism for rater idiosyncrasies; others have explored the role of biases(Williams, et al. 2003), contextual and social influences (Govaerts, et al. 2007; Gingerich, et al. 2011), rater performance theories (Govaerts, van de Wiel et al. 2011), differential salience, criterion uncertainty and difficulties with information processing or transformations (Yeates, et al. 2012), the role of alignment between rating tools and the way raters inherent conceptions (i.e., schemas) regarding competence(Ginsburg, et al. 2010; Crossley and Jolly 2012) and motivational issues(Murphy, et al. 2004). While considering these studies one must keep in mind that idiosyncrasy does not necessarily mean inaccuracy. That is, the judgments raters generate may be different for a variety of reasons, but may be equally meaningful (Landy and Farr 1980) and may, as a result, become most powerful when combined (Eva and Hodges 2012; Hodges 2013). The results of this study suggest this is an especially valuable perspective when construct representation or contexts of assessment exceed inherent cognitive resources or preclude the reduction of rating demands on raters. From a psychometric perspective, efforts to minimize validity threats attributable to rater error may be
limited without further considering the inherent demands imposed by various rating tasks and the alignment (or lack thereof) with inherent rater cognitive capacity.

Limitations

There are several limitations to consider in this study. First, we used a simulation-based context involving only one case (a cardiac patient deteriorating to cardiac arrest). Therefore, generalizing our findings to other types of cases, particularly those with fewer distractions, may be limited. Secondly, we applied a global rating scale as opposed to a checklist. Using a checklist instead of a global rating scale might yield different results in either direction, as it may theoretically reduce or increase mental workload. It’s simply unknown and unpredictable based on these findings. The decision to use a global rating scale in this study was based on the current direction of the assessment literature, which has increasingly supported the use of GRS and rater judgment over checklists in similar contexts (Norman, Vleuten et al. 1991, Vleuten 1996, Crossley, Humphris et al. 2002). The act of verbally stating dimension relevant behaviours, including specifying the dimension of relevance and whether they were suggestive of competence or incompetence, without doubt resulted in additional mental work for our participants and may have impacted the overall rate at which behaviours were identified. However, this manipulation was applied equally to all participants and, therefore, does not threaten internal validity. Finally, asking participants to reflect on their strategies may be inherently limited (Nisbett and Wilson 1977), but our goal was to inquire about participants’ perceptions rather than what may have been the right or wrong thing to do.

Conclusions

Many of the theoretical foundations we used as our conceptual framework have largely been applied to learning and instructional designs where researchers and designers have the ability to manipulate or control load induced by the “stimuli” on the “end user”. In contrast, many trends in assessment and the surrounding validity arguments advocate for things that place greater demands on raters including the importance of authenticity and comprehensive construct representation. Workplace-Based Assessment, for example, involves presenting candidates with clinical challenges that require the integration of multiple competencies in real world settings. Assuming authenticity is important, manipulating the stimuli in this setting is impossible and arguably of limited value, leaving the end user (i.e., the rater) needing to find ways to manage the load imposed. When presented with high rating demands (i.e., 7D vs. 2D), raters experience difficulty in identifying and considering dimension relevant behaviours (seemingly without awareness of the performance deficiency) and appear to engage in idiosyncratic effort or load-avoidance strategies that may satisfy rather than optimize rater performance. The results of this study suggest that without further considering the demands imposed by assessment design, raters may be overwhelmed and likely to engage in processes that can negatively affect the validity of the assessment practices.
Table 1: Participant demographics by group.

<table>
<thead>
<tr>
<th>Item</th>
<th>7D with no Additional Tasks n=21</th>
<th>7D with Additional Tasks n=22</th>
<th>2D with no Additional Tasks n=21</th>
<th>2D with Additional Tasks n=21</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, Years (Mean, SD)</td>
<td>36(7.8)</td>
<td>39(10)</td>
<td>39(9.1)</td>
<td>34(8.1)</td>
</tr>
<tr>
<td>Male (% , n)</td>
<td>14</td>
<td>13</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Female (% , n)</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Highest Education (% , n)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>48%(n=10)</td>
<td>68%(n=15)</td>
<td>52%(n=11)</td>
<td>76%(n=16)</td>
</tr>
<tr>
<td>University</td>
<td>48%(n=10)</td>
<td>32%(n=7)</td>
<td>38%(n=8)</td>
<td>9%(n=2)</td>
</tr>
<tr>
<td>Graduate School</td>
<td>0.5%(n=1)</td>
<td>0%(n=0)</td>
<td>10%(n=2)</td>
<td>14%(n=3)</td>
</tr>
<tr>
<td>Professional Designation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary Care Paramedic</td>
<td>48%(n=10)</td>
<td>46%(n=10)</td>
<td>43%(n=9)</td>
<td>62%(n=13)</td>
</tr>
<tr>
<td>Advanced Care Paramedic</td>
<td>52%(n=11)</td>
<td>54%(n=12)</td>
<td>57%(n=12)</td>
<td>38%(n=8)</td>
</tr>
<tr>
<td>Professional Clinical Experience (Years; Mean, SD)</td>
<td>7.2(6.6)</td>
<td>10.1(7.4)</td>
<td>8.1(7.8)</td>
<td>6.2(6.2)</td>
</tr>
<tr>
<td>Familiarity with GRS (Mean, SD)</td>
<td>5.3(3.1)</td>
<td>3.0(3.0)</td>
<td>5.1(4.1)</td>
<td>4.2(3.4)</td>
</tr>
<tr>
<td>Previous Rater Training</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>
Table 2: Summary of individual means (including 95% confidence intervals) and inferential statistics for self-reported task demands, mental effort and perceived performance associated with the rating task

<table>
<thead>
<tr>
<th></th>
<th>Main Effect: Dimensions</th>
<th>Main Effect: Additional Task</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Means (95% CI)</td>
<td>Statistics</td>
</tr>
<tr>
<td>Demands</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7D = 6.1 (5.7-6.5); 2D = 5.2 (4.8-5.6)</td>
<td>F(1,80) = 7.7, p = &lt;.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effort</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7D = 6.1 (5.7-6.6)</td>
<td>F(1,80) = 6.0, p = .02</td>
</tr>
<tr>
<td></td>
<td>2D = 5.4 (5.0-5.8)</td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7D = 5.1 (4.7-5.5)</td>
<td>F(1,80) = 3.7, p = .06</td>
</tr>
<tr>
<td></td>
<td>2D = 5.7 (5.2-6.1)</td>
<td></td>
</tr>
</tbody>
</table>
Table 3: Mean proportion (across all 3 videos) of dimension relevant behaviours identified by dimension.

<table>
<thead>
<tr>
<th>Skill</th>
<th>History Gathering</th>
<th>Procedural</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7D</td>
<td>2D</td>
</tr>
<tr>
<td>No Additional Tasks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>With Additional Tasks</td>
<td>22.3</td>
<td>38.4</td>
</tr>
<tr>
<td></td>
<td>24.0</td>
<td>38.6</td>
</tr>
</tbody>
</table>

7D = group assigned seven dimensions; 2D = group assigned two dimensions
Table 4: Inter-rater reliability and internal consistency results including individual variance components and percentage of total variance for each facet for 7 dimension and 2 dimension groups.

<table>
<thead>
<tr>
<th>Effect</th>
<th>7D Var.</th>
<th>7D % of Total Var.</th>
<th>2D Var.</th>
<th>2D % of Total Var.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>0.09</td>
<td>6.6</td>
<td>0.17</td>
<td>11.1</td>
</tr>
<tr>
<td>Rater</td>
<td>0.24</td>
<td>17.8</td>
<td>0.30</td>
<td>19.6</td>
</tr>
<tr>
<td>Rater x Video</td>
<td>0.43</td>
<td>31.9</td>
<td>0.44</td>
<td>28.8</td>
</tr>
<tr>
<td>Items</td>
<td>0.00</td>
<td>0.0</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>Item x Video</td>
<td>0.00</td>
<td>0.0</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>Rater x Items</td>
<td>0.07</td>
<td>5.2</td>
<td>0.17</td>
<td>11.1</td>
</tr>
<tr>
<td>Video x Rater x Items</td>
<td>0.52</td>
<td>38.5</td>
<td>0.45</td>
<td>29.4</td>
</tr>
</tbody>
</table>

Inter-Rater Reliability: \[G = .07; \ G_n = .48\] \[G = .11; \ G_n = .62\]

Internal Consistency: \[G = .39; \ G_n = .71\] \[G = .40; \ G_n = .78\]

7D = groups assigned seven dimensions; 2D = groups assigned two dimensions; Var. = Variance component.

G Formulae:

Inter-rater Reliability: \[\frac{\text{Var}(v) + \text{Var}(vi)}{\text{Var}(v) + \text{Var}(r) + \text{Var}(i) + \text{Var}(vr) + \text{Var}(vi) + \text{Var}(ri) + \text{Var}(vri)}\]

Internal Consistency: \[\frac{\text{Var}(v) + \text{Var}(vr)}{\text{Var}(v) + \text{Var}(r) + \text{Var}(i) + \text{Var}(vr) + \text{Var}(vi) + \text{Var}(ri) + \text{Var}(vri)}\]

G_n Formulae:

Inter-rater Reliability: \[\frac{\text{Var}(v) + \text{Var}(vi)/2}{\text{Var}(v) + \text{Var}(r)/10 + \text{Var}(i)/2 + \text{Var}(vr)/10 + \text{Var}(vi)/2 + \text{Var}(ri)/20 + \text{Var}(vri)/20}\]

Internal Consistency: \[\frac{\text{Var}(v) + \text{Var}(vr)/10}{\text{Var}(v) + \text{Var}(r)/10 + \text{Var}(i)/2 + \text{Var}(vr)/10 + \text{Var}(vi)/2 + \text{Var}(ri)/20 + \text{Var}(vri)/20}\]
Table 5: Results of semi-structured interviews describing sources of load for participants in high load rating conditions with descriptions for each, example quotes and supporting theoretical foundations.

<table>
<thead>
<tr>
<th>Sources of Load</th>
<th>Description</th>
<th>Example Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic sources</td>
<td>Assigning of Behaviours to Predefined Dimensions</td>
<td>Participants reported difficulty associated with aligning their observation of a behaviour with predetermined / predefined rating scale dimensions. This occurred when trying to align one behaviour with one dimension, but also with behaviours that appeared to align with more than one dimension.</td>
</tr>
<tr>
<td></td>
<td>#160: “the difficulty was just finding where they [behaviours] fit, what slot [category / dimension] they fit into. Whether it was patient assessment or communication or whatever, that was the hardest part…”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>#170: “I felt it was difficult to divide each skill that the trainee was doing into a separate category [dimension] because some of them can fall under uh many of them.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Candidate Performance Characteristics</td>
<td>The pattern of behaviours exhibited by candidates appeared to generate mental work. Participants reported those candidates with more errors and less organization for instance (based on the rater’s standards) for instance, as more difficult.</td>
</tr>
<tr>
<td></td>
<td>#136: “When the trainee was more organized I found it was easier... because it just goes with the flow of what you would want to do.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>#137: “and I definitely found differences in you know video B for me. Her performance was so much easier to evaluate because there seemed less wrong in it.”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multiplicities of Focus</td>
<td>Participants reported difficulty with having to divide attention across multiple behaviours and/or dimensions.</td>
</tr>
<tr>
<td></td>
<td>#148: “And then you’re also thinking about the two [standardized] actors... It wasn’t just focused on the candidate and going over what the candidate is doing. You also had to think about what the other two [standardized] actors are doing. So it kind of made it hard to just focus on the candidate and assess them”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>#115: “It was a little bit difficult because. It’s really hard to pay attention to everything that’s going on...the things that make it difficult in my mind is that I don’t know what I’m not seeing. So I know I’m missing something because you pay attention to many little things, and you can’t focus on everything. I, I, I can’t look at everything at the same time.”</td>
<td></td>
</tr>
</tbody>
</table>
| Too many auditory/visual stimuli | Refers to perceptual limitations given the amount of auditory and visual information raters were presented with (in contrast to the division of attention) | #101: “Too many inputs, too many things to keep track of at once...mainly because there was so many different things to watch using different skills...sensory overload”
#126: “I found just uh trying to catch everything and looking at everything that’s going on was really hard, trying to focus on all the different aspect you had to look at, you had to listen for did they do the right, uh did they ask the right questions, are the delegating properly, are they cluing in to things, are they noticing things in a timely manner are they...are their assessments appropriate, are they accurate. It was really hard, you know especially with the noise and all that, I know I missed some stuff” |

| Extraneous sources | Participants reported the pull of cognitive resources toward unrelated (i.e., extraneous) content. | #107: “Once the, specifically the auditory distractions were removed, then it was very, it was a lot easier cause I could focus on what the candidate was doing. On a skill-by-skill basis because you know I could just watch what they’re doing. But when there’s too much distraction in the background I found I would be distracted by what they [standardized actors] were saying, and it would distract me from watching what the candidate was doing, even though it was all right in front of me it’s still, it keeps shifting in focus, you know.”

| Complexity associated with interactions between relevant and irrelevant data | The act of simply eliminating what raters believed was extraneous at times was limited because of the interaction between what they identified as meaningful and meaningless. | #157: “…also I’m getting distracted cause now I’m listening to her [the candidate] and trying to figure out what he [a standardized actor] can and can’t do.”
#121: “…It is difficult as an assessor to um to continually try and tune that [standardized actors] out and yet not ignore the fact that he [the candidate] should have been dealing with them as well...it was difficult, but I listened very carefully to what the candidate was asking, the response that he was getting whether they were following through with his instructions or whether he [the candidate] was um listening to what was being told to him....Um and then what he did with that info.” |
Table 6: Results of semi-structured interviews describing factors that may promote load reduction for participants in high load rating conditions with descriptions for each, example quotes and supporting theoretical foundations.

<table>
<thead>
<tr>
<th>Factors that may Promote Load Reduction</th>
<th>Description</th>
<th>Example Quote</th>
</tr>
</thead>
</table>
| Familiarity with Case                   | Refers to the reduction in mental workload associated with greater as familiarity with the case. It appears raters build schemas related to the case, which may reduce workload. | #141: “I think the, you know the first one because you are really kind of engulfed in everything and you are trying to pay attention to the whole situation, you uh you lose focus on, uh maybe the evaluating part right, because you are paying attention to everything that’s going on. Whereas by the, by video C for me, I felt you know I didn’t have to necessarily pay as much attention to the bystanders, as much attention to the patient, where they’re going”

#144: “With each video I feel like I’ve kind of was able to move around the screen or in my head move around from point to point a little bit faster, a little bit faster so certainly the more repetitive it got… I felt a little bit more comfortable managing these different categories and aspects. But it probably was just a little bit more familiar, familiarity with the scenario so I knew what was coming, so I was prepared to look for certain things.” |
| Familiarity with Dimensions             | Refers to the reduction in mental workload associated with greater as familiarity with the dimensions included on the GRS. It appears raters build stronger schemas related to the dimensions, which may reduce workload. | #107: “As I got more comfortable with the different categories I thought it was easier. The first time I think you tend to choose three or four categories that you will just focus on and to the detriment of the other three. But as you become more comfortable with those first three or four that you’ve picked then you start pulling the other ones in to the scheme of things.” |
| Repetition                              | As participants were able to experiment with the interaction between cases and dimensions and observe various candidate | #106: “As I went a long it got a little bit easier because I was able to adapt my standard approach of assessment to this new system. The first one was very challenging but the subsequent ones became easier and easier.” |
performances, they seemingly built schemas related to this interaction, which appeared to reduce workload.

<table>
<thead>
<tr>
<th>#177: \textit{“It seemed to get easier, kind of, through each video. It is just knowing, kind of, what you were initially looking for, able to pick up on things um (on the) last one versus the first one…it didn’t seem to be quite as mentally demanding as you went through as it was the first time.”}</th>
</tr>
</thead>
</table>

### Table 7: Results of semi-structured interviews describing active strategies for participants in high load rating conditions with descriptions for each, example quotes and supporting theoretical foundations.

<table>
<thead>
<tr>
<th>Active Strategies to Reduce Load</th>
<th>Description</th>
<th>Example Quotes</th>
</tr>
</thead>
</table>
| Prioritization                  | Refers to a cognitive strategy aimed at reducing workload by idiosyncratically selecting fewer dimensions (or individuals observable in the video) to observe and rate. | #155: “This was a lot of categories [dimensions] for me. I found that I just stuck to a few certain categories. That is what made it easier for me.”  
#132: “I find I was obviously focusing more on... like I found myself (focusing on) the procedural one, communication, recourse utilization um and sometimes decision... I found that during the scenario I was utilizing more (of one) than the other.”  
#107: “The ones I chose were um situational awareness because the situation was something that really uh it was driving the call at times...procedural skills was an important one for me...uh resource utilization was another one...and communication. I think the one I used the least was decision making” |
| Simplification                  | Refers to the active cognitive strategy of making work (i.e., the rating task) easier. | #106: “And my standard approach is to pick out the critical and the more um obvious errors verses like the um smaller minute errors. I had to make it a constant adjustment to, to get down to like being a little bit more nitpicky with some of the minor details versus looking at the major details.”  
#115: “A couple of times I did feel overwhelmed and what would usually happen then is I would just kind of shut down a little bit and look at, look for things that were obvious, instead of trying to dig, dig, dig” |
| Cognitive Aids                  | Refers to the active strategy of searching for and/or using what participants believed would aid them in managing the workload (presumably when internal strategies | #134: “But it’s hard because, maybe we might need more guidance, or maybe a sort of a cue card stating this is exactly what you’re looking for etcetera...I re-visited the headings myself that I had written down over and over again. And actually read some of the words within the headings [GRS definitions] as well, just to keep referring myself, and keep giving...” |
were limited or ineffective). myself constant feedback as to what my task was. “

#137: “I made short form notes that I’m more accustomed to reading to reference quickly during the scenario...I made point form notes of that so that when I needed to give feedback all I had to do was glance down and I could try to remember what category that would fall under.”

<table>
<thead>
<tr>
<th>Exclusion</th>
<th>Refers to the idiosyncratic elimination of certain stimuli available in the rating task. At times this was inappropriate and at other times unintentional.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#177: “Um trying to focus more on the actions of the candidate and blocking out the background uh you know treating the supporters [standardized actors] kind of like you would my own teenagers. Blocking out the background, the unnecessary and trying to get away from hearing that kind of information. Focusing on you know task at hand and how they actual assessed and treated the patient”</td>
</tr>
</tbody>
</table>
References:


Chapter 6 - Passive vs. Immersed: Rater Performance under Different Load Conditions and the Impact on Feedback
Abstract

Introduction:

The validity associated with rater judgment in assessments of clinical competence is dependent on raters’ cognitive performance. Rating demands have been associated with inter-rater reliability impairments but the influence of such demands on the utility of assessment for learning has yet to be examined. The purpose of this study was to experimentally explore the role of rating demands on feedback delivery during the assessment of clinical competence in simulation based settings.

Methods

Participants were randomly assigned to the role of “passive rater” who simply observed performance or “immersed rater” who played an active role in case simulation in an OSCE while assessing clinical performance using a 7-dimension global rating scale. The immersed condition was intended to increase extraneous demands associated with the rating task by having raters act as a standardized family member in the case. Immediately following, all participants were required to rate student performance and document formative feedback.

Results

A total of 20 raters (10 per group) assessed 20 candidates in a 10 station OSCE. Repeated measures 2 (rater type) x 10 (station) ANOVAs revealed that participants in both groups rated student performance equally, but those enrolled in the passive group gave more feedback (mean=15.6 statements per candidate (95% CI =14.7-16.6)) relative to immersed raters (mean=12.2 (95% CI=11.4-13.1); p=<.01). Decision-studies revealed inter-station reliability of G=.61 and .49 for the passive and immersed conditions, respectively, when the scores of 10 stations were averaged. Internal consistency in both conditions was equivalent at G=.84.

Conclusions

The results of this study contribute to a growing body of research examining rater cognition in the assessment of clinical competence by indicating that the requirement to take on an active role in a simulation-based assessment can decrease the amount of formative feedback that raters provide candidates even when their ratings indicate comparable degrees of concern about candidate performance.
Introduction

Drawing accurate conclusions regarding a practitioner’s general level of competence is a complex and challenging process. The outcomes of decisions regarding competence have important implications for patient safety and public trust, but also learner development and candidates’ career advancement. The broadening of competencies expected of health professionals, the way in which these competencies interact and the role of context are just some factors contributing to the difficulty. Frameworks commonly applied to structure and optimize assessments of competence (see Miller 1990 and Kane 1992, 2006) have emphasized the value of direct observation of candidate behaviours in simulation and/or work place based settings (Miller, 1990; Kane, 1992; Kane, 2006; Downing and Yudkowsky, 2009; Kogan and Holmboe, 2013). The authenticity associated with observing what candidates do in response to actual clinical challenges requires less of an extrapolation when inferring clinical competence or making predictions regarding future clinical performance. Deriving competence from clinical performances in this way is vitally dependent on raters’ judgment.

Assessments of clinical performance can be an issue when they are reliant on rater inference or judgment because numerous problems have been identified. For example raters may be subject to observational inaccuracy, prone to numerous rater biases and may have difficulty identifying performance deficiencies (Herbers, et al. 1989, Noel, et al. 1992, Morgeson and Campion 1997, LaMantia, et al. 1999). As such, raters cannot be viewed as objective measurement devices simply transferring candidate behaviours to rating tools (Landy and Farr 1980). Recent work has shed insight into this process by adopting a cognitive capacity model wherein raters are considered to have a finite capacity for holding task-relevant information in working memory (Baddeley, 1992; Tavares and Eva 2012). The general argument is that many of the cognitive structures needed to complete assessments of competence are capacity limited and, if overloaded, can lead to impairments in rater performance (Tavares and Eva 2012). Byrne and colleagues have reported that the cognitive load placed on raters in fairly standard OSCE situations can be greater than what trainees experience during their clinical activities (e.g., during the induction phase of anesthesia delivery) (Byrne, et al. 2014). Two additional studies in health professions education that directly tested hypotheses derived from this model suggest that when raters’ cognitive load increases by tasking them with considering multiple dimensions of performance simultaneously, indicators of rating performance including inter-rater reliability, the ability to discriminate between levels of performance, and the ability to identify dimension relevant behaviours, become impaired. (Tavares and Eva (submitted))

Interestingly, in both studies, intrinsic cognitive load manipulations (i.e., those that are an embedded part of the rating task, such as requiring 7 dimensions to be assessed rather than 2) showed a consistent effect of decreased inter-rater reliability whereas two extraneous load manipulations (i.e., additional, but relevant activities such as generating patient care plans or simultaneously rating the performance of standardized actors) showed no influence. Interview data suggested that raters made deliberate and seemingly effective attempts to minimize cumulative load by minimizing attention towards what they believed to be extraneous. Whether extraneous demands can routinely be ignored in this way or not has important implications because many performance-based assessments require raters to conduct additional extraneous tasks. For example, in controlled settings, the main difference between OSCEs and Simulated
Office Orals is whether the rater observes a performance or takes on the role of the patient when conducting the assessment. In more real world settings such as work-place based assessments raters are often required to divide their attention by interacting with other individuals during assessments, monitoring patient safety, or monitoring the performance of other team members. Cognitive load theory suggests that both intrinsic and extraneous load will influence a capacity limited system, but in studies we have conducted, we have yet to see an influence of extraneous load on the performance of raters. Nor have we identified studies elsewhere that have addressed this issue directly.

Studies exploring rating demands on rater-based assessments have primarily focused on the utility of the scores assigned, whereas the implications for learners have not been explored. Given the importance of feedback as a mechanism to improve performance, it would be problematic if increasing degrees of cognitive load decreased the guidance provided to candidates. Therefore, the purpose of this study was to explore the role of extraneous rating demands on the feedback provided during the assessment of clinical competence in simulation based settings by holding intrinsic demands constant and experimentally introducing extraneous demands.

**Methods**

**Study Overview**

This experimental study involved randomly assigning raters to either the role of “passive observer” or “immersed actor” in a simulation based, performance based exam. Participants assigned to the passive condition were tasked simply with observing and rating candidate performances using a 7 dimension global rating scale (GRS). Participants assigned to the immersed condition were similarly tasked with observing and rating candidate performances but were active participants in the case as they were required to play a standardized role and to guide the direction of the simulation as necessary. Immediately after rating student performance, all participants were asked to document the feedback they would deliver to support candidate development. Outcome measures included the amount of feedback given both in total and specific type. Research ethics approval was provided by Centennial College in Toronto, Ontario, Canada.

**Setting**

Data were collected in the context of an existing high stakes 10 station, 20 candidate, simulation based assessment of paramedic clinical competence (at the end of their training), using an OSCE format. Each station lasted 12 minutes and candidates were given 5 minutes to rest between stations. Each station involved a distinct clinical case that required candidates to demonstrate clinical skills such as history gathering, physical exam, interpreting assessment results, formulating working diagnoses and implementing emergency treatment plans. Cases were developed by Centennial College in Toronto, Ontario Canada and represented a wide variety of case types based on real clinical cases seen during paramedic practice. Each station included a standardized patient (or mannequin), a complete set of standardized equipment that was not specific to the case (or necessarily required to perform in that case), as well as contextually relevant props as needed. Because paramedics work in teams of 2, each station included a
standardized “partner” who was assigned to the case and assisted candidates in the performance without initiating actions themselves.

Participants

We used purposeful sampling to recruit raters for this study. Eligibility criteria were being an active clinician or educator in the field of paramedicine and having experience rating paramedic candidate performance in simulation or work based settings. No rater training was included as part of this study, either for the assessment of competence or provision of feedback to avoid confounding the outcome measurement. All raters received financial compensation for their participation.

Rating Tool

All participants used a 7-dimension GRS that included situation awareness, history gathering, patient assessment, decision-making, resource utilization, communication, and procedural skill (Tavares, Boet et al. 2012). This GRS was previously developed specifically for the assessment of paramedic clinical competence and has demonstrated evidence of both reliability and construct validity in similar settings (Tavares, Boet et al. 2012, Tavares 2013). It is the scale that was used in the high intrinsic load condition of previous studies. (Tavares, Ginsburg et al. 2014, Tavares and Eva (submitted)) For each of the dimensions included on the GRS, a definition is provided to promote a shared mental model across examiners. A 7-point adjectival scale accompanies each domain with each of the 7 points defined making reference to patient safety, performance standards and/or readiness for independent practice or progression. Finally, the GRS includes space for comments / feedback under each dimension.

Procedure

Following recruitment and informed consent, raters were randomly assigned to a specific station and to the role of passive observer or immersed actor, such that each station had one passive and one immersed rater who remained together for the duration of the assessment. The paired participants were provided with the same detailed description of the case, which included a case stem (i.e., call information for the candidate), history elements, patient characteristics (e.g., gender, age, and physical exam findings), details regarding how the case was to unfold and performance expectations.

Raters assigned the role of passive observer were required to complete the rating task while not being explicitly involved in the simulation in any way. They were present in the room where the simulation was taking place, along with the immersed rater, and were free to position themselves as needed to observe the case, but had no additional demands or responsibilities beyond observing and rating candidate behaviour. The candidates, the standardized patients and the individuals who played the role of standardized partner paramedics were instructed to avoid engaging the passive raters in any way.

In contrast, the immersed raters were tasked with the same rating requirements as the passive rater, but were additionally required to serve the role of standardized bystander (i.e., family member) and provide whatever information was necessary to the candidate during the clinical interaction. For example, it was the immersed rater’s responsibility to relay patient details or history elements as a family member might be expected to do when asked by the candidate.
They were also expected to provide necessary data in instances when the limitations of
simulation presented themselves (e.g., confirming the presence or absence of physical exam
findings). Hence, the immersed rater moved “in and out” of standardized bystander/actor and
simulation facilitator roles while simultaneously being responsible for rating clinical
performance. These additional tasks were expected to increase extraneous mental workload for
the immersed rater.

Regardless of role or station, participants were instructed to observe candidate performance and
then complete the GRS without consulting with one another. Both groups of participants were
also instructed to document dimension specific feedback that would result in maximal
development opportunities for the candidate. To ensure participants were offered the same
opportunity to assign scores and provide feedback, both groups were instructed to do so only
after the case was completed. Because the immersed raters were not able to review the rating tool
throughout the performance, passive raters were instructed to avoid using the scale during the
performance. However, both groups were permitted to review the rating tool in advance of each
performance. Five minutes was allocated between candidates for scoring and formative
feedback. Even upon completion of their task, all participants were instructed to avoid sharing
their scores or feedback with one another to prevent rater calibration over time.

Data Collection

Prior to beginning the assessment process, all participants completed a demographic form and
rated their level of familiarity with the assigned global rating scale from 1 (no familiarity at all)
to 10 (extremely familiar). All data were collected using paper-based versions of the GRS
described above. Numeric data were transferred to an Excel spreadsheet and narrative
comments were transcribed without identifying information in preparation for analysis.

Data Analysis – Leniency

To evaluate whether scores assigned by each group differed in some meaningful way (e.g.,
leniency or stringency), we compared scores for each dimension by rater type using one-way
ANOVAs. For all statistical tests we used an alpha of .05 to determine significance.

Data Analysis - Feedback

The main outcome of interest was the amount and type of feedback given to candidates. To
evaluate the effect of increasing extraneous mental workload demands on feedback, we analyzed
textual data using deductive content analysis (Elo and Kyngäs 2008). Literature describing
principles of effective feedback and associated theoretical models were used to derive a coding
structure (Hattie and Timperley 2007, Shute 2008, Archer 2009). Statements were assigned to
one of 6 categories: (1) feedback regarding a specific behaviour or task; (2) general feedback
regarding a dimension of performance; (3) general statements regarding the individual candidate;
(4) general statements involving the context; (5) statements containing specific recommendations
for improvement; and (6) statements encouraging reflection. See table 1 for feedback type
definitions. The coding structure was piloted using data that were available to the research team
from previous performance based assessments and modified until the structure was determined to
be comprehensive and stable.
Using de-identified data, coders first segmented the feedback on the basis of semantic features such that each segment represented a single thought, idea or statement. Each rating form with feedback documented, was then coded by 2 independent coders who met to discuss discrepancies. Where disagreement remained, an additional coder (WT) reviewed the arguments and assigned a final code. One of the coders (WT) also randomly reviewed portions of the data set to cross check codes and ensure adequate segmentation and application of codes. Given that this study was embedded in an existing assessment process and clinical performances were not recorded we were unable to determine the adequacy of feedback, but were able to measure and compare the amount of feedback provided by type using repeated measures ANOVA. For all statistical tests we used an alpha of .05 to determine significance.

Data Analysis – Reliability

We used scores assigned on the GRS to calculate inter-station reliability and internal consistency coefficients for each group (i.e., passive and immersed) separately. Given the robust nature of context specificity it was not anticipated that reducing mental workload would necessarily improve these reliability estimates because differences across station can result from differences in actual performance rather than rater limitations. In addition, the inter-rater reliability examining the agreement between raters in the passive and immersed groups was examined for the sample as a whole. All reliability analyses were calculated using generalizability theory and G-String Ver. 4 (Brennan 2001, Bloch and Norman 2012).

Results

A total of 20 raters (10 passive and 10 immersed) were involved in evaluating 20 paramedic candidates over 1 day. Overall, the passive and immersed groups were similar in gender distribution, years of clinical experience, familiarity with the GRS and previous rater training. See table 2 for demographic details for both groups.

Leniency

Using scores assigned by raters in each group by dimension, ANOVA revealed no significant differences in mean scores for 6 of the 7 dimensions (see table 3).

Feedback

The feedback entered on 400 GRSs resulted in a total of 5,580 statements coded across both groups. Across all 6 categories, passive raters provided 3,132 individual feedback statements and immersed raters provided 2,448. After visually reviewing the number of feedback comments provided by individual raters for outliers and finding none, a repeated measures 2 (rater-type) x 10 (station) ANOVA performed on the total number of statements revealed a significant main effect of rater type that indicated passive raters provided more feedback overall when compared to immersed raters; passive rater mean=15.6 (95% CI = 14.7-16.6) vs. immersed rater mean=12.2 (95% CI = 11.4-13.1); (F (1,119)=47.9, p<.01, d=.66). When we conducted the same analysis on each type of feedback independently, we found a main effect of rater-type for 4 of the 6 types of feedback (feedback regarding a specific behaviour or task, general feedback regarding the dimension, general statements regarding the individual and statements involving specific direction or recommendations). See table 4 for individual means, standard errors, 95% confidence intervals and p-values by feedback category.
Reliability Analysis

Using GRS scores assigned by participants in each group we used generalizability theory (Brennan 2001) to calculate variance components for the facets “candidate”, “station” (which is confounded with rater in this design), “item” and their interactions. Generalizability coefficients (i.e., reliability) provide information regarding the degree to which the scores assigned consistently differentiate between candidates as well as an indication of the degree of measurement error contributed by various sources. A higher proportion of variance attributable to candidate suggests better differentiation. See table 5 for details regarding individual variance components, the percentage of total variance attributable to each facet, d-study results and the formulae used to calculate each coefficient. For passive and immersed raters the internal consistency for a single item (i.e., the average correlation between individual items) reached G=.08 and .44 respectively. When scores were averaged over 7 items, the internal consistency in both conditions reached G=.84. The inter-station reliability of a single station was expectedly low G=.08 and .05 in the passive and immersed conditions, respectively, a number that increased to G=.61 and 0.49 when the scores were averaged across all 10 stations. When we combined the data from both groups to allow for the calculation of inter-rater reliability between passive and immersed raters, the inter-rater reliability was found to be G=.45 suggesting the raters in each condition generally scored the candidates in different ways despite evaluating the same performance.

Discussion

Modern assessment frameworks have emphasized the value of direct observation when drawing conclusions regarding clinical competence (Govaerts and Vleuten, 2013; Kogan and Holmboe 2013). This has led researchers to explore how raters form judgments in these settings to understand their challenges and limitations (Govaerts, et al. 2011, Tavares and Eva 2012, Yeates, et al. 2012). Recent work applying a cognitive capacity model has suggested that excessive rating demands, in particular high intrinsic demands, can impair rating performance in simulation-based settings (Tavares and Eva 2014). The same has not been true with extraneous demands, in part because raters may have employed avoidance strategies to minimize such demands. In realistic settings, where patient safety concerns, for example, are real and draw on cognitive resources, applying similar strategies in practice may not be feasible or appropriate. The purpose of this study was in part to further explore the role of extraneous rating demands on rater performance. We held intrinsic demands constant and experimentally manipulated extraneous load in a manner that could not easily be ignored. The second purpose was to explore the impact of rating demands on the provision of feedback, extending previous research that has focused on the utility of scores assigned, to potential impact on learners. The results demonstrated lessened provision of feedback when additional demands were imposed despite the fact that both groups appeared equally concerned about candidates’ performance given the GRS scores assigned. This study contributes to the growing body of research that has demonstrated impaired rater performance when demands associated with a rating task are high. While previous studies have demonstrated that the assessment of learning can be negatively affected, this study demonstrates that assessment for learning may be similarly disadvantaged if the rating task is poorly aligned with the inherent cognitive capacity of raters.

Performance impairments have been reported in a number of fields when demands associated with a task exceed an individual’s cognitive capacity to manage task relevant features. For
example, in aviation, researchers have shown that high cognitive demands associated with flying can impair situational awareness (Alexander, 2000). Extensive research in instructional design settings consistently reveal learning impairments under similar conditions (Plass, Moreno et al. 2010). In health professions education, researchers are beginning to explore the role of mental workload in decision making (Byrne, 2012), on learning, (Van Merriënboer and Sweller, 2010), on the performance of standardized patients (Newlin-Canzone, et al. 2013), on clinical performance (Yurko, et al. 2010) and on rater based assessment, (Byrne, et al. 2014, Tavares and Eva 2014) each similarly finding impairments in performance under high mental workload conditions. Common among all these programs of research is the underlying principle that when tasks are dependent on humans and the task relevant and/or irrelevant but present information cumulatively exceeds the capacity of cognitive structures needed to complete the task, impairments can be expected. In this study, we demonstrated that task irrelevant information (i.e., not essential to assessing clinical competence) can impose demands that become additive with intrinsic demands and impair some aspects of rater performance.

One explanation for why the extraneous demands imposed in this study showed an effect that was not present in other manipulations used in previous work may be that raters were less able to apply avoidance strategies. In a previous study, when extraneous demands were imposed, participant interviews suggested that raters applied strategies to minimize cognitive work by doing things like prioritizing tasks and eliminating what they perceived to be extraneous features. When demands were high, raters would also idiosyncratically shrink their task (e.g., attending to only salient behaviours) in an attempt to restore balance or avoid cognitive work. In this study, raters in the immersed condition were obligated to “perform”. Immersed raters were tasked with carrying out more than one role that was essential to the simulation, having to recite scripts or improvise, and forcing them to attend to different features the performance in order to complete their tasks effectively.

To our knowledge this is the first study to explore and demonstrate the impact of rating demands on formative feedback. Feedback has been recognized as essential in learning (Ende 1983), leading many to argue that, where possible, assessments of performance include formative feedback to avoid lost learning opportunities (Rushton, 2005; Saedon, et al. 2012; Kogan and Holmboe 2013). In this study, when rating demands were high, despite similar degrees of rater concern as indicated by rater leniency, we observed a reduced amount of specific task-centered feedback, reduced feedback related to dimensions of performance, reduced feedback targeting the individual and fewer directions and/or recommendations for improvement (i.e., impairments in 4 out 6 feedback types). We did not observe such differences in feedback related to the context or in a catch-all category of items not meeting any of the above criteria presumably because there were relatively few that fell into these categories. For educators, the implications associated with having additional extraneous tasks while engaging in formative assessments appear to be potentially costly for learners.

Moving forward, we agree with Kogan and Holmboe who argue that work based assessments will be optimized further, in terms of accuracy and provision of feedback, as additional research places the rater as the object of study (Kogan and Holmboe 2013). In this study while a statistically significant difference in the provision of feedback was observed it could be argued that the differences are small enough to have a negligible impact on student learning. Whether this is true or not cannot be determined from this study. However, this study does suggest the
presence of an effect that should be explored further. That is, when tasked with higher compared to lower demands, rater performance has now been seen to decline in several ways, suggesting a need to better understand the degree to which learners are affected. As such, rather than emphasizing mainly rater training, we suggest further identification of strategies to mitigate sources of challenge for raters, particularly with respect to intrinsic and extraneous load. The results of this study and of similar earlier research suggest both intrinsic and extraneous load may result in inappropriate rater idiosyncrasies or performance impairments when ignored. Strategies to address these issues may include separating the task of rating performance from additional simultaneous tasks (e.g. presentation of or responsibility for clinical cases). Such efforts will need to be balanced against human resource availability and the need to ensure assessments of clinical performance that are context bound and not stripped of authenticity or meaningful construct representation.

Limitations

Conducting this study in the context of a real examination limited our ability to collect some information that would have been useful. For example, we were not able to test inter-rater reliability within experimental condition as was done in previous work even though this is the main form of reliability expected to be influenced by the cognitive demand placed on raters. Further, we did not have a method by which to assess the quality or impact of feedback. Future studies should ensure a criterion is available by which to draw such conclusions. Also, we used a deductive process for evaluating the provision of feedback, which may have limited our analysis of the data. Using a more flexible inductive / qualitative approach may reveal other findings and insights. Finally, checklists, may function as a cognitive aid given the additional detail, or create additional load given the number of items tends to be higher. Whether similar findings would occur with checklists (compared to a GRS) requires further study.

Conclusions

The results of this study contribute to a growing body of research exposing rater cognition as a real, but potentially modifiable limitation to the assessment of clinical competence. In many performance-based assessments, raters are responsible for additional roles extraneous to the rating task itself. A cognitive capacity model, wherein raters are recognized as having a finite capacity for holding task-relevant information in working memory would suggest that raters may have difficulty with such a complex task. In this study, rating clinical performance with additional extraneous tasks resulted in lessened provision of feedback.
Table 1: Feedback categories used to organize statements and their definitions.

<table>
<thead>
<tr>
<th>Category</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statement about specific behaviour or task performed</td>
<td>Statements may be positive or negative, involve commission or omission errors, prioritization or sequence issues, issues with timeliness or speed, or with integration or interpretation.</td>
<td>To ensure safety, when defibrillating a patient, be sure to have eyes on the patient and surrounding team members rather than the monitor.</td>
</tr>
<tr>
<td>General statement regarding a dimension of performance</td>
<td>Non-specific statements regarding situation awareness, history gathering, patient assessment, decision-making, resource utilization, communication and/or procedural skills.</td>
<td>Very little physical assessment done; a more thorough focused assessment is needed.</td>
</tr>
<tr>
<td>General statement regarding the individual</td>
<td>Summative statements regarding the individual's performance; judgments suggesting competence or incompetence.</td>
<td>Your communication was very effective.</td>
</tr>
<tr>
<td>General statement regarding the context</td>
<td>Statements made regarding the role, management or consideration of context or setting, both positive and negative.</td>
<td>Given the confined area, you did a good job of positioning your equipment where it was needed most.</td>
</tr>
<tr>
<td>Directions / Recommendations</td>
<td>Statements specifically targeting actions to be taken to improve, to sustain good behaviours or statements providing alternatives to consider in future.</td>
<td>More training is needed in the nuances of cardiac arrest guidelines; review those in more detail.</td>
</tr>
<tr>
<td>Encouraging reflection</td>
<td>Statements encouraging candidates to reflect on positive or negative elements or where there might be opportunity to invoke change or alternative actions</td>
<td>Think about how the bystanders could have been used more effectively.</td>
</tr>
</tbody>
</table>
### Table 2: Demographics details by group.

<table>
<thead>
<tr>
<th>Demographic Variable</th>
<th>Passive Raters</th>
<th>Immersed Raters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>6 males 4 females</td>
<td>6 males 4 females</td>
</tr>
<tr>
<td>Years of clinical experience</td>
<td>9.6 years</td>
<td>10.1 years</td>
</tr>
<tr>
<td>Familiarity with GRS</td>
<td>4.1/10</td>
<td>4.2/10</td>
</tr>
<tr>
<td>Primary Role (Clinician vs. Educator)</td>
<td>8 C / 2 E</td>
<td>6 C / 4 E</td>
</tr>
<tr>
<td>Previous rater training (yes?)</td>
<td>3/10</td>
<td>3/10</td>
</tr>
</tbody>
</table>

GRS = global rating scale. C = clinician. E = educator. Rater training unspecified for both groups.
Table 3: Mean global rating scores (95% CI) by dimension by group.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Passive Rater Mean (95% CI)</th>
<th>Immersed Rater Mean (95% CI)</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Situation Awareness</td>
<td>4.9 (4.7-5.2)</td>
<td>5.1 (4.8-5.3)</td>
<td>.54</td>
</tr>
<tr>
<td>History Gathering</td>
<td>4.7 (4.4-4.9)</td>
<td>4.8 (4.5-5.0)</td>
<td>.58</td>
</tr>
<tr>
<td>Patient Assessment</td>
<td>4.5 (4.2-4.7)</td>
<td>4.9 (4.6-5.2)</td>
<td>&lt;.05</td>
</tr>
<tr>
<td>Decision Making</td>
<td>4.5 (4.2-4.8)</td>
<td>4.7 (4.4-5.0)</td>
<td>.25</td>
</tr>
<tr>
<td>Resource Utilization</td>
<td>5.0 (4.8-5.2)</td>
<td>5.1 (4.8-5.3)</td>
<td>.77</td>
</tr>
<tr>
<td>Communication</td>
<td>5.3 (5.0-5.6)</td>
<td>5.3 (5.0-5.7)</td>
<td>.99</td>
</tr>
<tr>
<td>Procedural Skill</td>
<td>4.7 (4.4-5.0)</td>
<td>5.0 (4.7-5.2)</td>
<td>.19</td>
</tr>
<tr>
<td>Overall</td>
<td>4.7 (4.4-5.0)</td>
<td>4.8 (4.5-5.1)</td>
<td>.60</td>
</tr>
</tbody>
</table>
Table 4: Mean number of feedback statements (95% Confidence intervals) provided by raters in both groups as a function of feedback type.

<table>
<thead>
<tr>
<th>Feedback Type</th>
<th>Passive Rater Mean (95% CI)</th>
<th>Immersed Rater Mean (95% CI)</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Behaviour</td>
<td>7.0 (6.4-7.5)</td>
<td>5.2 (4.7-5.7)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>General Dimension</td>
<td>2.6 (1.7-3.4)</td>
<td>2.0 (1.4-2.6)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>General Individual</td>
<td>2.1 (1.9-2.3)</td>
<td>1.8 (1.6-2.1)</td>
<td>&lt;.05</td>
</tr>
<tr>
<td>General Context</td>
<td>1.0 (0.7-1.3)</td>
<td>0.8 (0.6-1.2)</td>
<td>.15</td>
</tr>
<tr>
<td>Provision of Direction</td>
<td>2.4 (2.0-2.7)</td>
<td>1.8 (1.6-2.1)</td>
<td>&lt;.05</td>
</tr>
<tr>
<td>Other</td>
<td>0.6 (0.4-0.9)</td>
<td>0.5 (0.3-0.7)</td>
<td>.08</td>
</tr>
</tbody>
</table>
Table 5: Individual variance components and percentage of total variance attributable to each facet analyzed separately by group.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Passive</th>
<th></th>
<th>Immersed</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Variance</td>
<td>% of Total Var.</td>
<td>Variance</td>
<td>% of Total Var.</td>
</tr>
<tr>
<td>Candidate</td>
<td>0.12</td>
<td>6.7</td>
<td>0.08</td>
<td>4.9</td>
</tr>
<tr>
<td>Station (includes rater)</td>
<td>0.04</td>
<td>1.9</td>
<td>0.11</td>
<td>6.7</td>
</tr>
<tr>
<td>Items</td>
<td>0.08</td>
<td>4.2</td>
<td>0.02</td>
<td>1.5</td>
</tr>
<tr>
<td>Candidate x Station</td>
<td>0.59</td>
<td>32.0</td>
<td>0.64</td>
<td>38.3</td>
</tr>
<tr>
<td>Candidate x Items</td>
<td>0.03</td>
<td>1.7</td>
<td>0.01</td>
<td>1.1</td>
</tr>
<tr>
<td>Station x Items</td>
<td>0.24</td>
<td>8.0</td>
<td>0.11</td>
<td>6.5</td>
</tr>
<tr>
<td>Candidate x Station x Items</td>
<td>0.84</td>
<td>45.5</td>
<td>0.68</td>
<td>40.9</td>
</tr>
<tr>
<td>Internal Consistency</td>
<td>G=.08; G_n=.84</td>
<td></td>
<td>G=.44; G_n=.84</td>
<td></td>
</tr>
<tr>
<td>Inter-station</td>
<td>G=.08; G_n=.61</td>
<td></td>
<td>G=.05; G_n=.49</td>
<td></td>
</tr>
</tbody>
</table>

Var. = Variance

G Formulae:

Inter-station Reliability: \[
\frac{\text{Var}(c) + \text{Var}(ci)}{\text{Var}(c) + \text{Var}(s) + \text{Var}(i) + \text{Var}(cs) + \text{Var}(ci) + \text{Var}(si) + \text{Var}(csi)}
\]

Internal Consistency: \[
\frac{\text{Var}(c) + \text{Var}(cs)}{\text{Var}(c) + \text{Var}(s) + \text{Var}(i) + \text{Var}(cs) + \text{Var}(ci) + \text{Var}(si) + \text{Var}(csi)}
\]

G_n Formulae:

Inter-station Reliability: \[
\frac{\text{Var}(c) + \text{Var}(ci)/7}{\text{Var}(c) + \text{Var}(s)/10 + \text{Var}(i)/7 + \text{Var}(cs)/10 + \text{Var}(ci)/7 + \text{Var}(si)/70 + \text{Var}(csi)/70}
\]

Internal Consistency: \[
\frac{\text{Var}(c) + \text{Var}(cs)/10}{\text{Var}(c) + \text{Var}(s)/10 + \text{Var}(i)/7 + \text{Var}(cs)/10 + \text{Var}(ci)/7 + \text{Var}(si)/70 + \text{Var}(csi)/70}
\]
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Chapter 7 – General Discussion and Conclusions
Introduction
The provision of safe, effective and patient centered health care is valued as fundamental in Canadian society and achieving these goals continues to be dependent on the individuals who are granted access to and serve within the health professions. This places considerable importance on the education trainees receive but also on the assessment processes used to make decisions regarding achievement in domains of competence. As the concept of “competence” in many health professions continues to become increasingly complex due to a greater emphasis on the integration of multiple competences (Frank, et al. 2010) and a broadening of focus (Frank 2005), a greater emphasis has been placed on encouraging assessment strategies that involve direct observation of trainees in clinical practice settings (Eva and Hodges 2012; Hodges 2013). However such judgments require complex cognitive processes and raters have been identified as fallible in these contexts (Tavares and Eva 2012). Attempts to mitigate challenges attributable to raters have been insufficient with limited or incomplete explanations as to why this task is so difficult. The work reported in this thesis examined the role of raters in the assessment process and describes, in particular, the impact of rating demands on rater performance. I hypothesized that as rating demands increase in rater based assessments of clinical competence, indicators of rating quality suffer as a result of raters engaging in cognitive behaviours that result in idiosyncrasies related to satisfying rather than optimizing rater performance. Next I summarize the main findings from the research conducted to explore this hypothesis, discuss their implications for health professions education and outline future directions.

Summary of Findings
A targeted review of multiple literatures revealed many reasons to believe that rater based assessments in health professions education may be fundamentally influenced by rating demands that are imposed (and usually ignored) in assessments of clinical competence(Tavares and Eva 2012). That is, the complexity of behaviours that can exist within domains of competence, the sheer number of behaviours that need to be observed and processed (including their interactions), the influence of clinical or assessment contexts, trainee characteristics, the requirement to retrieve performance standards in real time, etc. may result in excessively high mental workload and ultimately induce rater idiosyncrasies. Theories of attention, (Kahneman 1973) perception, (Lavie 1995) working memory, (Baddeley 1992) information processing, (Wickens and Carswell 2006) multiple resource,(Wickens 2008) and cognitive load, (Sweller 1988) suggest that the necessary cognitive systems are capacity limited. Therefore, when strategies to minimize or reduce mental workload are unavailable, ineffective or ignored, or as the information becomes increasingly complex, the potential for overload increases and can lead to performance impairments, avoidance and/or simplifying strategies. The extent to which the task assigned to raters aligns with their cognitive and perceptual capacities determines the extent to which reliance on human judgment threatens assessment quality. The multifaceted nature of the construct of clinical performance, the reliance on rater judgment and the unique and dynamic settings in which clinical assessments are expected to take place, suggested the need for field specific studies of the alignment between mental workload and cognitive capacity in health professions education.
Before exploring these concepts, we conducted a scale development study to ensure that the metric used was conceptually meaningful in the study context. This development process resulted in a 7 dimension global rating scale (GRS) built using the conventions of scale development including construct representation. When we tested the scale using 2 raters evaluating a total of 80 videos including trainees, entry to practice level candidates and experienced clinicians, inter-rater reliability, intra-rater reliability and internal consistency was moderate to high (see chapter 3 for details) and scores increased with level of education/experience. With a rating scale in place and using cognitive capacity as a conceptual framework we conducted three experimental studies to test two primary hypotheses: (a) as rating demands increase in rater based assessments of clinical competence, indicators of rating quality or rater performances would decline; (b) when rating demands exceed cognitive resources, raters would engage in cognitive behaviours that result in idiosyncrasies aimed at satisfying rather than optimizing performance.

The second study titled “The Impact of Rating Demands on Rater Based Assessments of Clinical Competence” (see chapter 4) tested the first hypothesis by manipulating intrinsic and extraneous load in a 2x2 factorial design. Factor A represented intrinsic load or essential processing (tasks directly related to rating a trainee) by having raters consider more or less dimensions simultaneously while rating three independent clinical performances. Factor B represented extraneous load (tasks not directly related to rating a trainee) by manipulating the presence or absence of instructions requiring participants to monitor the patient’s condition and suggest alternatives in clinical care that might be needed.

As predicted, as the number of dimensions to be considered increased from 2 to 7, indicators of rating quality including the ability to detect dimension relevant behaviours, the ability to discriminate between levels of performance and inter-rater reliability declined. When reliabilities were calculated by averaging over multiple raters, ceiling effects were observed. We expected to observe further impairments in rater performance when extraneous load was induced, but did not observe such significant effects. We speculated that participants in all groups might have integrated the additional tasks we selected into their cognitive activity spontaneously because it is difficult for clinicians to not attend to clinical problems, thereby eliminating the intended difference between groups. Still the results of this study uncovered a potential link between rating quality and rating task that had not been identified previously and raised important challenges for the assessment community to consider.

The purpose of the third study, titled “Selecting and Simplifying: Rater Behaviour and Performance when Considering Multiple Competencies” was to: (a) further explore the effect of rating demands on rater performance in the assessment of clinical competence; (b) test our second hypothesis that when rating demands exceed cognitive resources raters engage in cognitive behaviours that result in idiosyncrasies; (c) seek an explanation for the conflicting results observed in the first study; and (d) determine if content expertise could serve as a mitigating factor (see chapter 5). This led to us to conduct a parallel mixed methods study to collect both quantitative and qualitative data. For the quantitative portion of the study we replicated our first experimental study but with important differences. First, we conducted a similar 2x2 factorial design using the same manipulation for intrinsic load (i.e., 7 vs. 2 dimensions) but applied a different manipulation to induce extraneous load. Rather than assign additional tasks that made it difficult to confirm if they were undertaken, we assigned half of all
participants to additionally rate the performance of 2 standardized health care professionals who were observable in the three rating videos. Second, we used expert raters rather than novice raters. Expert raters are more likely to have cognitive resource sparing schemas, thereby allowing us to extend our proof of concept and test the robustness of our previous study results. Third, given the large percentage of total variance attributed to our facet of differentiation (or subject / video) in our first experimental study we used a different set of videos that were expected to be more homogenous to determine if the effect persisted. Finally, the qualitative portion of the study involved interviewing participants in the high load group to explore strategies they engaged while completing the rating task under those conditions.

The quantitative portion of this study supported our primary hypothesis and replicated our earlier results on two levels. First, as the number of dimensions to be considered was greater, the ability to identify dimension relevant behaviours and the ability to differentiate between candidates (i.e., reliability) declined. In this study the percentage of total variance attributed to our facet of differentiation (video) was lower relative to the preceding study, suggesting that the videos were in fact more homogeneous set. A review of the differences between means in our first and second experimental studies further suggests that to be the case as the difference between means for each of the two dimensions was larger in the first study compared to the second. Nonetheless, the key pattern of results (greater inter-rater reliability in the 2D condition relative to 7D) remained the same, supporting the robustness of this finding. It should be noted, however, that the greater homogeneity relative to the preceding study made it such that the reliabilities of single ratings demonstrated a floor effect and that, as a result, the effect of number of dimensions was only strongly evident when D-studies were performed to examine the reliability of the average calculated across multiple raters. Having to consider multiple dimensions or competencies simultaneously appears to consistently increase mental workload to the point of exceeding inherent cognitive resources and impairing performance on intended goals regardless of raters’ experience or level of content knowledge. Second, we again failed to observe a meaningful effect as a result of the additional tasks we imposed. When we explored the point-in-time cognitive strategies raters engaged when presented with high rating demands, we identified some behaviour that help explain our consistent findings for both the impaired rating performance and lack of effect associated with the extraneous tasks.

Our qualitative analysis of post-task interview data in this study revealed two main strategies raters adopted when presented with mental workload. The first involved a process of “selection” whereby raters would reduce demands themselves by focusing on fewer dimensions when all could not be considered simultaneously. Which dimensions participants chose to focus on varied idiosyncratically and was difficult for raters to explain. The second main strategy involved a process of “simplification”. Here participants would find and apply whatever behaviours they could to simplify the rating process in an effort to minimize cognitive work. For example, raters chose or found themselves focusing on only salient behaviours, or exclusively on positive or negative behaviours, and/or eliminating from attention anything they perceived to be extraneous, including the additional task of considering the standardized healthcare professionals observable in our stimuli. These behaviours shed light on potential causal factors for both of the consistent findings we observed: (1) those with more competencies to consider performed poorer than those with fewer; and (2) manipulating load using extraneous variables failed to have a similar influence. Participants simply managed their own load in ways that may have been helpful to minimize cognitive overload but also resulted in idiosyncrasies and performance that
significantly differed from expectations (e.g., that each dimension be considered as equally relevant). With the number of dimensions to be considered simultaneously consistently impairing rating performance and the identification of cognitive behaviours that explained much of our results, we sought to push the extraneous load manipulation further to determine if an extraneous task that was nonetheless essential to the assessment would result in lessened rating quality.

Given the consistent effect of a relatively minimal intrinsic manipulation and lack of effect of extraneous variables on rating quality, the purpose of the next study titled “Passive vs. Immersed: Rater Performance under Different Load Conditions” was to engage raters with a more essential extraneous load manipulation (see chapter 6). In this experimental study participants were randomly assigned either the role of “passive” or “immersed” rater in an existing OSCE. Participants assigned to the “passive” condition were required to assess candidates’ performances using a 7 dimension GRS with no additional tasks. In contrast, participants in the “immersed” condition were also required to assess candidate performance using the same 7 dimension GRS but with the additional task of playing a role in the simulation (i.e., a concerned family member). This extraneous task is not one that participants could simply ignore because it required them to respond to candidate inquiries. Raters were paired such that each station included both a passive and immersed rater. As assessments can be both formative and summative, we also extended the methodology by exploring the impact of rating demands on the provision of feedback. In addition to rating the candidates’ performance, both groups were required to provide formative feedback directly on the GRS. This manipulation revealed significant differences in terms of the amount of feedback delivered with lesser amounts of feedback being observed in the immersed condition despite ratings of performance being equivalent between both groups.

In summary the results of a targeted review suggests, and three experimental studies confirm, that rating demands can be misaligned with inherent human cognitive capacity and result in rater idiosyncrasies and performance declines on indicators of rating quality. This lack of alignment may lead raters to engage in cognitive processes designed to manage their mental workload, resulting in variation in behaviours observed and ultimately in what behaviours are processed for the sake of rating performance. Under high load conditions, raters appear to manage load in attempts to satisfy rather than optimize performance(Simon 1972) and in doing so may eliminate what they perceive (even if incorrect) to be extraneous elements of their tasks. This explains both the idiosyncrasies and performance impairments observed as well as the difficulty inducing an impactful extraneous load if the extraneous task is non-essential. To my knowledge, this is the first set of studies to explore these particular theories in the assessment of clinical competence and the cognitive behaviours raters engage when presented with high mental workload demands. Next, we discuss practical and theoretical implications for health professions educators and researchers, limitations in our research and future directions.

**Implications for Health Professions Education**

In health professions education, optimizing rater based assessment of clinical competence where direct observation of candidates is applied, will require that educators and researchers give attention to an interaction that exists between rater cognition, assessment frameworks and supporting systems. See figure 1 for an illustration of this model, which is intended to represent a supplemented view of levels 3 (shows how) and 4 (does) of Miller’s pyramid (Miller 1990).
First, rater cognition refers to rater characteristics and recognizes raters as integral but also as cognitive filters in the process of evaluating performance. A number of perspectives can apply. For instance, impression formation (Wood 2013), social judgments (Gingerich et al. 2011), assessor biases (Yeates, et al. 2013) and a rater’s own clinical skills / expertise (Govaerts, Schuwirth et al., Kogan, Hess et al. 2010) may each influence the rating process in different ways. Second, assessment frameworks refer to decisions in assessment designs that inform implementation plans such as prioritizing formative vs. summative assessment goals, the development and/or implementation of one scale type over another, isolated task vs. integrated performance, simulation based vs. workplace based sampling, etc. Third, supporting systems include processes that may be in place to support successful assessment such as explicit institutional policies, alignment with the curriculum (explicit and hidden), validity frameworks, rater training etc. Given my program of research, I will focus on the interaction between the influence of mental demands (rater cognition), scale development (assessment framework) and rater training (supporting systems).

Focusing first on the rater cognition side of the pyramid, examining the role of rater cognition reveals that this is inherently a complex task. One of the challenges associated with levels 3 and 4 is that clinical competence cannot be measured directly, but rather must be derived using rater inferences and judgments. Both are dependent on the behaviours raters attend to and process while observing candidates perform in response to clinical challenges. Challenging this process, raters must observe and process reams of information often involving multiple micro or meta-competencies simultaneously, while also taking into account their interactions and the influence of the context (e.g., clinical case, social, physical and environmental characteristics, candidate characteristics, etc.) in which they are occurring. All of this must then be meaningfully translated into some form of categorical judgment or intelligible narrative to summarize the observations or form meaningful feedback either during point-in-time observations of performance or immediately following. At the information acquisition and processing stages of this process, structures needed to perform these tasks are capacity limited and, as we have demonstrated, when demands exceed resources, impairments in performance can be expected, threatening the overall process.

The importance or necessity of considering rating demands in rater based assessments is analogous to instructional design research which has demonstrated that learning becomes impaired when educational strategies (instead of rating demands) exceed cognitive resources (Plass, et al. 2010). Instructional design research is based on similar cognitive science, which suggests that many of the cognitive structures needed for learning are capacity limited and only a limited amount of information can be selected, organized, integrated or processed at any one time (Chandler and Sweller 1991, Baddeley 1992; Mayer 1999, Mayer and Moreno 2003). Successful implementation of educational strategies involves an appreciation for the ever-present risk of overloading cognitive resources.

Researchers have developed a number of best practices intended to ensure alignment between a learner’s cognitive capacity and the educational material presented to avoid placing learners at risk of becoming overloaded (Mayer and Moreno 2003; Van Merriënboer, et al. 2003; Van Merriënboer and Sweller, 2010) that may translate usefully to facilitating improved rater performance. For example, “segmenting” involves breaking the entire learning task into manageable chunks or allowing learners to intellectually digest some information before moving...
on to the next. Importantly, the effect can be strengthened when the learner has control over the segmenting of information suggesting the load can be managed internally to some extent (Mayer and Chandler 2001). Another strategy referred to as “pre-training” involves providing learners with information and an opportunity to learn necessary component parts associated with the eventual learning task, in advance (Mayer and Moreno 2003). Common among these and other strategies are an appreciation for (a) the inherent human capacity-limited structures needed to engage in learning (e.g., attention, working memory), (b) the impairments associated with overloading learners and (c) the value and effectiveness of minimizing intrinsic load / essential processing demands or other types of load (i.e., avoiding the threshold of capacity) in optimizing performance. Strategies to do so have mainly been “controlled” by the instructional designer in advance of the learning session. While this is clearly an appropriate and effective strategy, the context of work-based assessments and the push to consider the integration of multiple competencies simultaneously can limit the extent to which such control can be achieved in many rater-based assessment contexts. As such, just as learners are left to manage excessive load internally when instructional designs fail or best practices are ignored, raters are similarly left to engage in internal strategies to manage excessive load when rating systems imposed on them ignore working memory capacity. Internal management of cognitive load thereby provides a rich field of research to explore in both instructional design and rater-based assessments. Using these foundations, the model illustrated in Figure 1, and keeping rating demands and a cognitive capacity framework in mind, we describe available strategies that might advance best practices in rater-based assessment.

A second side of the pyramid is labeled “assessment framework (e.g., scale development)” and it is at this point where an interaction between elements (or sides of the pyramid) becomes evident. Recognizing many of the rater-based challenges that persist, educators and researchers often develop rating tools using well established rules to assist raters in this complicated process (Streiner and Norman, 2008). Validity requirements for example, include ensuring the scale completely represents the construct of interest (Downing 2003, Downing and Haladyna 2004). Currently, literature informing scale development processes, however, offer very little consideration, if any, to how processes associated with ensuring construct representation impacts or interacts with rater cognition / rating demands. For example, attempts to improve internal consistency of scales (a form or reliability) often include increasing the number of items on the scale; a recommendation clearly in conflict with the findings of our research. Rating tools will continue to be valuable in assessment of competence, however, what may need to be considered are modifications to the development and implementation process when recommendations and rating demands are at odds.

Researchers are beginning to explore the benefits of considering raters in the scale development and implementation process. For example, Crossley and Jolly argue that the cognitive characteristics of raters have a significant influence on rating processes and that where possible features of rating tools should align with rater conceptions (Crossley and Jolly 2012). Consistent with this notion, participants in our research indicated difficulty in aligning behaviours with the dimensions included on our scale (i.e., matching behaviours observed with dimension definitions or expectations), which may have forced them to work with the information for longer periods of time, thereby increasing memory load. Our findings suggest that researchers should further study the effect of modifying scales to avoid greater degrees of intrinsic / essential processing load. For example, while some scale dimensions may require observation of behaviours periodically (e.g.,
procedural skills in a clinic visit) others may be continuous and overarching (e.g., situation awareness). Perhaps it is necessary, as a result, to tailor the dimension of focus to the specific moment of assessment rather than trying to do all things in all contexts. Clearly any modifications to the scales or scale development processes have validity and process implications that will need to be explored and resolved. In sum, taking into account rater cognition (specifically rating demands) will require modifications to scale development guidelines, new theoretical or practical views about assessment, and/or efforts aimed at striking a balance between what the assessment community can expect from raters and existing validity frameworks. The important point as demonstrated by this body of research and as illustrated by figure 1, is that scale development now be recognized as attached or linked to rater cognition in the overall process of direct observation. Emphasizing one without the other may simply be incomplete or flawed.

The third side of the pyramid is labeled “supportive systems (e.g., rater training)” and interacts with both the “scale development” and “rater cognition” sides of the pyramid. Rater training aims to improve rater performance by developing the necessary knowledge, skills and attitudes to accurately evaluate demonstrated skills and competencies” (Feldman, Lazzara et al. 2012) which traditionally has not included any explicit consideration for management of rating demands. Management of load in general is one of the fundamental tenets in instructional design research (Van Merriënboer and Sweller 2010) but is typically applied by the instructor / educator. For example, eliminating redundancy, using simple to complex strategies or worked examples, segmenting, signaling or pre-training are all available strategies. See Mayer and Moreno (2003) and Van Merrienboer and Sweller (2010) for a comprehensive overview of these and other instructor-applied strategies (Mayer and Moreno 2003, Van Merriënboer and Sweller 2010). However, when instructor-applied principles are ignored or not included, learners are left to struggle. Recently, researchers have revealed that teaching learners to manage their own load is not only possible but also effective (Roodenrys, et al. 2012). In an experimental study, when learners were given guidance on how to deal with materials inducing split attention (i.e., educationally relevant materials separated by time or space) this group of learners not only compared favorably with learners in the instructor-corrected materials, but were able to transfer their strategies to novel contexts (Roodenrys, et al. 2012). Applied to rater-based assessments, when raters are tasked with rating stimuli that exceed resources and assessment designs fail to reduce rating demands effectively or enough, teaching raters how to manage their own load may be beneficial.

Two forms of rater training with the greatest evidence of effectiveness (at least in the performance appraisal literature) include performance dimension and frame of reference (FOR) training. (Roch, et al. 2011) In performance dimension training raters are familiarized with the dimensions on which performance will be evaluated (Woehr and Huffcutt 1994), whereas FOR training provides raters with common conceptualizations or standards of performance relating to those dimensions. (Woehr and Huffcutt 1994, Roch, et al. 2011) It is possible, even likely, that rater training of this kind results in shared mental models that may promote inter-rater reliability. It is also possible that some schema development occurs that may ultimately lead to cognitive efficiencies and the ability to manage rating demands more effectively. However, empirical findings in support of rater training in health professions education have been equivocal. The results of our research suggest that the complexity associated with clinical competence and/or the failure to account for rating demands may be one reason why.
The qualitative results of our “Selecting and Simplifying” study were the first to suggest raters are actively managing their own load even though that management might be ineffective. When intrinsic load was high, raters engaged in a process similar to what instructional design researchers describe as “weeding”; a process of eliminating interesting but extraneous stimuli. Again, in instructional design settings, this is typically instructor applied (Mayer and Moreno 2003). For example, an embellished narrated animation, one that includes background music or other irrelevant information increases incidental processing or extraneous demands and has demonstrated impairments in problem solving or transfer compared to groups where this extraneous material was omitted (Mayer, et al. 2001). Participants in our research described behaviours similar to “weeding”, doing this on their own with what they perceived to be extraneous information but also in making attempts to reduce intrinsic load by selecting fewer dimensions and/or easier elements /behaviours (e.g., attending only to salient behaviours).

Modifications to rater training might include training raters to identify and appropriately eliminate behaviours, events or stimuli that are extraneous and induce incidental processing. Alternatively, training raters to become aware of strategies to reduce intrinsic load and working within those boundaries as dictated by their capacity in a given context (e.g., assigned scale, clinical case / encounter, contextual forces etc.) rather than forcing flawed processes (e.g., trying to consider all dimensions equally) may prove beneficial. While additional research is clearly needed in this area, rater training may continue to be limited in effectiveness until it can include strategies aimed at teaching raters how to manage load and/or work truly within their own capacity.

We propose then, given the complexity with which raters must contend, that rater based assessments of clinical competence consider all sides of the supplemented pyramid interactively rather than in isolation or in sequence. The degree to which one is emphasized over the other or the lengths to which one must go to achieve stated goals in one over the other will be context dependent. The guiding principle is, however, that rating demands be managed externally and/or internally to a point where an alignment between rating demands and inherent human cognitive architecture is achieved. The combination of interventions will ultimately, again, be context dependent, but must be considered.

Limitations

There are some potential limitations with the work presented within this dissertation that might affect generalizability. First, we used one type of global rating scale throughout. The decision to use a global rating scale in this study was based on the current direction of the assessment literature, which has increasingly supported the use of GRSs and rater judgment over checklists in similar contexts (Norman, Vleuten et al. 1991, Vleuten 1996, Crossley, Humphris et al. 2002). The unique characteristics of this particular rating scale may have resulted in degrees of mental workload that may be different with scales using different dimensions, structure or features. However, the scale was developed using widely accepted standards and is not drastically dissimilar to other rating tools used in health professions education. (Norcini, Blank et al. 1995, Kim, Neilipovitz et al. 2006) Other types of rating tools (e.g., task specific checklists) may result in more or less mental workload and performance results. Second, we used a simulation-based context involving a complex clinical case. The number of competencies and speed at which they occurred in our experimental studies may also combine to create challenges for raters that may not exist in other contexts. Also real contextual forces (e.g., true concerns for
patient safety) may not have been replicated effectively. Therefore generalizing results to other types of cases and settings may be limited. Future research will need to determine in what way these meaningful factors affect rating demands and ultimately rater performance. Similarly, our procedures for 2 of the 3 experimental studies required raters to verbally identify dimension relevant behaviours before forming judgments. This may have affected their natural assessment tendencies. While this manipulation was held constant when used to avoid confounding our results, overall performance may have been impacted. However, as judgments are ultimately based on the behaviours observed, the procedure provided an indication of what informed those judgments. Finally, the qualitative portion of this dissertation involved using verbal reports as data. Our interviews were conducted post-task and, unlike think alouds, encouraged raters to reflect on their strategies when completing their rating tasks. This procedure is inherently limited as it assumes raters are capable of reflecting accurately and are cognitively aware of their cognitive behaviours in retrospect (Nisbett and Wilson 2005). Future research will need to identify other procedures for identifying cognitive behaviours in order to better understand rater performance.

**Future Directions**

There are a number of research pathways and questions that have been raised and are left unanswered given this new program of research. We have supplemented a well-established model in the assessment of clinical competence and contributed to emerging discourse by suggesting a caution and direction in assessment when considering rater judgment. A number of research questions and future directions have been suggested throughout and rather than repeating them here I have chosen to focus on three areas of research that, if carried through, will extend the work presented here, further our understanding of cognitive behaviours raters engage in the context of assessment, and provide an opportunity to continue to contribute to emerging discourses and broadening perspectives regarding assessments.

Focusing first on extending the results of this dissertation, future research will need to explore the “tipping point” at which impairment occurs when considering multiple competencies and what factors other than number of dimensions lead to excessive mental workload. Knowing the threshold at which raters’ transition from a point of alignment between rating demands and available resources to one that results in poor alignment or overload has important theoretical and practical implications. Rather than focusing solely on quantity, it would also be helpful to explore the characteristics of load inducing variables (e.g., is assessing communication more cognitively demanding than procedural or technical skills) across contexts to determine their generalizability. Similarly, understanding what factors contribute to (or reduce) mental workload will also inform educators on process recommendations. Extending this work beyond simulation-based settings where a number of real contextual forces become influential, is also needed. Finally, establishing strategies that can shift the “tipping point” or threshold to foster resiliency through better management of rating demands internally (i.e., within the rater) and externally (i.e., eliminating extraneous load) will be especially informative.

Second, in our review of the literature we explored medical decision-making and reasoning to understand individual behaviours in the way clinicians respond to cognitive work. Not discussed in great detail was research exploring dual process theory where clinicians engage system 1 (rapid, effortless, automatic) and system 2 (slow, effortful, conscious) thinking styles as appropriate or necessary for a given context (Eva 2005). A common assumption in this research
is that system 1 uses comparatively less cognitive resources compared to system 2. In response to our exploration of rating demands on rater performance, researchers have drawn on this literature to explore rating processes and performance from this perspective (Wood 2013). Some researchers suggest dual process and related theories may not fully explain clinical decision-making and suggest instead, the value of exploring mental workload (Byrne 2012). Other areas of clinical reasoning may also inform rater cognition research. For example, we know that cognitive errors in medical decision-making are often linked to faulty data collection, interpretation, reasoning and/or biases and other mental shortcuts, and that much of this has been attributed to limitations in human processing (Graber, et al. 2002). Merging these two programs of research may be fruitful. For instance, exploring the degree to which one system is used over the other, when, under what circumstances and what the implications are may further our understanding and recommendations toward assessment frameworks (e.g., reliance on rater judgment) and supportive systems (including what we may and may not reasonably expect to accomplish).

Finally, when rater based assessments are viewed using a cognitive capacity perspective (i.e., rater cognition), in addition to informing assessment frameworks and supporting systems, future research can also contribute to a recent and growing discourse involving the use of rater judgment in general. Hidden in many initial attempts to mitigate rater based issues, was the direct or indirect perceptions that raters could be viewed as objective measurement devices accurately transferring information from behaviours, to rating tools to decisions. However, more recently drawing analogies to decision making in medicine where judgment is recognized as important (but not infallible), researchers have argued for a greater reliance on rater judgment (Hodges 2013). Our research suggests that embracing inference and judgment in assessment contexts requires an appreciation for role of the rater as a cognitive filter in the process. That is, challenges, opportunities and/or effective assessment strategies associated with greater reliance on “subjective” rater based assessments, may be strengthened by considering and understanding the impact of rating demands on rater inferences and judgments.

Throughout the research presented here we have suggested that rater idiosyncrasies are viewed as error or noise in the assessment process and have made recommendations on how the ratio of signal to noise might be improved. Consistent with previous research (Yeates, et al. 2012) we have demonstrated significant idiosyncrasies in what raters attend to but tried to explain these findings using a limited capacity framework. As such, discordance between rating demands and cognitive capacity might help to explain why different raters can have equally valid yet incommensurate perspectives on an individual’s performance. If true, this model might be helpful in health professions education to explore when differences in rater judgment should be considered to represent noise or signal.

In summary, in addition to the research agendas outlined when considering implications for health professions education (e.g., innovative rater training strategies, modifications to scale development processes including implications to validity frameworks) identifying a tipping point, further exploring cognitive behaviours and studying the degree to which rater idiosyncrasies are better viewed as signal or noise will advance the research included in this dissertation.
Figure 1: Assessment pyramid demonstrating the interacting elements that should be considered in the assessment of competence.
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