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Abstract 
Automated grasping of objects of unknown geometry a priori has applications in many 

industries such as clearing a mine shaft after blasting, agricultural applications such as 

fruit and vegetable handling, and many roles in the service industry such as fetching 

items for a handicapped individual. In these roles the system environment is highly 

unstructured, and the robot must be able to react to different types of objects needing 

to be grasped. In this thesis a vision guided robotic grasp planner for unstructured 

environments is presented. An evaluation method for robotic grasping involving two 

distinct sets of objects is also presented. Both the grasp planner and evaluation metric 

are evaluated by experimentation using an articulated robotic arm with an eye-in-hand 

video camera, line laser, and pneumatic gripper.  Multiple grasping experiments were 

performed with the objects in random poses on a modified tabletop deemed the 

playfield that did not allow objects to rest flat. 

The grasp planner focused on using a created model of the object from camera 

observations using silhouetting and line laser data. The object model and its computed 

convex hull were used to evaluate and select a single facet and point creating a grasping 

pair for the pneumatic gripper jaws. The grasp was attempted and then evaluated using 

a secondary camera and the developed evaluation method.  
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Grasp success rates ranged from  80.30% (Rectangular Block on playfield 137 attempts) 

to 97.69% (Hexagonal Nut 173 attempts), with a mean grasp computation time for the 

hexagonal nut of      .  

 

 

 

 



v 

 

Acknowledgements 
I would like to thank my co-supervisors Dr. Gary M Bone, and Dr. David W Capson for 

their guidance. I would like to thank my family and friends for their support. I would like 

to thank the second floor technicians for their knowledge and assistance with 

machining, the Formula SAE, Formula Hybrid, and McMaster Autonomous Robot Racing 

Team for assisting in the development of the technical skills that I would need.  Finally, I 

would like to thank my labmates for bouncing ideas off of, helping with experiments, 

and generally keeping me sane. 

 

 

 

  



vi 

 

Contents  
Abstract ............................................................................................................................... iii 

Acknowledgements .............................................................................................................. v 

Contents .............................................................................................................................. vi 

List of Figures ..................................................................................................................... xii 

List of Tables..................................................................................................................... xxii 

List of Abbreviations ........................................................................................................xxiii 

Chapter 1 Introduction and background ........................................................................ 1 

1.1 Motivation ............................................................................................................. 1 

Chapter 2  Literature Review .......................................................................................... 6 

2.1 Introduction ........................................................................................................... 6 

2.2 Previous work ........................................................................................................ 6 

2.2.1 Model-based Grasp Planning ......................................................................... 6 

2.2.2 Compliant grippers ....................................................................................... 19 

2.3 Grasping Evaluation............................................................................................. 19 

2.4 Summary ............................................................................................................. 20 

Chapter 3 Software and Hardware Overview ............................................................... 22 

3.1 System Hardware ................................................................................................ 22 



vii 

 

3.2 Execution Overview ............................................................................................. 25 

Chapter 4 Camera Calibration ...................................................................................... 27 

4.1 Objective ............................................................................................................. 27 

4.2 Relationships between the Coordinate Frames .................................................. 27 

4.3 Details of the Camera Calibration ....................................................................... 33 

4.3.1 Key Locations and Notation ......................................................................... 33 

4.3.2 Calibration Method ...................................................................................... 34 

4.3.3 Procedure for Coplanar Calibration ............................................................. 40 

4.4 Calibration Strategies for Object Modeling, Laser Range Measurement, Initial 

Object Finding and Pose Measurement ......................................................................... 46 

Chapter 5 Model Creation ............................................................................................ 50 

5.1 Introduction ......................................................................................................... 50 

5.2 Object Model Creation from Image Silhouettes ................................................. 50 

5.2.1 Overview ...................................................................................................... 50 

5.2.2 Image Capture .............................................................................................. 51 

5.2.3 Object Boundary Detection and Silhouette Computation........................... 55 

5.2.4 Model Creation from the Set of Image Silhouettes ..................................... 56 

5.3 Object Model Refinement Using Structured Light System ................................. 60 

5.3.1 Introduction ................................................................................................. 60 

5.3.2 Procedure for Generating the Point Cloud Model ....................................... 60 

5.3.3 Convex Assumption...................................................................................... 62 

5.3.4 Combination of Silhouette and Structured Light Models ............................ 64 



viii 

 

5.4 Parameters Used in Our Implementation ........................................................... 65 

5.5 Conclusions .......................................................................................................... 67 

Chapter 6 Grasping Strategy ......................................................................................... 68 

6.1 Overview of Grasping Strategy............................................................................ 68 

6.2 Convex Hull .......................................................................................................... 69 

6.2.1 Definition of Convex Hull ............................................................................. 70 

6.2.2 Computation of Convex Hull ........................................................................ 72 

6.2.3 Triangular and arbitrary polygonal facets .................................................... 75 

6.2.4 The qconvex function ................................................................................... 76 

6.3 Grasp Planning Theory ........................................................................................ 76 

6.3.1 Closure ......................................................................................................... 77 

6.3.2 Rotation ........................................................................................................ 86 

6.3.3 Facet Area and      ................................................................................... 88 

6.4 Finding Potential Grasping Surfaces.................................................................... 89 

6.4.1 Grasp Planner inputs and outputs ............................................................... 92 

6.4.2 Pre grasp-planner steps ............................................................................... 94 

6.4.3 Grasp planner ............................................................................................... 99 

6.4.4 Reduction of Grasp Set .............................................................................. 111 

6.4.5 Handling Exceptions ................................................................................... 120 

6.4.6 Final Grasp Selection .................................................................................. 121 

6.5 Grasp Execution ................................................................................................. 123 

6.5.1 Calculation of Approach Vector and Gripper Orientation Angles ............. 123 

6.5.2 Calculation of approach point .................................................................... 131 

Chapter 7 Evaluation Technique ................................................................................. 133 



ix 

 

7.1 Grasp Evaluation Purpose ................................................................................. 133 

7.2 Object Grasp Evaluation Procedure .................................................................. 134 

7.3 Object Categorization ........................................................................................ 136 

7.3.1 Grasp Repeatability Object ........................................................................ 137 

7.3.2 Offset Calculations ..................................................................................... 139 

7.3.3 Definition of Graspability Objects .............................................................. 140 

7.4 Object Pose Identification ................................................................................. 141 

7.5 POSIT Computation ........................................................................................... 141 

7.6 Target detection and Identification .................................................................. 142 

7.6.1 Target Segmentation ................................................................................. 142 

7.6.2 Barcode Detection and Code Extraction .................................................... 146 

7.7 Calculation of Pose from Data ........................................................................... 154 

Chapter 8 Experimental Procedure ............................................................................ 157 

8.1 Test Objects ....................................................................................................... 157 

8.2 Grasp Repeatability Object ............................................................................... 157 

8.3 Graspability Objects .......................................................................................... 158 

8.3.1 Cube ........................................................................................................... 158 

8.3.2 L-Shaped Block ........................................................................................... 158 

8.3.3 T-Shaped Block ........................................................................................... 159 

8.3.4 Hexagonal Nut ............................................................................................ 160 

8.4 Baseline System Errors ...................................................................................... 160 



x 

 

8.4.1 Imager Pixel And Stationary Robot Errors ................................................. 160 

8.4.2 Robot Repeatability Errors ......................................................................... 161 

8.5 Grasping............................................................................................................. 161 

8.5.1 Flat Tabletop Workspace ........................................................................... 161 

8.5.2 Playfield ...................................................................................................... 162 

8.5.3 Testing procedure for grasps ..................................................................... 162 

Chapter 9 Experimental Results ................................................................................. 164 

9.1 Stationary Robot Test Results ........................................................................... 164 

9.1.1 Stationary Robot Test Results Data ........................................................... 165 

9.1.2 Stationary Robot Test Results Discussion .................................................. 167 

9.2 Robot Repeatability Test Results ...................................................................... 169 

9.2.1 Robot Repeatability Test Results Data ....................................................... 169 

9.2.2 Robot Repeatability Test Results Discussion ............................................. 170 

9.3 Grasping Results for Grasp Repeatability Testing ............................................. 170 

9.3.1 Robot Grasping Rectangular Box Initially on Flat Tabletop ....................... 171 

9.3.2 Robot Grasping Rectangular Block Initially on Playfield ............................ 174 

9.4 Grasping Results for Graspability Testing ......................................................... 177 

9.4.1 Robot Graspability Testing Data ................................................................ 177 

9.4.2 Robot Graspability Testing Discussion ....................................................... 178 

9.5 Timing information ............................................................................................ 179 

9.5.1 Timing data for the Hexagonal Nut ............................................................ 179 

9.5.2 Timing data discussion for the Hexagonal Nut .......................................... 183 

9.6 Discussion .......................................................................................................... 184 

Chapter 10 Conclusions and Recommendations .......................................................... 185 



xi 

 

10.1 Summary and Key Achievements. ..................................................................... 185 

10.2 Future Work ...................................................................................................... 186 

References ....................................................................................................................... 190 

Appendix A F3 Robot Arm Workspace [45] ............................................................... 204 

Appendix B Example visual targets for rectangular box object................................. 205 

Appendix C Hue Saturation Value (HSV) colour-space. ............................................. 206 

 

 

  



xii 

 

List of Figures 
Figure 3-1 Eye-in-hand video camera, line laser, custom ring light and pneumatic gripper 

mounted on the 6DOF robotic arm. .................................................................................. 24 

Figure 3-2 Exposed playfield showing obstacles. .............................................................. 25 

Figure 3-3 Overview of the system execution. .................................................................. 26 

Figure 4-1 Coordinate Systems for the:   world,   pose,    robot base,   robot,    

camera,   gripper, and   laser frames. .............................................................................. 27 

Figure 4-2 Robotic Setup Side view ................................................................................... 28 

Figure 4-3 Gripper transformation parameters shown in the   -   plane. ..................... 30 

Figure 4-4 Gripper side view shown in the   -   plane. ................................................. 31 

Figure 4-5 Input image transformation between the robot, grasp, and camera frames. . 32 

Figure 4-6 The robot to laser transformation parameters for the matrix     . ................ 33 

Figure 4-7 Tsai Calibration system Image from [35] .......................................................... 34 

Figure 4-8 Calibration pattern (not to scale). .................................................................... 40 

Figure 4-9 Radial alignment constraint from Tsai [35] ...................................................... 41 

Figure 4-10 First camera calibration overhead used to align the coordinate systems. .... 49 

Figure 4-11 Laser scanner calibration setup. The calibration pattern is placed in the same 

plane as the laser light. ...................................................................................................... 49 

Figure 5-1 Demonstration of silhouette object modeling error. ....................................... 51 

Figure 5-2 Geometry of the image capture locations. ....................................................... 53 

file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123565
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123565
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123566
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123567
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123568
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123568
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123569
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123570
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123571
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123572
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123573
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123574
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123575
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123576
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123577
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123578
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123578
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123579
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123580


xiii 

 

Figure 5-3 Input images transformation ............................................................................ 54 

Figure 5-4 An example set of images taken of a T-shaped block. ..................................... 54 

Figure 5-5 An example of an object being filtered. The top left is the original image of the 

object, top right is the Sobel filtered version of the same image, bottom left is the 

thresholded version of the filtered image, and the bottom right is the boundary of the 

object. ................................................................................................................................ 56 

Figure 5-6 A single silhouette image showing the focal plane of the camera. If this was 

the only image taken then the model of the object would be the shaded cone. ............. 57 

Figure 5-7  Beam based modeling shorting by projecting the model on to the image 

plane. Image modified from [16]. ...................................................................................... 58 

Figure 5-8 Improvement of the model resulting from successively including the image 

silhouettes from the 8 viewpoints. For clarity the convex hulls of the point clouds are 

shown. a) overhead       ,    ,         , b) Image 2       ,   

     ,          c) Image 2       ,        ,         , d) Image 3     

  ,        ,         ,e) Image 4       ,        ,          ,f) Image 

5       ,       ,         ,g) Image 6       ,       ,           h) 

Image 7       ,       ,          ,i) Image 8       ,       ,         

 ............................................................................................................................................ 59 

Figure 5-9  Laser projection onto object showing wrist rotation. ..................................... 61 

file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123581
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123582
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123583
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123583
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123583
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123583
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123584
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123584
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123585
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123585
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123586
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123586
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123586
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123586
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123586
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123586
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123586
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123586
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123587


xiv 

 

Figure 5-10 This figure demonstrates the laser convex assumption. a) Object and laser 

line. b) Laser line over center of object. c) Discontinuous laser line. d) Laser line with 

convex assumption. ........................................................................................................... 64 

Figure 6-1 Narrow and wide gripper jaws acting on an object.  The narrow jaws produce 

unstable contacts. .............................................................................................................. 69 

Figure 6-2 Left: a two dimensional shape. Right: its convex hull. ..................................... 70 

Figure 6-3 Left: a random set of points. Right: The red line represents the convex hull of 

the same set of points........................................................................................................ 71 

Figure 6-4 Left: A point cloud of an object containing 2704 points. Right: The convex hull 

of the same set of points with 68 vertices and 63 facets. ................................................. 72 

Figure 6-5 Gift wrapping of a convex hull in two dimensions. .......................................... 74 

Figure 6-6 Gift wrapping of a convex hull in three dimensions first edge. ....................... 74 

Figure 6-7 Gift wrapping of a convex hull in three dimensions second edge. .................. 74 

Figure 6-8 Left: a triangular facet. Right: an arbitrary polygonal facet. ............................ 75 

Figure 6-9 Friction cone for a hard finger contact with a normal force   , an angle  , and 

a coefficient of friction of  . .............................................................................................. 78 

Figure 6-10 Friction cone for a soft finger contact with a force   , an angle  , a 

coefficient of friction of  . A torque      around the contact point can be exerted. ....... 78 

Figure 6-11 Frictionless contact for a force   , this is the same as a hard finger contact 

with a coefficient of friction     and therefore the friction cone has an angle   of  . 79 

file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123588
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123588
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123588
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123589
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123589
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123590
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123591
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123591
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123592
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123592
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123593
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123594
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123595
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123596
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123597
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123597
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123598
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123598
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123599
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123599


xv 

 

Figure 6-12 The forces acting on an object during a parallel jaw grasp, including gravity, 

shown from the front. ........................................................................................................ 80 

Figure 6-13 The forces and torques acting on an object during a parallel jaw grasp, 

including gravity, shown from the side. ............................................................................. 80 

Figure 6-14 Front view of the grasping of an object with a minimum number of contact 

points. ................................................................................................................................ 82 

Figure 6-15 Left: a front view of the object being grasped with the contact points and 

friction cones. Right: a side view of the object being grasped with the contact points, 

selected facet and friction cones. ...................................................................................... 82 

Figure 6-16 Demonstration of the torque around a point and the forces that act because 

of it. .................................................................................................................................... 84 

Figure 6-17 The view from the parallel jaw plane, with the finger contact points resisting 

a rotation along the grasping axis. ..................................................................................... 86 

Figure 6-18 Left: the opposite point lies interior to the projected facet and the grasp is 

stable. Right: the opposite point lies exterior to the projected facet and the object 

rotates in the gripper. ........................................................................................................ 87 

Figure 6-19 The force from the grasping axis and from the force of gravity. ................... 89 

These are illustrated in Figures 6-20, 6-21 and  6-22. ....................................................... 90 

file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123600
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123600
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123601
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123601
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123602
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123602
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123603
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123603
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123603
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123604
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123604
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123605
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123605
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123606
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123606
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123606
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123607


xvi 

 

Figure 6-23 The n point facet, facet point and opposite point. The facet point is the 

intersection of a line projected from the opposite point along the facet normal and the 

plane the encompasses the facet ...................................................................................... 90 

Figure 6-24 Left: an image of the n point facet from the side such that the facet extends 

into the page. The facet normal is at a right angle to the facet. It can be seen here where 

        lies on the intersection of that facet normal projected from the opposite point. 

Right: The same facet rotated along the by    about    and tilted such that the view is 

along the normal of the selected facet. Here        and           are in line with each 

other. .................................................................................................................................. 91 

Figure 6-25 This is the same as Figure 6-24 with the exception that here        appears 

outside the facet while projected back along the normal. ................................................ 92 

Figure 6-26 an example of a 6 sided polygon       divided into 4 separate 

triangles       . .......................................................................................................... 95 

Figure 6-27 calculation of area   and centroid     of a triangle     ................................ 96 

Figure 6-28         lies inside the facet, while         lies outside the facet. .......... 103 

Figure 6-29 Calculating whether the point lies interior or exterior. ............................... 104 

Figure 6-30 Interior/exterior point example. .................................................................. 106 

Figure 6-31 Distance between the line joining        and           and the     .107 

Figure 6-32 By projecting the facet onto the   plane the largest and smallest values for 

the   and   values are found ........................................................................................... 110 

file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123609
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123609
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123609
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123610
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123610
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123610
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123610
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123610
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123610
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123611
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123611
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123612
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123612
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123613
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123614
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123615
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123616
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123617
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123618
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123618


xvii 

 

Figure 6-33 Procedure to find the tip center ................................................................... 111 

Figure 6-34 Grasping size constraints.            is       away from the selected facet, 

the point          is       away from the selected facet. If      -       is greater 

than the threshold then the grasp is removed. ............................................................... 113 

Figure 6-35 Left             is small resulting in almost no rotation, Right       

      is large resulting in a large rotation. ...................................................................... 114 

Figure 6-36 Visualization of the     no grasping zone .................................................... 115 

Figure 6-37 Image facet error due to height. The red area is the error the model will have 

due to the height of the camera over the object, the height of the object above the 

table, and the angle of the camera. ................................................................................. 117 

Figure 6-38 Exaggerated visualization of the grasps that are removed due to the vision 

modeling error. ................................................................................................................ 117 

Figure 6-39 Exaggerated visualization of the all of the areas that have to be removed 

from modeling error and gripper maximum angle constriant. (not to scale). ................ 118 

Figure 6-40 Geometry of the gripper relative to the table .............................................. 119 

Figure 6-41 Lower boundary removal, removing the offending point from the convex 

hull, and hence the problem from the facet. .................................................................. 121 

Figure 6-42 Procedure for tumbling the object when no grasp is found ........................ 122 

The gripper will approach the object by moving along the “approach vector”. The 

approach vector,  , is calculated using the normal of the selected grasp,    and the 

file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123619
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123620
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123620
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123620
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123621
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123621
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123622
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123623
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123623
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123623
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123624
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123624
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123625
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123625
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123626
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123627
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123627
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123628


xviii 

 

normal to the table  . The method presented here is similar to the one used in the 

unpublished code developed by Bone et al. [16]. The three vectors are shown in Figure 

6-44 and 6-43. .................................................................................................................. 123 

Figure 6-44 The grasp normal vector  , table normal vector , and approach vector .. 124 

Figure 6-45 Vector   is the negative of the component of   orthogonal to  . ............... 124 

Figure 6-46 The problem with a non-zero    angle.  As the gripper moves downwards 

the bottom right corner of its jaw may hit the table before the center of the gripper is 

positioned to grasp the object. ........................................................................................ 126 

Figure 6-47 Definition of the    angle............................................................................. 127 

Figure 6-48 Projection of   onto the      plane. ......................................................... 127 

Figure 6-49 Calculation of the   rotation    .................................................................... 129 

Figure 6-50 Robotic arm physical constraints that must be considered to avoid collision 

with the laser bracket ...................................................................................................... 130 

Figure 6-51 Robotic arm physical constraints that are enforced whenever the arms 

   coordinate is above      ........................................................................................ 131 

Figure 7-1 The robot in the pose position with and object from set one in the gripper. 135 

Figure 7-2 An image of a rectangular box taken by the pose evaluation camera. .......... 136 

Figure 7-3 The grasp repeatability object, shown with circular targets attached. .......... 138 

Figure 7-4 The grasp repeatability object with the orientations of the perfect pose  

frame and object  frame shown. .................................................................................... 138 

file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123630
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123631
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123632
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123632
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123632
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123633
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123634
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123635
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123636
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123636
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123637
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123637
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123638
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123639
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123640
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123641
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123641


xix 

 

Figure 7-5 Graspability objects. ....................................................................................... 141 

Figure 7-6 This image shows the object and the variations in the apparent colour of the 

red targets.  Note that all of the targets are the same true colour. ................................ 144 

Figure 7-7 Image of the object after thresholding in the HSV colour-space. .................. 145 

Figure 7-8 The image of the object after the morphological open close filter. .............. 146 

Figure 7-9 The boundary following algorithm showing four iterations. ......................... 148 

Figure 7-10 An example where the direction ending criteria is needed to ensure that the 

boundary is not prematurely ended. ............................................................................... 149 

Figure 7-11 Minimum size constraint for X and Y directions. .......................................... 150 

Figure 7-12 The image of the object target identification, red circles indicate target 

locations. .......................................................................................................................... 151 

Figure 7-13 A test set of circular red targets. .................................................................. 152 

Figure 7-14 Barcode identification numbers. .................................................................. 152 

Figure 7-15 A circular target tilted to approximately    . .............................................. 154 

Figure 7-16 The stored model of a box, and its       components and barcode ID's. .. 154 

Figure 7-17 The generated homogeneous transformation matrix file for the box object.

 .......................................................................................................................................... 155 

Figure 7-18 The image of the object with the targets, and its computed pose from 

POSEIT. ............................................................................................................................. 156 

Figure 8-1 The cube graspability object. .......................................................................... 158 

file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123642
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123643
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123643
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123644
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123645
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123646
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123647
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123647
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123648
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123649
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123649
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123650
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123651
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123652
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123653
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123654
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123654
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123655
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123655
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123656


xx 

 

Figure 8-2 The L-shaped block graspability object. ......................................................... 159 

Figure 8-3 The T-shaped block graspability object. ......................................................... 159 

Figure 8-4 The hexagonal nut graspability object............................................................ 160 

Figure 9-1 Histograms of the object centroids from the stationary robot test. .............. 165 

Figure 9-2 Histograms of the object pose frames from the stationary robot test. ......... 166 

Figure 9-3 Histograms of the robot repeatability from the robot repeatability test. ..... 169 

Figure 9-4 Histograms of the pose errors from the grasp repeatability test with the 

rectangular box object initially on the flat tabletop. ....................................................... 172 

Figure 9-5 Histogram of the pose errors from the grasp repeatability test with the 

rectangular box on the playfield. ..................................................................................... 174 

Figure 9-6 Top Left: Standard Grasp, Top Right: Small amount of offset along   , Bottom 

Left, and Bottom Right: Large amount of offset along    . ............................................ 177 

Figure 9-7 Histograms of the time the algorithm presented in [16] (top) and the time the 

algorithm presented in this thesis (bottom) required to complete the grasp planning for 

the hexagonal nut object. ................................................................................................ 181 

Figure 9-8 Histograms of the times the algorithm required to complete each step for the 

hexagonal nut object. ...................................................................................................... 182 

Figure 10-1 Top Left: Gripper element with center(shown in green); Top Right: Gripper 

elements around a corner; Bottom Left: 2D element to grasp; Bottom Right: Same 2D 

file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123657
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123658
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123659
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123660
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123661
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123662
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123663
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123663
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123664
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123664
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123665
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123665
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123666
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123666
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123666
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123667
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123667
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123668
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123668


xxi 

 

element with convex hull modifications (Red) and new modified convex hull 

modifications (green) ....................................................................................................... 187 

Figure C-1 The representation of the HSV colour-space [82]. ......................................... 207 

Figure C-2 The representation of the RGB colour-space, shown as a cube [83]. ............ 207 

 

  

file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123669
file:///C:/Users/Magic_Man/Documents/School/GRAD/Dropbox/Thesis/doc/Thesis/Word%20Chapters/Thesis_Full_v1.3.docx%23_Toc367123670


xxii 

 

List of Tables 
Table 5-1 Parameters used in the grasping program ........................................................ 65 

Table 7-2 HSV threshold values for red targets, front set. .............................................. 143 

Table 7-3 HSV threshold values for red targets, side set. ................................................ 143 

Table 7-4 The element used for the morphological open, and morphological close. ..... 145 

Table 7-5 Boundary following pixel location map. .......................................................... 147 

Table 9-1 Means and standard deviations of target centroids ....................................... 165 

Table 9-2 Means and standard deviations of the pose frame. ........................................ 167 

Table 9-3 Means and standard deviations of the object pose from the robot repeatability 

test. .................................................................................................................................. 170 

Table 9-4 Means and standard deviations of the pose errors from the grasp repeatability 

test with the rectangular box object initially on the flat tabletop. ................................. 172 

Table 9-5 Means and standard deviations of the pose errors from the grasp repeatability 

test with the rectangular box object initially on the playfield. ....................................... 175 

Table 9-6 Object graspability results ............................................................................... 177 

Table 9-7 Means and Standard Deviations for the two histograms presented above. ... 181 

Table 9-8 Means and standard deviations of the times it took to complete each of the 

actions during the grasping routine. ................................................................................ 183 

 

  



xxiii 

 

List of Abbreviations 
POSIT Pose from Orthography and Scaling with Iterations 

OpenCV Open Computer Vision 

COM Center of Mass 

CGF Candidate Grasp Facet 

DOF Degrees of Freedom 

HSV Hue Saturation Value 

RGB Red Green Blue 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

1 

 

Chapter 1  
Introduction and background  

1.1 Motivation 

 Automated grasping of objects of unknown geometry a priori is still a difficult task for 

robots. Robotic grasping tasks are usually highly structured, using previously known 

objects and locations with a stored grasping procedure. In general most robots move 

known objects from one known location to another using predefined grasping points 

and are unable to cope with misaligned and/or shifted objects. This is especially true 

while attempting to grasp objects when the object is not resting flat on a surface. 

Because of these limitations, robotic grasping is usually limited to industrial settings 

where specific robotic motions are taught by operators and fixtures are able to hold 

objects in known locations with fixed orientations. The main disadvantage in this setting 

is the fact that exact models of the object are required. If any part of the object to be 

grasped changes, including but not limited to mechanical design revisions or 

manufacturing errors, the grasping system needs to be recalibrated. Another challenge 

is that mechanical fixtures are object specific and are usually expensive to produce. 

Robotic grasping is also very difficult in unstructured environments such as a home, 

where the objects shape data and location are not explicitly known, or with any 

processes that deal with random shaped objects such as raw material handling. The 

combined position and orientation of an object is termed its pose.  When the object 
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rests on a flat surface, the deviations from its expected pose are limited to three 

degrees-of-freedom (DOF).  For the more general case of an uneven surface, or an 

object that can rest on one of several of its sides, the deviations of the pose can include 

all six DOF. A solution to the above problems is a grasping system that is able to adapt to 

each object’s pose and shape.  A vision-guided robotic grasping system could generate a 

new distinct model and calculate a grasp for each object. The above solution would be 

flexible enough to adapt to changing industrial demands, as well as satisfy the grasping 

needs in the unstructured service industry. It would also be useful in areas where 

humans could not accompany the robotic device, e.g. radioactive or bio-contaminated 

locations; underwater or internal pipe repair; or space exploration where one way 

communication can take many minutes [1].  

Current, commercially available, vision-guided robots for object grasping employ 2D and 

3D computer vision. For example, the ABB IRB 360 flexpicker robot [2], introduced in 

2001, is available with 2D computer vision for rapidly finding and picking up objects from 

a conveyor. The Baxter Robot introduced in 2012, uses 2D shape recognition to identify 

and grasp previously taught objects [3, 4]. With 2D vision the system can only measure 

and adapt to planar position and orientation changes (i.e. X , Y  and  ).Typically it 

is not possible to adapt these systems to grasp previously unknown objects. While 2D 

vision-guidance is an important advancement only 3D vision-guidance will allow robots 

to succeed in unstructured and quickly changing environments in manufacturing and 
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service applications. Cognex, the company who provided ABB with the flexpicker vision 

system, has developed a 3D vision system called "VisionPro 3D" [5]. VisionPro 3D uses 

one or more cameras and finds multiple sets of predefined two-dimensional features, 

these features are then matched to find the precise pose of the object. Predefined 

grasps can then be used on the object. This system cannot work with unknown objects. 

This research focuses on developing a vision-guided grasping system that can grasp 

previously unknown 3D objects. 3D model generation will be done online using 

computer vision and a standard computer. The system will then automatically generate 

and execute a grasp based on the acquired model. The generation of the model and 

grasp will be based on data obtained from an eye in hand camera and a line laser. This 

model will be used as an input to the grasp planner and a grasp generated for a simple 

parallel jaw gripper. After each grasp is executed it will be evaluated using a separate 

offline vision system.  

Since the focus of this thesis is on key areas of 3D modeling using computer 

vision, laser scanning and grasp planning, some assumptions about the vision-guided 

grasping system are made. For maximum flexibility of the grasping system, the number 

of assumptions was limited as much as possible. The assumptions made are: 
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1. There is good contrast between the grasped object and the background. This 

assumption allows our vision research to focus on the area of 3D vision-based 

modeling rather than image segmentation. 

2. The grasped object is located within a predefined robot-vision workspace, and the 

robot’s dexterous workspace. The robot and camera workspaces are limited; the 

object must be located where the video camera can see the whole object for every 

viewpoint. It must also be located where the robot can reach and grasp it. Within the 

common workspace, the object may have any pose. 

3. The gripper jaws used in the experiment are assumed to be much larger than the 

grasping surfaces. In other words, the gripper jaws do not place a restriction on the 

grasp planning task. 

4. There exists enough friction between the gripper jaws and the object for grasping to 

be successful. 

5. The object is rigid. 

This thesis is broken down into 10 Chapters. Chapter 2 presents a review of the current 

literature on automated robotic grasping. The review focuses on grasping strategies 

where the model of the object is unknown a priori. Chapter 3 is an overview of the 

hardware and software used for the grasping system. Chapter 4 describes the camera 

calibration procedure, and includes the formulation of the homogeneous 

transformations between the different coordinate frames of the system. Chapter 5 deals 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

5 

 

with image capture, segmentation, model creation, and laser-based model refinement. 

Chapter 6 explains the model-based grasping strategy. Chapter 7 describes the method 

and procedure for evaluating the grasps. A novel methodology for evaluating the 

repeatability of the grasps is presented in 7.2. Chapter 8 documents the procedure used 

for the grasping experiments. Chapter 9 presents the experimental results and their 

analysis. Finally, Chapter 10 presents the conclusions and suggestions for future work. 
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Chapter 2  
Literature Review 

2.1 Introduction 

In this chapter the relevant research work done by other researchers will be critically 

reviewed. Specifically, it will cover their methods for creating models of objects as well 

as their grasping strategies, and results obtained. Their grasp evaluation techniques will 

also be reviewed.  

2.2 Previous work 

2.2.1 Model-based Grasp Planning  

Stansfield [6] presented a system for grasping 3D objects using a six DOF PUMA robotic 

arm and a Salisbury robotic hand. Each object was first placed on a motorized table. The 

object was rotated and translated under a laser scanner to generate a set of 3D points. 

These were then combined to form a 3D model of the object in the robot frame of 

reference. The model was then decomposed into a maximum of five (top, left, front, 

back) aspects by the operator. The 3D model and aspects formed the input to a rule 

based expert system that planned the grasp. To form the grasp, three hand pre-shapes 

were used: pinch, wrap and grip.  An example of the operation of the expert system was 

given for a cup. For this object, the expert system stated that a pinch grasp should be 

used since there was a rim contour in the "top" aspect. Experimental results in the form 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

7 

 

of images were presented for several custom objects as well as a gear. No numerical 

results were presented.  

Taylor, Blake and Cox described a system intended for picking an object from the top of 

a pile [7]. The hardware consisted of an ADEPT-1 robot with a parallel-jaw gripper and 

wrist mounted camera. The camera was moved about the object, measuring the 

curvature of the object boundary and looking for increasingly better grasps based on its 

image silhouette. The directions in which the camera and gripper were moved, were 

based on the measured curvature of the object edges. An object that has small radii of 

curvature moves the image viewpoint and gripper upward, an object with large radii 

moves it downward. After the “best” view was achieved the grasp was attempted. The 

only experimental grasping results included were for a potato located on a table. 

Bendiksen and Hager [8] used a parallel jaw gripper and a grey scale camera to find the 

edge data of objects lying on a planar surface. A search for object-gripper contact was 

done in a polar coordinate system centred at the approximate centre of mass 

(calculated using the captured image). Each candidate grasp was analyzed for static 

equilibrium against the object’s weight.  The equilibrium grasp with the minimum 

grasping force was selected as the final grasp.  In their experiments, evaluations of the 

grasps were only given as pass/fail. Ten of 14 objects were successfully grasped.  
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For the grasp planning method in [9], “Oct-Trees” were used to model the object. Oct-

Trees represent the object as a binary 3D matrix of cubes (of dimension   x   x   , 

where   is the number of cubes). Each cube can be broken down into eight sub-cubes. 

Each cube is in one of three states, full (F) where its sub-cubes are also full, void (V) 

where its sub-cubes are also void, and mixed (M) where its sub-cubes are a mix of F and 

V. The representation breaks down the M cubes until all cubes are either F or V. An 

example given of a M cube is the “staircase” object.  

In [10] a model of the object to be grasped was created using a stereo vision setup. 

Several stereo images were taken from viewpoints around the object and combined into 

a depth range map. Heuristic rules converted the range map into a 3D occupancy 

probability map which was then segmented into separate objects. The object to be 

grasped was converted to an Oct-Tree representation, while the other objects were 

simplified using convex hulls or simple bounding boxes. Their vision system did not 

produce sufficiently reliable models, so they used a CAD model of the object for grasp 

planning. To generate grasps, the model was cut into thin slices, and the occupied area 

was encapsulated by ellipses. The size of the ellipses was reduced further segmenting 

the object until the parallel-jaw gripper was able to fit around them. Each ellipse was 

then evaluated along its major and minor axes to see if gripping it would cause the jaws 

to collide with any other ellipses. If no collision was predicted the grip became a grasp 
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candidate.  After all the slices were evaluated, they were used to construct a 3D model. 

The algorithm then searched for similar 3D grasps (similar in terms of ellipse size, 

orientation, and gripper access direction) from different slice levels of the model. The 

similar grasps formed the set of 3D grasp candidates. The grasping algorithm then chose 

a grasp pre-shape for the object based on the need for power or dexterity as well as the 

size and shape of the grasp. No results were presented; instead a series of images of the 

gripper mounted to a table demonstrating the grasp pre-shapes were given. 

The system presented by Trobina and Leonardis [11] used a Mitsubishi MV R1 robot with 

a parallel jaw gripper. Two table-mounted stripe projectors and range sensors were used 

to model the objects. The models, consisting of planar patches, were used to plan grasps 

for a parallel-jaw gripper. The tallest object was picked up and removed first, a new 3D 

model was then constructed, and the process was repeated until all objects had been 

removed. One experimental result employing a milk carton, coffee cup, correction fluid 

bottle and tape dispenser was included.  

Borst, Fischer and Hirzinger [12] used a four finger DLR hand with 12 DOF. A pre-

determined CAD model of the test object was used to calculate the grasp.  The first 

contact point 1 is arbitrarily chosen. Next, rays are projected through the friction cone 

from 1. These rays intersect with the object surface at location 3. From the midpoint of 

the line connecting 1 and 3, labeled 4, two more cones 5a and 5b are created such that: 

all contact points lie in a plane; and cones 2, 5a, and 5b are 120 degrees apart. The 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

10 

 

location where the rays beginning from location 4 reach the surface through cones 5a 

and 5b are the contact points labeled as 6a and 6b.  Their algorithm works with convex 

and non-convex objects. To evaluate the grasp quality, they presented a static grasp 

stability measure defined as the ability of the grasp to resist external forces and 

moments for a banana.  They graphed quality vs. the number of grasp candidates.  As 

the grasp candidates increased the quality of the worst grasps increased, until it 

plateaued at around 300 candidates.  

Using a Motoman SV3X robotic arm equipped with a parallel-jaw gripper and a JAI M70 

camera, Sanz et al. [13] used the assumption that the object’s size in the Z direction 

(parallel to the camera’s optical axis) was much smaller than that in the X-Y plane. This 

reduced the 3D grasping problem to 2D. From an overhead image, the visual centroid 

and minimum inertial axis of the object to be grasped were found.  Grasp selection was 

based on: the radius of the contact patch that existed where the gripper jaws and the 

object would meet; the angle between the grasping line, from the centre of the first jaw 

to the centre of the second, the minimum inertial axis of the object; and the closest 

distance from the grasping line to the centroid. Objects grasped included pliers, a small 

toy alligator, random plastic shapes, and lettuce. No results were shown, but the system 

was said to be in use at a lettuce factory.  

An approach that used simplified shape models based on primitives was proposed in 

[14]. Models of the objects were decomposed into simple shapes by the user. These 
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shapes included spheres, cylinders, cones and boxes. The simplified shapes were then 

passed to the grasping algorithm where predefined heuristics were used to generate 

grasps. The generated grasps were evaluated with the then unreleased GraspIt! 

simulator shown in [15].  The simulation results included general statistics such as the 

total number of grasps evaluated, the number of force closure1 grasps found, and the 

time spent testing the grasps for four isolated objects as well as two objects together in 

a complex scene. They did not perform any physical experiments. 

Using a six DOF robotic arm equipped with a parallel-jaw gripper, camera and line laser, 

Bone et al. [16] modeled the object using a pillar model based on image silhouettes. The 

model was then further refined using a laser scanner. Grasping points were based on 

finding nearly flat, nearly parallel surfaces with a common projected area above a 

certain threshold.  They stated that a larger common projected area makes the grasp 

less sensitive to object pose errors and external forces or moments. They included 

experimental results for objects that did not rest flat on a table.  This tilting of the 

objects increased the difficulty of modeling and grasping them. Only two objects were 

shown being grasped: a metal bracket and a hex nut.  No grasp quality results were 

presented.  

Richtsfeld et al. [17] used a laser range scanner with an AMTEC seven DOF arm and Otto 

Bock prosthetic hand to grasp objects from a table top. The scanner produced a point 

                                                      
1
 Please see section 6.3.1 for the definition of force closure. 
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cloud. After the points belonging to table top were removed, the remaining points were 

segmented into different objects by clustering based on Euclidian distance, followed by 

a cylindrical fitting algorithm.  If the object was found to be roughly cylindrical and 

smaller than the max opening distance of the hand then the object was grasped using its 

outside surface. If the cylindrical object was too large for the hand and there was 

another object outside of it that was larger than a set threshold, the secondary object 

was assumed to be a handle and became the grasping target. If the object was found not 

to be roughly cylindrical the convex hull of the top of the object was examined for 

vertices whose interior angle was smaller than the average.  These were termed “corner 

points”. Next, the edge with the longest distance between corner points was used as the 

first side of the grasp while the other side was taken as any edge within a    tolerance of 

the first side, or failing that any corner point opposite to the first side. They stated that 

the grasp was then stored offline and the trajectory to the object was planned using 

commercial software. No grasping data was shown and no results of grasping were 

presented. 

Several approaches have tried using a combination of trained models and sensor data 

Saxena, Driemeyer and Ng used a STAIR 1 robot equipped with an articulated arm, 

parallel jaw gripper, PGR Bumblebee2 stereo vision system and a wrist mounted 

Logitech Quickcam Pro camera [18]. They proposed a strategy of looking for “good 

areas” in images for grasping, such as the stem of a wine glass or handle of a mug. A 
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probabilistic model was trained via supervised learning using synthetic object and image 

data. In their experiments, the first image was used to find a suitable grasping point on 

the object based on the probabilistic model. A second image from a different known 

camera location was used to find the grasping point in 3D. An evaluation of grasp 

success rate and mean absolute error in the predicted position of the grasp point was 

presented for 15 real objects. The grasping test set consisted of six objects similar to 

those in the training set, and nine other objects. Each object was evaluated during a four 

grasp trial with the exception of a stapler which was evaluated with a 10 grasp trial.  The 

average grasp success was about 90%, and the average error in the position of the 

grasped object was about 20 mm.  

The idea of using minimum volume bounding boxes as shape primitives for grasp 

planning was proposed in [19]. Each object was decomposed into a union of bounding 

boxes. Boxes were chosen for their simplicity; properties such as volume and centre of 

mass, could be easily computed. It was also noted that specific tasks such as "show the 

object" could be accomplished by grasping the smallest box. The grasp candidates were 

also easy to compute. For each box the approach vectors were taken as the normal of a 

face, and the four edges of the face were used to orient the gripper. The grasp candidate 

set could be reduced using geometric constraints such as the impossibility for the 

gripper jaws to reach through the toy duck’s head-box. A distance map, calculated as the 

distance from the face of the box to the object, was formed and then down sampled to a 
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15x15 grid. The width, height, and depth information of the boxes along with the grid 

were fed as inputs to a neural network whose output was a planned grasp for the object. 

For the neural-network learning, the grasps were simulated using the GraspIt! simulator 

[15]. During testing by further simulations, the set of candidate grasps was reduced 

using geometric constraints, the remaining grasps were fed to the neural network used 

to generate the grasp. The duck example had 86,310 points.  Obtaining the box-based 

representation took 22 seconds, while applying the geometric constraints and 

computing the neural network output took less than 0.5 seconds on a Double Intel 

Core2 Quad 2.66GHz computer.  No experimental results were included. 

Goldfeder et al. [20] presented an approach that used partial data from sensors 

mounted on a robot, and similar stored object models for grasp planning. Several images 

were taken from locations selected to reside on a spherical cap. These images are 

processed to provide a depth map that is used with the bag of features shape invariant 

feature transform (BF-SIFT) algorithm presented in [21]. The BF-SIFT algorithm finds a 

set of models from a stored database that closely match the object being scanned.  After 

the model was selected, the sensor data was aligned with the model. Their grasp 

selection algorithm used between 5 and 15 previously stored form closure2 grasps from 

a database. Due to the incompleteness of the sensor data, the model from the database 

and the physical object are not necessarily the same, so some grasps may fail. To help 

                                                      
2
 Please see section 6.3.1 for the definition of form closure. 
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reduce these errors the grasp candidates were evaluated using the GraspIt! [15] 

simulator with a Barrett hand. A static analysis was used to evaluate form closure grasps 

with a pass/fail criterion.  

To choose grasps for a PowerCube parallel jaw gripper mounted on a six DOF Staubli 

RX60, Popovic et al. [22] used a fixed Bumblebee2 stereo vision system and computed 

the 2D contour features from each camera. An exhaustive search was used to match 

each computed contour with a corresponding contour in the other image with the end 

result being either a matched pair forming a 3D contour, or the contour being removed 

from the set. Next, planes were fit to the 3D contours. Their algorithm generated four 

distinct grasps for each 3D contour.  The grasps were tested on 14 household objects 

with various shapes such as cups, bowls and a stapler using 100 trials. The number of 

successful grasps, unsuccessful grasps, collisions, unstable grasps, and failures to 

generate grasps were presented for each object. The best object was a blue plastic 

frying pan with a     successful grasp rate. There were four worst case objects where 

the grasp success rate was 0%. Of these objects, a cookie cutter in the shape of a small 

dog was the worst with a 66% failure rate to even compute a possible grasp. The 

algorithm was also tested in a complex scene where it was allowed    grasp attempts to 

remove items from the table. The algorithm was extended with a learning algorithm in 

Bodenhagen et al. [23]. The extended algorithm evaluated each grasp based on the 

success rate of initially touching the object with both gripper jaws, and the success rate 
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of holding it aloft after movement. This data was fed to a neural network that was 

trained using both offline and online learning. For the learning and subsequent testing, 

evaluation of the grasps was done for three sets of objects: cylindrical, non-cylindrical, 

and a combination of both. Each set of test objects was grasped using the following 

three methods. First, as a baseline, unlearned grasps were used. For each of the 

cylindrical and non-cylindrical sets 256 grasp attempts were made. The offline and 

online learning testing had the objects split into two separate groups, a learned set and 

test set. A combination of 500 iterations of learning and grasp attempts were made.  

With the test set experiments, the grasps were successful approximately 40% of the 

time.  

Bohg et al. [24] used a 6 DOF Kuka arm with a Armar III robotic head equipped with two 

stereo camera's and a three fingered Schunk Hand; as well as a Tombatossals torso 

system with a 7 DOF Mitsubishi PA10 arm equipped with a 4 DOF Barrett Hand, two 

head mounted DFK 3 BF03-Z2 cameras and a chest mounted Videre DcSG-STOC stereo 

camera. Stereo images of the object were taken. To estimate the unseen areas of 

objects placed on a table they assumed that most objects in service applications have 

symmetrical properties. Grasps were based on the algorithm presented in [17] where 

the centroid and boundary of the object were used and the fingertip positions were 

based off of the closest point to the centroid on the surface of the object and a point on 

the opposite side of the object in line with the centroid and the first fingertip location. 
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They experimentally evaluated their modeling system with seven objects placed with 

various orientations, and quantified the deviations between the modeled and true visual 

centroids. The chosen objects included mostly symmetric objects such as cans, cups and 

boxes. Only one object was grasped in an attached video and no statement was made 

on the number of successful trials. 

To develop an object model for grasping, Dragiev et al.[25] used a Schunk seven DOF 

arm, Schunk seven DOF hand, and a Bumblebee stereo camera. Each object was 

modeled using surfaces estimated based on sensor data using Gaussian process implicit 

surface potentials. These potentials were used so that the sensor data could include 

surface point measurements (e.g. from a touch probe or a laser scanner) as well as 

surface normal measurements (e.g. from a haptic sensor). Their grasp planning 

algorithm uses the normal vector, and the potential field created by the Gaussian 

surfaces model to determine the grasp stages (described below), as well as the hand 

orientation. The potential field, defined by a function     , was normalized such that at 

far distances        and during contact       .  The grasping routine consisted of 

three stages. First, when the arm was far away         the hand was opened and the 

arm was moved towards the object. Second, when the arm was close to the object   

      , and the hand continued to approach the object while orienting the fingers of 

the gripper along the normal of the surface to be grasped. Third, when at the surface, 

      , the fingers were closed using a pressure sensor to determine the contact 
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forces. No real world model generation data was shown. The grasping algorithm was 

shown to work for a ball, cylinder and cube in an attached video, but no mention of the 

number of successes or failures was mentioned.  

Jiang, Moseson and Saxena used a six DOF Adept Viper s850 arm equipped with a 

parallel jaw gripper and a Bumblebee2 stereo camera [26]. A grasp was generated that 

used the pose of the object; as well as the gripper jaw width and jaw separation. Each 

grasp was generated using a two-step approach. Potential grasps are first found from 

the stereo image data using 17 histogram filters, and then the grasp was chosen based 

on a training set of grasps that were generated by the user.  Evaluations of the grasps 

include the percentages for reaching the grasping location (without a collision), and 

grasping/holding successfully. Twelve objects including wire strippers, a martini glass, 

shoes, and a window wiper were presented. The average grasping success rate was 88%. 

The number of trials for each object was not stated.  

Aleotti and Caselli [27] decomposed each test object into parts using Reeb graphs [28, 

29], the decomposed objects were then matched to a predefined type stored in a 

database. Next, previously learned grasps (from human demonstration) for the matched 

database objects were used to plan the grasp for the test object.  They included 

simulation results for five objects. 
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2.2.2 Compliant grippers 

Grasping in unstructured environments can sometimes be accomplished using compliant 

grippers. For example, Dollar and Howe [30]  simulated a series of two DOF under-

actuated grippers and evaluated how joint stiffness affected their ability to grasp 

different sized objects.  They later extended this by building the best gripper design, and 

testing it compared to a simple manually adjustable joint angle gripper [31]. Their 

gripper was able to grasp      objects with up to      position error, and       

objects with     position error.  The main reason for its insensitivity to position errors 

was that it used a very large finger opening distance.  This ensured that the target object 

would always lie between the jaws.  This approach requires a relatively large and heavy 

gripper, and also relies on being able to contact all surfaces of an object (i.e. no 

restrictions on the grasping locations can be imposed), and the local environment must 

be free of other objects. 

2.3 Grasping Evaluation 

Testing of grasping routines also varies greatly from paper to paper. Several papers 

demonstrate a single object being grasped only once, e.g. [32], while others use multiple 

objects and define an arbitrary number of trials (sometimes changing between objects)  

and present the results as a grasping percentage, e.g. [20]. Another paper presented 

mean absolute position error [18]. Papers also have different definitions of whether an 

object is successfully grasped, usually it is assumed that a successful grasp occurs when 
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the object is held by the gripping jaws, but some papers add a minimum time constraint, 

e.g. the gripper must hold the object in its jaws for   time. 

2.4 Summary 

In recent years, the area of vision-guided robotic grasping research has been very active. 

With the advent of affordable cameras, inexpensive fast computers, and open-source 

computer vision software, researchers have investigated the use of 3D vision-based 

modeling methods to obtain accurate and detailed models of the object to be grasped. 

Creation of models for unknown objects is still very difficult due to the complex 

algorithms that are needed, and the poor reliability of the sensor data. For these 

reasons, many 3D vision modeling systems still need prior knowledge of the object from 

a stored model, and/or human intervention during the modeling/grasp planning 

process. Many researchers never implement their modeling/grasp planning strategies on 

a physical robot due to the ease of simulating grasp planning strategies.  This trend has 

increased due to availability of the free GraspIt! simulator [15]. Grasping 

implementations are split when it comes to end effectors. Multi-fingered hands are able 

to apply a variety of grasp types, e.g. pinch grasps and wrap grasps. Compared to the 

complex multi-fingered hand, the parallel-jaw gripper is still the most widely used in 

industry because of its low cost, low weight, simplicity and high reliability. For a parallel-

jaw or two-fingered grasp, most existing grasp planning methods are based on two point 

contacts on opposite sides of the object. A point contact grasp is sensitive to the 
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position and orientation errors that always exist when an object is modeled using sensor 

data. Furthermore, some grasp planning algorithms for parallel-jaw grippers are based 

on a simplified 2D object model and cannot be applied to most 3D objects. Other grasp 

planning algorithms apply only to specific object shapes, such as cylinders.  

The research in this thesis will address some of the limitations of the prior automated 

grasping research.  In particular it will extend the previous work reported in [16] by 

developing a new grasp planning method; revised model creation based on the new 

grasping method, and a method for evaluating the quality of the physical grasps.  These 

methods will be implemented on robotic hardware, extensive experiments performed 

and the results analyzed. 
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Chapter 3  
Software and Hardware Overview 

3.1 System Hardware 

The grasping setup consists of a 6 DOF CRS F3 articulated robotic arm and C500 

controller. The arm was rigidly mounted to a metal table. Its workspace is shown in 

Appendix A. The robot end effector was fitted with a custom mount housing a Robohand 

RPL-4 pneumatic parallel-jaw gripper operating at an air pressure of       (to provide a 

gripping force of     ), and two 102mm x 60mm jaws; and a Point Grey Research 

Dragonfly2 DR2-COL video camera, containing a Sony ICX424AL 1/3” CCD with a 

resolution of 648x488pixels2 at 60 frames/second. The eye-in-hand camera was 

connected to a computer via IEEE-1394a (Firewire). A 3.5-8mm manually adjusted 

variable focal length auto iris lens was used. For structured light a computer controlled 

5mW line laser was mounted on the end effector at an angle of      from the positive z 

axis with the laser line parallel to the camera's y axis. A custom designed USB controlled 

30 red LED ring light was used for lighting the object during image capture. This 

hardware is shown in Figure 3-1. Layers of black foam were placed in front of the robot 

where the object was to be gripped to reduce the impact on the robot gripper assembly 

if an incorrect grasp was attempted. A “Playfield”, shown in Figure 3-2 was added after 

initial baseline tests to force any object on it into a non-standard orientation and 

position. 
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Images for grasp evaluations and pose estimation were taken with a separate Point Grey 

Research Dragonfly2 video camera with a 25mm lens. This camera was rigidly mounted 

to the side of the robot controller. Illumination was provided with two computer 

switched halogen lights. A webcam was also used to record grasp attempts for analysis. 

The image processing and high level control hardware used for the experiments 

consisted of a 3.8GHz P4 PC. The robot motion commands are transmitted from the PC 

to the robot controller via an RS-232 serial connection.  The code was written in C++, 

using the open source software libraries OpenCV [33] and POSIT based on [34]. 

Communication to the robot was done through a serial connection to the robot 

controller running a RAPL-3 program.  
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Figure 3-1 Eye-in-hand video camera, line laser, custom ring light and pneumatic 
gripper mounted on the 6DOF robotic arm. 

Eye-in-hand Video Camera 
LED Ring light 

Line Laser 

Pneumatic Gripper 

6DOF Articulated Robot 
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3.2 Execution Overview 

The execution begins with the object being placed on the table.  This is done manually or 

using the automated procedure described in Section 8.5.3. Next, the robot captures an 

image using the eye-in-hand Dragonfly 2 camera centred above the table. It then finds 

the object on the table and moves the camera directly above it. Several more images are 

taken of the object from different viewpoints.  These are used to create a preliminary 

object model using a silhouetting technique. A laser scan is then used to accurately 

identify and reshape the top of the model. The grasp is then calculated and executed. 

After the grasp is complete the pose estimation camera is used to evaluate the success 

of the grasp. This process is shown in Figure 3-3. 

Figure 3-2 Exposed playfield showing obstacles.  
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Find the object on the 
table 

Capture images from 
multiple viewpoints 

Image processing and 
preliminary model creation 

Laser scanning and model 
refinement 

Grasp creation and 
exicution 

Grasp evaluation 

Figure 3-3 Overview of the system execution. 
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Chapter 4  
Camera Calibration 

4.1 Objective 

Points defined in an image taken by a camera are defined in image coordinates. This 2-D 

coordinate frame has units of pixels. The actual position of the physical object is defined 

in world coordinates.  This 3-D coordinate frame has units of mm. The objective of 

camera calibration is to transform points from image coordinates to world coordinates. 

4.2 Relationships between the Coordinate Frames 

Figure 4-1 shows all of the coordinate frames that are used for the grasping system. It 

also demonstrates the relationships between each frame.  

 

Figure 4-1 Coordinate Systems for the:   world,   pose,    
robot base,   robot,    camera,   gripper, and   laser frames. 
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The world frame   -  -   and robot base frame    -   -    were aligned such that 

the corresponding axis was parallel but with opposite   and    axis directions, see Figure 

4-1 and equation (4-1). The robot base to robot homogeneous transformation    
 was 

calculated by the CRS C500 controller using a world position vector and roll-pitch-yaw 

angles. Note that the world position and orientation            and 

            
        were sent to the robot controller and it calculated joint rotation 

angles.  

        

Foam Padding 
Foam 

Height 

Robot 

Base 

Height 

Figure 4-2 Robotic Setup Side view 
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(4-1) 

 

The calculation of the homogeneous transformation from the robot frame            to 

the gripper tip centre frame            is pre-calculated based on the dimensions of the 

gripper jaws and mount. The transformation includes a rotation as well as translation 

because the orientation for mounting the gripping assembly to the robot is at a rotation 

of  
 

 
 along the robot    axis; this is shown in Figure 4-3. 

The transformation is calculated as: 

   
 
   

 
 
 
 
 
 
     

 

 
      

 

 
  

  

  

    
 

 
     

 

 
  

  

  
      
     

 
 
 
 
 
 

 
(4-2) 

Where 
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This can be seen in Figure 4-3 and Figure 4-4 where    is the distance from the robot 

end effector to the gripper tip centre on the    plane, and    is the distance along the 

   axis. 

  

 

 

Parallel Jaws 

  
 

Robot frame 

Gripper tip center 

   

   
   

Figure 4-3 Gripper transformation parameters shown in the   -   
plane. 
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The robot frame to camera transformation   
  was calculated using (4-3) based on a 

calibration routine that measured the horizontal   and   world distances between the 

optical axis of the camera    and the centre of the parallel gripper         these 

distances were termed the   and   camera offsets:                      and 

                   .    
 is the     translation from the robot frame to the gripper 

frame in the robot frame. 

Gripper tip center 

 

Robot Frame 

   
   

   

   

   

   

Figure 4-4 Gripper side view shown in the   -   

plane. 
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(4-3) 

The robot frame to laser frame   
  was calculated using: 

   
    

 
 
 
 
 
      

 

 
      

 

 
  

  

  

    
 

 
      

 

 
  

  

  
    
     

 
 
 
 
 

 
(4-4) 

      

   

       

   

                    

                    

    

Grasp frame 
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Figure 4-5 Input image transformation between the robot, grasp, and camera 
frames. 
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Where 

          

4.3 Details of the Camera Calibration 

4.3.1 Key Locations and Notation 

There are several image positions that must be defined for later use. The overhead 

image is when the camera is facing down (        at the centre of the tabletop. This 

position is used to initially find the object. The slanted images encompass the set of 

images that are taken around the object to create the computers 3D model, these image 

locations are further defined in Section 5.2. The starting location is where the robot 
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Laser 

Figure 4-6 The robot to laser transformation parameters for the matrix    
 . 
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resets itself when the program starts, it is in the same orientation as the overhead image 

location but its    locations is smaller.  

4.3.2 Calibration Method 

Calibration of the cameras was done using Tsai's method [35].It was implemented using 

software originally written by Reg Willson from Carnegie-Mellon University [36] (The 

software source is now unavailable). It calculates Tsai's 11 parameter camera model. 

 

Tsai's method is a four step process using the following shown in Figure 4-7 and Figure 

4-8: 

Figure 4-7 Tsai Calibration system Image from [35] 
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          , the world coordinates of point   

          , the camera coordinates of point  , centred on the optical centre  . 

     , the image coordinate system centred around   ,       is parallel to       

and    is a distance of the focal length along the   axis.  

          , the coordinate of the          on the front image plane using a 

perfect pinhole camera model. 

          , the actual coordinates of          on the front image plane differing 

due to lens distortion. 

Step 1: Calculate matrices    and   

The transformation between         and            is given by  

  
 
 
 
    

  

  

  
    

(4-5) 

 

Where  

  is a 3x3 rotation matrix 

    

      
      
      

  
(4-6) 

 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

36 

 

and   is a 3x1 translation matrix 

    

  
  
  

  
(4-7) 

 

Step 2: Calculate the effective focal length   

Using a prospective projection         can be converted to undistorted image 

coordinates         as follows 

     
 

 
 

(4-8) 

     
 

 
 

(4-9) 

 

Step 3: Calculate the Radial lens distortion through the distortion coefficients    

The radial distortion         is calculated using 

          
(4-10) 

          
(4-11) 

Where  
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(4-12) 

          
     

     
(4-13) 

      
    

  (4-14) 

 

Tsai found that for industrial machine vision only the first term of radial distortion 

needed to be considered, tangential distortion and the higher terms of radial distortion 

were found not to create an improvement and are ignored. 

Step 4: Calculate the uncertainty image scale factor    

Real image coordinate         to image coordinates         are related by  

        
   

      
(4-15) 

      
        

(4-16) 

Where 

    
    

   

   
 

(4-17) 

 

        are the pixel row and column numbers of the image pixel 
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        are the row and column numbers of the centre of the image 

   is the on centre(midpoint to midpoint) distance between adjacent sensor 

elements in the   direction 

   is the on centre distance between adjacent sensor elements in the   direction 

    is the number of sensor elements in the   direction 

    is the number of pixels in a line 

To relate the 3D world coordinates to the 2D computer image coordinates the following 

equations were formed based on the combined earlier steps. 

   
    

     
    

    
    

 

 
  

                 
                 

 
(4-18) 

   
        

    
 

 
  

                 

                 
 

(4-19) 

Where  

           
          

 
 (4-20) 

 

The parameters are then classed into two separate categories,  

1. Extrinsic Parameters 
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The transformation from world coordinates            to camera coordinates 

           consists of three rotation angles yaw    , pitch    , tilt      and 

three translations                 can be redefined using the three rotation 

angles as: 

 

 

  

                     
                                                   
                                                   

  
(4-21) 

 

2. Intrinsic Parameters 

The transformation from the camera coordinates            to image coordinates       

uses five parameters which are: 

  the effective focal length. 

   the first order lens distortion coefficient 

   the uncertainty scale factor for x, due to camera scanning and acquisition timing 

errors. 

    coordinate of the centre of the computer image plane in the x direction 

   coordinate of the centre of the computer image plane in the y direction 
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4.3.3 Procedure for Coplanar Calibration  

The images were calibrated with a dot grid array consisting of 25 2mm red dots spaced 

20mm apart in a 5x5 matrix created using Microsoft PowerPoint; it is shown in Figure 

4-8. The image was first filtered using a red threshold to separate the dots from the 

background. The centroid of each dot was found and passed to the calibration routine. 

 

    

     

     

Figure 4-8 Calibration pattern (not to scale). 
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Because the calibration pattern is coplanar, the world coordinate system            is 

chosen such that for the points on the pattern     . The origin of  -  is chosen to be 

at the centre of the image sensor. The origin of              is also chosen such that it 

is not near the centre of the image sensor or near the   axis of the camera frame.  The 

steps of the coplanar calibration procedure are: 

1.  Compute the distorted image coordinates         for        The 

number of calibration points, 

a. Find the row and column for each calibration point           

Figure 4-9 Radial alignment constraint from Tsai [35] 
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b. Using manufacturer information for the camera, find            
      

c. Take       to be the centre of the image frame in memory 

d. Compute 

       
    

          
(4-22) 

And 

                
(4-23) 

Note: N must be greater than five to solve the next system of equations 

e. Compute   
       

       
       

     
       

       from the system of 

equations resulting from the calibration points          , and world 

coordinates               using: 

                                

 
 
 
 
 
 
  

    

  
    

  
    

  
    

  
     

 
 
 
 
 

     (4-24) 

 

If   is large an over determined set is solved for the five unknown 

parameters 
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f. Compute                   

Let   be a  x  submatrix of   where 

    
  
   

 

  
   

   

 
 
 
 
  
  

  
  

  
  

  
   

 
 
 

 
(4-25) 

If a whole row or column of C does not vanish then 

   
  

      
      

   
    

   
    

 
 

    
   

    
   

   
 (4-26) 

Where  

      
     

     
     

   (4-27) 

Otherwise 

   
     

     
    

(4-28) 

Where   
    

  are the elements that do not vanish. 

2. Pick a point where the computer image coordinate is not close to the centre 

of the image 

a. Assign          to be positive 

b. Compute the following: 
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(4-29) 

       
         

(4-30) 

       
         

(4-31) 

       
         

(4-32) 

       
         

(4-33) 

                
(4-34) 

                
(4-35) 

 

c. If   and   have the same sign and   and   have the same sign then 

         is positive otherwise          is negative and              and 

   must be recomputed. 

3. If the effective focal length   computed in the next step is greater than zero 

  is calculated using the following 

    
         

    
  

 
 

          
    

  
 
 

      

  
(4-36) 

Otherwise 
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(4-37) 

Where                              are computed from the outer 

product of the first two rows using the fact that the three axis are 

orthonormal and the right hand rule. 

4. An approximation of   and and    is calculated using an over-determined set 

of linear equations based on the calibration points Lens distortion is ignored 

at this time. 

           
 
  

         (4-38) 

Where 

                        
(4-39) 

                     
(4-40) 

Note: If the image frame and calibration plane are parallel the system of 

equations from (4-38) will become linearly dependent. 

5. Using equation (4-19) and an optimization routine (the paper [35] suggested 

the steepest descent method), compute the exact solution for      and   . 

Initial guesses are taken as the values calculated in 4 and zero for   . 
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4.4 Calibration Strategies for Object Modeling, Laser 
Range Measurement, Initial Object Finding and 
Pose Measurement 

Each location from which the camera needed to take images was separately calibrated. 

The calibration uses the known world coordinates of the dots, and the camera’s image 

coordinates. The initial overhead and slanted images were taken with the calibration 

pattern lying flat on the grasping table surface with the robot moving around it. The first 

camera calibration image to be taken is directly over the robot’s starting location and 

the calibration pattern is placed in the centre of the field of view of the camera.  When 

calibrating, an attempt is made to manually line up the dot pattern so that the rows and 

columns are approximately parallel to the world    and    axes. Since this will never be 

exactly correct the initial calibration is made using a temporary coordinate system. After 

the calibration parameters have been found the transformation between the temporary 

coordinate system and the world coordinate system is found. This transformation is a 

simple rotation around the world    axis. The system then transforms the modeled 

calibration dots by this calculated rotation about the    axis. The modified model 

calibration dots (in the world frame) and the image coordinates (on the image plane) are 

then used to recalibrate the camera in the world frame with the adjusted world 

locations dots. 

Calibrations are then performed for each slanted location, for each location the image 

dots must be correlated to their world coordinates. To aid in this the first slanted 
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position that is calibrated is directly forward of the robot such that the rows and 

columns of the initial calibration match the rows and columns of the now slanted 

calibration (i.e. the slant is a positive rotation about   ). The world coordinates of the 

dots are known from the previous initial calibration and the slanted calibration is 

performed. In theory the other slanted locations could use extrinsic parameters 

transformed to match the camera location defined by the robot’s program. 

Unfortunately it was found that the robot positioning was not accurate enough for this 

approach, and separate calibrations were needed for each of the other slanted 

locations. An explanation of the camera positions during model creation is presented in 

Section 5.2.2.  

 For the laser scanner the robot moved such that the laser line was parallel to the world 

  axis. Next, the calibration pattern was placed in plane with the laser light. This 

orientation is shown in Figure 4-11. Orienting the calibration pattern this way ensured 

that the camera’s y axis was calibrated such that where the laser line made contact with 

the object the laser line could be directly used as the height without any further 

calculations as it was calibrated as the camera’s   axis.  

Additionally, an initial overhead calibration is taken with the camera at a location high 

enough above the table to see the entire playfield. These calibration parameters are 

used to initially find the object on the table and move over top of it for image capture 

(i.e. step 1 of the execution sequence shown in Figure 3-3). 
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Finally, an image is taken from the pose camera to a pattern held in the location for pose 

estimation and coplaner calibration is performed.  
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Figure 4-11 Laser scanner calibration setup. The calibration pattern is 

placed in the same plane as the laser light. 

   

   
   

Figure 4-10 First camera calibration overhead used to align the 
coordinate systems. 
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Chapter 5  
Model Creation 

5.1 Introduction 

A 3D model of the previously unknown object is a necessary input to the grasp planning 

algorithm. This model is first created using the silhouettes of images taken from multiple 

viewpoints.  It is subsequently refined using laser scan data.  The final result is a 3D point 

cloud model of the object.  

5.2 Object Model Creation from Image Silhouettes 

5.2.1 Overview 

With silhouette-based modeling, image silhouettes from multiple viewpoints are used to 

form a solid model of the object. Silhouettes were previously used by many researchers 

to construct a “visual hull” of an object in 2D or 3D, e.g. [37]. The visual hull contains the 

object and is a subset of the convex hull of the object when a large number of 

silhouettes are used. The visual hull typically begins as a block or cube that is larger than 

the expected size of the object. Each image silhouette is used to remove the sections of 

the block that do not contain the object. As the number of images increases the visual 

hull becomes a better approximation of the object, but can only represent it fully if the 

object is convex. A 2D example is shown with five viewpoints in Figure 5-1.  The object is 

shown in yellow, and the modeling error is shown in red. 
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5.2.2 Image Capture 

A trade off exists between computation time and accuracy of the model. To increase the 

accuracy of the model, more images need to be taken and processed, taking more 

computation time. With less images, the processing time is reduced but the model of 

the object is less accurate. Another factor in selecting the number of images is the 

diminishing returns on accuracy. Initially each image makes large changes to the model, 

but as more images are processed the overall impact of each additional image is less. In 

our implementation, images of the object are captured from nine viewpoints. The first 

image is taken with the camera pointing its optical axis in the     direction at a height 

of         . The other eight images are taken such that the camera is located along a 

circular trajectory parallel to the    axis with its origin lying passing through the object. 

Figure 5-1 Demonstration of silhouette object modeling error. 
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The circle is set at a height    above the tabletop. The radius of the circle is determined 

by the angle    . The camera is then rotated around the centre axis by  . The associated 

geometry is shown in Figure 5-10. Note that some values of   cannot be used due to 

either robot self collisions or the corresponding end-effector location being outside of 

the robot’s dexterous workspace. The equations used to define the camera locations 

were derived from Figure 5-2, Figure 5-3 and are as follows: 

                       
(5-1) 

                     
 

 
 

(5-2) 

               
(5-3) 

               
(5-4) 

      
                

(5-5) 

The rotation of the camera is performed using a tool transformation this can be 

explained with reference to Figure 5-3. The first image is captured with the camera's 

optical axis directly over the object while looking directly down along the     axis from 

a height of        . After this image is taken a tool transform is set such that the 

centre of the tool is over the object while the camera is located on the circle at the 

height    over the object. To do this     
 must be calculated from (5-5). The tool 

transformation is then set as      
. With this tool transformation set the remaining 

eight images are taken at different angles of   calculated as: 
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(5-6) 

 

After all the images are taken the tool transform for image capture is removed and the 

nine images are sent to be processed. An example of a full set of captured images is 

shown in Figure 5-4 Figure 7-7. 

 

   

    

   

    

 

   
   

   

   

      

   

  

  
   

   

Figure 5-2 Geometry of the image capture locations. 
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Figure 5-4 An example set of images taken of a T-shaped block. 

Figure 5-3 Input images transformation 
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5.2.3 Object Boundary Detection and Silhouette Computation 

The first step in obtaining a silhouette of the object is to enhance the edges in the 

image. To do this the Sobel filter is used [38]. After the Sobel filter is applied the 

resulting image is thresholded to detect the stronger edges that occur between the 

background pixels and the object pixels. When this is finished a boundary following 

algorithm is run to find the outline of the object in the image [38]. An example of an 

object going through this boundary detection process can be seen in Figure 5-5. The 

Sobel filtering result can be seen in Figure 5-5 on the top right. Each image silhouette of 

the object is obtained by filling the interior area of the detected boundary. Note that to 

help improve the results of the filtering process a black cloth was placed on the table for 

a constant non-reflective background and a custom made ring-light (previously shown in 

Figure 3-1) was attached to the camera to reduce the effects of shadows. 
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5.2.4 Model Creation from the Set of Image Silhouettes  

For the case of a single image silhouette, the object must lie within the polyhedral cone 

formed by the image silhouette and the camera focal point, see Figure 5-6. The process 

of intersecting the series of cones forms a model that is progressively closer (with each 

additional intersection) to the real object. 

A key issue is how to represent the volume elements of the model. In this research we 

use the beam-based approach presented in [39]. The beam-based approach has the 

Figure 5-5 An example of an object being filtered. The top left is the original image of 
the object, top right is the Sobel filtered version of the same image, bottom left is 

the thresholded version of the filtered image, and the bottom right is the boundary 
of the object.   
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advantage of a simpler and easier to compute intersection test compared with the more 

common octree method [9]. The object is first represented by two stacks of square 

cross-section beams. The first stack is aligned with the    axis, while the second is 

aligned with the    axis.  

 

For each object silhouette, and each beam in the image starting with the first beam:  

1. Transform the world coordinates of the beam endpoints into the current camera 

coordinate system. This is done using the camera calibration of each slanted 

image discussed in Section 5.2.2.  

2. Project the beam endpoints onto the image plane of the camera with the 

silhouette in on it.  

3. If either of the projected endpoints of the beam lie outside the calculated 

silhouette (in the black region) then shorten the beam incrementally by        

Figure 5-6 A single silhouette image showing the focal plane of the 
camera. If this was the only image taken then the model of the object 

would be the shaded cone. 

Object  

Focal Plane of camera 
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and repeat steps 1 and 2 until both projected endpoints lie on the silhouette (in 

the white region) or the beam length equals zero(the beam does not exist 

because it is not in the model).  An example of this beam shortening procedure is 

shown in Figure 5-7. 

4. Repeat all the steps for the remaining beams.  

 

When the beam shortening procedure is finished the remaining beams form a model of 

the object. The point cloud of the object is the set of beam endpoints. An example of the 

model improvement resulting from the addition of each silhouette is shown in Figure 

5-8.  Since a point cloud is difficult to visually interpret, the convex hulls of the point 

cloud models are shown in this figure. 

Figure 5-7  Beam based modeling shorting by projecting the model on to 
the image plane. Image modified from [16]. 
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Figure 5-8 Improvement of the model resulting from successively including 
the image silhouettes from the 8 viewpoints. For clarity the convex hulls of 
the point clouds are shown. a) overhead      
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The silhouette-based modeling procedure has the limitation of not accurately modeling 

the top surface of objects. Since all of the images are acquired from elevated positions, 

the objects top surface is contained within the silhouettes. This results in excess cone-

shaped volumes present on the top surfaces of the models. These excess volumes can 

be removed by using the method described in the next section. 

5.3 Object Model Refinement Using Structured Light 
System 

5.3.1 Introduction 

After the model is created using the silhouette-based method, there are excess hat-like 

conical features present on the top surface of the model. If the grasp planner uses any of 

these excess (and physically non-existent) features to perform a grasp it is likely that the 

grasp will fail.  It is therefore important to remove them before passing the model to the 

grasp planner. They are removed using a structured light vision system that measures 

the top surface of the object. The structured light is a line laser attached to the last link 

of the robot, see Section  4.2 . 

5.3.2 Procedure for Generating the Point Cloud Model 

With the red line laser mounted on the robot end-effector, the robotic arm is used to 

scan a laser stripe across the object while the eye-in-hand camera acquires images. The 

robot wrist is reoriented such that a vertical plane of laser light is cast on to the object 

subject see Figure 5-9. 
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The line laser image points are transformed to world coordinates by utilizing the vertical 

plane calibration shown in Figure 4-11. The end effector speed and the camera frame 

rate are pre-calibrated and known, allowing determination of the pose of the camera 

and laser for each image. The camera frame rate           , robot linear speed        

relate to the distance between images            according to: 

                    
 

          
 

(5-7) 

 

Figure 5-9  Laser projection onto object showing wrist rotation. 

Laser 

Laser Line 

Projected 
Laser Plane 
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The steps of the structured-light image acquisition and model generation are as follows:  

1. The object’s    coordinate boundary is determined from the previously obtained 

silhouette-based model, and the laser begins at this point oriented parallel to the 

   axis.  

2. The robot then scans a set distance along the     direction while the camera 

acquires colour images.  

3. The red laser line is extracted from the Red-Green-Blue images by thresholding 

the red channel, followed by thinning. Using a modified convex assumption, 

explained in the next section, the portions of the line that contact the table are 

eliminated.  

4. For each image, the vertical calibration data is used to convert the laser line 

image coordinates to    and    coordinates.  

5. The    coordinate of each image laser plane is found from            

6. The structured-light model of the object is stored as a point cloud. 

5.3.3 Convex Assumption 

Some objects have areas that are not properly detected using the structured light 

system, for example the hex nut has a large cylindrical void in the centre of it. If this is 

not adjusted then the structured-light point cloud will have no information about these 

areas and the base silhouette model, with the erroneous regions are used without 

modification. In the line laser images regions where this problem occur can be identified 
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when the line laser is discontinues across sections of the object, see Figure 5-10. To 

reduce the errors that are created the line laser points were joined together using basic 

interpolation between them. This modification assumed that the top of the object was 

concave along the    axis and that the known points (on either side) were higher. When 

the line could not be seen from the camera it meant that the object (at the contact point 

of the laser line) was lower than a point previously seen, and that the camera's view was 

obstructed by the object. Using our assumption, the points that are created are taken as 

the upper bounds along the    axis.  



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

64 

 

 

5.3.4 Combination of Silhouette and Structured Light Models 

As discussed earlier the base silhouette model contains excess volume that will be 

removed using the structured-light representation of the object’s top surface. The 

approach is to use the structured-light surface representation like a cookie cutter, to cut 

the desired shape out of the silhouette model. The procedure to combine the two 

models is as follows:  

Figure 5-10 This figure demonstrates the laser convex assumption. a) Object and 
laser line. b) Laser line over center of object. c) Discontinuous laser line. d) Laser 

line with convex assumption. 
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1. Project both models into the       plane.  

2. Starting with the first silhouette model beam, if either endpoint lies above (ie. 

greater    position) the corresponding structured-light model point, shorten the 

beam incrementally by        until both projected endpoints agree with the 

structured-light model or the beam length becomes zero.  

3. Apply step 2 to the remaining beams.  

4. Project both models into the world       plane and repeat steps 2 and 3.  

5.4 Parameters Used in Our Implementation 

Table 5-1 Parameters used in the grasping program 

Parameter Value 

       beam shortening distance 0.25mm 
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           distance between images in laser 

scan 

    

       Robot velocity during laser scan        

           Frame rate of camera during 

laser scan. 

      

  initial, the initial rotation angle for slanted 

image capture 

          

  rotation the incremental rotation angle 

for the next 7 images 

 

 
     

number of images taken   

             
  

 
       

Tool Translation for grasping (102.24,-102.24,26.1)  (-45.0,0.0,0.0) 

Tool Translation for image capture (0,0,-10.08)  (-45.0,0.0,0.0) 

Tool Translation for pose position image 

capture 

(88,-88.0,26.9)  (0.0,0.0,0.0) 

Initial Starting position and  Orientation (430.0,0.0,316.0)  (0.0,90.0,0.0) 

Pose position and Orientation (666.0,20.0,410.0) (0.0,90.0,0.0) 
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5.5 Conclusions 

This section described the creation of the object model from the camera and structured 

light sensor data in detail. The image capture and modeling method originally developed 

by Bone et al. [16] was modified to include the laser convex assumption. The full set of 

parameters used in our implementation are given in Table 5-1.  The assumptions for the 

structured light system based on the type of object were presented. The computed 

object model will be passed to the grasping algorithm for the computation of the robotic 

grasp. 
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Chapter 6  
Grasping Strategy 

The following section describes the grasp planning phase of the algorithm. The grasp 

planner generates a set of grasps, evaluates their quality and selects the highest quality 

grasp from the set. The section begins with an overview of the strategy followed by 

some background information needed for the algorithms used. The algorithms forming 

the grasp planner are then presented in detail.  

6.1 Overview of Grasping Strategy 

A new grasp planning strategy was developed for a parallel-jaw gripper and a point-

cloud model of the object to be grasped.  The convex hull of the point-cloud plays a 

critical role in the planning strategy. The convex hull is employed to reduce the 

complexity of the model to allow the planning to be executed quickly online using a 

standard PC.  This motivated the decision to make the gripper jaws wide (recall Section 

1.1).  Specifically, it is assumed that the jaw is as wide as the largest facet width, where 

facet width is defined as the largest distance between the vertices of the facets 

projected onto the world   -   plane. In the low friction case this assumption prevents 

the jaws from making contact with a non-convex part of the object that could produce 

an unstable grasp.  See Figure 6-1 for a comparison of the unstable/stable contacts that 

can occur when attempting to grasp with narrow/wide jaws. 
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The planning strategy was developed for arbitrary objects that could have flat or curved 

sides and that rest with an arbitrary pose on a surface.  The details of the first step, 

computing the convex hull model of the object, will now be described. 

6.2   Convex Hull 

The following section describes the convex hull of an object and its use in the grasping 

routine. 

Figure 6-1 Narrow and wide gripper jaws acting on an object.  The narrow 
jaws produce unstable contacts. 

 

Object 

Cp 

Narrow jaws 
Wide jaws 
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6.2.1 Definition of Convex Hull  

For clarity the 2-D case will be explained first.  The convex hull of a set of points   is 

defined by O'Rourke [40] as the intersection of all of the sets of all convex combinations 

of points of   . In 2-D it is the convex polygon   that encloses   such that there is no 

other polygon    that encloses   such that       . It is the unique polygon that 

contains all of the points in the set while having the smallest area and always remaining 

convex.  In 3-D this is extrapolated to the smallest convex polyhedron enclosing   . 

Similarly it can be thought of as the unique shape that encompasses all of the points in 

the set with the smallest volume while always remaining convex. The convex hull of a 2-

D object and its convex hull are shown in Figure 6-2.  It can be seen that the non-convex 

area is not included in the hull, and the entire boundary of the hull is convex.  

 

Figure 6-2 Left: a two dimensional shape. 
Right: its convex hull. 

Non-convex 
region 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

71 

 

 

An analogy for a 2-D convex hull is a rubber band that is stretched over all points in a set 

and then allowed to contract. The rubber band encompasses all points in the set and 

minimizes the total area. In 3-D this can be thought of as a balloon that is stretched over 

a point cloud set and then allowed to contract. 

This convex hull of a three dimensional point cloud set is a unique model of the object 

that eliminates the interior points. It simplifies the model of the object, diminishing the 

number of calculations needed for grasp planning. 

Figure 6-3 Left: a random set of points. Right: The red line represents the convex hull 
of the same set of points. 
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6.2.2 Computation of Convex Hull  

As in the previous section, the 2-D case is explained first and then extrapolated to 3-D. 

O'Rourke [40] presented two methods for obtaining a convex hull in 2-D and 3-D. The 

first method is "gift wrapping" developed by Chand and Kapur [41]. For a set of points 

   , if the line from       to    is on the convex hull, then the next line that will lie on 

Figure 6-4 Left: A point cloud of an object containing 2704 points. Right: The convex hull of the 
same set of points with 68 vertices and 63 facets. 
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the convex hull is the line beginning at point    to any other point    that has the 

smallest angel   between the extension of       to    and    to   . This is then taken as 

the next line and the algorithm continues. The initial hull point can be taken as a 

boundary point, e.g. the lowest point. The analogy given by O’Rourke [40] is a shoelace 

that is wound around the set. An example is shown in Figure 6-5, where    is the 

smallest angle and    
 is the next point on the hull. In 3-D shown in Figure 6-6 if a facet 

is assumed to be on the convex hull. Then the plane formed by the three points 

               is rotated around one of the three edges (Figure 6-6 shows the first edge) 

until the plane intersects another point in the set in this case      the two points 

forming the line (         and the new point      become a new facet on the convex 

hull if has not been previously added and adds two new edges to continue the process 

(    to    and      to   ). The second edge of the original facet could then be analyzed 

again creating a new facet (see Figure 6-7).  The main disadvantage of the "gift 

wrapping" algorithm is that is executed in       time (worst case       time), where   

is the number of points in the set, and   is the number of points on the hull. 
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Figure 6-7 Gift wrapping of a convex hull in three dimensions second edge. 

   
     

    

        

    

      

   

Figure 6-6 Gift wrapping of a convex hull in three dimensions first edge. 

   

   
     

    

    

        

    

      

Figure 6-5 Gift wrapping of a convex hull in two dimensions. 
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Quickhull, a technique developed by Barger et al. [42], was chosen for our 

implementation for its computational efficiency. It is able to compute the convex hull of 

a set in          time. 

6.2.3 Triangular and arbitrary polygonal facets 

 

Initially, in the grasp planner implementation the convex hull algorithm modeled the 

object using triangular facets. Later it was revised to use an arbitrary number of points 

to form a facet such that larger polygonal facets could be formed. Examples of the two 

types of facets are shown in Figure 6-8. To form a facet with more than three points 

while satisfying the convex criteria of a convex hull the additional point would have to 

be in plane with the other three.  Due to sensor errors, the measured points are never 

perfectly accurate, a point on a flat face of the object would be offset and cause several 

Figure 6-8 Left: a triangular facet. Right: an arbitrary polygonal facet. 
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three point facets to be created. Rectangular object faces such as the side of a box or 

cube also had to be separated into at least two or more three point facets. To overcome 

this problem an allowance was made for a point to be up to 2mm off of a facet plane 

and still be included in that plane during the creation of the convex hull. This allowance 

helped to increase the size of the facets, by including the points only slightly off of them. 

This then reduced the number of facets in the final object model, decreasing the search 

space for the grasp planning algorithm.  

6.2.4 The qconvex function 

The qconvex function located in the Qhull[42] code library was used to implement the 

Quickhull algorithm  The qconvex function inputs were the point cloud generated by the 

sensors and the off plane allowance. The function generated the convex hull and its 

outputs consisted of the number of facets, the list of facets, the normal for each facet, 

and the facet area. 

6.3 Grasp Planning Theory 

The grasping strategy was designed to obtain a force closure grasp that is robust to 

external forces and moments; errors in the shape and pose of the object model; and 

errors in the gripper pose due to the robot. Force closure will be defined in the next 

subsection. The jaws of the gripper consisted of large parallel plates that are actuated 

along their common normal. The algorithm was designed such that one parallel plate 

would be in full contact with a convex hull facet and the other would contact a point 
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opposite to this facet which was termed          . The goals of the grasp planner are 

finding all pairs of facets and points that create a force closure grasp; and then selecting 

the best pair for grasp execution based on a quality metric. 

6.3.1 Closure 

In grasping theory, the two main types of object restraint are termed force closure and 

form closure. Form closure occurs when an object is geometrically constrained by a 

gripper without requiring friction [43]. Form closure grasps usually require a multi-

fingered hand, and numerous contacts between the hand and object [44]. Using a 

parallel jaw gripper with flat jaws it is not possible to completely enclose the object to 

be grasped so form closure is not possible. The other type of restraint is force closure.  

Force closure provides object restraint using contacts with friction.  The inclusion of 

friction reduces the number of contacts needed [44]. Force closure allows the object to 

resist arbitrary forces and torques assuming the squeeze force can be infinite. The 

interaction of the contacts between the object and the gripper fingers are typically 

modeled in one of three ways:  

1. Hard-finger contact: Friction exists between the contact point and the object with a 

coefficient of friction  . A force can be applied through a cone at an angle   (see 

Figure 6-9), where        , without slip occurring between the contact point and 

the object. 
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2. Soft-finger contact: In addition to the hard-finger friction cone contact a soft finger 

contact can exert torques around the contact point.  See Figure 6-10. 

 

 

 

Figure 6-10 Friction cone for a soft finger contact with a force   , an angle  , a 
coefficient of friction of  . A torque      around the contact point can be exerted. 

  
    

      
 

    

Figure 6-9 Friction cone for a hard finger contact with a normal force   , an angle 
 , and a coefficient of friction of  . 
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3. Frictionless contact: This is the same as a hard finger contact where the coefficient 

of friction    . This means a frictionless contact is a hard contact that has a 

friction cone at an angle    . See Figure 6-11. 

 

 

Most parallel jaw gripping papers rely on two antipodal points of contact, one on either 

side of the object. For this to be a force closure grasp two soft finger contacts are 

required.  For an object held stationary in the air, the forces and torques acting on the 

object are shown in Figure 6-12 and Figure 6-13. 

Figure 6-11 Frictionless contact for a force   , this is the same as a hard finger 
contact with a coefficient of friction     and therefore the friction cone has an 

angle   of  . 
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Figure 6-13 The forces and torques acting on an object during a parallel jaw grasp, 
including gravity, shown from the side. 
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Figure 6-12 The forces acting on an object during a parallel jaw grasp, including 
gravity, shown from the front. 
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With our grasping strategy, the selected facet on one side of the object provides a 

minimum of three points of contact with lines of action perpendicular to the facet plane, 

away from the gripper jaws. It cannot be assumed that the facet is a solid surface 

because any points internal to the three endpoints would be removed during the 

creation of the convex hull. Opposite from the selected facet is the point          . This 

point, as further discussed in 6.4.3, has a ray projecting from it in the opposite direction 

of the facet normal    . The point where that ray intersects the plane that the facet lies 

on, is termed        . For a successful grasp this point must lie internal to the selected 

facet.           has its line of action pointing in the opposite direction of the facet 

normal,    . Therefore, for each grasp there exists a minimum of three points of 

contact with the gripper jaw on the facet side with lines of action along   and at least 

one point of contact with the gripper jaw on the secondary or opposite side with line of 

action along   . 
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Figure 6-15 Left: a front view of the object being grasped with the contact points 
and friction cones. Right: a side view of the object being grasped with the contact 

points, selected facet and friction cones. 

 

Figure 6-14 Front view of the grasping of an object with a minimum number of 
contact points.  
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In the worst case of our grasping strategy there will only be four hard finger contacts. 

Figure 6-14 and Figure 6-15 show the object being grasped with four hard finger 

contacts. In Figure 6-15 the gripper fingers have been removed for clarity. The contacts 

due to the three point facet,         can be reduced to a single contact interior to the 

facet       , this point lies at the intersection of the dashed line in Figure 6-14 where it 

contacts the jaw. The problem is then reduced to the two soft-finger contact 3-D force 

closure grasp explained above. The main reason that soft fingers are required in a two 

point contact grasp is to resist the rotation of the object. Only a soft finger contact can 

exert torques around the contact point. Examining the three point facet in Figure 6-16 it 

can be seen that it is impossible to create a torque around a single contact point on the 

facet without creating forces that can be resisted by other two hard finger contacts. This 

is shown in Figure 6-16. 
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The forces exerted at the second point,   , and third point,    , are given by: 

     
 

        
 

(6-1) 

Where 

   is the force exerted at point           . 

  is the torque exerted at the first point      

   is the distance from the first point to point           . 

Force from rotation around the first point or grasping axis 
Force from point contacts. 

A torque is exerted 
around this point 

Figure 6-16 Demonstration of the torque around a point and the forces that act 
because of it. 
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   is the angle between    and   . 

If the forces are observed at right angles,     
 

 
   then this equation simplifies to: 

     
 

  
 (6-2) 

 

If a torque is created at any one point the other two points are able to resist it with a 

force. Because of this torque the constraint of a soft finger contact to stop a torque can 

be removed and a force closure grasp is accomplished with hard fingers only. If the point 

of contact from the simulated two finger grasp is inside the facet then three point 

contacts can be used to resist the force, this is shown in Figure 6-17 below.  
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In this case again this axis of rotation is not in line with all the points on the grasping 

facet, so the three contacts on the facet (hard finger point contacts) are able resist the 

induced torque. 

6.3.2 Rotation 

To ensure that the object in the gripper did not rotate when the gripper jaws closed, the 

information from 6.3.1 is employed. In Figure 6-18 on the left, the opposite point 

            is chosen such, that is the point lies internal to the projection of the facet 

Force from rotation around grasping axis 
Force from point contacts. 

Figure 6-17 The view from the parallel jaw plane, with the finger contact points 
resisting a rotation along the grasping axis. 
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across the object along the facet normal. When the gripper jaws close the force and 

torque from the opposite point              is balanced by the force and torque from the 

contact with the facet, and the object will not rotate. In Figure 6-18 on the right, the 

force and torque from           will not be balanced by the force and torque from the 

contact with the facet (unless the coefficient of friction is very large), and as the jaws 

close the object may rotate counterclockwise, potentially creating an unstable grasp.  

 

 

Opposite Point 
            

Selected Facet 

Facet Normal 

Figure 6-18 Left: the opposite point lies interior to the projected facet and the grasp 
is stable. Right: the opposite point lies exterior to the projected facet and the object 

rotates in the gripper.  
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6.3.3 Facet Area and      

For a more robust grasp the area between the gripper and the object should be 

maximized. This is the area between the gripper finger and the selected facet. A larger 

area allows for a grasp to be accomplished with more errors in physical modeling or with 

movement errors or offsets encountered during the grasp attempt. It also helps make 

the grasp more robust to external moments. For a grasp to be attempted a minimum 

area constraint must be met to rule out non-robust grasps, this also speeds up the grasp 

selection process by removing grasping candidates that are likely to fail earlier in the 

process by reducing the size of the grasping set. The grasp quality metric to be 

introduced in Section 6.4.3 will be heavily weighted on the facet area in order to favour 

larger facets. This can be done because the assumption that the gripper jaws have large 

flat faces ensures that the entirety of the selected facet lies in contact. 

When an object is grasped and lifted above the table, a moment   about the axis of 

rotation is caused by the force of gravity. The distance between the axis of rotation and 

the     is defined as  . As the axis moves further from the      the magnitude of the 

moment is increased. This is shown in Figure 6-19.  In the best case when the grasping 

axis is through the      (          and at its worst case when   is half of the 

length of the object   
 

 
  ,    

 

 
   .  
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If (6-1) is rearranged and the force of gravity is substituted the equation becomes 

        
(6-3) 

Where   is the distance from the     to the point             .  From this equation it 

can be seen that since    is constant, as   increases   increases. 

6.4 Finding Potential Grasping Surfaces 

To find the selected grasping facet and the opposite point          , the following 

naming convention was used to illustrate the steps of the grasping strategy: 

          the point opposite the chosen facet. 

       the point that lies on the facet that is projected along the facet normal 

from          . 

Force from grasping axis 
Force from gravity 

Figure 6-19 The force from the grasping axis and from the force of gravity. 
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           the points (or vertices) that make up the facet, they are all in the 

same plane (or slightly off see 6.2.4). 

       the location of the centre of a facet. 

These are illustrated in Figures 6-20, 6-21 and  6-22. 

 

Figure 6-23 The n point facet, facet point and opposite point. The facet point is the 
intersection of a line projected from the opposite point along the facet normal and 

the plane the encompasses the facet 
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Facet 

 

 

          

 

 

       

 

   

 

   

 
   

 

   

 

   

 

   

 
Facet 

Plane 

Figure 6-24 Left: an image of the n point facet from the side such that the facet 
extends into the page. The facet normal is at a right angle to the facet. It can be 
seen here where         lies on the intersection of that facet normal projected 

from the opposite point. Right: The same facet rotated along the by 
 

 
 about    

and tilted such that the view is along the normal of the selected facet. Here 
       and           are in line with each other. 

 

Facet 

Extension of   
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6.4.1 Grasp Planner inputs and outputs 

The inputs to the grasping planner are: 

 The point cloud model of the object 

 The convex hull of the object including 

o A set       of candidate grasp facets (CGFs) to be evaluated,  each 

having: 

     facet vertices in the world frame            

 Facet Normal                from              

 Facet Area    
 

   

 

   

 
   

 

   

 

   

 

   

 

          

 

 

       

 

Figure 6-25 This is the same as Figure 6-24 with the exception that here        

appears outside the facet while projected back along the normal. 

 

Facet 

          

 

 

  

       

 

Facet 

 

 

Extension of   
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 Maximum distance from the facet to any point in the cloud along 

the normal of the facet                        
 

 The centre coordinate of the facet       
      

  

o The centre of mass        of the convex hull of the object assuming 

uniform density. 

The outputs of the grasp planner for each grasp before for evaluation are: 

 The number of points in the CGF 

 The facet endpoint coordinates in the world frame            

 The coordinates of the opposite point            in the world frame            

 The coordinates of the point on the facet plane          in the world frame 

           

 The Normal to the grasp                  

 The facet Area     

 The maximum distance from the facet to any point on the cloud along the 

normal of the facet 

 The minimum distance from the line connecting        and          , and the 

     

 The distance from the facet point         to the centre of the facet          
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 The location of the centre of the grasp in the object, this is the location that is 

centred between        and           

6.4.2 Pre grasp-planner steps   

Before the grasp planner can compute actual grasps the following information must be 

determined and stored. 

The set of facets and their endpoint coordinates in the world frame             are 

calculated using Qhull and stored in a structured array of facets. This array also includes 

the equation of the facet plane in the form             , and the facet area.  

     of the object is calculated based on the convex hull of the point cloud and assumes 

a uniform density.  It is computed as follows: 

For a convex hull with   facets, each consisting of a convex polygon with   sides and   

corners. 

1. For each facet       on the convex hull subdivide the n-sided polygon 

into n-2 triangles from     to       . 

 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

95 

 

 

2. For each triangle     consisting of points           
       

  

Compute the area and centroid. 

Figure 6-26 an example of a 6 sided polygon       divided 
into 4 separate triangles         . 

 

   

 

   

 

   

 

   

 

   

    

 

    

 

    

    

 

    

 

Triangles ID 
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The area is calculated using the cross product of the vectors 

             
            

            
      

(6-4) 

            
            

            
      

(6-5) 

      
 

 

 
        (6-6) 

     
 

 

 
 

   
        

        

    
        

        

   
        

        

  
(6-7) 

where 

       
        

      
      

  
(6-8) 

 

3. Compute the area and centroid of the facet. 

Figure 6-27 calculation of area     and centroid     
  of a triangle     
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The area of the facet     
         is the sum of the areas of the smaller 

triangles 

     
      

     
    

(6-9) 

The centroid of the facet    
 can be computed from the above as a function 

of the areas and centroids of all the triangles in the facet. 

     
 

     
      

      
      

      
   

   

 (6-10) 

 

where    
can be expressed as  

     
      

     
     

  
(6-11) 

 

4. Calculate the total area and       using all of the facets. 

The total area of the object is  

          

   
    

(6-12) 

And      is calculated using the centroid and areas of each facet. 

       
    

   
   
   

   
 (6-13) 

or 
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 (6-14) 

 

where      can be expressed as  

             
      

      
  

(6-15) 

 

The maximum distance from the facet to any point in the point cloud was calculated 

using the following method: 

1. For each CGF         

a. For each point in the point cloud        

Calculate the distance   from the facet to the point: 

Using the point          and equation of the facet plane:  

 
            (6-16) 

The distance is the projection of a vector from the plane to the 

point    onto the normal vector of the plane   . 

 
   

     

   
 (6-17) 

Substituting in   and  : 

    
                    

   
    

    
 

 (6-18) 
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The largest value is stored for each facet and is used by the grasp 

planner while determining if           is viable. 

6.4.3 Grasp planner 

The grasp planner takes the information from the pre-grasp planner and creates grasps 

using a set of grasping constraints that must be met. It then evaluates a set of criteria 

and computes a grasp quality metric.  Lastly, the grasp with the highest quality is chosen. 

To evaluate each grasp the grasp planner iterates through CGF's        . Each facet 

has     vertices that make up the plane the facet lies in, as was shown in Figure 6-23.  

Each point in the model that is not in the CGF is then evaluated as          . Using the 

ray projecting method described earlier this           is projected to the CGF. The 

intersection of the line and the plane is       . The points and projections can be seen in 

Figure 6-24 and Figure 6-25. For the grasp to be stable        must lie interior to the 

facet edges on the plane. 

Create a set of grasps    that, along with the pre-grasp information, contain the 

following: 

1. For each CGF,       

a. For each point in the object not making up the current facet,       

 

i. Find        as shown in Figure 6-24 and Figure 6-25 
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Using the normal of the facet given as 

               
(6-19) 

and rearranging it into the form 

                     
(6-20) 

substitute a point on the plane        and the normal of the plane   

              
(6-21) 

with the equation of a line 

           
(6-22) 

with  

      points on the line 

  a direction vector of the line 

Then using (6-22) and substituting   for  , and           for    

                 
(6-23) 

the equation of a plane can be represented as  

         
      

(6-24) 

where 

      
are points on the plane 

  is the normal of the plane 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

101 

 

Combining (6-24) with (6-23), where     , the line and plane 

intersect. 

                   
      

(6-25) 

solving for   

      
                  

   

   
 (6-26) 

substituting        into    
 (a point on the plane)  

       
                       

   
 (6-27) 

using equation (6-21) and subbing into (6-27) 

       
                

   
 (6-28) 

knowing that the intercept of the plane and the line is at    we can 

find        as  

                        
(6-29) 

substituting in  equation (6-23)  

                     
                

   
  

(6-30) 

 

ii. Find the distance from           to        using  

  
(6-31) 
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This is the distance between the grasping points and is the distance 

the gripper jaws must open; it cannot be larger than the max gripper 

separation (70mm). The largest value of                     
 termed 

                       
 must also be stored in the gripping structure to 

ensure that the grasp will contact           before another point on 

the object see Section 6.4.4. 

 

iii.  Find out whether        lies interior or exterior to the facet edges 

on the plane encompassing the facet see Figure 6-28. For a successful 

grasp        must lie interior. 
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Using a simple case of a point and a three point facet the process for 

finding whether a point is interior or exterior is the following. In the 

case of the triangle in Figure 6-28, and Figure 6-29 with 

points           , edge vectors             and two test points with 

vectors    for        
 and     for        

.  

Figure 6-28        
 lies inside the facet, while        

 lies 

outside the facet. 

 

       
 

 

CGF 
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It can be seen that the point will lie in the interior of the facet if it lies 

on the side of each the edge vectors that are towards the centre of 

the facet. If the cross product of    and     
,        

   and    and 

   
,        

   are examined it can be seen that they will result in 

different signs as the vectors are on opposite sides of the edge   . 

Using the right hand rule       
 will be negative, and       

 will 

be positive. 

To figure out what sign is needed for a point to lie on the correct side 

of an edge any other point on the facet can be used, here it is   . This 

is valid because the shape of the facet must be convex as it is based 

off of the convex hull hence no other point can be either in line with 

Figure 6-29 Calculating whether the point lies interior or 
exterior. 

 

        

 
        

 

cgf 
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the current edge vector or on the side of the vector that an exterior 

point would lie. 

For an   sided convex planer polygon this is accomplished using the 

following algorithm: 

 

1) For each of the edges of the polygon          shown in 

Figure 6-23 

Construct the vector    

     
          

(6-32) 

Construct a vector from    to any other point on the CGF,      

was used 

     
           

(6-33) 

Construct the vector    shown in Figure 6-29 from    to        

               
(6-34) 

find the cross product of both 

       
    

 
(6-35) 

       
    

(6-36) 

examine the dot product of the cross products. 

             
(6-37) 
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(6-38) 

 

If        is positive then the point being examined          

lies on the interior side of the vector    
 the next     edges 

are then examined if        is less than or equal to 0 then 

       is outside the facet and the grasp is discarded. 

 

In Figure 6-30       
 is interior to all edge vectors          , 

       is not interior to edge vector    but is to   , and   , 

       
 is only interior to   . 

Figure 6-30 Interior/exterior point example. 
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iv. Find the distance between       and the line joining        and           

(     .   

 

 

The area of the triangle                         can be represented 

as both 

       
 

 
                                 and 

(6-39) 

       
 

 
                       

(6-40) 

where      is the height of the triangle, which is also the minimum 

distance between the line segment                    and      . 

Equating (6-39) and (6-40), rearrange and solve for      using 

Figure 6-31 Distance between the line joining        and           and the 

    . 
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(6-41) 

 

v. Calculate the distance from the centre of the facet     
  to        using 

the distance formula 

                
       

        
     

        
      

        
  

(6-42) 

 

vi.   Compute the grasp quality metric according to 

 

                    
   

   
              

     

       

   

                   
   

              

                 

   

 

(6-43) 

where 

        is the grasp quality metric, 

           is a user defined weight on the area of the facet, 

 
   

   
  is the dimensionless ratio of the area of the chosen facet over 

the surface area of the convex hull of the object (Note that 

  
   

   
    ). 

          is a user defined weight on the distance from the centre 

of mass, 
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 is a dimensionless number, with a range   

   
     

       

   , representing the distance from the line joining 

       and           and the      (Note that a closer line gives a 

higher number, i.e. a line through the     would result in 

  
 

       

       while a line that is the maximum distance 

away would produce   
       

       

      ), 

                   
 is a user defined weight on the distance to the 

centre of the facet, and 

   
              

                 

  is a dimensionless number, with a range 

     
              

                 

   , representing the distance from        

to        
 where   means that that        is at its maximum distance 

away from    . 

6.  Calculate the centre point of the two gripper finger tips                 . To 

calculate the   component for the CGF tip centre        the lowest point on the CGF 

is chosen, this is       
 . The    and    components of the vertices of the CGF are 

examined and the maximum             and minimum             coordinates in 

are found. The point centred between the two points is used for the facet tip 
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centre  , and   components of      . This is shown in Figure 6-32 and is given be the 

following equations: 

      
     , 

(6-44) 

       
 

          

 
, 

(6-45) 

       
 

          

 
 

(6-46) 

 

 

To get to the tip centre    from      the point is projected along the 

normal half the distance from the facet to the maximum opposite point. 

As shown in Figure 6-33, this puts the tip centre in the middle of the 

Selected Facet 

projected onto the 

    plane 

   

 

   

 
   

 
Figure 6-32 By projecting the facet onto the   plane the largest 

and smallest values for the   and   values are found 

 

     

 

     

 

     

 

     

 

Facet Centre 

location 
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object and allows the gripper jaws to be equally spaced around the object 

when a grasp is attempted.  

         
 

 
                        

     (6-47) 

 

 

 

 

6.4.4 Reduction of Grasp Set 

Using the information stored in the set   created as described in 6.4.2 and 6.4.3, 

grasps that cannot be physically realised, or are likely to fail, are eliminated using the 

following procedure: 

   

 

   

 
   

 Figure 6-33 Procedure to find the tip center 

 

Selected Facet 

(bold) projected 

onto the     plane 

Facet centre 

      
      

  Tip centre           

Normal of the 
selected facet 

Second Gripper Jaw First Gripper Jaw 
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1. The gripper jaws have a maximum distance that they can open (max gripper 

separation), and a minimum distance that they can close (min gripper separation).  

a. If the min gripper separation is greater than                     
 the gripper 

cannot grasp the object as the object is too small and will not contact the 

gripper finger surfaces on both sides. 

b. If the max gripper separation is smaller than                     
 then the 

gripper cannot grasp the object because the jaws are not able to open wide 

enough to allow the object to fit inside.  

c. If the max gripper separation is smaller than                        
 minus a 

small threshold then the gripper cannot grasp the object because it will 

contact the object as it moves in to grasp it. This is shown in Figure 6-34. 
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In the above figure the selected point           is       away from the 

selected facet, the point         
 is       away from the selected facet. If a 

grasp is selected between the facet and the           the difference 

            is used to determine whether a grasp attempt could be 

considered. If             is large then as the parallel jaws close the point 

of contact between the jaws and the object will occur at         
. In Figure 

6-34 this would result in a rotation in the clockwise direction and could lead 

to an unstable grasp. An unstable grasp will not always be created if 

            is large. When           is examined and found to be too far 

away from          
            is removed from set. If             is small, 

then           and         
 lie close to one another, as can occur if the points 

Figure 6-34 Grasping size constraints.            is       away from the 

selected facet, the point         
 is       away from the selected facet. If 

     -       is greater than the threshold then the grasp is removed. 

 

          Selected 

Facet 
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are approximately on a plane and the plane is not exactly parallel to the 

selected facet. In this case it does not make sense to remove the point 

because it will not result in a significant rotation of the object. Both of these 

cases are shown in Figure 6-35. 

 

2. To grasp the object a minimum area is needed to be in contact with the 

selected facet. If the area is too small then the jaws may not be able to 

successfully grasp and lift the object. Also with a smaller area the locations of 

valid points on the opposite side (choices for           ) are reduced due to 

the interior point constraint see Section 6.4.2.  The area threshold was set 

at       in our implementation. 

3. The angle that the gripper can grasp an object has an upper and lower bound 

based on the physical limitations of the robot. In our implementation these 

Figure 6-35 Left             is small resulting in almost no rotation, 
Right             is large resulting in a large rotation. 
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are set at      degrees from the   plane as shown in Figure 6-36. The angle 

threshold is checked using the dot product of the normal and the   axis      

of the world coordinate given by 

         
    

        
  

(6-48) 

This simplifies to  

             
(6-49) 

 

 

4. When the object is mounted on the playfield it is raised above the base 

height of the table. This height creates an error in the camera modeling 

process where the sides of the object, that may not exist, are not eliminated 

correctly. A large facet is created with an angle from the    axis similar to the 

Gripper Fingers 

   

 

   

 

   

 
Figure 6-36 Visualization of the     no grasping zone 

 

Center location 
          

  

 

    

No grasping 

area. 
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angle the camera is at during image capture (    from 0). An example is 

shown in Figure 6-37. This error is more apparent as an object becomes 

shorter (smaller in the    axis) because the ratio of object size to distance 

from the table is greater. The facets that are created are based on the height 

of the object off of the table. Due to this model imaging error these facets 

can become larger than the facets created from the actual object and are 

thus erroneously chosen as the preferred grasp. To combat this problem, 

grasping angles that lie along or very close to this axis are removed from the 

grasping set because the probability that they are erroneous is high. This is 

shown in Figure 6-38, the angle   is the angle from the    axis to the 

beginning of the region when the grasp is removed,   is the degree threshold 

for removal of grasps. A grasp with angle   is removed from the set 

if        . These constraints occur along both the positive and 

negative angles from the    axis. A combination of the two constraints is 

shown in Figure 6-39. In 3-D the constraints can be regarded as two separate 

hollow or thin walled cones. 
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Figure 6-38 Exaggerated visualization of the grasps that are removed 

due to the vision modeling error. 

 

Center location 
          

  

 

  

No grasping due to 
modeling error 

area. 

Gripper Fingers 

   

 

   

 

   

 Figure 6-37 Image facet error due to height. The red area is the error the model 
will have due to the height of the camera over the object, the height of the 

object above the table, and the angle of the camera. 

 

Modeling Error 
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Location of table in world coordinates  
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5.  To prevent a collision with the table the gripper jaws have a check based on 

the gripper geometry, grasping angle and location of the grasping point 

above the table     to ensure that the gripping jaws do not come into contact 

with the table surface. The collision geometry is shown in Figure 6-40. 

   

 

   

 

   

 
Figure 6-39 Exaggerated visualization of the all of the areas that have to be 

removed from modeling error and gripper maximum angle constriant. (not to 
scale). 
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As seen in Figure 6-40 a right triangle is formed with an angle of   , 

hypotenuse     and opposite side   .    is the half of the maximum opening 

distance of the gripping jaws plus the width of a single finger,    is the 

vertical distance the lowest gripper finger will reach below the tip centre    .  

For a possible grasp the lowest gripper finger cannot be in contact with the 

table surface: 

     
 

 
                                                   

(6-50) 

             
(6-51) 

Figure 6-40 Geometry of the gripper relative to the table 
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To ensure no table contact 

            
(6-52) 

Combining equations 6-53, 6-54 and 6-55 gives: 

        
 

 
                                                            

(6-56) 

 

6. A minimum height above the table constraint is added       
 , this is just 

to ensure that the robot jaws never come into contact with the table. In 

our implementation, the constraint is set at     so any grasp that has a   

coordinate of the tip centre         is discarded. A filter in the input to 

the convex hull was used so that grasps are not eliminated needlessly, this 

is explained in 6.4.5. 

6.4.5 Handling Exceptions  

In Section 6.4.3 point 6 the location of the gripper jaws is calculated such that 

one of them entirely covers the CGF.  If the lowest point on the CGF is below the 

5 mm limit imposed in Section 6.4.4 point 6 then the CGF will be eliminated from 

the set.  However, depending on the point cloud a valid grasp may exist for facet 

of reduced size.  This problem was solved by removing the points below the 5 

mm limit during the creation of the convex hull. This results in a valid CGF with all 
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vertices above the threshold, or insufficient points remain to create the CGF. An 

example of the former is shown in Figure 6-41.  

 

6.4.6 Final Grasp Selection 

After the removal of the grasps from the grasping set   is performed as described 

in Section 6.4.4, the remaining grasps are compared and the grasp with 

maximum         is chosen as the grasp to execute, i.e. 

                                                   
 

(6-57) 

If no grasp can be found then the grasp planner evaluates the grasps to find out 

and logs the reason, the most likely case is that the object is either too large for 

the gripper jaws, or too small for the gripping jaws. A grasp may also not be 

found on a complicated object because of the angle constraints. In these cases 

Figure 6-41 Lower boundary removal, removing the offending point from 
the convex hull, and hence the problem from the facet. 
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the program assumes that it is possible to grasp the object in a different 

orientation and attempts to tumble the object into a new pose. 

 

 To do this it takes the location of the centre of the object from the initial 

overhead view               and the   height as the height of the playfield, stored 

as a variable in the program. The object is identified as either on the left or right 

of the playfield using the       coordinate. The gripper is then moved to that side 

of the playfield remaining outside of its boundary by        and is positioned 

such that it's   position is the same as the       location. The height is set to the 

height of the playfield. The gripper is then moved horizontally along keeping the 

  position the same and raising the   position by       until it reaches the 

Figure 6-42 Procedure for tumbling the object when no grasp is found 
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centre of the playfield       . The raising action allows the gripper to contact 

the object while moving upward so that it does not just get pushed into the 

playfield table. When the gripper passes the centre of the table by       it 

stops assuming that the object has been moved. The program then begins the 

grasping procedure shown in Figure 3-3 again. 

Several other methods to move the block were tried including moving the 

gripper beside the object and opening gripper to "pop" it into a new position. 

This method failed to have enough power to disturb the object. Another method 

involved moving towards the object in direction of the vector from the object to 

the centre of the playfield. This method was successful in most cases but when 

the object was near the extremities of the playfield the robot needed to start its 

move from a location outside its workspace and failed.  

6.5 Grasp Execution 

With the grasp selected, the execution of the grasp begins with the calculation of the 

approach vector, gripper orientation angles and approach point. 

6.5.1 Calculation of Approach Vector and Gripper Orientation 

Angles 

The gripper will approach the object by moving along the “approach vector”. The 

approach vector,  , is calculated using the normal of the selected grasp,    and the 
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normal to the table  . The method presented here is similar to the one used in the 

unpublished code developed by Bone et al. [16]. The three vectors are shown in Figure 

6-44 and 6-43. 

 

 

In equation form: 

Figure 6-45 Vector   is the negative of the component of   orthogonal to  . 

 

  
  

  

Figure 6-44 The grasp normal vector    , table normal vector   , and approach 
vector    
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(6-58) 

    
   

    
     

(6-59) 

 

Since           in world coordinates the calculation of the approach vector may be 

simplified as follows: 

            
(6-60) 

                                  
(6-61) 

                           
(6-62) 

                
     

(6-63) 

 

With the approach vector known, the next step is to determine the appropriate 

orientation of the gripper jaws relative to the world frame.  Note that the rotation 

around the   axis      is taken as zero since it rotating in that direction is not helpful, 

see Figure 6-46. If    is non-zero then as the gripper jaws move downwards their lowest 

corner will make contact with the table and this will increase the minimum height of the 

object needed for a successful grasp. The rotation also does not help with grasping the 

object as it is in plane of the jaws.  
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The   rotation     , shown in Figure 6-47, is needed to align the associated gripper jaw 

with the selected facet.  It is based on the projection of   onto the      plane       

shown in Figure 6-48. 

Figure 6-46 The problem with a non-zero    angle.  As the gripper moves 
downwards the bottom right corner of its jaw may hit the table before the center of 

the gripper is positioned to grasp the object. 
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The angle    can then be calculated as  
 

 
 plus the angle between    and        

Projection onto the    plane 

   

 

   

 

Figure 6-48 Projection of   onto the      plane. 

 

   

     

   

 

   

     

   

Projection onto the    

plane 

Figure 6-47 Definition of the    angle. 
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(6-64) 

       
             

                
 

 

 
 

(6-65) 

 

Recalling Figure 4-1 and Section 4.2 equation (4-1) this may be change from world 

coordinates to robot base coordinates as follows: 

       
              

                 
 

 

 
 

(6-66) 

 

To calculate the    rotation    ,     was projected onto the    plane as: 

                   
(6-67) 
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The   rotation      for grasping is then calculated as:  

                    
(6-68) 

 

With a symmetrical parallel jaw gripper its orientation about the    axis can be rotated 

by    without affecting the grasp. To ensure the gripper and robotic arm do not collide 

an initial gripping angle    is modified such that it lies in the region of   to   by adding 

or subtracting   radians if necessary.  

An additional constraint is added to avoid the collision of the laser bracket and robotic 

arm.  As shown in Figure 6-50, the bracket that holds the line laser can collide with the 

robotic arm (collision shown in red) if the arm rotates to far in the positive direction 

Figure 6-49 Calculation of the   rotation      
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around    , and the gripper rotates in the negative direction around    . This is most 

evident when    
 is positive. To avoid this collision the bracket was oriented to always 

face away from the robotic arm.  A check was added using the    
 coordinate of the 

gripper, if it was less than    mm (this allows for the bulk of the arm) the gripping 

angle would be modified so that it was greater than  
  

  
  by adding   radians the 

limiting case is illustrated in Figure 6-51.  

 

Figure 6-50 Robotic arm physical constraints that must be considered to avoid 
collision with the laser bracket 
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6.5.2 Calculation of approach point 

The approach point was calculated using the approach vector. 

                          
(6-69) 

 

Where: 

          is the start point of the approach and, 

Figure 6-51 Robotic arm physical constraints that are enforced whenever the 
arms    coordinate is above      
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          is the distance away from the the tip centre     that the approach point 

should be (in our implementation                ). 
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Chapter 7  
Evaluation Technique 

The following chapter describes the objects and procedure created for grasp evaluation. 

The grasp evaluation method was developed as a result of the lack of a common 

grasping metric used in the current literature as discussed in Section 2.3.  This chapter 

describes the breakdown of the types of evaluation used, the types of objects, and the 

methods that were created to evaluate the grasps. 

7.1 Grasp Evaluation Purpose 

The evaluation technique was developed to measure two separate, yet important, 

aspects of automated grasping.  The aspects that were evaluated were: “grasp 

repeatability” and “graspability”. Grasp repeatability is defined as the ability to grasp the 

same object in a similar manner, and graspability is defined as the ability of the system 

to grasp an arbitrary object. High grasp repeatability is useful during the handling of 

objects since similar objects will be held with a similar pose. For example if a grasping 

system was tasked with stacking bricks, it would be preferable to have the system grasp 

the blocks with a similar pose to ease the brick laying calculations with respect to the 

location of the brick in the gripper(it would in the worst case present a good starting 

guess for the pose of the brick). Grasp repeatability can be measured by grasping the 

same object many times and measuring the difference in pose between all grasps. 

Graspability is useful to evaluate the ability of the grasp planner to grasp random objects 
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in random poses. This evaluation is useful when an object’s shape cannot be predicted 

or has never been seen before; these objects can exist in the mining or similarly, any 

other raw material industry. The objects that were used for grasp evaluation will be 

discussed in Section 7.3. The evaluation procedure will be discussed in the next section. 

7.2 Object Grasp Evaluation Procedure 

To ensure consistency a constant procedure was used to evaluate the grasps; this 

procedure was used for both types of evaluations. The steps used to evaluate an 

attempted grasp begin after the grasp was attempted. The gripper was moved to a 

predefined location defined as the "pose" position, this position is shown in Figure 7-1. 

When the robot was stationary in the pose position, the pose evaluation camera 

captured an image of the gripper jaws, and any object that may have been grasped. The 

pose location also included two separate halogen illumination lights for consistent 

lighting of the object from both the top side and bottom; these lights were controlled by 

the computer through a custom circuit board via an opto-relay (more information on the 

setup is given in Chapter 3). An example image of a rectangular box with multiple 

circular targets taken from the pose evaluation camera is shown in Figure 7-2. 
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Figure 7-1 The robot in the pose position with and object from set one in 
the gripper. 

 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

136 

 

 

7.3 Object Categorization 

The objects to be grasped were separated into the two evaluation categories and named 

similar to the grasp evaluation categories as “grasp repeatability objects” and 

“graspability objects”. Separate experiments were run for each object.  

 The first set, grasp repeatability objects (where changes in pose were measured), had 

circular visual targets attached to them. These targets were used for identification of the 

object pose only and did not play a role in grasp planning or execution. The second set of 

objects, graspability objects, included real world and concocted objects that were used 

Figure 7-2 An image of a rectangular box taken by the pose evaluation 
camera.  
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to determine if the grasp planner could successfully grasp and lift differently shaped 

objects. Since the complexity of attaching targets to most of the graspability objects was 

high, and the likelihood of being able to see the minimum required amount of them to 

identify its pose could be very low, the graspability objects were only evaluated using a 

binary pass/fail test. 

7.3.1 Grasp Repeatability Object 

The grasp repeatability object was used to measure the pose differences for the same 

object in a set of successive grasps. The object was fitted with optical targets (see Figure 

7-3) and then grasped many times on both level and non level surfaces. Each time a 

grasp was attempted a separate image was taken with the robot in the pose position. 

Using this pose information a frame was attached to the object, and termed the object 

frame ( ). Each objects pose was computed using POSIT [34], this was compared to a 

baseline pose of the same object placed in the gripper jaws by a human operator termed 

the perfect pose frame (p). The difference or offset between the frames was calculated, 

as   

              
(7-1) 

where 

          

        

        

        

   
(7-2) 
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see Figure 7-4 and Section 7.3.2. 

 

 

Figure 7-4 The grasp repeatability object with 
the orientations of the perfect pose    frame 

and object    frame shown. 

 

Figure 7-3 The grasp repeatability object, 
shown with circular targets attached. 
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7.3.2 Offset Calculations 

To calculate the angles between the different axis a homogeneous transformation 

matrix   
  between the frame   and    was calculated using:  

      
   

(7-3) 

           
        

(7-4) 

    
         

(7-5) 

 

With the transformation matrix formed, the calculation of the rotational offsets are: 

    

                   
 
   

  
(7-6) 

                
  

 
   

             
 

  
 
   

             
  

(7-7) 

                
  

 
   

             
 

  
 
   

             
  

(7-8) 

 

  

Another set of offset angles exist for a second          where  

                    
 
   

  
(7-9) 
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This creates a second         , and          but as we will show in Section 7.7 we can 

ignore, due to symmetry, rotations of 
 

 
 so we just evaluate the first set of rotations. 

7.3.3 Definition of Graspability Objects 

The second set of objects, graspability objects, included both concocted objects (created 

to test different basic shapes), and real world objects. The objects were chosen so that 

they would fit inside the gripper, and would include common and uncommon shapes 

with both curved and flat sides. Curved sides are important because the limit the area of 

contact with the gripper jaws making the grasping task more difficulty. The graspability 

objects are shown in Figure 7-5 and include non-convex block like shapes, a half circle, 

and an hexagonal nut. Each object was evaluated on a pass fail basis; if the object was 

present in the pose image then it was grasped successfully, if it was absent then the 

grasp failed. 
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7.4 Object Pose Identification 

To evaluate the pose of the grasp repeatability object, a separate program was written 

that took the images from the pose position (pose images) as input, found the targets, 

and computed the pose. The following sections describe this procedure. 

7.5 POSIT Computation 

The pose estimation was performed using OPENCV [33] and POSIT [34] library. 

The POSIT algorithm requires least 3 non-coplanar target points located on the object, in 

the case of the rectangular block there are targets on the large faces and sides for this 

Figure 7-5 Graspability objects. 

 

T-Shaped Box L-Shaped Box 

Cube Hexagonal Nut 
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reason. These points are then matched to locations on a model of the object stored on 

the computer. The pose is then computed from the location of these points on the 

model in virtual space and the locations of the actual target points on the image plane. 

7.6 Target detection and Identification 

The following information and algorithm was used to identify the targets attached to the 

objects in set one. The targets had to be identified to allow the POSIT program to 

compute the pose of the object. The basic steps for identifying the target were to 

segment the image in hue, saturation and value (HSV) space (see Appendix C for an 

explanation of HSV space). The results were then filtered and a boundary following 

algorithm found the outside of each circle. Finally, an identifier stored in each target was 

extracted along with the target location on the image plane. 

7.6.1 Target Segmentation 

To identify the coloured targets, ranges for the hue, saturation and value was set up. 

Several initial test images of the targets were taken, converted to the HSV colour-space 

and analyzed to find the initial threshold values. The initial values were then slightly 

refined during testing if a target was not, or partially found, or if too much background 

noise was present in the filtered image. The thresholding converted the image from the 

HSV space into a 2-D binary image matrix. The red targets were found to lie within the 

range of: 
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Table 7-2 HSV threshold values for red targets, front set. 

Hue               

Saturation            

Value           

 

Another second set of thresholds were added due to a large difference in lighting of the 

targets on the side of the object, the difference in apparent colours of the targets can be 

seen in Figure 7-6. This image was used to determine the thresholds because it had the 

largest difference in appearance between the front and side targets.  

Table 7-3 HSV threshold values for red targets, side set. 

Hue              

Saturation            

Value          

 

The hue has two separate thresholds in each set because Red in the HSV colour-space 

includes the jump from      to   . An example of a post threshold image of the object is 

shown in Figure 7-7. As the image shows, the background included many false positive 

pixels.  
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Figure 7-6 This image shows the object and the variations in the apparent colour of 
the red targets.  Note that all of the targets are the same true colour. 

Red targets used 
for identification 
of pose. 
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To remove some of the noise in the image, it was filtered initially using a morphological 

open close using the filter element shown in Table 7-4. 

Table 7-4 The element used for the morphological open, and morphological close. 

0 1 0 

1 1 0 

0 1 0 

 

After the morphological open close, Figure 7-12, the image was further processed to find 

the circular targets using the boundary following algorithm in 7.6.2.1. 

Figure 7-7 Image of the object after thresholding in the HSV 
colour-space. 
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7.6.2 Barcode Detection and Code Extraction 

After the initial noise was removed from the image the barcode targets locations and 

identifiers (ID's) were found and extracted. 

7.6.2.1 Boundary Following 

To remove more noise and identify image components as a barcode target a boundary 

following algorithm was written. The initial location to start the boundary finding 

algorithm was found by scanning horizontally across the image, when a non-background 

pixel was found the boundary following algorithm began. The boundary following 

algorithm used the following notation for describing the current pixel, and the 

surrounding pixels: 

Figure 7-8 The image of the object after the morphological 
open close filter. 
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  , the current pixel being evaluated. 

The numbers    , are the surrounding pixel locations (8-neighbors) where   is 

to the left of   and     are incremented in the clockwise direction. 

These are shown in the following table 

Table 7-5 Boundary following pixel location map. 

1 2 3 

0    4 

7 6 5 

 

   is defined as the direction to the next pixel using the     notation  

If      then         

If      then        ,  

The initial pixel found from horizontal scanning was labeled   . To find the next pixel on 

the boundary a search of the surrounding pixels was used. This iterative algorithm 

started with the pixel in the        direction (always 7 because of the starting criteria) 

and then searched in a counter clockwise direction radiating out from   . This is the 

same as decrementing the direction value, during this process if a non-background pixel 

was found it was assigned as      and the current search direction was assigned 

as      . The process is shown in Figure 7-9. The yellow box is the current pixel being 
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evaluated; the green box is the start of the search; the blue boxes are pixels that are on 

the boundary; and the red box is the next pixel found in the algorithm. The solid straight 

arrow is from where the last boundary location was to the current boundary location, 

the curved arrow shows the search direction from the start search pixel location, green 

box, to the next pixel found on the boundary, red box. The special case where the green 

and red boxes are together exists because the first box searched is also the next pixel 

location. 

 

 1 2 3   

 0    4   

 7 6 5   

      

      

      

 

 

      

1 2 3    

0    4    

7 6 5    

      

      

 

 

      

      

1 2 3    

0    4    

7 6 5    

      

 

 

      

      

      

 1 2 3   

 0    4   

 7 6 5   

 

 

Initial Scan 

Figure 7-9 The boundary following algorithm showing four iterations.  
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This iterative process was continued until:  

1.        , and the search direction is                     an arbitrary positive 

integer, was reached, this meant that the entire boundary had been found. The 

condition of                  is used to ensure that the boundary search 

doesn't stop if    is the median of a peninsula, this is shown in Figure 7-10, if the 

condition was not present the boundary would be          because    and     

are the same point, with the direction check the algorithm continues. This can be 

used because of the constrained starting direction. 

 

2. The search for    from     finds no non-background pixels, this meant that the 

selected pixel is a single image pixel with no neighbors. 

Figure 7-10 An example where the direction ending criteria is 
needed to ensure that the boundary is not prematurely ended.  
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7.6.2.2 Target Filtering 

Two filters were used to decide if an identified object was a barcode target based on its 

boundary. The first was based on the length of the boundary. A minimum and maximum 

length threshold was set for the object. The minimum size for the boundary was set at 

   pixels and the maximum size was set at    pixels, this was based off of the 

minimum and maximum estimates for rotation of the object. The second condition used 

the minimum and maximum values in both the X, and Y directions, measuring the width 

and height of the object. Each circle had to be larger than 20pixels at its maximum 

width/height, see Figure 7-11. The detected circles are shown in Figure 7-12.  

 
Figure 7-11 Minimum size constraint for X and Y directions. 

Minimum circle 
size threshold Y 
pixel direction. 

Minimum circle 
size threshold X 
pixel direction. 
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7.6.2.3 Circular Barcode Extraction 

Along with the location of the barcode its unique identifier stored in a 1D circular ring 

barcode had to be extracted. A 1D ring barcode was used because its orientation does 

not change the ID since it can be read from inside out or outside in, and the limitation in 

number of IDs that could be stored                    would not be a limiting factor 

(the    is due to the need for the outermost ring to be one so that it can be identified 

during boundary following). To store the ID the circle was divided into five separate 

rings, each ring was encoded with either a one or a zero, where the presence of a non-

background pixels was represented as a one. The centre ring was labeled as ring zero 

Figure 7-12 The image of the object target identification, red 
circles indicate target locations. 
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and the value was incremented while moving outwards. The encoding can be seen in 

Figure 7-14, and a test set of barcodes is shown in Figure 7-13.  

 

 

The barcode ID was encoded using the ring identification number as: 

          
     

    
(7-10) 

Where 

  is the barcode identification number. 

   
 is the barcode value for ring    

Figure 7-14 Barcode identification numbers. 

1 2 3 4 0 Ring identification numbers. 

Figure 7-13 A test set of circular red targets. 
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The barcodes from Figure 7-13 are from left to right:  

1.             

2.          

3.               

4.       

To determine the value of each ring the centre point of each target along with the 

minimum and maximum values in both the X, and Y directions were used. Each target 

was sampled at the centre and then four other times once for each ring, this was then 

repeated along the four directions (up(Y+), down(Y-), left(X-), right(X+)).  Barcodes that 

are not nearly perpendicular to the camera's optical axis provide uneven width to height 

ratios that must be accounted for. When the targets were tilted by large amounts the 

barcode becomes skewed and hard for the vision system to read (see Figure 7-15), and 

some of the scanned directions reported erroneous barcodes. To combat this problem a 

weighting system was implemented based on the width and height of the object. Each 

sample along the X axis was multiplied by the width, and each sample along the Y axis 

was multiplied by the height. As an example when the object was tilted along it 

horizontal axis such as in Figure 7-15 the horizontal barcodes are easier to read and the 

width is larger than the height. When the barcode was tilted along the vertical axis then 
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the height was larger than the width.  Empirical measurements with this method 

allowed barcodes up to approximately     to be read successfully. 

 

7.7 Calculation of Pose from Data 

Once the target locations and barcodes from the image plane       were extracted 

from the image, they were matched to an internal model of the object stored in the 

program; this model had the physical locations         and barcodes for each target on 

the object. A sample stored model is shown in Figure 7-16 where the first column is the 

  coordinate, the second column is the   coordinate, the third column is the   

coordinate, and the last column is the barcode ID of the target. 

 

Figure 7-16 The stored model of a box, and its       
components and barcode ID's. 

Figure 7-15 A circular target tilted to approximately    . 
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After the matching was complete the posit algorithm generated a pose of the object in 

reference to the target ID17 in the pose estimate camera frame          . This 

homogeneous transformation matrix can be seen in Figure 7-17. The axis of the objects 

computed pose was also shown on image of the object for reference, see Figure 7-18.  

 

 

Figure 7-17 The generated homogeneous transformation 
matrix file for the box object. 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

156 

 

 

Modifications of to the box were performed such as not to unfairly skew the 

evaluation, because the rectangular object was symmetric around the              

planes rotations of 180 degrees along the major axis were modified such that they did 

not negatively alter the distribution of pose errors, because of this all rotations fell in the 

range of         The origin of the object frame was also set as the centre of the object 

instead of the base target ID17 so that rotations about any of its axis would not modify 

the translational measurements.  

  

Figure 7-18 The image of the object with the targets, and its 
computed pose from POSEIT. 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

157 

 

Chapter 8  
Experimental Procedure 

The experimental procedure describes the exact method that was used to test each 

grasp. It also describes in detail the grasp repeatability and graspability objects 

(introduced in Chapter 7). 

8.1 Test Objects 

The following are the objects chosen for grasp evaluation. Each object is described along 

with the number of unique possible parallel jaw grasps that could be successfully formed 

with the algorithm. For a grasp to be added to the set of possible grasps, the two contact 

areas would have to be unique, e.g. any rectangular prism would only have 3 unique 

grasps, one for each axis perpendicular to its faces. This eliminates the redundant grasps 

due to the rotation of the object about the jaw projected normals.  

8.2 Grasp Repeatability Object 

The object was a rectangular block measuring      x      x      with a mass of 

       . The visual circular targets were located on the two larger rectangular faces as 

well as the two end faces. The smaller rectangular faces did not have targets attached to 

them because the geometry of the object and configuration of the gripper jaws did not 

allow for the presentation of these sides to the pose camera. An example target set for 

this object is shown in Appendix B. 
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8.3 Graspability Objects 

These objects were evaluated using only the pass/fail criteria. The goal was to choose 

complex and non-complex shapes that would be both easy and hard for a parallel jaw 

gripper to grasp. The only selection criteria for these objects was that they in at least 

one way would be graspable by the gripper.  

8.3.1 Cube 

The first object is a cube with a        side length, as shown in Figure 8-1 This object 

has 3 unique grasps, and a mass of         . 

 

 

8.3.2 L-Shaped Block 

The second object is an L-shaped block, as shown in Figure 8-2. This object has 6 unique 

grasps, and a mass of         . 

Figure 8-1 The cube graspability object. 
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8.3.3 T-Shaped Block 

The third object is a T-shaped block, as shown in Figure 8-3. This object has 3 unique 

grasps, and a mass of          . 

 
Figure 8-3 The T-shaped block graspability object. 

     

     
     

Figure 8-2 The L-shaped block graspability object. 
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8.3.4 Hexagonal Nut 

The fourth object is a hexagonal nut, as shown in Figure 8-4. The hexagonal nut had 3 

unique grasps, and a mass of 0.42 kg.   

 

8.4 Baseline System Errors 

To allow comparison of the relative sizes of errors between the robot, cameras, and 

grasp planner, initial testing was done to evaluate the robot and camera errors. These 

errors were only used the analysis of the grasp repeatability object one because only its 

variations in pose could be measured.  

8.4.1 Imager Pixel And Stationary Robot Errors 

The sizes of the errors from the pose camera imagers CCD due to changing lighting 

conditions, robot vibration/robotic control system errors and pixel interpolation were 

Figure 8-4 The hexagonal nut graspability object. 
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estimated as follows. The robot was held stationary with the rectangular block object 

grasped in the pose position, 200 images of the rectangular block were then taken. The 

optical targets positions were then evaluated and the variations in target pose were 

recorded and stored.  

8.4.2 Robot Repeatability Errors 

To quantify the robot repeatability errors the rectangular block was again inserted into 

the gripper jaws and the robotic arm was moved from random locations just above the 

table, to simulate a grasp attempt of the object, to the pose position. An image was then 

taken by the pose camera and stored. This entire procedure was repeated 200 times. 

The variations in target poses were recorded.  

8.5 Grasping  

After the errors of the camera system, and robot were measured, two sets of grasping 

trials were performed for the objects. The first used a flat tabletop robotic workspace, 

and the second included the addition of the playfield to the robotic workspace. 

8.5.1 Flat Tabletop Workspace 

The flat tabletop was used to evaluate the grasping algorithm when the test object was 

not tilted, and was resting flat on the table. This allowed the object’s initial pose to vary 

with   DOF, i.e. translation along the     and    , and rotation about   . 
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8.5.2 Playfield  

The playfield was used to evaluate the grasping algorithm so that the object would 

always be in a random pose and not resting flat on the tabletop. This allowed the 

object’s initial pose to vary with all   DOF. 

8.5.3 Testing procedure for grasps 

The following standard test procedure was used for every object: 

1. Find the object to be grasped from an overhead image. 

2. Capture images from multiple viewpoints. 

3. Image processing and preliminary model generation. 

4. Laser scanning, and model refinement. 

5. Grasp solution computation.  

6. If no grasp exists, then perform the tumbling routine (described in Section 6.4.6) 

forcing the object into a new pose. Continue with step 1.  

7. If a grasp does exist then execute the selected grasp.  

8. After the grasp attempt move to the predefined pose position  

9. Capture pose position image.  

10. Place object into a random pose located on the table.  

11. If the desired number of grasp attempts has not been achieved then continue 

with step 1, else stop. 
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The random placement of the object ensured that the next grasp attempt would be 

performed in a different location on the tabletop. When the object was placed on the 

table it was also randomly rotated about the    axis so that it came to rest in a random 

orientation. The playfield provided rotations of the object along the    and    axis. A 

uniform random generator was used for both the location and rotation of the objects so 

that no bias could be given to grasps located at specific locations on the playfield. The 

random number generator was seeded with the current time, and gave a number in the 

following ranges: 

             
(8-1) 

              
(8-2) 

             
(8-3) 

                   
(8-4) 

 

This allowed the object, after hitting the playfield, to come into rest in the robots 

dexterous workspace. 

When the grasping evaluation algorithm finished its series of grasp attempts the set of 

pose images, one for each grasp attempt, were stored on the PC. The images were then 

post processed to find the pose offset of the grasp repeatability object, and to 

determine the binary pass/fail criteria for each of the graspability objects.  All of the 

experimental results will be presented and discussed in the next chapter.  
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Chapter 9    
Experimental Results 

This section describes the results of the grasping experiments. It also discusses the base 

non grasp related errors in the system that occur from robot and camera repeatability. 

9.1 Stationary Robot Test Results 

For this test, the robot was held stationary with the rectangular block object grasped in 

the pose position, and 200 images were taken.  These were post processed to obtain the 

target centroid positions and object pose results whose histograms are plotted in Figure 

9-1 and Figure 9-2 respectively. Means and deviations are presented in Table 9-1 and 

Table 9-2. 
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9.1.1 Stationary Robot Test Results Data 

 

Table 9-1 Means and standard deviations of target centroids 

Variable Mean (pixels) Standard Deviation (pixels) 

Target 1, (   ) 300.28 0.026 

Target 1, (  ) 176.43 0.032 

Figure 9-1 Histograms of the object centroids from the stationary robot test. 
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Target 2, (   ) 158.13 0.026 

Target 2, (  ) 178.99 0.043 

Target 3, (   ) 408.09 0.015 

Target 3, (  ) 229.52 0.022 

Target 4, (   ) 156.18 0.021 

Target 4, (  ) 276.44 0.027 

Target 5, (   ) 298.58 0.025 

Target 5, (  ) 277.96 0.033 

 

Figure 9-2 Histograms of the object pose frames from the stationary robot test. 
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Table 9-2 Means and standard deviations of the pose frame. 

Variable Mean Standard Deviation 

             (mm) -7.793 0.001 

             (mm) -5.496 0.001 

             (mm) -16.398 0.167 

   

           (rad) 0.595 0.004 

           (rad) -0.107 0.0005 

           (rad) 0.422 0.003 

9.1.2 Stationary Robot Test Results Discussion 

The standard deviation for the mean of each of the centroids in both the vertical   and 

horizontal   direction are small, between    and    thousands of a pixel and are close 

to each other (relative magnitude). It can be seen from Table 9-1 that the deviations in 

the   direction are always larger than the   direction. This is attributed to the pose of 

the object when the pose image is taken, because the object is tilted by some amount 

along the    axis the optical targets will always appear to be flattened. With the height 

being less any errors estimating the boundary near the top and bottom are exaggerated 

compared to any errors on the left and right, this leads to less consistent vertical 

position results, creating a larger standard deviation.  
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The object pose estimate using the information from Table 9-1 shows that when the 

individual target centroids were added together their uncertainty decreases, this can be 

seen in the              and               pose estimates.  The better estimate of optical 

target positions in the   direction can be seen in the object pose as well. In the 

             case the errors of each optical target will combine creating a worse 

estimate. Using the static data, without the information gained from the model, for the 

             and               the        
 

 
 

    
 
, is approximately       for              

and       for             , summing the deviations               gives       for 

            , this shows that the measured trends  match the expected results. 

The rotation Standard deviations were similar to the translation vectors, this time the 

better estimate of           
  compared to            

 is attributed to the better 

estimate of           because rotation around the    axis changes the optical targets 

width   , and rotations around the    axis change the optical targets height   . The 

          
 standard deviation is similar to the other two because all targets are reducing 

the uncertainty in rotation. 

 

 

 



M.A.Sc. Thesis - M. Irvine; McMaster University - Electrical Engineering.    

169 

 

 

9.2 Robot Repeatability Test Results  

A robot repeatability test was performed with the rectangular block using the procedure 

presented in Section  8.5.3.  The resulting histograms are shown in Figure 9-3. 

9.2.1 Robot Repeatability Test Results Data 

 

 

Figure 9-3 Histograms of the robot repeatability from the robot repeatability test. 
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Table 9-3 Means and standard deviations of the object pose from the robot 
repeatability test. 

Variable Mean Standard Deviation 

             (mm) -7.794 0.004 

             (mm) -5.498 0.003 

             (mm) -16.498 0.318 

   

           (rad) 0.603 0.008 

           (rad) -0.107 0.001 

           (rad) 0.428 0.006 

9.2.2 Robot Repeatability Test Results Discussion 

The means of the Robot Repeatability Test and the Stationary robot test are almost 

identical, they are in the worst case of               within      . The important 

difference is that the Standard Deviation almost doubles with respect to each measured 

and calculated value. Each value, with the exception of              is still very small, and 

hence should not negatively affect our results. 

9.3 Grasping Results for Grasp Repeatability Testing 

The following results are for the Grasp Repeatability Object presented in Section 7.3.1. 
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9.3.1 Robot Grasping Rectangular Box Initially on Flat Tabletop 

This test was performed using the procedure described in sections 8.4.1 and 8.4.3. The 

only variations in the object’s initial pose were along    and    , and about    .  The 

results are presented in Figure 9-4 and Table 9-4.  

9.3.1.1 Robot Grasping Rectangular Box Initially on Flat Tabletop Data 

Presented below is the histogram of results as well as the mean and standard deviation 

of the measured values. 
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Table 9-4 Means and standard deviations of the pose errors from the grasp repeatability 
test with the rectangular box object initially on the flat tabletop. 

Variable Mean Standard Deviation 

             (mm) -8.324 0.571 

             (mm) -5.739 0.061 

             (mm) -20.937 5.850 

Figure 9-4 Histograms of the pose errors from the grasp repeatability test with the 
rectangular box object initially on the flat tabletop. 
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           (rad) 0.048 0.048 

           (rad)   -0.345 0.013 

           (rad) -0.027 0.064 

9.3.1.2 Robot Grasping Rectangular Box Initially on Flat Tabletop Discussion 

With the object always resting flat on the tabletop the object model is more accurate, as 

the laser scanner can model a box by itself accurately. With a good model the amount of 

rotations about the     and    axis are minimal. The grasp planner is focused on finding 

the correct           although it does not know that the object is resting flat so it is 

still computing the other three pose variables        
    

 . Comparing the relative 

standard deviation of the translations we see that the              is the least consistent, 

this makes sense as it is the least constrained of all of the grasping axis, the              

and               are based on the size and shape of the largest facet, where as the 

             is based           of which there are many more choices. The most 

consistent translation                occurs because the object is always located 

within/by the parallel jaws when they close. If we analyze the rotations the object was 

always located flat on the tabletop and our gripping algorithm does not create any 

rotation along the    axis see Figure 6-46 and rotation along    causes a change in the 

rotation along   .  This leaves           
 and           

 and both are constrained by the 

gripper jaws in a similar manner, helping to rotate the object to a consistent position. 
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9.3.2 Robot Grasping Rectangular Block Initially on Playfield 

This test was performed using the procedure described in sections 8.5.2  and 8.4.3. The 

variations in the objects pose could include all 6 DOF.  The results are presented in 

Figure 9-5 and Table 9-5. 

9.3.2.1 Robot Grasping Rectangular Box Initially on Playfield Data 

Presented below is the histogram of results as well as the mean and standard deviation 

of the measured values. 

 

Figure 9-5 Histogram of the pose errors from the grasp repeatability test with the 
rectangular box on the playfield. 
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Table 9-5 Means and standard deviations of the pose errors from the grasp repeatability 
test with the rectangular box object initially on the playfield. 

Variable Mean Standard Deviation 

             (mm) -8.642 0.692 

             (mm) -5.720 0.051 

             (mm) -14.669 8.196 

    

           (rad) 0.062 0.286 

           (rad) 0.024 0.148 

           (rad) 0.066 0.265 

 

9.3.2.2 Robot Grasping Rectangular Box Initially on Playfield Discussion 

The playfield data is similar to the Flat Tabletop results in terms of why some standard 

deviations like              is larger,  why              is smaller. The               has 

increased because on an angle the horizontal size (relative to the   ) axis has decreased 

and there are now more options for facet selection. The model of the object also now 

includes rotations along all axis, and is more erroneous then the previous experiment.  

The           
 now also includes grasps where the object and the grasp planner were far 

enough apart that the friction from rubber pads on the gripper jaws held the object at 

an angle.           
  accounts for tilting of the object across its length    , this was only 

randomized by the object coming to rest on the playfield, and as before not adjusted by 
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the grasp planner. The standard deviation for the           
 and           

 has 

quadrupled from the static test, this can easily be seen by observing both histograms, 

Figure 9-4 and Figure 9-5. There are a number rotations in the playfield case that lie 

outside of the main peak. The distribution of these points is also more uniform then 

normal this could be attributed to the grasp repeatability object aligning itself with the 

parallel jaws when the difference in the angle between the sides of the object and the 

gripper jaws is low. In this case as the offset moves away from the mean its occurrence 

probability would drop but the probability of it aligning its sides with the gripper jaws 

would also drop. A normal grasp and some of these extraneous cases can be seen in 

Figure 9-8. 
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9.4 Grasping Results for Graspability Testing 

Graspability tests were performed for all 4 graspability objects plus the rectangular block 

grasp repeatability object using the procedure described in sections 8.5.2   to 8.43.  The 

results are summarized in Table 9-6.  

9.4.1 Robot Graspability Testing Data 

Table 9-6 Object graspability results 

Object Grasp Attempts Grasp Successes Success 
Percentage 

Rectangular block 127 125 98.43% 

Figure 9-6 Top Left: Standard Grasp, Top Right: Small amount of offset along   , 
Bottom Left, and Bottom Right: Large amount of offset along    . 
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on flat surface 

Rectangular block 
on playfield 

137 128 80.30% 

T-shaped block on 
playfield 

152 148 97.37% 

L-shaped block on 
playfield 

110 106 96.36% 

Cube on playfield 204 198 97.06% 

Hexagonal nut on 
playfield 

173 169 97.69% 

  

9.4.2 Robot Graspability Testing Discussion 

The grasp experiments performed for all of the objects were deemed successful. The 

most successful grasp object was the Rectangular block on flat surface, it was also the 

only time the playfield was not used, for a specific discussion about why it was better 

refer to 9.3.1. The worst object was the rectangular block on the playfield. This time the 

robot was forced to make an estimate of the objects    
 and    

 with a model that had 

more error. The gripper jaws had a maximum opening of      with a resolution from 

the laser scanner (that can only affect the top of the object) of     and the object was 

     wide leaving a maximum of a possible     for the gripper model, and grasp 

planner. The other test objects in graspability set were slightly smaller (from      

      and hence gave a little more room for grasp planner and modeling error. 

Comparing the T shaped block and the L shaped block it can be seen that the T Shaped 

Block was able to be grasped 1% more often than the L shaped block. This initially feels 

unintuitive since the L Shaped Block can be grasped in more orientations then the T 
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Shaped Block, the L Shaped Block had 6 unique grasps compared to the 2 for the T 

Shaped Block. However the T Shaped Block, unlike the L Shaped Block has one side that 

is much larger than the others, this creates a natural location for the Grasping plane 

because after the convex hull is taken the size of the facet is much larger than any other 

in the model. This removal of ambiguity from the L Shaped Block could have given it the 

consistency needed for more consistent grasps. 

Note that for the Hexagonal Nut, is that after grasp attempt 134 failed during the 

automated test the next grasp attempt with the object in the same pose was successful 

without any complications, although visually similar the models of the object were found 

to have slight differences on the estimate of the size of the nut, the successful grasp 

estimated the distance between jaws would be       further apart than the failed 

grasp. 

9.5 Timing information 

Timing information was collected from all grasp attempts for the processing and 

grasping of the hexagonal nut object. The timing information for the computation of the 

grasp is shown in Figure 9-7. The detailed set of timing information for the hexagonal 

nut is shown in Figure 9-8, where: 

9.5.1 Timing data for the Hexagonal Nut 

 “imageTime” was the time it took to capture all of the images.  
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 “modelTime” was the time it took to create the model after silhouettes had 

been processed.  

 “graspFlatFaceTime” was the time it took the grasp planner from  [16] to create 

a grasp, if it was able to.  

 “graspConvexTime” was the time the convex hull grasp planner developed in 

this thesis took to create a grasp.  

 “graspPoseTime” was the time it took to move to the pose position and 

compute the pose of the object.  

 “LaserScanTime” was the time it took to capture and process the laser scan.  

 “LaserModificationTime” was the time it took to modify the model based on the 

laser scan. 
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Table 9-7 Means and Standard Deviations for the two histograms presented above. 

Variable Mean 
(Seconds) 

Standard Deviation 

graspFlatFaceTime 0.687 0.092 

graspConvexTime 0.574 0.349 

 

 

 

Figure 9-7 Histograms of the time the algorithm presented in [16] (top) and the time 
the algorithm presented in this thesis (bottom) required to complete the grasp 

planning for the hexagonal nut object. 
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Figure 9-8 Histograms of the times the algorithm required to complete each step for 
the hexagonal nut object. 
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Table 9-8 Means and standard deviations of the times it took to complete each of the 
actions during the grasping routine. 

Variable Description Mean 
(s)  

Standard 
Deviation 

(s) 

imageTime Time taken to capture input 
images 

37.67 0.974 

modelTime Time taken to create the 
model from the images 

1.37 0.048 

graspFlatFaceTime Time taken for existing 
algorithm to compute a grasp 

0.69 0.092 

graspConvexTime Time taken for algorithm 
presented in this thesis to 

compute a grasp 

0.57 0.349 

graspPoseTime Time taken to capture the 
pose image 

15.84 0.510 

LaserScanTime Time taken for laser scan and 
processing 

117.94 5.900 

LaserModificationTime Time taken to refine the 
model based on the laser 

scan 

0.18 0.026 

9.5.2 Timing data discussion for the Hexagonal Nut 

The most valuable time comparison is the comparison of the grasp generation 

developed in this thesis and the one previously completed in [16]. It can be seen that the 

previous grasp planner completed all of its computations in the      to    range, while 

the grasp planner developed in this thesis completed the majority of its grasps in 

under     .  The real difference is the distribution of the two different grasp planners. 

The standard deviation of the new grasp planner was over three and a half times the 

existing planner. As previously stated the existing grasp planner times spanned a range 

of just only one half of a second and consisted of single peak. The grasp planner in 

developed in this thesis has at least two and potentially up to four distinct regions 
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centered approximately around                          . The largest set, around 

      can be attributed to the convex hull algorithm reducing the complexity of the 

object. It was found that the first peak correlated to the object resting "flatter" (on its 

larger face) The objects were reduce down to around    facets for anaysis. The second, 

third and fourth have the object tilted more, or resting on its side this created more 

facets that had to be analyzed in the grasp planner. The worst grasp in terms of time 

(over     ) had    facets that needed to be analyzed.  

9.6 Discussion 

The grasp algorithm developed in this thesis was tested extensively, it was found that 

optical targets were sufficient to track the pose of the grasp repeatability object and 

that the algorithm was able to successfully grasp a number of graspability objects with a 

high success rate. It was shown that the accuracy of the model created for grasping is 

critical in terms of grasp repeatability and overall graspability. Finally the size and pose 

of the object to be grasped were shown to significantly affect the convex grasp 

computational time.   
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Chapter 10  
Conclusions and Recommendations 

10.1 Summary and Key Achievements. 

This thesis presented a method for grasping unmolded unknown objects using vision. 

The results presented show that the grasping algorithm that was developed is very 

repeatable for a variety of objects. The thesis was broken down into two main sections: 

grasp planning and grasp evaluation. Experimental results of grasp evaluation and of the 

combined evaluation and grasp system were presented. Grasp computational time data 

from a previous competing version of the planner compared to the presented version 

was also presented.  

Key achievements include: 

 The developed grasping algorithm was able to grasp a variety of untaught 

unknown objects. The algorithm also did not require previous grasp training. 

 In the best case the system was able to successfully grasp a Hexagonal Nut with a 

97.69% success rate over 173 attempts. 

 In the worst case the system was able to successfully grasp a Rectangular Block 

On Playfield with a 80.30% success rate over 137 attempts. 

 The system was able to grasp objects in any pose possible while they were lying 

on the playfield. 
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 The average grasp time from the existing algorithm presented by [16] was 

reduced by      to       and the median grasp time was reduced by 

         0.45s. 

 A evaluation method involving two distinct sets of objects was designed, 

developed, tested, and presented.  

 With respect to the most relevant, in terms of being actively fed and modified by 

the grasp planner, components of the 

pose                                                    
,            

  the ratio of 

the size of the distribution of the points (6 standard deviations) in the    

direction to the length of the object is 5   , in the    direction to the width is 

0.5% and the standard deviations on the   and   rotations were under a spread 

of       radians. 

10.2 Future Work 

Future work in this area of research can include extensions on the use of the convex hull. 

From the definition of the convex hull, its edges have no limit on size, the parallel jaw 

gripper also was assumed to be larger than the object. If these are changed such that 

the parallel jaws are not assumed to be larger, so that they have a finite length, and the 

convex hull edges are changed so that they also have the same max length then when 

the convex hull is taken it is no longer bound to just the exterior edges, but includes 

features that are larger than the gripper jaws. In this way, additional candidate grasps 
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will be generated. These grasps would have been eliminated from earlier trials if the 

convex hull was not modified.  This idea is shown in 2D in Figure 10-1. 

 

Another option for future work would to be designing a custom gripper, since the main 

focus of this algorithm is on defining a plane and point for grasping, gripper jaws that 

include a single plane on one side, and a smaller adjustable point for the other side 

could be constructed. This gripper during, and after grasping would give the best view of 

Figure 10-1 Top Left: Gripper element with center(shown in green); Top Right: 
Gripper elements around a corner; Bottom Left: 2D element to grasp; Bottom Right: 

Same 2D element with convex hull modifications (Red) and new modified convex hull 
modifications (green) 
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the object being grasped to a machine vision system that could be used to classify and 

potential sort the object.  

Modifications on gripper jaw opening and closing distance can also be attempted. The 

algorithm has been tested with objects that can fit inside and be grasped by the gripper, 

approximately 42mm to 70mm. With the addition of a larger or smaller gripper and/or 

larger or smaller articulated arm, may different types and sizes of objects could be 

grasped.   

Image processing and grasping time could be optimized through the use of hardware 

accelerators or other embedded devices. The image processing, for example, could be 

done on a Field Programmable Gate Array (FPGA) or a Graphics Processing Unit (GPU), 

using Compute Unified Device Architecture (CUDA). 

A stereo vision system such as Bumblebee stereo camera or Microsoft Kinect could 

replace the Dragonfly2 camera to create a better 3D estimate of the object, alternatively 

the current setup could be used with a modification of the image capture routine to use 

the laser scanner in more than one plane. 

The system could be expanded to work with many objects at once, were each object 

would be grasped independently after some type of segmentation operation. The 

grasping order, type of grasp, and other constraints could be fed into the grasping 
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planner. This could for example simulate clearing a mine shaft of debris after blasting 

had occurred. 
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Appendix A  F3 Robot Arm Workspace 
[45] 
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Appendix B Example visual targets for 
rectangular box object 
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Appendix C Hue Saturation Value (HSV) 
colour-space. 

The HSV colour-space is a different representation of the standard Red Green Blue (RGB) 

colour-space. In the RGB colour-space each pixel in the image receives a different value 

for red, green, and blue pixels. These values add together and form a colour; this is 

shown in Figure C-2. An issue with the RGB colour-space is that different shades of the 

same colour, e.g. light and dark red, can require modification of all the RGB values. HSV 

colour-space is cylindrical coordinate representation of the RGB cube. In this coordinate 

system colours like red are represented as a set range of angles. The angle around the 

centre axis is represented as the hue, only one component is needed to represent it.  

The saturation is a measure, from zero to one, of how much white is in the colour, at 

zero saturation the colour is full of white while at a saturation of one the colour has no 

white. Value is another measure that goes from zero to one and it can be thought of as 

the amount of light that the colour receives. 
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Figure C-2 The representation of the RGB colour-space, shown as a cube [83]. 

Figure C-1 The representation of the HSV colour-space [82]. 

 


