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Abstract

The quantum theory of atoms in molecules (QT-AIM) is a generalization of quantum mechanics to
open subsystems. The theory enables one to study the properties of atoms or functional groups within
a molecule, recovering the empirical observation that they exhibit characteristic and additive
contributions to every molecular property. This thesis applies theory to explain and predict
experiment. In this work, atomic and group properties were shown to provide an excellent basis for
the construction of quantitative statistical models which accurately predict the physicochemical
properties of the amino acids and uncover regularities in the genetic code. The transferability and
additivity of atomic properties were exploited to develop a method of assembling large molecules from
buffered fragments, a method which reduces the computational effort and — as a result - brings large
biological molecules within theoretical reach. The buffered fragments method was applied to obtain
accurate properties of key opioid molecules. The additivity of atomic properties applies to any and all
molecular properties including, for example, dielectric polarization. The dielectric polarization of a
crystal was shown to be reducible to a sum of the polarization of its composing cells taken together
with a sum of the dipoles arising from the charge transfer between neighbouring cells. The problem of
aromaticity has been recast in terms of the pair densities in conjunction with QT-AIM, an approach
that was shown to explain and predict several chemical and spectroscopic properties of polycyclic
aromatic hydrocarbons. The criteria of bonding were revisited and applied to provide a clear-cut
answer in a case where distance alone — as a criterion for bonding - provides ambiguous answers.

The thread tying this work together is the philosophy of "reductionism" in the narrow sense
that the whole (e.g. a molecule or a crystal) is nothing but the sum of its spatially bounded non-
overlapping parts (atoms). By resorting to this philosophy one not only gains a deeper insight into the

physical basis of chemistry but is capable of accurately predicting experiment as well.
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Preface

The present thesis provides an account of most of the research that was undertaken by the author for
the Ph. D. degree. The chapters of the thesis are based on, but are not reproductions of, papers —
authored or co-authored by the author - that have been already published or on manuscripts which are
currently under consideration for publication by different journals. This thesis is more of a review of
the author’s research rather than a re-impression of the original text upon which it is based. The
original papers/manuscripts were heavily edited, modified, updated, and parts were re-written in order
to suit the style of a thesis. Effort was made to keep redundancy across the different chapters to a
minimum and to consolidate the material in a coherent whole. Each chapter reviews the material
presented in one (or two) paper(s) and/or manuscript(s).

As required by the School of Graduate Studies of McMaster University, introductory material
entitled “Statement of the Problem” was added as the first section of each chapter, which - together
with the “Conclusion” at the end of the previous chapter - show how that particular chapter relates to
the rest of the thesis. The thesis falls into ten chapters grouped into five distinct parts. Part I (chapters
1 and 2) provides a general introduction to the thesis by reviewing the theories and types of problems
which will be addressed in later chapters. This part also provides most of the equations and the
definitions that are referred to in different places in the following chapters. Part II (chapters 3-5)
represent a comprehensive study of the genetically-encoded amino acids. How can one exploit the
additivity and transferability of the atomic properties, made abundantly evident in part II, is the subject
of the two chapters in part III (chapters 6 and 7). A new method for obtaining the properties of large
and complex biological molecules from small buffered fragments is described in chapter 6. In the next
chapter (7), additivity is applied to a different problem: the dielectric polarization of large systems.

The last research part of the thesis, part IV (chapters 7 and 8), attack two important chemical problems,
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both of which are investigated in the light of the physics of electron delocalization in conjunction with
the quantum theory of atoms in molecules. Chapter 7 recasts the problem of aromaticity in terms of
the delocalization of the Fermi hole and provides an introduction to the quantitative description of
localization and delocalization used in this part of the thesis. Chapter 8, deals with the criteria of
bonding to titanium and emphasizes the consequences of bonding. The last part of the thesis draws
general conclusions of the work and provides a critical assessment of what have been accomplished.
Conforming to the requirements of the School of Graduate Studies of McMaster University, a
full disclosure of collaborative work follows. The disclosure is in the form of an outline of the thesis
giving the reference to the complete citation of the work upon which each part is based. In every case,
the author of the present thesis is either the single author, the first author, or one of two co-authors of

the paper or manuscript.

THESIS OUTLINE WITH DISCLOSURE OF COLLABORATIVE WORK:
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Chapter 4 Molecular Geometries of the Genetically-Encoded Amino Acids
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Chapter 5 Atomic and Bond Properties of the Genetically-Encoded Amino Acids and their

Correlations to Physicochemical and Biological Properties
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Conventions Adopted Throughout the Thesis

1. Labeling of Computational Levels of Theory and of Basis Sets

Levels of theory are indicated using the convention: Theory // Basis Set (I) / Basis Set (II), where
“Theory” refers to the theoretical method used in the geometry optimization as well as in the
calculation of the final wavefunction. For example, RHF//6-311++G**/6-31+G* indicates a
wavefunction calculated using the restricted Hartree-Fock theory and a 6-311++G** basis set at a
geometry optimized using the same theory and the smaller 6-31+G* basis set.

The “G” in the basis set designation indicates that gaussian basis functions are used to
construct the basis set. Ideally one would use a basis set consisting of Slater type orbitals (STOs) each

of which exhibit the correct cusp at the nuclear positions. The exponential dependence of an STO

have the form exp [—[-;—CII where a, is the Bohr radius, r the distance from the nucleus and ¢'is the

aO
orbital exponent. The STOs are computationally prohibitive, this is why one approximates the STOs

by linear combinations of gaussian-type orbitals (GTOs). The exponential dependence of GTOs is of

2

the form exp|:—(ar2 H where o is called the gaussian exponent. GTOs have the computational
aO

advantage that the product of any two gaussian functions is another gaussian function, greatly
simplifying many-centre integrals such as two-centre overlap integrals.

Basis set designations such as n,-n,n3n++G** indicate that the basis set is a “split valence”
basis set (indicated by the dash), to which diffuse functions (plus signs) and polarization functions
(stars) have been added. The digit before the dash indicates the number of gaussian primitive
functions used in linear combination to approximate the core Slater-type orbitals. Thus in the 3-21G
basis set, three gaussians are used to approximate the 1s orbital of a hydrogen or a carbon atom and we
say that the three primitive gaussians have been contracted into the basis function Is. The number of

digits after the dash indicate the split in the valence shell: two digits indicate a double split valence

XX



shell, three digits a triple split etc. A double split valence basis set uses two sizes of contracted
functions for each orbital-type in the valence shell. The digits after the dash indicates the number of
gaussian primitives used in the contractions of the split valence basis functions. Thus in the 6-31G
basis set, the core is represented by six gaussian primitive functions and the valence shell by two sizes
of basis functions: one is contracted from 3 primitive gaussians and the other is just one gaussian

primitive. In the case of hydrogen and carbon, for example, these are:

H: ls , 1s C: Is , 2s,2px, 2py, 2pz, 2s',2px, 2py, 2pz’.
3GTO 1GTO 6GTO ~3¢t0 1610

Split valence basis set introduces a flexibility in the spatial extent of a given type of basis functions but
does not allows for a corresponding angular flexibility of the basis set. The addition of basis functions
with angular momentum beyond what is required for the ground state atom removes this limitation.
These additional basis functions are termed “polarization functions” and indicated by the stars after the
G, the first star referring to heavy atoms and the second to the hydrogens. For example, the basis set
6-31G** indicates that the 6-31G basis set have been supplemented with d functions on the heavy
atoms (first star) and with p functions on the hydrogens (second star). The 6-31G** basis set can be
equally designated as 6-31G(d,p). The accurate description of anions, hydrogen-bonded systems, and
systems with significant electron density far from the nucleus requires the addition of s and p basis
functions with much larger spatial extension than the standard ones. These are called “diffuse
functions” and are denoted by the plus signs before the G. Thus, the 6-31+G* basis set is the 6-31G(d)
basis set supplemented with diffuse function to the heavy atoms, while the 6-31++G(d) adds diffuse

functions to the hydrogens as well.
2. Conventions Applicable to Contour Maps

(Figures: 2.1, 6.5,7.1, 7.2, 7.3, 7.4, 8.5, and 9.6)

For the electron density, the virial field density, and the kinetic energy density the outermost contour
equals 0.001 au. The next contours have the values of: 0.002, 0.004, 0.008, 0.02, 0.04, 0.08, 0.2, 0.4,

0.8, 2.0, 4.0, 8.0, 20.0, 40.0, and 80.0 au respectively. In the case of the Laplacian plots, solid contours
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denote regions of charge concentration where V’p <0 and dashed contours denote regions of charge
depletion Vzp >0, at increase and decrease from a zero contour in steps of +0.001, +0.002, +0.004,
+0.008, +0.02, £0.04, £0.08, 0.2, 0.4, +0.8, +2.0, +4.0, £8.0, +20.0, £40.0, £80.0 au respectively.

3. Integrated Atomic and Molecular Volumes (v(Q))

Except when stated otherwise, all integrated volumes are up to the external isodensity envelope of
£ =0.001 au, which represents the van der Walls surface in the gas phase and which usually enclose
more than 99% of the electron population of the system.

4, Usage of the Words “Tautomerization” and “Tautomer” in Chapter 3

In chapter 3, the word “tautomer” is used to designate the ionization state of the main-chain group:
whether it is in the zwitter ionic (z)-form [-CaHa(NH;)COOT] or in the non-zwitter ionic (n)-form
[-CaHa(NH,)COOH]. Thus the word “tautomer” in chapter 3 refers to proton-transfer tautomerism
and strictly follows the definition: “Two isomeric structures which differ significantly in the relative
positions of their atoms are not resonance forms but are in fact separate isomeric compounds, called
tautomers”. (Hendrickson JB et al., 1970, p.160) However, the usage of the word — while correct - is
atypical, since “in most cases tautomers are of similar energy and are interconvertible ... (tautomeric
change or tautomerism)”, (Hendrickson JB et al., 1970, p.160) which is not the case since the n-form
of an amino is ca. 25-28 kcal/mol more stable than the corresponding z-form in the gas phase (at the
RHF/6-311++G**/6-31+G* level of theory). Thus one cannot draw the familiar equilibrium double

arrow, and:

n - tautomer ;é Z — tautomer .
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List of Abbreviations

Abbreviation  Meaning

AA amino acid molecule (free molecule)

Aa amino acid residue (amino acid within a polypeptide)
AIM atoms in molecules

AO atomic orbital

au atomic unit

bep bond critical point

BL bond length

CcC charge concentration

cc complex conjugate

ccp cage critical point

CNDO complete neglect of differential overlap

cp critical point

CP critical point

Cp cyclopentadienyl ring

CSI charge separation index

CysS cystine

DFT density functional theory

emu electromagnetic unit per mol

GGA generalized gradient approximation

GTO gaussian-type orbital

HF Hartree-Fock

HK Hohenberg and Kohn

IAM independent atom model

IAS inter-atomic surface

IUPAC International Union of Pure and Applied Chemistry
KS Kohn-Sham

LH.S left-hand side of an equation

LDA local density approximation

LOCC ligand-opposed charge concentration

MCG main-chain group (of an amino acid)

MO molecular orbital

MSI molecular similarity index

ncp nuclear critical point

NMR nuclear magnetic resonance spectroscopy

n-MR n-membered ring, e.g. 5-membered ring

PEO 7-a-[1-(R)-hydroxy-1-methyl-3-phenylpropyl]-6,14-endo-etheno-tetrahydrooripavine
PET 7-a-[1-(R)-hydroxy-1-methyl-3-phenylpropyl]-6,14-endo-ethenotetrahydrothebaine
PH Poincaré-Hopf relationship

QSAR quantitative structure-to-activity relationships
QT-AIM quantum theory of atoms in molecules

RHS. right-hand side of an equation

rcp ring critical point

RHF restricted Hartree-Fock

SCF self-consistent field

STO Slater-type orbital

VSCC valence shell charge concentration

VSEPR valence-shell electron-pair repulsion model of molecular geometry

xxiii



Contents



PART I:
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Chapter 1

Methods of Obtaining the Electron Density

"Thus on this view we have in the cathode rays matter in a new state, a state in which the
subdivision of matter is carried very much further than in the ordinary gaseous state: a state in
which all matter - that is, matter derived from different sources such as hydrogen, oxygen &c.
- is one and the same kind; this matter being the substance from which all the chemical
elements are built up.”

J. J. Thomson, October 1897 (Thomson, 1897).

1.1 Introduction

Over 104 years have passed already since the first discovery of an elementary particle, the electron, by
J. J. Thomson. The world has never been the same since that day, as this discovery has had an impact
on almost every aspect of human activities from electric appliances, to computers, material science,
chemistry, physics, and biology. Perhaps more importantly, the electron accelerated the development
of the most fundamental physical theory to date: quantum mechanics. The partnership between the
electron and quantum mechanics is deeply rooted in modern scientific history, a story that stretches for
a little over a century. A review of the development of the theory of the electron and / or quantum
mechanics warrants a thesis by itself, and the interested reader may consult (Springford, 1997) for a
history of the electron and (Tarasov, 1980) for an outline of the historical development of early
quantum theory.

The theory underlying much of the work presented in this thesis, the quantum theory of atoms

in molecules (QT-AIM), is a generalisation of quantum mechanics to open systems (i.e. parts of a



quantum system) as opposed to closed whole systems. In doing so, QT-AIM provides a framework
that bridges the gap separating physics on one side and experimental chemistry on the other by
recovering - from quantum mechanics - the concepts and observations of experimental chemistry.

QT-AIM defines the open systems in terms of the topology of the electron density, a field that
we can observe, that we can calculate, and that determines chemical behaviour and reactivity. This
chapter reviews the principal methods that are employed to obtain the electron density, with an
emphasis on the theoretical methods utilized in the present thesis. The following chapter, which
concludes this part of the thesis, reviews the basic concepts of QT-AIM which is used in this thesis to
solve a number of selected problems in chemistry and biochemistry.

We begin by asking the question: what exactly is the electron density (o(r))? Simply, o(r) is
the average number of electrons per unit volume at the point r=(x,y,z). The following section (1.2)
reviews the important connection between this experimentally accessible quantity, o(r), and the
theoretically accessible wavefunction ¥{r), the carrier of all the information that can be known about

the system.

1.2 The Electron Density

A time-independent wavefunction is a function of the position in space (r) and the spin degrees of
freedom which can be either up or down. The physical interpretation of the wavefunction is due to
Max Born (Born, 1926a; Born, 1926b) who was the first to interpret the square of its magnitude,
[¥(r)l?, as a probability density function, or probability distribution function. This probability
distribution specifies the probability of finding the particle (here, the electron) at any chosen location
in space (r) in an infinitesimal volume dV = dxdydz around r. The probability of finding the electron
at r in dV is given by |P(r)[’dV which is required to integrate to unity over all space (normalization
condition). A many-electron system, such as a molecule, is described by a many-electron

wavefunction W(r),ryrs,...,ry) which when squared gives the probability density of finding electron



(1) at ry, electron (2) at ry, ... and electron (V) at ry simultaneously, i.e. the probability of a particular
instantaneous configuration of all electrons in the system. The probability of finding say electron (1)
at r, without specifying the location of the N-1 remaining electrons is found by integrating the many-
electron wavefunction over the coordinates of all electrons except electron (1). In other words, the
probability of finding electron (1) at r; - irrespective of the positions of the remaining electrons in the

molecule - is given by:

> ¥ e, ) P dr, . dry. (1.1)

spins
However, since electrons are indistinguishable, and thus cannot be labeled, what is true for electron (1)
is true for any electron in the system, and if we multiply the latter integral by the number of electrons

in the system we obtain a one-electron density function, commonly known as the electron density:

pr)=NY I|‘P(rl,r2,...,rN)|2 dr,..dry = NJ‘|\I’(r1,r2,...,r,,)|2 dr' (1.2)

spins
which is the probability density of finding a single electron, no matter which, at r weighted by the total

number of electrons in the system. (The integration over the spatial coordinates of all electrons but

one followed by the summation over all spins will be denoted by Id 7' in this thesis). Integrating the

electron density (Eq. 1.2) over all space with respect to the coordinates of electron (1) yields the total
number of electrons (N) in the molecule. The electron density is accessible theoretically (Smith and
Absar, 1977) as well as experimentally (Coppens, 1997, Koritsanszky and Coppens, 2001) from low-
temperature x-ray diffraction experiments using multipolar refinement, (Hansen and Coppens, 1978)
and its importance lies in the chemical insight its topological properties provide.

Figure 1.1 displays two isodensity envelopes of the electron density function obtained from
theoretical calculations (DFT, B3LYP/6-31++G**) of the guanine-cytosine DNA base pair. The 0.001
au isodensity envelope corresponds to the van der Waal’s envelope in the gas phase and usually
contains over 99% of the total electron population of the molecule, while the 0.002 au envelope

represents the molecular volume in condensed phase. (Bader, 1990)



Guanine Cytosine Guanine Cytosine

Figure 1.1. Displays of two isodensity p(r) envelopes of a guanine-cytosine triply hydrogen bonded
DNA base pair. The 0.001 au envelope corresponds to the van der Waal’s molecular size in the gas
phase while the 0.002 au is a better measure of molecular size in the condensed phase.

1.3 The Electron Density from Experiment (X-Ray Diffraction)

The electron density in a crystal is a three dimensional periodic function since the density within the
unit cell is repeated through spatial translation along the three basis vectors defining the crystal lattice.
Thus, the electron density in a crystal can be expressed: (Sands, 1975)

p(x+p,y+q,z+r) = p(x,,2) (1.3)
where p, g, and r are the unit cell dimensions. In other words, the density in a crystal has three
periodicities (A,k, and /), along the x-, y-, and z-axes respectively. (Rhodes, 1993) The integers h, k,
and / range from -0 to oo and are the coordinates of a reflection in the reciprocal space. As for any

periodic function, the density function can also be expanded as a Fourier series:

plxyz) = %Z D% F(hkl) exp|-2ri(hx +ky +1z)] (1.4)

where V is the volume of the unit cell, x, y, and z the fractional coordinates at the point at which p is
specified in the unit cell, and the expansion coefficients F(hkl), known as structure factors, are the

unknowns to be determined from the diffraction experiment. The experimental techniques known to



date can only measure a reflection’s intensity, which is proportional to the square of the magnitude of
the structure factor (J(hkl)<|F(hkI)]?). Since the structure factors are generally complex numbers, phase
information is lost in the process leading to the well known phase problem, a problem that has several
elegant solutions which fall out of the scope of our discussion. (See (Stout and Jensen, 1989) for a
review). For simplicity, thermal vibrations are ignored in the following discussion, since the physical
ideas remain essentially the same.

The electron density in Eq. 1.4 is expressed as a triple sum rather than a triple integral over
the reciprocal space because the structure factors, the reflections of the diffraction patterns, constitute a
discrete set of values. In effect, the equation is a discrete Fourier transform of F(hkl). Since each
function of the variable y can be transformed to a function of the reciprocal of the variable (x™)
through the Fourier transform, the transform is a reversible operation. The inverse transform of Eq.

1.4 is a function of the reciprocal space, and it is given by: (Sands, 1975)

F(hkl) = lj‘ljlj' pxyz) exp[ 27ri(hx+ky+lz)] dx dy dz (1.5)
000
Eq.1.5 is an integral over the volume of the crystallographic unit cell since now the expansion
"coefficients" are the values of the electron density field which is continuous within the unit cell.
(Note the change in sign of the exponential). The expression 1.5 implies that the electron density at
every volume element in the unit cell contributes to each and every structure factor F(#kI).

In crystallography, “solving a structure” is achieved by iterative improvement of the
agreement between intensities calculated from the structure factors of a mode! density (computed using
Eq. 1.5) and those observed in the diffraction experiment. The overall agreement between the
calculated and observed structure factors is measured by the so called residual factor or R-factor,

defined:

Z' ‘}:observed l - |F'calcula.'er1 I I
ZI F:;bserved l

R - factor= (1.6)



The solution of structure is considered to have converged when the R-factor reaches its smallest
possible value, so that further Fourier recycling does not result in any change in its value to within a
preset numerical accuracy. A typical value of the R-factor for an accurate determination is 0.002.
Thus, obtaining an experimental density starts with an educated guess for the density that the
crystallographer builds using independent chemical information such as the number and types of atoms
in the unit cell. This is usually accomplished through an atomic / molecular model of the unit cell
which considerably simplifies the task of building the density in this cell. The spherical atoms are
positioned in assumed positions inside an otherwise empty unit cell and the atoms are assumed to
retain their ground-state electron densities, their electronic populations (no transfer of charge between
atoms is allowed), and their spherical symmetry even after they combine to form a molecule. A
molecule constructed by overlapping spherical atomic densities is known as a promolecule or as the
independent-atom-model (IAM). The promolecule is an approximation capable of yielding excellent
geometries and thus is routinely used to solve crystal structures, however, this approach does not
provide an adequate representation of the subtle features induced by chemical bonding. Within this

model, Eq. 1.5 can be re-written in terms of atomic densities as: (Sands, 1975)

F(hidy =Y [ [ [p(xyz) exp| 2zi(hx + by +12) | dx dy dz (1.7

where the sum is over all the atoms in the unit cell, and the triple integral is over the volume of a single

atom. Introducing a coordinate transformation for atom j, centered at x;, y;, z;, such that:

x'=x-xj
y'=y-y; (1.8)
z'=z—zj.

we get:
F(hkD) = Z{ I_[ij(x'y'z')exp[Zﬂi(hx'+ky'+lz')]dx'dy'dz'}{exp[Zm’(hxj +ky; +lzj)] } (1.9)

which can be re-written:



F(hkl)="Y" f, exp[ 2mi(hx; +ky, +1z,)]. (1.10)
J

where

fi= Ijjpj(x'y'z’)exp[Zﬂi(hx'+ky'+lz')]dx'a’y'dz'. (1.11)
The pre-exponential term in Eq. 1.10, known as the atomic scattering factor or as the atomic form
factor (f;) and defined in Eq. 1.11, is the same for a given atom or ion despite its bonding pattern in the
crystal under consideration. The value of f; for a given species depends only on the Bragg angle & and
is scaled so that it equals the number of electrons in this species when 0= 0. It is calculated quantum
mechanically and tabulated in the International Tables for X-Ray Crystallography.

The promolecule approximation is less severe for heavier atoms, since most of the density of
a heavy atom is spherical and remains undistorted by bonding. However, in the case of light atoms,
this approximation can introduce significant errors manifested for example in the well known
shortening of X-H bonds, where X is a second-row (or higher) atom. (Coppens, 1997) Generally, the
promolecule refinement model is satisfactory, and commonly used, to obtain molecular geometries
(except for hydrogen atom positions). The author of this thesis, in collaboration with others, has used
this approach to solve several crystallographic structures of glycoluril molecules and has found very
good agreement between calculated and experimental geometries. (Duspara et al., 2001; Matta et al.,
2000; Matta et al., 2002; Sun et al., 1998) However, the promolecule approach is inadequate to
study the subtleties of chemical bonding, and thus a more flexible refinement model is needed for such
work.

Several improvements on the promolecule approach based on aspherical atomic modeling of
the density are described in the literature. (Carven et al., 1987; Figgis et al., 1980a; Figgis et al,
1980b; Hansen and Coppens, 1978; Stewart, 1976) The most widely used aspherical model is
probably Hansen and Coppens’ MOLLY multipole density formalism. (Coppens, 1997; Hansen and
Coppens, 1978; Koritsanszky and Coppens, 2001) Aspherical multipolar refinement is frequently

used in experimental determination of accurate electron density maps at low temperatures, densities



that are routinely subjected to a topological analysis based on the quantum theory of atoms in
molecules. (Coppens, 1997, Koritsanszky and Coppens, 2001) In the MOLLY formalism, the atomic

density functions are given in terms of the polar coordinates r, 6, and ¢: (Hansen and Coppens, 1978)

Lnax !
palom = Pcarepcore + PvalenceKspvalence (Kr) + Z x ? RI (K ' r)z letdlmt (07 (0) (1 . 12)
1=0 m=0

i
where the P’s refer to population coefficients satisfying the condition thatP_,_+ P, + Z P

core valence Im+

= total

m=0

number of electrons associated with the atom or ion in question, the Oqor a0d Oyyjence are chosen as the
Hartree-Fock densities of the free atom or ion normalized to one electron, and R, is an exponential
radial function. The first two terms are the spherical core and valence densities, and the third term
allows for valence density deformations. In the density modeling given in Eq. 1.12, the core density is
unperturbed, the parameter x scales the coordinates to provide radial contraction or expansion
flexibility to the valence shell, the first summation in the third term is an additional monopole
necessary to accurately describe the outer s-electron shell of transition metal atoms which can be more
diffuse than the outermost d-shell, and d,, are spherical harmonic functions which describe the
aspherical features of the density. Substituting the expression for the multipolar aspherical atomic
density (Eq.1.12) into Eq. 1.11 we obtain an expression for the aspherical multipolar atomic form
factor which when used in the structure factor expression (Eq.1.9) gives the corresponding structure
factor expression: (Coppens, 1997; Hansen and Coppens, 1978, Koritsanszky and Coppens, 2001)

F(hkl) = ZEPj.corefj,care (H) + Pj.vnlencefj,valence(H / K)
J

o (1.13)
+4ry" i Pt (i) s (B }/)i|exp[27z'i(hxj +ky; +1z,)) T,(hkl)

=0 m=0
where f] core and f] yuence are the Fourier transforms of 0 .o and ) uence T€Spectively, () is the ™-order

Fourier-Bessel transform of the radial part of the multipole functions R, d,,, are spherical harmonics

expressed in reciprocal space polar coordinates, and T{/4k/) are the temperature factors which measure



the extent to which every atom j oscillates around the position specified in the model due to thermal
vibrations.

In the reciprocal space least-squares refinement, the parameters P;yyences Pim» &, and &' are
optimized in addition to the positions of the atoms in the unit cell (x;,y,,z)) and the temperature factors
(Ti(hkl)). The use of very low temperatures and this model of the density yields densities in excellent
agreement with accurate theoretically determined densities. (Coppens, 1997, Koritsanszky and
Coppens, 2001)

Now attention is turned to the main theoretical methods employed to obtain the electron
density. A number of theoretical methods of increasing complexity exist but the following review will
briefly outline the theoretical methods used in this thesis, the Hartree-Fock theory and the density
functional theory, which are the most commonly used methods at the time of writing. This review is

not and cannot be exhaustive.

1.4 The Electron Density from Theory

In this section, the theoretical methods used in this thesis are summarized. In the review presented
here, emphasis will be placed on the conceptual and physical significance of the equations rather than
on repeating detailed mathematical derivations which can be found in the literature. See for example
(Koch and Holthausen, 2001; Levine, 2000, Parr and Yang, 1989, Pilar, 1990; Szabo and Ostlund,

1989)

1.4.1 Atomic Units (au)

The equations and the results presented in this thesis are frequently reported in atomic units (au). The
system of atomic units is meant to simplify the equations of molecular and atomic quantum mechanics.
The units in this system are combinations of the fundamental units of mass (mass of the electron), and

charge (charge of the electron), and of Planck’s constant. By setting these three quantities to unity one
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can write the equations in a more compact form. For instance, in the Systéme Internationale (SI) units

system, the electronic Schrédinger equation for the hydrogen atom is:

" e’
-——V:- ¥Y=EY (1.14)
2m, 4me,r

This equation can be cast into a dimensionless form in which all the quantities are expressed in au:

I:—lVZ ——1—] ¥Y'=E'Y' (1.15)
2 r'

The au system has a simple relation to other systems of units. For example: 1 au of length = a, (Bohr
radius) = 5.29x10® cm = 0.5294; 1 au of charge = e = 1.602x10"°C = 4.803x10"% esu; 1 au of charge
density = e/a;’ = 6.748 eA™ = 1.081x10'2 Cm™; 1 au of Laplacian density = e/a,’ = 24.099 eA”; 1 au
of dipole moment = ea, = 2.5418 debyes; 1 au of energy = e*lay = 627.51 kcal/mol = 2.6255 x 10°
kJ/mol = 27.212 eV. For a formal discussion of how the au system of units naturally arises in quantum

chemistry the reader is referred to (Szabo and Ostlund, 1989).

1.4.2 The Basis of Electronic Structure Calculations
The state of any quantum mechanical system which is stationary in time is described by the time-
independent Schrédinger equation:

HY¥(x,,...Xy,R,,..R,) = E ¥(x,,...Xy,R,,...R,,) (1.16)
where H is the Hamiltonian operator, x; = (r;,0;) the spatial and spin coordinates of the i electron, R;

the coordinates of the i™ nucleus, ¥ the total wavefunction, and E the energy of the system. In atomic

units, and in absence of external electric or magnetic fields, the Hamiltonian operator is written:
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