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'Reinforcement:msy_sifect responding by strengthening a =
responseiso as to increase_its‘freQuenc; of occurrence an@)g?" .
'differentieting a response with respect to some of its'pr0pertiés.
It hss‘been~suggested that response rate.1s controlled by the
) strengthening effect of reinforcement on esponding and by the
differential reinforcement of the time béZHeen resnonses, -the-
interrespnnse time. The strengthening and differentiating effects
of reinfércement on response rate are usually confounded in studies
of responding on simple reinforcement‘schedules. This thesis
snalyz;n the effects of reinforcement interval (dtstrengtnening '

l vsrisble) and interresponse time reinforcsmentn(e—difTEreﬁtistiﬁg__
variable) on response rate by independently msnipulating them -over _
a range of values. Food-dsprived pigeons pecking illuminated disks
for food reinforcement were ef?osedlto noysl reinforcement schedules
which sllowed simuitsneous differential reinforcement,of interresponse
times snd control of reinforcenent interval. With these schednles
‘_interresponse time reinforcement was the principsl determinsnt of,

responge rate while reinforcement interval plqyed a secondsry role’,

_______

PRSI

‘determination of responsge rate,,they did not interact over the range
of values investigated. .This thesis documents the existence of
’ ) ' /

114
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- ‘ 'Eéparable 'strength.ening and differénfi_;ating effects of reixiforéeinent .
on regponse rate and emphasizes the importence of interresponse
g ‘ time @ifferentiation in the d.etermimtii':ﬁ'of.respon.se rate.
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- Chapter 1

- - : V_Introduﬁtion

r

The frequéncy with'which.an animal performs an act is
determined by a multhplicity of varisbles in the environment and
: within_the_ahimal. Chﬁngea in physiologicai gtates, in the exte}nal

environment, and in the animal's experience all‘influehcé the
probability that a particulas behavior will occur. As Tho;ndike'

documented in 1911, one important determinant of. future occurrences -
of & behavior can be a change in the environment following the

occurrence of that behavior.

»

Thorndike placed cats, dogs, and chicks_inéggxes which could

_ QF egcaped by the operatién of .a latching dévice.‘? he .animals came to

— !
et

-pérforﬁ the latch-releasing act more quickly as training progregéed,
_feach performance belng followed by‘releaée from the box and.access to
food. Tﬁorndike summarized his observations on the relationship

between behavior and what follows it in his "Law of Effect”. He

L)

described the effect of péaitive changes in the environment upon
behavior as fol}cwé'(i9ll, p. 24h):

Of several responses made to the seme situation, those
which are accampanied or closely followed by satisfaction
to the animel will, other things belng equsal, be-more '

, flrmly connected with the situgtiom, so that, when it
recurs, they will be more likely to requr.

Thorndike's formulation of the Law of Effect deslt with the

"

strengthening of connections between situations and'responags made to

-2



those situations. His law gtated that thesé-cqnnections were = - -
‘ o Lo - . : :

~ strengthened by some favorable change in the enviromment or a

"satisfying state of affairs" (Thorndike, 1911, p. 245). * Skinner

(1938) studied the effects of satisfying states of affdirs, or

_reinforcement, on responding without reference to situation-response

connections. e recognized two distinet effects of reinforcement on

a respoﬁsé. The principal effect was to "strengtheb" resﬁonSES, .

o

‘producing_an increase in their frequency of occurrence. A secondary
effect was that of 'iifferentiatiig" responding by increasing the -~

frequency of responses with particular values. The strengtheﬁing oo

Il

" affect is similar to that studied by Thorndike, althbhgh Skinner

dealt with the strengthening of respdhding rather than of situation;

~

response connections as did Thorndike.. The differentiating effect

of reinforcement was a new pfiqciple and‘iﬁportant as thé basis for '

the production of novel behavior. The efféct is ilfusirated by cne

- of Skinner:s expe;iments with . qiftereﬁﬁiation,of”the foéce of - -
lever pressing. He pfeéented food reinforcement to hungry rats bnly

if £he fqrce'o? their press on a lever exéeeded somé minimum value.

By éradually increasiné this criterion yalue he was able to 1ndﬁce the
rats to produce résﬁonses with forces they hdd.not previously

exhibited.

-

The two effects of reinfopcemént noted by Skinner depend ypon

kS
Ty
"

the definition of the response class followed by reinforcemeqi;h Thé.'\

definition may be atithe level of "a peck. on a disk", in which Ese

» '

.

»
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the strengthening effect of reinforcement should produce ingrease .

in the rate of disk-pecking On another level the regponse class may

be defined as "a, peck on a disk following t&e preceding peck by at
least t seccnds";‘ In this case the strengthening effect of relnforceq_
ment implies. the difféfen%ietion of long dis&-peck'fnterresponse
“times (fRTs) and thus a dec;eaee in the rate of disk-pecking per se.:
The two.effects of reinfbrcemen; are_in'a‘sen§e compatfble; since
strengthenfcg of a resécpeerciaes ueuelly implies differentiation of
. the class with.respect to the reinforced properties of the response.
. A distinctfon ma§~be eede'hCWever'when reinfcrcemenﬁ is presented
leifferentially wiﬁh respecﬁ to a propert& of a larger response class
and responses within the.subclase:defined by the refnforcedgalﬁes | 51//

of the property ihcrease in frequerncy while other responses

of the class do not. - d " - “"
. <1
Regearchers have tended to concentrebe on one Or‘the 6ther of

-
\_,/"\

the two effects oft reinfercemenﬁ and have frequently‘ignored an‘appgrent“‘f‘\ .‘

incompatability. ‘Reinforcement of responges with long IRTs cannot’
produce both high rates of respondind and long IRTs simultaneously.
According to Skinner's discussion of response differeﬁtiaticp, if the

IRT is = differentiable-ﬁropertx of responding, then the reinforcement

of lopg IR shouldfincreese the frequency of long IRTs and decrease

te cf“responding defined.without reference to the IRT.- This

effect would be in opposition to the Btrengthening effect on the larger
response class which would pro&uce an increase in the rate of responding.

_Historically, the two effects of reinforcement have heen studied

[P I S
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in@epen@entlyiﬁieading to £#e pérallél developﬁent of two hypéthegéél

_concerning thé determination of r;Sponse faté. ,Ong:hypothé§is, ’
which for reasons which will becone, |

'néparént 5 lmgy be called thel"rglativé léw of effect”, emphasiies‘
the presphLd strengthen;ng.eﬂﬂapf—qf'reinforcement. The other,
which may be callea "inter:espon;e time reinforcement theoryf; |
emﬁhasizes'the presumed différentiating effett of reinforgement on
IRTs. The eviderce in support of these hypotheses-is briefly reviewed
below, beginning with the "strengthening; inﬁerpretation, which has |
a ioqger histor} in the ;iterature.

The two potential effects of reinfsrcement on regponse rate/
fdescfibed above cgﬁ lead to confusion in the usage of the ferm.
.'”re{ﬁforcement". For this reasén re;;forcement.is defined in- this

thesis as an:0peration, not as a process or result, The operation e
is the presentation of a stimulus kgown to ihcreasé the frequency of

behaviOr it folloﬁs. In the particular cases described in the thes&s,
this stimulus 1is grain presgnted to hungry-sigeons. A o

Both the relatiye i&w of effect and IRT reinforcement theory

-concern wider ranges of phenomena than are considered here. The_region»
of interest for this thesis; and an ‘area of mutual concern to the tw;
hypotheses, includes the effects of simple schedules of reinfbrcement"
on respgnse rate: BY Fimﬁle sphedﬁles is meant situationsg,in which
only oneiresponse is measured and a\?einﬂorcement criterion is stﬁted

in terms of the number of responses or the time between reinforcements.

.



Those schedules spec1fy1ng«the tlme between relnfﬁwcements are - v

L}

partlcular pertlnence to this thesis because of the relatlonshlps

between responding\an@ reinfqrcement they generate.

The Relative Law of Effect

Although Skinner (1938) recognized both the strengthening

and differentinxfng effects of reinforcement on responding, he dealt
chiefly with the.strengihening effect. His analysis of the strength-_
ening of responding by reinforcement empha51zed the 1mportance of -
respoitge rnte in: the measurement of reinforcement effects, as illustreted
by the following passage (1938, p. 58):
the main datum fo be mezsured in the study of the
'dy: amic laws of an operant is the length of time
elapsing between a response and the response Y4
immediately preceding it or; in other words, the
rate of responding.
Although this-passége equates IRTs end response rate, Skinner's emphasis
an rate_is.apparent from his statement that "the rate of responding
is the principal measure of the strength of an operant” (p. 58).
Reinforcement increaﬁﬂy the rate of'emission of a response by increasing
~its strength. . . ' ) ‘

B3

The analysis of reinforcement effecto on behavmor begun by

extended in Ferster and Sklnner (1957) to a

edule% of reinforcement presentation. This la.tter work

{ : ' . ‘ .
discussed the multiple determination of response rate by differentiating

ahd strengthening processes, but again emphasized the role of reinforce-




ment in_strengthening-responding.-'Studies by Catania‘and‘Reyﬁolds )

(1968) focuigggﬁzh\ihg_interval-baéed reinforcement schedules

‘described by Ferster and Skinner and provided parametric data on
. the relationship between reinforcement rate and fesponse rate,
Response rate was found to increage monotonically with reinforcement ,'

‘rate. The more frequently a response-was reinfofced% ﬁhe"sﬁééngér
it Eecamef | . . '?‘ -
Thefrelationship between resﬁonée and }einforcement rates on
simple reinforcement schedules has been neatly summarized by
Herrnstein (1970). Herr;stein dealt wiﬁh é wide range of reinforcement

schedule phencomena and based his analysis upon data from situations

[ -
in which several responses were concurrently reinforced. His
- v 5 :
formulation provides a succinct statement of the strengthening
. .

effect of reinforcement on responding and is used here as a convenient

descriptioﬁ of ;elationéhips obtained with interval-based reinforcement
\ ! L
schedules. It is also an hypothesis about the determination of
\

w . : -
response rate since it ascribes controlling propérties to reinforcement

rate. ‘ | ' N

Herrnstein's hypothesis is that response rate is determined
By the rate of reinforcement delivered for that reéponse relative to
the total rafe of reinforcement occurring in the situation. It is

.important to note that the relationship is between response rate

and obtained'réinforcement‘rate since the utility of the hypothesis
I3 .
is limited by the fact that it specifies a relationship between two

dependent varidbles. The hypothesis may be stated in symbolic

b AT D el e e e e T
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form as:

kR . _ :
CoPe__ . | (1)
¥ : " R +_Rg

where P is response rete, R is the reinforcement raﬁe_fo: response P,
.~ . . - l

R, is an empirical. constant representing the reinforcement rate for

all other behavior occurring inathe‘eituation}'and k is mnother

empirical constant representing the maximum rate of‘Bgcu;;ence of -

- -

the reSpDnseé'_Bespoﬁse rate is thus proportional to ite reinforcement

rate relative to the total reinforcement. rate in the situation. For

this reason the hypothesis has been called the "relative law of

effect”.

‘ %
. ‘ IRT Reinforcement Theory _ =
ﬂhg;;;;::>\and Reynolds (1968) discussed their 1nterval schedule
data in ter an analysis based on the dlfferential relnforcement

of IRTs. They pointed out that the interval schedules they used
differenfially reinforced IRTs because longer IRTs were morerlikelf
to be feinforced than were shorter oees. The 1ongef an animal'weited
. from the last response, the greater was the prdbabillty of the next
response being relhforced. The relationship between response rate
an& reinforcement rate-couId be accounted for on the basis of

reinforcement of longer IRTs on schedules with lower.reinforcement

rates. As Eataqda and Reynolds noted, this IRT differentiation

]
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o

-consecutive occurrences of a response -- the IRT --'is &

experiment provide a bagis for the IRT reinforcement hypothesis.

according to the length of the IRT, although the manner }n which this .

analysié of théif.data isrconsiatent witﬁ theiresponée étrengthening .
anéiysié discﬁsseﬂ aboﬁell biscfimination of the two éffécts of
reinfofcemént iS'Abt pésaible with tﬁis type of data. Another
class of expefimént is required. -

Acéording to IRT reinforcement theory, the time bet;een _
different;gb;e properfywof the'respogée T
terminating the IRT. The seleétion of various values 6f the IRT by
réinforcement determines the emission of future IRT values. Response
rat%.ié ghén determihed, at least in part, by .the rate oflrgsponding =

at the time reinforcement occurs. Two principal classes of

.

—!

In both cases reinforcemént is made contingent upoh IRTs differentially
| &

-

contingency is spec%fied differs.. Also in both caseg‘one usually
observes an increase in the-frequeﬁéy of the more frequently r;inforced
IRTs. However, both clagges ofréxperimént fail to-discriminate thg
contribution to response rate of strgngthening and differerentiating
effects of Qeinforcement.' Sinée the recults’ of these experiments

have beén taken as evidenée for the differentiating effect of reinforce-
ment, it is necessary to go into some detail of the procedures
to explain how fhey fa{{'to discriminate differentiating from

strengthening effects.



In the more easily implemented of the t?o classes of experiment,
;-reinforcement occurs onlr efter IRTs which are temporally 1onger than‘
same value t. Relnforcement is not presented after IRTs shorter than
t. This class of experiment may be referred to as IRT > t (inter-
reuponse time preater than t) schedules of relnforcement presentatlon.’///faﬁh5‘l.
A very large body of data obta1ned from animals respondlng on IRT > t
schedulcs has been collected (Kramer & Rllllng, 1970). _The general
result has been that as the t value of the schedule is increased and -
lonper IRTs are reinforeed, the response rate decreases and the
relative frequency'distrioution of IRTs increases in .
the region around t. Although consistent with the IRT reinforcement
hfpothesis, the observation of longer IRTs\Bn IRT > t schedules w1th
larger t values is not suff1c1ent to establlsh the control of IRTs

and response rate through differential relnforcement of’ IRTs,

1ndependent of changes in the overall reinforcement rate. Indeed,

. : . . } -~
reinforcement rate decreases gs t increases in the _ .

-

~ brecise manner required by the relatfve law of effect to produce the

* . . o
observed_decrease in response rate. . A

. Data from a study by Staddon (1965) demonstrate ‘the confoundlng

of IRT reinforcement and re1nforcement rate effects Wthh oceurs on

{RT > ¢ r:ipﬁorcement schgdules. - Pipeons were exposed to IRT > ¢
séhedules with t values ranging from 5 to 30 seéonds.' Ae:shown in
Figure 1-1a Lerger values produced lower rates’ of reeponding'

However, as shown in Figure 1-1b, larger t values were also assoc1ated

with lower reinforcement rates, The IRT > t class of

it A IR T R R A F T T T -y
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Figare 1-1, %gI and reinforcemeht rate data obtaihed on

IRT > t reinforcement schedules. Redrawn from Staddon {1965).
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experimentﬁdoes not allow an:anelysis of the reletive contribution
of strenuthenlng and dlfferentiatlng effects of relnforcement : "

since they are confounded inf’he»prﬁcedure..

__:_—--tfl__
@ .

A second class of IRT reinforcement experiments also involves
the dlfferential reinforcement of IRTs according to length The
+  ‘synthetic variable ifiterval schedules” originated by Anger (1956) and
extended by Shimp (1973) were designed to retain s control over |
reinforcement rate while accunplishlng this differential reinforcement.
-Howeveér) although the interaction between the animal's hehavior and the
experimenter's schedule of IRT relnforcement is more complex than in the
IRT > t, case,'reinforcement rate still .depends on the animnl's behev1or.
- | Shimp noted the poor control of reinforcement rate on these’ schedules
‘but dismissed it as an unimportant variable in the determination of
response rate. His ergument-was based on data from a situation bearing’
little resemblance to the synthetic“variable interval schednle (Shimp;

-

1972) and is thus not evnvincing.

The synthetic veriéble interral scnedule used by Anger waes en
attempt at mimicking the distribution of those iHTs‘which'are reinforced
on an interval scheddle.‘ Anger first obtained the relatlve frequency ’

: dlstribution of IRTs reinforced on a standard variable interval schedule.

He then relnforced IRTs of various: length classes with probggllltles



)

¥y

' corresponding pd those actually obtained on the“

”.veriabie intervalbschedule.'_By waiting for the ocurrend

IRT in a particular length class befdre presentlng the ﬁiinforcement

arranged by the interval cqnponent of the schedule, he was eble to

control the relative frequency distribution of IRTs whlch were

reinforced. ‘Srnce‘tne resultant schedule was a varisble intervel
scheduLe §dthfan added TRT contingency, it is called a
synthetic variable interval schedule. ‘ ' !

The variable interval part of the synthetic schedule purportedly

allows the reiriforcement rate'to be‘better'controlled_then it typically

~is with IRT > ¢ schedules, but the reinforcement rate must still vary

' .

'with the IRT reinforcement funetion. The schedule muet walt lonéer for

rarer IRTS, producing a dependency between the relnforcement rate and
j -
tne IRT reiqforcement function. The dlfferentJal reinforcement of long

and thus rare, IRTs should be associated with lower reinforcement rates

. than the differential relnforcement of more frequently occurring IRTs

AW
As in the case of IRT > t schedules, reinforcement rate and IRT

differentiation aré confounded.
.- One of Shimp's’(1.973) experiments demonstrates the limitations

of synthetic variable interval schedules. in the analysis of response
: a

- rate ‘determination., Hungry pigeons were trained to peck at a disk for

food re;ﬁforcement. A meen two-second interval rendered the variable‘

interval component of the schedule superfluous, gince. reinforcement was

A

pre



13
. é@tuai1y delivered on the average every ‘60 to 120 sebonds‘(tne mean.
.reihforcement intervel or-RI); The prin01pal determiner of "the
ogtained reinforcement rate was the second “IRT reinforcemen;
component of the schiedule in-interaction with the pigeon's behavior.
L The IRT relnforcement component of the svnthetlc schedule
deter ined which of‘ten half- second IRT classes between 1.0 and
:6 0 seconds would be follcwed by the reinforcement nabied_by the
- interval programmer.f The TRT relnforcement functﬁﬁ{ varied fran a
| .nondlfferenbial 0.1 probability of choosing an IRchless to a
maximally differentiel function of 9.0222x —-0.0222, where x is
the IRT c]__ase number between 1 and 10. I.n t‘ne maximally differential
case, the probnbility of choosing an IRT class for reinforcement
increased from 0% fngRTs between 1.0 and 1.5 seconds to 20% for.
IRTs between 5.5 andlo.o seconds.‘-The.E% to 9% of IRTs not between
l.?-and 6.0 seconds were ignored in both fne'procedurerand the
analysis. Shlmp found that as longer IRTs were more frequentky
7 reinforced “the pigeone produced a greater relative frequency of
Tonger IRTs. : h
Y . As the reinforcement function changéd fron nondifferential . | &
reinforcement of IRTs to differential reinforcement of longer, less
Mo freguent, TRTs, the reinforcement‘frequency probnhlr decreased. A
.decrease in reinforcemert frequency ‘with greater reinforcement .
. of'long TRTs could account for much of the 60 second spread
“in the RIs obtained in Shimp's study. The reinforcement schedule

simply had ‘to wait longer for a longer, less frequent IRT than for

a shorter, more frequent one._ Shimp did not present data indicating
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chans2¢ in RI with changes in IRT reinforcemen', so the foregoing

interpretation is largeiy speculative.

The only conclusion possible from data obtained on synthetic

variable interfal schedules 1is that either reinforcement.rate or

L}

IRT differentiation produced changesain ﬁesponse'rate. No judgement
concerning the differential contribution of these factors can be made
"with data from this paradigm. : ' . _ : ‘ :

L d

Richardson (1973) employed variable interval schedules in yet a

Y

another manner in order to substantiate the effectiveness of IRT
reinforcement in modulating response rate. He expésed pigeons'and rats
" to stahdérdlIRT > 15 seconds reinforcement schedules -and recorded the
series of RIs produced by'thé animals aslfﬁeir behavior interacted

with the schedule. These series bf RIs formed the basis for variable

interval scheddl€s used in the second phase of: his experiment.
: - _

.‘Richardsbn fgund that response rates on the variable interval
schedﬁies were higher than the response rates onntﬁe IRT > 15 seconds

schedule, even though the mean RI was nearly the same in both cases.

» i
. . s

Richardson's experiment, provided good evidence that IRT
.differentiation. can affect response rate even when reinforcement

Tate is controlled. However, since only one reinforcement fate per

. -

subject was used, and since this rate was determined by the subject,
changes in IRT differentiation effectiveness with reinforcement rate

could not be assessed. i:},lso, there was no nondifferential reinfprcei; : ) 3

ment condition with which to compare the differentistion. The " ;

L

H

-.‘_ ' . - 4
g

4

'”iRT > t schedule data were compared with data from varisble interval

schedules, which present reinforcement differentially with respect to
-y, - .

N . - - . ' N t




IRTs in the sense that longer IRTs are more 1ikely to be
reinforced (Catania % Reynolds, 1968) Effects strictly
-attributable to reinforcement rate could not be defermlnee from
Rlchardson's data. The experiment stends primarily es a
crucial'éemonstration of the‘effjegcy'ef IR? reinfercenent

"in ehanging response nete.in the absence of concomitant
changes'in‘reinfbrcement rate. This result casis doubt on

the suffic1encv of a strengthening effect of relnforceMent in
the - detemination of response rate, but does not 1nd1cate the -
relative contribution of differentiating and strengthening

~ L3
effects.

Synthetic variable interval schednles_and IRT >t schedules
fail tq discriminate between strengthening and differentiating
effects of reinforcement: Richardson's (1973} comparison of'
varieble interval and IRT > t schedules provides evidence for & -
differentiat;ngﬁe%E§Ft independent of a etrengthening effect but does
not‘provide an aeeount of .the relative size of these: effects.

What is required is a procedure which allows the independent

menipulation of reinforcement rate and IRT reinforcement ecfpss
: L .
a range of wvalues.of these variablee.

Eanl
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Péfcentile Reinfbrcement Schedules'- 4

.J;
Aqtéchnlqué for the independéhﬁ‘manipulafion‘of IRT
reinforcemerrt and reinfopcanenf«;ate ié-provided by;é‘éléss
Aof paradigms culléd percentile reinforceﬁént-échedﬁies (Platt,
1975}. When the IRT is’the behaviorél unit of intengét; s

percehtile'schedplésﬁﬂllow tﬁe egperimenter‘to presehf_rein?orcement
differentially after” IRTs according to their lengths while ]
maintaiﬁing a constant RI. | .

Thé major differehce betWeen.percentiie IﬁT séﬁedulgs
and tgé'IRT schedules previously\discusaed isltﬁat the absol;te
value of thg IRT reinforcement c;iterion on pgrceﬁtile schedules
changes. as the dnimal's.ﬁehavior chanées. With IRT > t and synthetic
variable.ip£e;va1 schedulés reinforcement is always sPécified
for an absolute; unchanging class of IRT.lengtﬁs, ihdependeﬁt of”
the animal's behavior. Tt is fhis independence-of the animal's .-
behavior and the-experimente;'s reinforcement criterioﬁ which
pgoduces the dependence of reinforcement rate on behgvior!
I#ercentile schedules qhange_the critericn as the.behavior changes
and thus fix the criteriop‘to therehavior by defining the criterién

relative to a behavioral scale.
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Repeated occurrenceé of a behavior will have a distribition

o

fgéﬁlﬁgs_of'any'measure of behavior. The IRTris-arfundamental
measuré of behavior.whtch:c&ﬁ be‘ﬁsed1f§2exemplif§ the rationale.
behind ﬁhe pércentile feihforcemeﬁt schedule,. A sequence df ten
inétanceé of the behavio? provideé‘a sample Qf’niné.IRTé. Accordiﬁg
to a theorem of order statisties (Smith, 1953), each of these

nine IRTs estimates a decile point of the population distribution

frem which they were drawn. The: goodness of thi's estimate depends

- upon an assumption of random independent sampling: of the IRT from

il

+the popilation-dis@ribution.‘ Some studies of IRT reinforcement

. [ . . .
on IRT > t schedules h ted .th esence of se tial
‘n : schnean ES}IE\?USSES ? ‘ e pr quentia

depenaenéies between IRTs, thus yiolatingithis assumptioﬂ (e.g.,
Weiss, Latlies, Slegel, & Gold$£ein, 1966) . For.the purpbseg of
experimental control,-ﬁhe requiremént of raﬁdom indepéndéht\sambling
&an be circumvented by using a samﬁlewsize large enough to average
out any short-term sequential dependehcigs yvet small enoughito
accurately track long—ferm cﬁangeé in the mean IRT. 'Appfopriate
cholce of the sample size can ‘thus oﬁefcome this theoratical
difficulty and produce adggq’je predictabillty of percentile

points (Alleman Pe Platt 1973) ' ' . -

.

Over a large number of IRT distributioh samples, 104 of

/

i the IRTs produced by the animal will fall within ‘the intervals

D
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- ment is compared to the IRTs in this.disffiﬁution and giveh a

P Lo ' . : oL . ) 18

:/ﬁemargaied by the nine sample IRTs, as these are continuously

rresampled; -An fﬁT can be ranked rdlative fo the'sémple distribution

qf IRTs ana thus assigned a_perégntiie véine felaﬁive té.fhe

gbsolutg time lensths of the sample TRTs. The perceﬁtile ranking

is thé basis. of tﬁe behavioral scale which allows(controi_of tﬁe

~elation between behavior and reinforcement parémeters.' |
-.Figﬁfe l-éq illustrates the percehtile reinforceﬁéné‘coﬁtrol

proceduré asAapplied to IRTS; A distribution of the animél's ﬁost'

recent fﬁTs is obtained. ‘Tﬁé neerRT £o be considered for réinforce--

percentile ranking accordiné té ita leﬁgth relative to the lengths

of the 6ther IRTs./'Let'us assume that fhe experimenter de#fres

to differentially reinforce long IRTs while maintaining a constant

.5% of responses reinfofged. The dashed line in Figure 1-2a

indicates the 95th percentile point of the TRT distribution.

By‘fefhforcing an TRT if and only if its length exceeds fhe:length

/

ihﬁersected‘by this line, the reinforcement probabiliﬁ§ will be
helé at 54, Equivalently, if the percentile ranking of the new IRT

r

is less than 95%, it is not reinforced.

The'percEntile‘mephod of determining reinforcement does not

depend upon %he shape of the IRT distripution, since percentile

. " - (
points do not depend upon distribution parameters. As the distribution
of recent IRTs changes, the percentile cutoff for reinforcement

shifts relative to the time scéle, maintaining a constant rélafion; :

/

(
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Figure 1-2. Percentile reinforcement of IRTs, showing three

.different methods of determiniﬁg the reinforcement eriterion,
indicated py the dotted line. In part a, all IRTs greatcr than
the 95th percehtile are reinforced. In part g? 10-second aﬁd
30-secdnd interval Selectivities are indicated. ' In part ¢, a
10-second Selectivity with a 33% random ratio superimposed ig .

indicated by the cross-hatched area.

[

i
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' between the re1nf0rcement criterlon and the anlmal's behav1or

in the sense that a re1nf0rced TRT 1s always preater than 95%

is to be accomplished. The m IRTs mark off m+l 1ntervals on the
IRT contfnuum. If the current IRT has to exceed k of these IRTS
to be reinforced, then the probability of reinforcement, P,

is given by:

P=1- G
m+l -
: \
[n the previous example, with P = 5_%, if 19 IRTs provided the
sample agéinst which the cu¥rent IRT were ranked (m_=-19), then
‘an IRT would have to exceed 18 of these TRTs to be. reinforced.

-
The reinforcement criteripn could be placed anywhere in the

distribution, bvetween any two percentile points or off either

‘end of the distribution. In each case, the probability of

reinforcement would be determined by thE'mean percenfhgenpf IRTs

falling within the reinforced interval.

20

of recently emitted IRTs.f ' .
o Extrapolating this, €pecific example to the general case,
lef. m be the number -of ;;st IRTS with‘which the réinforcement ranking

The specific case of percentile schedules in which rexnforcement

probabllev iz held constant while IRTs are differentially TELnfOFPPd

was 1nvesQigated by Alleman and Platt (1973). These investigators

employed P vﬁlues from 5% to 50%, differentially reipforcing IRTs

- which were either longer than or shorter than'reééntly emigkeéd IRTs.

o R
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They found that at P values of 5% and 10%, reinforcing longer IﬁTs
S

produced lenger IRTs than reinfdﬂing shorter TRTs even though
. _ )

reinforcement probability'was the same ih both cases. Of course

as the response rate decreased when ‘longer’ IRTs were reinforced,

o

the reimforcement rate also decreased. S {

_ TRT Reinforcement with Controlled .

‘Réinforcement Interval

The féregbing éxposition'of pen:en%ile reinforcehent ’
prqcedJrés dealt‘wifh the céntrol of reinforcement probability
Quring IRT differentiation experiments. Probabg}ity control is
the most direct épplication.of percentile schedules since these_
schedules specff& reihforcement qriteria in-terms of percentages
of behavioral cutput. However, the prima?y interest in the
bresent context is the control of reinforcement interval during | -\x -
IR& differentiation. The appliCafioﬁ of percentile schedules
to this problem requires further development of the Eathematics
involved in a free;regponding'situation{

A given reéponse rate multfpiied by a specified ?einforcement

probability determines the reinforcement raﬁe. The animal determines

the response rate and the experimenter may éontrol either the

reinforcement probability or reinforcement rate; the remaining
variable_being‘thus determined by a function of the other two.

This relation between - response and reinforcement rates and \

, T
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_ ‘ ' S
reinforcement. probability can be expressed as @ relation between

mean interresponse time (IRT), mean ;eirforcemeht interval (RI),

and reinforcement’ probability (P) given 'by:
IRT ='RI x P . (ba)

. | Verbally, the-relaﬁion states that”the mean time between responses
is equal to the mean time between reinforcements multiplied by

Y

the pfobability of reinforcement. )
Tn order to hold RI constant, reinforcement probablllty must
be allcwed to vary w1th the mean IRT. Rearranging Equation 4a,

we find that the reinforcement-probability must ‘vary 'in direct

proportion with the mean of past IRTs =3 given by:

.

¢ o _ = IRT/RI . (bv)
J¥\\*</’\>\\" If we’ speclfv the RI and use the mean of the‘animal's last m IRTs
to estimate the population mean IRTh‘the probability of reinforce-
.-ment is determined. By varying P to accomodate changes in Lhe mean

IRT during an experimental session, the mean RI can be held constant.

~ ) )

P As the mean of recent IRTs increases, the reinforcement probability . _

»

is adjusted upwards, and vice versa. The method of determining

. .3 . o .
reinforcement for a response summarized by Equation 4b was used

in the baseline conditions of the present experiments. Since the

. iy 5
_reinforcemen : 1lity~depended—upon—the—mean—ofmrecent—iR1a,'

and the current IRT was not averaged into this mean, reinforcement

- [

was nondifferential with respect to the length of the current IRT.

&

~
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™~ In order to differen;ially reinforce IRTs while maintaining

a constant RI, both Equations 3 and L4b must be:satisfied: Equgtion 3

-

specifies reinforcement probability when IRTs are'being differentially

reinforced and Equation kb specifies reinforcement probability : f//
_when RI is being held constant. Solving these two ;quat%ons ,_wﬂ__/*’%/”#

" simultaneously gives a value for k, the number of IRTs the

current IRT must exceed to be reinforced: . ! ;
k = (m+ 1) 'x (1 = IRT/RI). (5a) |
" Changing k as the mean IRT changes allows both meintenance of .

the RI and the differential reinforcement of TRTs, since only
o : CY . . ‘ :

TRTs which exceed k of the m recent IRTs are reinforced in

this procedure. .

:Jr'

/ | |

value of k for larger values of RI. This means that at lower

ler any given mean IRT, Equatioh 5a specifies a larger
=densities of reinforcement, the differential feinforcement 5f

IRTs will be more selective, as it is applied to a smaller portion
of the IRT frequency distribution. 4§e1ectifity is defined by the
RI in Equation 5ay which'determines.the fange of IRT'§alue§ to be
reinforced: Since the RI aqd Selépt;vity (8el) can Qiffer as

PN

‘degcribed below, Equation 5a should be written:

1

% = (m+ 1) x (1 - IRT/Sel). (5b) _ ..
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As an example of how selectivity affeciu the range of reinforced
IRT values, vigure 1- 55 presents an IRT distribution with = reinforcement
cutoff deternined by a programmed RI of 10 seconds, k(lO);- For .
thé same distribntion,'an-RI of 30‘seconds will produce-a higher
rutoff, k(30), since a larger number of IﬁTshmuetlbe exceeded b&
the current TRT. The k(30) velue defines a higher selectivity

>

than the k(lO) because reinforcement is applied to a smaller range
~of the IRT distribution. The‘rexnforced IRTs in the 30 second
case ‘are more removed from the main body of the IRT iisﬁribution
_than they are in the 10 second case. : | |

Selectivity is distinct ffom'BI,rwhich‘simpLy determines . .
the frequency wiph which behevior ettains & reinforcement cfiterionn
Selectivity defines a range of IRT values for reinforcement while
RT is independent of IRT value. By varying‘the proportion of
'IRTs within the-selectivity-determined'range nhich are reinforced,
RI andMSelectivity can he independently manipuleted. The technique
15 illustrated in Figure 1-2c. A 10-second Sel in Equation 5b
determines the k(10) value as before. ﬁowever,'onl&_a randon”
one-third of the IRTs selected forzreinforcement‘actually
receive reinforcement.(the'cross-hatched‘area in Figure 1-2c¢).

In th'%s manner a 30-second RI is obtained while the selectivity

. . ‘
of reinforcement is the same as for a.l0-second RI. 'Comparing

the cross-hatched areds in parts b-and c of‘Figure 1-2, 1t

-
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,":
is elear that a k(30) cfiterion results .in more ex£reme.differential -
reinforcemeﬁt'than the.ﬁKlO) efiterion'at the same RI. It is

important to nofe that tﬁe k wvalues, ane fhe.ﬁroport;on of .
-reinforced-responses'theyiﬁroduce) vary ﬁith ﬁhé mean IRT. * <~w
.‘For tbis reason the selettivity is-speeified in terms of the invariant’
tine l*.fa.lues ™ used in Equatio ' £o determine these k
values.

Percentile reinforcement of IRTs with teinforcemeﬂt

interval®control is a tool which ean be used to.pfy apart
" the effects of reinforSEment fate and IﬁT differentiatien
on_reeponse rate. The four experiments making up the body
of this thesis put this tool to use. ‘Expe:iment 1 compares

the effects of meximally‘eelective reinforcement offiong eng |
short IRTs to ebnselective reinfercement over'a~r e of 

RI values from 10 to 120 seconds. Experiment 2 ezzjnd the
results forllong IRT reinforcement to a 300-5eeond'RI.
Experiment 3 describes the effects’of changing seleitivity.
with a constant‘RI and changing RI with-a coﬁstant selectivity.
Fxperiment L further analysel the effects of RI and selectivity

in a search for interaction between them.

2

L



" “hopper while the kay

General Methodology

' Thigfour-expefiments reported here all empkoyed percentile

inforceﬁent schednles for the differential reinfo;cement of IRTs
. in the context of controlled meen_rein?orcement‘interyels. ozﬁé¥7“~\\
'similerities'in'the'proceduree of the four experiments are detailed ~

pelow.

Subjects L 7' , ' _ o L e

The subjects were 32 experimentally naive Carneau and White
King pigeons obtained from thé*Palmetto Pigeon Plant, South. Carolina
They were maintained at approximately 804 of their free-feeding
welghts by supplementary rations of mixed graln glven at tre end
of each session in'the home gagea Sixteen pigeons.were uged in
' Expefiment l. Four o; these were.used in Experiment 2 and anotner
four in Expériment 3. An adaltional 16 oigeons were the subjects

/

. ‘of Experiment 4.

Agparatue
Four Lehigh Valley Electronics I-key plgeon operant chambers
were used. Only the center disk was used and it was illuminated .
Y

by a white. light durlng,the experlmental sessionas. Reinforcement

consisted of 3- second access to mixed- grain presented in the food -

~A28=volt; 100-wwilIiampere
houselight illuminated the chamber throughout the session. The
'scheduling of stimull and the accumulation of data were eccomplished »

by means or_a 1Eboratory compute;. A minimum opening of the disk = -
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.micrOSW{tch foc‘o.i seconds was requifed'pefore ‘a’ subsequent peck
“on the\dlsk was recognized as a separate response. Dueiné Experiment
.1 -all [RTS wgre recorded on paper tape w1th 0. l second accuracy
In Experiments 2 3, and 4 the last three'se551ons of Baseline and
the last six seesionslof Differential Phases were SO rec rded, while
during nontefMinal sessions only seesion summary statistic were
acquired.- . . - _ G
Procedures “ o .. ' - | -
. Pretraining. -The pigeons were first trained to eat from ehe.
isn'in the chamber.

C . .

the presentation of

food hopper and to.peck thefilldminate

Training to eat from the hopper involve
the jiopper at variable intervals with a kean interval'of 90

geconds between presentations. The hopper remained raised wniil
4]

the'pigeon had intercepted'a photo-beam aéross the hopper opening -

for a cumulative 3 seconds
Slmultaneously with hopper tralning,'an 8- second 1llundnatlon
of the pecklng disk preceded each hopper presentetlon on the
90-second medn interval schedule. This pairing of dlsk-llght and
food presentation constituted an auto sheplng“ procedure (Brown &
Jenkins, 1968) which indaces disk-pecking in pigeons. Thirtv such

. ' E
pairings were administered in each session. - This pretralnlkg

continued until the pigeon pecked the disk at least'seven times.

in.a single session. BN
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'IRT List  The compuier;malntained a llSt of the IRTS most

recently emitted by each plgeon.3 This list was carrled over frqm

one sessiop to the next to proy;de continiity befween seésions;
IRTs\tot&iiinﬂiiwice tﬁe progrdmméd Rf value wére képt'in:the lisf
and ocldest IRTs were deleted as the addition of nqw IRTs 1ncrea5ed |
the ‘total IRT ;1me in the list beyond thls amount By updating

" this list of IRTs as a‘sample of the-IRT pqgulation,:there wguld

be on the~aqgrage two reinfofcgd IRTs in the list, since it spanned
L e c '

two average reinforcement.intervals. The 1list size was chosen

¢

to be large enough to allow a good prediction of the IRT population A

dlstributlon, vet small enough to follow trends in the dJstribution,

as the mean IRT. chan@ed. ‘
g Baseline Phases. The decision ;putine determining re?nfbrceﬁent'

duri?g Baseline Phases was described previously and is summﬁ?ized

by Equation %b. RI is the only parameter specified in this routine - N

_and the probability of relnforcement varied inversely with the

a

mean of list IRTs, 1ndependently of the current IRT 7 : . W

Differential Phases. During Differential Phases reinforcement
was detgrmined'using Equation ®%. The RI was th by the ekpe;ime€tér
Eand the IRT and m were determined by the ﬁ;an IRT in the %ﬁored |
IRT list. The value of k was then computed from Equat}on‘s{a. The .

parameter k is ‘the number of IRTs in the iist which the current

IRTLmus%—exceedfto—be¥reinfbrCéd?*‘In“Expéffﬁéﬁt‘I"“éiEéE&"’ﬁéﬁﬁfgﬁ o

—

either "be less thadl' or "be greater than". 1In the other experiments

< . .
only the "greater than" direction was used. The current IRT was then
b ° . . S

-_’_) ‘ . -
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compared to all the IRTs‘in the 1ist. If it exceeded k or more of the

- IRTs, 1t was designated 8 criterial IRT, otherwisge no.ection'in-

the chamber was taken. In either case the current IRT was eMteréd

" into the list and as many of the oldest IRTs were removed as

possible‘without'reducing the sum of the IRTs in the' list below

twice the RI. ' ' Lo

If the current IRT met the reinforcement eriterion; the
randoé}ratio parameter was eheeked. In Experiﬁents 1 and 2 this
parameter was always 190%. In the other two experiments it varied :
from 8% to 100%. . The;eandan ratio parameter determined what percentage
of cfiterial IRTs was actually reinforeed. In this manner the select-

“

ivity of phe differehtial reinforcement could be varied from the

N

maximum possible for a given RI down through less selective values.
i oo |

For example, with a Selectivity of 30 seconds-and a random ratio

of 25%, only one-fourth of the criterial IRTs would be reinforced

and the RI would be 120 seconds. The RI and the

Selectivity determined the echedule. In Experlments 3 and b4t where

these two parameters differed, the scheduies are noted as
&
RI : Gelectivity, both in seconds.
The random ratio routine selecied a number from a pseudo-random

number renerator and compared it to the requesied ratio, If the

”f'selected nufber was smaller than the requested ratio, reinforcement P

occurred, otherwise not. ' | .-

[N
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General. . Sessions occurred -daily, "six or spven days per week. . .

o

A session terminated when 30-reinforcements had been delivered (20

reinforcements in Experiment 2). Differential Phases were usually

-
E)

30 sessions in length while Baseline Phases varied from 10 £o 22

sessions. These phaée_ lengths ensured a comparatively stablé
‘ . . - . P - s * i ) )
group mean IRT with respect to the preceding fluctuations.
2 ‘ - . . . ‘
/- ) . "



” ' Chapter 2
- -Experiment 1
VRéinforcgment Rate and Selective Reinforceﬁent B

‘of Long and Short Interresponse Times

Rationdle

The {irst duestion broached by the.present series of experiments
. . o B ' 9 ’
concerns. the reinforceability of IRTs in the absence of changes in

reinforcement rate. The converse question was also of interest:-

what effect dees reinforcement rate have ot IRTs in the absence of
differential reinforcement of IRTs? - * ‘ .

In order to answer these questions, Experiment 1 varied.RI

3
.

over the ranpge of. values typically employed in experimeﬁts

-

inyestigating response rate changes on simple variable interval

schedules (Catania & Reynolds, 1968). Four velues of RI between

-

? and 120 soconds.weré used with a group of QSur‘squects at each
" pf the four values. Nondifferential_Haseline-Phases provided an
nswer to the sbcoéd of the above questions, the independent effect
£ ﬁI on mean TRT. . - ) o

The subjects were exposed to differenttul reinforcement of
hort fRTs.duriﬁg two bifferential Phases. The use of
percentile reinforcement schedgles'allowed-this differential
reinforcement of IRTs to occur without changes in the RI. Within
each RI conditioﬁ_three different reinforcement condiiions-e— short
IRT reinforcement, long;IRT réinforceﬁeht, and nondifferential

- B . . 3Ll : T
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rnlnfnroement -- permltted an assessment of the unco~ founded effects
of TRT rexnforcement on response rate. - : .
Procedure B

olxteen pigeons were exposed to reinfOrcement schedules with
RIs of lO 39, (0 and 120 seconds. There were four pigeons in

each Rl group. Nondifferentiel Baseline - Phases alternated with

~ Differential Phases during which lohg or short . Ts were selectively

reinforced on 4 percentile schedule., "Half of each RI group was

exposed to long IRT'reinfofcement in the first Differential Phase’

and short IRT re:nforcement in the second lefcrentxfI‘Phase.

3

The other half of edch group received the reverse order of - treatments:

nelectiv1ty ""s the maYimum allowable-under the RT in effect, 1n

1

accord with Equation Sb. T .
- The first Baseline Phase included two sessions at a lO-seccnd
RI for all groups. -The 30-, 60-,,end 120-second rroups then received
one session et:a 30;second.%?1_ This was Tollaved by One'session at

a (0-second RI for tﬁe 60~ and i?O-sehohd groups and a 120-second

RT session for the 120;second gsoup; This phase ccntinued

for a total of 27 sessiocs so all groups had at least’ 18 sessions

v
at the appropriate RT. P

The Differentigl Phasés consumed 30 sessions each and the- last

two Baseline Phases were 16 sessions each, The order of conditions

is summarized for éach pigeon in Table 2-1,

TR
A
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- Results

ia*

The principal results of PExperiment 1 are shown in Figure 2-1

which presents ihe changes in session mean IRT for each pigeon

- during the five phases of the experiment. In each group the data

of the éwo subiects firsg receiving long IRT differenpiation.are
vlotted {n circles while the data of the othef two are in@icatea
by sauares. Doﬁted lives aiso differehtiate thewdata of pigeons
receiving short. TRT ‘diffe'rentiat.ion during the two Differential

Thases. 5 is obvious in this figure, in all four RI conditicns the

session mean TRT 'increésed'when long IRTs were selectively
reinforced and then decreased dpon return to the nondifferenhtial

taselipne conditien. Further, the eitent of IRT change increased

aACross Froups as the RI and Selectivity values increased

concomitantly, ' - \\

> LY

To 8ummarize the eﬁd-of—phase‘rESults, data from the last
three sessions of Bésel(%e Phases and the last gix sessions .of
Diffgranﬂ?al Phéses were ayer;géd. The higher number of résponses
and lower between;;esé{on variability during thé shérter Baseline
Phases diétated tﬁe need for a smalle; number of sessions in the
summary statigtics. Sid&larly the last six sqssions of the more
varlable ﬁifferential Phases provide a reasonable sampte of thg .
bchaviqr-occufring at the end of these phﬁses. |

Table 2-9§ presents summary daLa,f;ém the three Baseliﬁe Phases
of!Experiment 1, inciﬁ&ins the mean IRT, ﬁﬁé mean r;;nforced IRT,

the mean obtained RI, the mean posﬁ—reinforcemEnt pauée, and the

mean propoftion of reinforced responses. All of ‘these measures

5
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Figure 2-1." Mean session IRTs of subjects in Experiment 1, .
plotted in IwO-session blocks, for Baseline {Base.) and Differential
(Diff.) Phases. The first and second numbered subjects in each group
are plotted in squares.{filled and open respectively) and the third
and fourth in circles (filled and open respectively). The RI (and

Selectivity) values are indicated in the upper_ left hand‘qo;ners.
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were quite'comparaﬁie across the three'paseiinesl‘ For this reeson
if_waé consrdereé_jqetifiable éo use juet tﬁe é&Ts of the first
Beseline Phase iﬁ the more exteneive_deta analjsee belcw.‘ .

The groﬁé.mean IRTs produced at the end of~Baseline and
Differential‘Phases are presenﬁed in Figure 2-2. The twelve-fold
increase in RI from 10 to 120 seconds produced a small increase
in the mean’aselme IRT from o. 62 to 1.26 seconds, F (3 12) =

3.94: p < 0.05. When short IRTs were differentially reinforced’

. (indicated by unfilled circles in the figure), mean IRTs gomewhat’

shorter fhan baseline IRTs were emitted ; F (1,12) = 7.48; p < 0.05.

The effect was apparently constrained by fhe amount of IRT range

.available -for change from the already quite short baseline IRTs.

The 1arpest effect apparent in Figure 2-2 is that produced by .
dlfferentlal relnforcement of long IRTs (fllled c1rcles in the
fipure). Dur1ng this condition the mean IRT was frem 3.3 times
(at‘the iofsecond RI) to 6.6 times ¢4t the 120-second RI) a; long
as the baseline mean IR&. Although the effect did not increase
monotonically with RI because of the similar IRTs obtained at 30
‘ond and 60 second RIe: tﬁe overall trend was towerds‘a grehter
difference in mean iRTs at higherlRI and Selectivity values., The effect
of long IRT reinforcement . is quite apparent. in thc figurcg
T (l 12) 7h 11; p < 0. OOl and the differences between groups,
cawsed by the RI and Selectivity differences, are also obvious;.

F (3,12) = 12.12; p < 0.%901. The interaction of these two variables

-
was also significant F (3,12) = 6.75; p < 0.01, substantiating the

- . ‘



I oLong IRT Remforcement
' oShortIRT Remforcement
g 'ABosehne‘ )
B 6
o
QO
Q
a3
o
4 |
&
s
2«
S S —— N
10 30 60 120

.RI (se_conds) e
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apparent trend foward greater effects of selectlvity al’ higher

#

RT and Selectivity values.-

~

Another means of observing the changes in IRTs with eonditions
is provided by the relative freouency dlstrlbutlons of IRTs -which
are only rouphly summarized by the mean IRTu presented in Fxgure 2-2.
Flgure 2 3 presents these distrlbutions for each pigeon for the
last three sessions ‘of the fi&st Baseline'and the lest six se531ens
of bifferentiel Phaeee for long IRT reinforcemEnf only. Distriburione‘ N
obtained dnring short IRT—reinforcement did not differ greatly or
consistenﬁly from baseline IRT~distributions and are not shown.

The effects of differential reinforcement of long IRTs on the IRT 'a._

d1u(r1butions are clear: long IRTs incredsed in frequency while ’
short IRTs decreased proportionately. The Differential Phase
distributions were generaily bimodal or greatly'skewed toward
:1ong TRTs whiie the Baseiine Phase dietributions'were nnimodal
with a single 1arge reak at short IRT values. As the IRT-and Select-
‘iyitijalues of the schedules increased, the upper peak . or iong
' fail 5r the Different@al Phase distributions moved to'higher values.
The effect of RI on the Baseline Phasze distributiens was not so
elenrcut, although there was’ some suggestion of‘greater positive
skewing of the distributions with increasing KI..

- Le. dirrerences in mean IRT shown in Figurefé=2_were
associated with differences in the reinfercemeqi'of IRTe P
and in RI. The manner in which the eifferential reinfggeement of

IRTs changed with the differentiation and RI treatment is depicted
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in Figure QTH, which presents the mean reinforced IRT as a function

of freatmeht condition During - dlfferentlal reinforcement of

long IRTs, the mean reinforced IRT 1ncreased with the RI and

»
Ny

" 3eléctivity values. The difference hetween the mean reinforced

'IRT'and'the'mean/lRT”hiso increased, ffom 1.8 seconds at the 10-

second values to 13.5 seconds at-the_lEO}second values. More

extreme differential reinforcement thus occurred along with longer

mean IRT=. On the other hand, during short IRT rELnforcement
'larwerdlfferences between mean reinforced IRTs and mean IRTs
" occurred along with longer rean IRTs. The more extreme

-

differential reinforcement.did not produce shorter IRTs.
N
During basellne coriditlons, the mean reinforced IRTs and the mean

TRTs were approximately equal as expected in this nondlfferentlal

8 r

condltlon.,‘
Table 2-3 presents the RIs obtaiced,during the experimeﬁt for

each Qifferentiation”and RI condition. The data show that &;tained

RTs were ulightly longer during long IRT relnforcement and slightly

shorter durinp short TRT reinforcement, than they were during

Baseline, This result is more~clear1y shcwn by another datum in

the table, which also indicates the basis for this cias in the

- mean RT. ‘The proportion of the obte::ed RIB hortcr'than 0.2 of

- the -programmed RI are 1isted for the various dlfferentietion and -

RI conditionsl The proportion of RIs expected to fall within

this interval of an exponential distribution of RIz is 0. 181

L

~d

b1

\
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This proportion was closely approximatéd duringgBaseline Phésés[

' However,'&uring long IRT reinforcement, fewer than the expectéd

proportionfbf RIs were this short-while during short IRT reinforcement

more than the expected proportion fell within this short-RI range.

. u
i, B
. L}

Possible reasons for this bias in the control procedure are.

discussed below.
4 - . “
A reinforcement parameter of interest from the standpoint

-

of the determination of response'iat% is the proﬁortion of

responses followed by reinforcement.. In the present experiment,

as Equation b states, this proportion was determined by the RI
and the mean ITRT. The change in IRT as the reinforced response

proportiomThagged is'preséﬁted in Figure 2-5. With the RI
e o

—

controlled, as the meanJIRT increased, ﬁﬁe progbrtion of reiuforced
responses also iACreasedf |

The time from termihation of a ré&nforceﬁent presentatién to
the first. resﬁonse ks called the pos£ relnforcement pause. ‘The pause

aid not enter 1nto the IRT relnforcement dec1sion or 1nto the

RI computatlon ;butines. Thls datum is presented in Table 2- h
DurlnF long ]RT re1nf0rcement the pause increased regularly with

the RI and SFlectivityﬁi During Baseline ag short IRT reinforcement
there was no efggct ;n.tﬁe ‘pause from 10 seconds to 60 secdnds.
There W&n a’ lurae increasge in pauoe length in the 120 second pronp.
Except for thig latter group the panse igs longer during long IRT

veinforcement than during Basgeline and short IRT reinforcement.

The latter two conditions did not differ.in pause length.

¢



Mean IRT (seconds)

1Boseline

sLong JRT Reinf.
«Short IRT Reinf,

o

\

Proportion Reinforced

Figure 2-5. Proportion of resgponses reinforced plottﬁd against

mean IR? and RI. RI (and Selectivity) values are indicated b&

"numbers to the right of theuappropriaté curve In fhe

=

figure.
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Ly
h-final datum of interest is the change in response rate -

betwean reinforcements, This datum illustrates local effects of
. ? ! . -

reinforcement on response rate. In Figure 2-f the response rate
dnrinn‘fixed intervals of time after feinfbrcement is pfesented.
The basie interval is one-fourth of the RT and response'rates are

presented for successive intervals after reinforcement up to twice

. o/ . . " .
. the RI. 0Only responses prior to the next successive reinforcemen
‘ . { -7 . .
are counted,.so the number of obseiyatAOns decreased as the time
L] " . ' ~ ’
from reinforcement inecreased. The rate in each interval was

computed rélatlve tc_thg mean rate across ail eight intervals,
where each interval waS'equally.weightéd'in the cemputation of the
menn. - For most groups during ﬁaseline Phases and short IRT
reinforcement, there was a trénsient high respongé rate immediately
nfterrreinforcement followed by n decline to a steady level.

Dﬁriné ‘ong IRT reinforcement, the response rate immediately
.aféer"reinfdrcément wasrin most cases quite low, and subsequentiy

increased to a steady level. Y
#
“‘\.
" Discussion

Tﬁis experiment provideﬁlunambiguous support for the '

exisfcnce ef an-IRT reinforcemént process indnbendeﬁt of.the effects

of reinforcement rate:on:IRTs. Diffeféntially reinforcing lbﬁg IRquggﬂg
produiéd longer IRTs, an@ differgntially reinforcing short IRTs

produeéd shorter IRTs, comparéd to IRTs which occurred when reinforce-

ment was presented without regard to the™ength of the IRT. These
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Figure\gté. Reéponse rate relative to overall response rate
in intervals following reinforcement presentation. Triangles indicate
Baseline Phase data and open and filled circles ipdicated long and

gshort IRT réinforcemcnt respectively.
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effects écgurréd withtn_foﬁr different EI conditions whéré tﬁq mean
RI was held conétaﬁt at lO;f30, 60, of i20 seconds, indicuﬁing
_sdme neneralitylﬁf the phenamenon over tﬁe range of RT values «
Lyéically_emplnﬁqd in exper;menﬁs on response rate deiermination{

| T%eieomparability 6f the present rﬁsnits-witﬁ other results
in the Iite?nturelis indicated’by Figuré 2-7. 1In this figure. response

rate versus reinforcement rate 'data obtained by Catania and Reynolds

(1963) on variable interval reynforcement-schedules'arp plotted

along with the present baselirie data. These dats were made comparable -

b; adding. the pbst-reinforqement pauses to the total session times and
then computing overall rat of reébohd{ns and-reiﬁforcemeﬁti The
procedures used by C;tﬁﬁggp:nd Reynolds in their stuag, other tﬁdn
the schoddfiné of the varigble iﬁtervnl, were'qhi£c similar to.
ﬁhose‘employed here.so the compa?ison has some utility. As the ' 4
figure shows, the baseline conditioné of fhe present study produced
response rates reasonably close to.xhose ob£nined hy Catéﬁia and

Reynolds, although generall§\higher. The genernlly elevated‘respons?
. -

]
b4

rates in the present study may reflect procedural différences. .
Hbre intereatingly, they may be due to the lack of IRT differentiﬁtion
in the baseline condition ;s compared to thnéiocéurring on standard
variable inberval schedules, since the response rate differences

in the present study reflect effeqps of reinforcement rate in the
absence of qoncﬁmitant IRT différenti&tion. As described earlier,

standard variable interval schedules‘differentiallyﬁreinforce longer

10Ts in %he senée that longer IRTs are more likely tb be reinforced.

o

. hg’

B SR Ly
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Respdnse Rate (per minute)

04 p ) S - Baseline
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Figure 2-7. Response rate as' a function of reinforcement rate
for the Baseline Phase of Experiment 1. Variable interval schedule

data are redrawn from Catania and Reynolds (1968) for cemparison.
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Althourh b RT relnforcement Function on varigb]e 1nterval schediles

is cwnfinuo:s rather than a discrete step funcfxon as in the percentile'

-.E.*\
£

reinfor?' enf procednres uged in the, present experlment it may be

an impor+ant determiner of the response rate on variable inferval

echedules.

fhe change in IRT fnan Bagsellne Phases to 1oné IRT reinforce-
' mcnf 1ncreased as the RY and nelectivity valneu of the schedule
increas ed Since Selectivity was mnxin\fﬁfor all RI values. it,
was perfectly confounded with,RI. It ls clear trat within a RI
and Qelectivlty condition, maximal Selectivity produced ¢ large
change in mean IRT relative to baseline. This result, . in
combination with'the very,small effect of RI on baeeline IRTe, makes
it likely that selectivity ie primarily responsible for theriarge
IRT differences across grOups during lon IRT reinfofcement‘ﬁ
| Differentially reinforcing short IRTs produced small though
stetistically significant_changes in emitted IRTs. The small
size of the chanme i§ probably due to the omall rnnée of?IRT values
in which chnnge conld occur. The baseline IRTs were already quite
close‘to nhe shortest IRTS that could be emitted; Differentially
reinforeing short TRTs shifted the TRT distrihutions towards lower
values, but there .was not muc;\room in which this shift could occur.
Since.shorolIRT differentiation effects were constralned by the
range of posetble effects; the other- three experiments investigated

oniy differentintion of long IRTs. Long IRT differentiation allowed

greater sensitivity of-ihe measurement écale to effects both of =~



IRT selection and réinforcement rate. .
The conditién-dependent bias cbaerved in theRI distribution
was reilected in & very small difference in the mean RIs for the

‘three differentistion conditions. Although these RI differences

ﬁere in the appropriate direction for dtrengthening effect . _ ' -

accounta, their magnitude could not have produced the lerge
differences in mean IRTa, nor even have contributed gignificantly
' to these differences. Since a twelve fold increaee in RI produced'
a mere doubling of the mean IRT, the maximal 9% difference in mean

RI could not have had much effect.

Nonetheleea, fram a progremmatic point of view the source .of "
'theee RI distribution biases is important The explanation for the
short RI deficit - during long IRT reinforcement is obvioue The

_ ehorteat RI waa limited by the shortest reiﬁforceable 'IRT. When
only long IRTs were chosen for reinforcement, the ahorteet of these
was the minim;m possible RI. After effective long IRT reinforcement,
this lower limit on:the RI necessitated a deficit-of,short RIa,
Although the blas in mean RI had little or no effect on the mean

IRT, this deficit of short RIs may have had effects on the lengths
of IRTs immediately after réinforcenent. As noted by Catania.and
Reynolds (1968), short RIe, or equivalently, the local rate of

[

reinforcement immediately after reinforcement,can produce significant
5
effecta on locallretee of responding. The addition of short RIs to

a varimble interval reinforcement schedule: increanes the rate of

B
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responding immediately after reinforcement without affecting the
overall rate of reasponding to any great extent, Similar effecta -

ch local response zaterere found in the present experinent as

seen in Flgure 2:6. 7 |

The bias in the RI distributrﬁnjfdr ahprt IRT reinfqrcenent _

.is_not BO eesily_explained. The lsequential IRT data nresented'
in Figure‘216:suggest one possible explanation. The reletively.

" shorter IRTs immedietely after reinforcement were more likely_ﬁo . h
be reinforced:than the lgt‘}, longer IRTs. There would thus be
_ a‘local elevatioh in the pr&bability'of reinforcement immediately ;

after the occurrence‘of'reinfOrcemenf.- This short- term trend in

IRTs might have been sufficient to produce the observed exceas

of short RIs. | |

- The approximately iinear increase in poat-reinforcement

panae‘wign inereaaing RI during leng IRT reinforcement qccurred 1n.

the abeence of any reinforcement of the pause. The increaa& in

pause 1eng‘t.h resembled the increase in’ IRT with RI (Figure 2-2),

although the absolute-values of the pause were about twice as long

‘a8 the mean IRT valnes;.—The inereese in poat-reinforcement pause

with increasing RI also resembled the reinforced IRT functinn .
(Figure E-h}, in absolute values as wellAaa.in general shape.

The mean peuse was slightly longer than the mean reinforcea IRT at
.the 10-second RI, elightly shorter at the lEO-seccnd RI, and increased
‘monotonicelly in batween. Clearly, entéring the pause into the

reinforcement decigion routine on an'equivelent basia\with IRTs

would have led to an extreme bias in the RI dlastributions towards



s
short RI; and clusteriﬁgs of-reihforqements. fThe pnuse‘ié o .
6perntionalry.distinct from an IRT since it is the interval:
bet#cen an experiﬁénter-deférmined event and a subject-determined
event, rather than between two gubject-determined events,
HowéVer, thé'similarity betwéen“the pauée's;relatioﬁshiph
with reinfpfcementland the reinforcement: ~ IRT rei&tiﬁnships
suggestn an underlying commonality iﬁ the twd intervals,
An increase in the frequency of nonpecking beﬁavior, cauéed
by reinforce%ent of long IRTs and independent of the ;§en£
initiating the interval, may provide the basis for this
comménalrty. ‘ ‘ | .
'Strength of responding has been found in ofher sFuAies
to be affected by %einf%%?ement.raté and by the proportion of
responses reinforced. Response strength, indexed Ej response rate,
increases with both,pf'theue variables; The present experiﬁent not
oniy found fespénse'raté changes with a consinn!. reinforcement rate,
it also produced some interesting relations between response rate
and reinforcement prqpﬁbility. The data of Figure 2-5 show
thnt‘within an RT condit@on, higher reinforcement prnbabilitiés
occurred along with longer IRTs and lower respnnsé ratea. This
result 1sg oppoéite to that observed on other types of schedules
whiéh lack contreol of the reinforcement intervél (e;g., Sidley &

Schoenfeld, 1964).

N



| Chapter 3 '

Experiment 2
. Differential Reinforcement of-Long ®Ts .
ZA - with 300 second RI and Sele;tivity '

- . -
&

Rationale

The mean IRT funcfion preSented in‘Figpra.Q-E left op;n the
possibility o;lfurther increase in mean IRT with larger values of
RI and Selectivity. The.variable iﬁgervnl gcheduleldata ppesented_
in ftgure 2-7 also sqggepted that further decreases in reinforcement
réze below the thirty reinforcements -per hour-uned,in.Experiment 1
mlght produce further decreases in response rate. To ;;tablish
whether the range of RI values in Experiment 1 covered the range
of effects of RI on response raté,.a RI of 360 seconds was usediln
Baseline and long IRT reinforcement conditdicns in Experiment 2.

A subsidlary interestlih'the presént study was suggest;a:'
by the data 6f Table é-3. The biag‘in the RI,distributions

obtained in Experiment -l decreased with increasing RI. An even

ldrgér RI migﬁt avoid this mfnor bias. altogether.

Procedure . . -
After Experimeanl the four pigeons in the 120 second group
were run for several sessions at a RI of 120 secdnds in preﬁaration;

) k.
for another manipulation. This manipulation was discarded in.

52
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" before exposing the birds to the—300-second RT. The mufber of

RT were follqwed by 32 sessions of long IRT reinforcement with

- as B -

favor of the pregenﬁ;experiment and the RI was 1ncreased to a value R

of 300 seconds with Baseline conditions still in effect " Two

segsions at cach of 180-second and 240-second RIs were administered‘

S e S

reinforcements dellvered per session was reduced to 20 for the

entire experiment. Nine sessions of Baseline with a 300- second

-

A Selectivity criteriom~of 300 seconds. The Differential Phade
~ .

was then follwed by a return to Baseline, at@ll at the BGO-se;ond

@
\

RT, for an additional 14 sessions. . o w
Results o i/’\\\*~
. '

8 4

L)

Pata for the last.three segsions of Baseline Phases and
the lasﬁ six segsions of the Differentiel Phase are presented ‘ -
in Table 3-1. The 120-second data produced by thiS'gnéQp in -
Experiment 1 are incinded for compariaon.l éoth Baseliﬁe an.l
Differential Phase IRTs were somewhat shorter at the 300 gecond
value than at the 120 second value. The méaﬁ reinforced IRT
during the bifferential fhase at 300 seconds was 19.7 seconds
longer thnn the mean emitted IRT. This‘constiﬁuhed more extreme
differential reinforcement than that which occurred during long j>
TRT reinforcement at. 120 seconds. In the latter case the reinforced .

IRT was only 13.5 seconda 1argér than the mean emitted IRT{ Even

thongh the differential reinforcement wag more extreme at 300

t-1

‘seconds, the resultant IRTs were similar at both values.
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Az in Exﬁerlmehﬁ 1, the mean RI differed between Differential

=0

-

aseline Phaue;. Hawever, the bins in this experlment was in

ection nppn 1te to that obtalned in Experiment 1, so that
- ;

in ogposition to this RI bias. Also, the dearth of short RIs was well

- ed in'this experiment.’ During einforcemont of long [RTs,

\
AN

ens ﬁh{” 60 seconds in lehgth'w de 0.163 of the total RIs,

onlty 0,018 short of tng ékpebt d proportjon-of RIs of this length.

i~ t . ° - " Discussion_
< ‘.l

. : , A :
Increasinpg the RI and Selectivity walues two-and-a-half times

over the maximum value used in Exbepimanf 1 had no effect on baseline

TRTn or on the efficacy of differential reinforcement in changing

the length OF\JRTS. This resglt'suégests that Experiment 1 covered

the effective ranpge of RI values. - This conclusion is somewhat
_ attenuated by the within-subjects naﬁure'df the comparison since

nll the other RT combarisons of Experiment 1 were made between

- »

gronﬁs of subjéctsz Tt is bossible that. the long prior exposure

of the subjecls of Fxperiment 2 to 120-second RT ncheduyes may
have bipéed the results of Experiment 2. Two arguments counter

fhis ugpestion however. The TRTs of the subgects of Experlment 2
were still quite labile and Busceptible to changes in the b
reinforcement contlngencies ag evidenced by the large effect of

‘differential réinforcement on the mean IRTs. Secondly, the rather

[



1aree chqﬁhe in RT produced no effect on IRTs, not even a trend

in the npproprinte dichﬁibn.

i

The experiment also dispenses with the RI blas ‘problem of

Fxperiment 1 since a gimilar IRT result ocenrred in the prescnce

of nn.npﬁﬁalre bias in the mean RI during long. TRT peinforcement.

vhnerved within the RI' conditions of Experiment 1 having been

N . “ - A
e Lo bhiases in bthe interval-control procedure.: C
v '
2
«
? .
=%
i
- i
[+
» . '
Kot
L4
- ~
=4
A
A
~N ’ S

\
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_ Procedure

v bib e Ciapter h.
: c' Ekpepimént 3
Vnryinn-Selecﬁ{yity of Differentiu{
Reinforcement of Long IRTs

with ponétnnt Reinforcement Mterval

“

Rulionale - e

e -

Py

Rx;:;?%ent 1 fournd a large increase .in mean IRT as the RI and
felectivity pnrumeteré inerensdl from 10 seconds to 120 seconds
Arring i fferential reinforcement of long TRTs. The large effect

of differentinl reinforcement at constant RT, and the¥sm&ll effect

nf Rt during nondi{fferential Bascline -Phases, supported the

i

Cinference that differentidl reinforcement was the principal

factor tn-déjermintng the large mean IRT increan~ with increasing
R1 and Seleghivity values. Experiment 3 tested this inference

by observing the effects of different Selecﬁivity-vnlnes with a
- N r
constant. RT in effect,

It

o

The tour pipeons of .the 10-second RI iroup of Experiment 1°
< .

' Wufv pxposed Lo three different condltions ol differentinl

. reintorcement. All conditionsnhad an overall RI of 120 -seconds.

« ]

- Baseline wng the usual nondifferential condition. .The 120:10
. ‘ /

. (. )
condltion used a Uelectivity criterion of 10 seconds (in Equation %)



o

.. but reinforced only one-twelfth of the criterial IRTs, thus
| ' . L L y
prodacing n 120-second RT. The 120:120 condition was the same

as in Hkperiment L where the Selectivity and BT were equal at  «

a8

TR0 sechnﬁf.-

‘Fecnuse of the possibility of attenuation of the effects of
the 120;120 condltionibﬁ treatment;orderJ two consecutive sequences
of conditions were used. A 13-session Baseline Phase was followed
by 37 sesslons of 120:10 and 32 sessions of 120:120. Sixteen
aessions of 120:10 terminated this séquence. ‘A 10-sersion

—/. . . ,('
i Ruyaeline Phase was then foilowed with an Immediate shift to a
¢, . 30-session 170:120 Differential Phase, Gi}hﬁut the interpolated
. , @

. . v B
120:10 condition as in the first sequence.

[

-

J ' Results

-t

;() Fﬁc chnnﬂes in thc group mean IR%J chosg sessions during
Gifferentinl Phhse# is presented in Figugé Loy, Figure h-la
shows IRT chaﬁnns during the flrst 120:10 and 120:120 conditions
and ineindes 1he Aata ob?aincd at 19 seconds during Experimcnt 1
s for purposes of compar ison, Fignre‘h-lb shows TRT changes during
Lﬁe second 1?0:101nnd.120:120 conditiops énd Ineludes ﬁhe 120
second daln fllt" {qu‘riment 1 (oubjeets 13 throuph 16} tor purposes
of comparisomn, 7 | |
The change from thé 120-gecond Baseline_to £he 120:10 condlfion
produced a sﬁﬂll. gradual increment in the mean IRT fsee Flgure |

Lh.1a). Increaslng the Selectivity to 120 geconds produced a further

increase in the mean IRT. Return to the 10- second %blectivity wag
' =
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Figare E:l. Group mean IRTs across seasions of Experiment 3.

Data are plotted in two-session blocks. The same data for the 10:10 -

and 120:120 conditions of Experiment 1 are plottpd In open symbols

Starred numbers indicate the order of treatments. BL indicates

? Bageline data. .
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followed by o siow diminution of the mean IRT while ;cturn to the
Raseline doBstion‘repéqduced the mean iRT observed on first =~
expasuré to this conﬁition. fhe direct shift from the 120-second
ﬂnse]iﬁn_té lPﬂ:iﬁﬂ produced a ruﬁid and lﬂrge increase in the .
mean IRT to 5 level comparable to that attained in the-firsp_.
replication of this condiﬁion. |
| A comparison of the session TRT changés obtained -in this
experiment with those produced in Experimenf‘l showa.that the
10: 10 nondiLjon of Experlment 1 is qﬁite similar to the 120:10_
cénditinn of the ﬁreseut experiment.— The 120:120 cond{tton§
(Fimnre b-1v) are also highly similar until the 2hth session,
when the Experiment 1 gfoup increased mnrkédly while the présent
gronp maintained a Stable mean iRT at a lowér level. .

) The epd-of-phase mean IRTs are presented in Fiﬂuge h-2,
'ulong with those ﬁroduced by these sublects at 10 seggnds in
ﬁxpefiment 1. Although there wds a siight Yncrcnéé in the mean
haseline TRT frem 10 to ;20 séconds, thlb_diffcrence fallg Just
short of statistical significance with the small sample size
involved: t = 3.06, p = 0.055. The diffcrenge in mean IRT at

the 10-second and 120-second RIs with n 10-second Sclectivity'

3
o

is not slpnificant; t = 1,23, p > 0.0%. Hwwever, the effect

of increasing the Selectivitj from 10 seconds to 120 seconds was

significant, both in the differences between the

conaitions; t 3.95, p < 0.05; and between theh120}10_

conditions: t = 4.21, p < 0.05.

"

<

The TRT distribuTions from the first three pﬁases of Experiment



Mean IRT (seconds)
~

Selectivity

| 120

Rl (secOnds_)

Figure 4-2. End-of-phase group mean IRTs from Experiment 3.

Filicd symbols are first replications and open symbols afe'second

replicntléns.“

raa



3 are preuentnd in Figure k-3, The‘bnsellnn diatributions weﬁé

rcnprallv unimndml with.a peak around 1.0 seconds while the

Diffcrcnfinl,Phnée distributions are clearly bimodnl'with"a

r

r°c~cr>nda.1-v mode at larger IRT values. This serond penk of the

d1"+rthution 1ncrpased in displacement along the nbsc1ssa and

~

in dispersion as the Selectivity {ncreased from 10 seconds to

120 necondf. Ry comparing these dirtributiona with those presentcd.
in Figare _-3 f'or the game subject" at a 10-second RI, the efTECte

‘ol RT and "6¥§rtivify on the IRT divtribquon'lecome obvious.:

The hasellne distributions differ primnrily in showing a longer
tall at the higher RI value, a simple effect of RI. The 10: 10
Atstributions of Experiment l and the 120:10 distribations of

Fxpﬂrlmvnf 3 are hiﬂhly slmilar, substantiating the lack of RI

‘orie:t noted in Lhe mean TRTs obtalned under thse condttions.

Thé larpe effects of "electivlty on mean [RT nre reflected in the

dlfterenvos 1n the npper peaks of the TRT dl stribut.lons while the

small effecta of RI are difficult to detect ln elther cace.

Table b-1 presents the end-of -phase’ data for this experimént
And the comparnble data from Experiment 1 for these subjects.
The mean reintorced TRT and mean IRT were npproximntely equal

dnring Bnnoli::zi?d the disparily between them increased from

.80 nccondu to 8.87 seconds when the Selectivity increased from

10 secondns to 120 seconds at the 120 gecond RT. The post-reinforce-

- ment pause alaso Increased conc0m1tnntly with the increases in

Selectivity and mean IRT.



o | +Boseline. "
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:Figure 4-3. Relative frequency distributions of IRT8s from the

first ;three phases of Experiment 3.
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6
Dlﬁtusslqﬁ

BV‘ﬂcpqrniinr the effects of Selectivlty and RT 1n thiu
P*perlment the overshadowing influence ‘of TRT reinforcemﬂnf 1n
the deinrmlnatlon of response rate was clearlv rcvenled
Whether n'Gelcctivity criterlon'of 10 seconds.wgs applied at
d 10~second RT o% at a 120-second RI the effect on mean IRT
was the same, and-much larger than the effect of thig.RI difference
on menn baseline [RTo. | |

At the lﬁo-necond RI the l0-second Selectlivity crlfcrion was
applied to IRTs in an inconslstent manner, in the aenne.thnt.only
" one- twclffh of tho vriterial IRTa were nctnnlly rolnfozced The
di tference butwnen thc mean relnforced IRT and the mﬂn;‘TRP wae
npproximntﬂlv the same under both: 1he 10-gecond and 120-second
_RTs, no the extremity Of the dlfferential reinforcement may
he sn}d to be gimilar in the two casmes. The qtmllnrltv in reﬁultn
nt. the two Ris suggests that the impdrhunt vurlnblv Is not the
consletency wlith whlch long IRTE are reinférccd, bt Lhe‘differénce
between the re{ﬁforénd IRTs and other IRTe In the IRT dlstrihutioﬁ.
The éffcct of pdrtlal relnforcement of extreme TRTas was not
gipnificant, |

the TRT diantributionn p#oduced py the four nuhje;tu in fhln'
experiment and In-Experime;£ 1 provide & cle-r plcture of the ﬁnﬁner
in which ,electtvity affects IRTs. Increasing selectivity cnuuéd
movemeq; nnd digpersion of the upper peak of the bimodal IRT distributiona,

while changea in RI had no dlacernible effect‘on the upper peak,
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. Chapter S
Fxperiment 4
Interaction,df Reinforcement Rate

LS

and TRT Reinforccmqnt

Eutionnle

The rnqnlta of Experiment 3 suggested that a 10-gecond nelectlvlty

‘mnv prndn(o lnnper IRTs at larger RIn. Thisg wonld correspond
fo ‘the marginal utility‘hypothgpiu ‘of reinforcement effects
proposed by, Brandon (1969), In experiments concerned with the .
diffcrcntlation of number of responses, Brnndmn hypofhesiZed
that a reinforcement prodiuces a greater effect on responding when
Lt occurs In a context of low rPinForcement rate, 'In
Brandon's experiments, differential reinforecement, of the number
of resﬁonaes wvag more effective in producing‘ncéurute regponding
at law temporal densities of reinforcement than at higher
donnifien. He concluded that the role of hig procedure of Bpacing
out responding by preventing responding for extended perlods was
to Increnne the value of marginal reinforcements,..
by deecreaning reinforcement denslty. Thig is analogous
to the aubjective utility function of declalen theory,
where the mffectivenean of a reinforcer ... lu an lnverge
functton of the amount of reinforcer galned or held,

Extended to the present cnse, the marglnal utilify hypotheais

prcdictn A grenter effect of reinforcement on IRTs at longer RIs.

69 ,
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Fven though_Lhe'ektremity of differential reinforcement is equated

.

at the‘ﬁeﬁinninn of a Differential Phdse; a 10-gsecond felectivity
. - ’ v
. A . & ,
" should prodnce longer TRTe at'n 120-second RI than af a 10-gecond
RT bccnuse'the relhforcements'at.the leolseéﬁnd_RT-qccur in the

context of a lower density of reinforcement The ul*ered

T b e e e ¢ b £

nffﬂotivcne sa of sclectivity at diffcrent RT vnlues constitutea -
n prﬂdinfion of the {nteraction of these two vnrinblea
" Although Experiment 3 failed to. support this prediction, the

Aata sugpested n‘trénd in the appropriate‘dlrectinn of divergchc?v

af the Differential and Basél;ne_fﬁnctions with increasing RI. |
.The {anue of 1nternction of }RT'differenﬁintion nnd éT 18 of //T_wik\
_unao 1mportanrc "1npe it is.intertwined with the quoritnn of
: the von*ribuflnn nf euch varlable to the confrnl nf reﬂponse

rato, iihé 1nrpe .Aifference in mean TRT observed in Fxperiment 1

hetween the 10:10 and 120:120 condittons wan due try IRT differentiution,
{nereaned RI, und 1heir interagtion: The queatinn of the relative,

1mpnrtnnce of these three sources to the determination nf the mean ‘

rwr ffftivatea the design of Fxperiment k. o '

Pxper iment, b expoaed pigeons to three tevels . of ﬁeledbivity 

(1ncludiﬁg the nenoelective Béseline), and two ]éveiﬁ”of Rl in

aix comblnpations of these two vnriablen;_ The RI differed for

différgit subjectn and aelectiéity varied both bepween{grouﬁﬂ lp
cach pﬁnne and wlthin groups across £he}four phanes of the ckpériment.

~The experiment may be viewed as two replicationa of the basic

experinent in which each of four groups of subjects received a

=



L
f

different combinatioh of RI and vonzero selectivity. The'iccoha
| : i : C - A .
~replication reversed the Selectivity-values used in the first

[

replication.

E?bccdugg : : ,

_§thceh expérimentallé naive piiteons were fﬁﬁgggd po six
dlftoroniintlnn vonditions in four phn es, Four pidcbna compoaed
each of four mroups ;égeivinp di fferent cdmbinnfions of selectivify
and RI. ‘Iwo valyes of RI -- 30 seconds and 120 seconds -- and
twﬁtvnlunn of Nelectivity -- 10 geconds and 30 néconda ;- were
c<mhlnéd tp produce the four cdndltions: 30:10, 30:50, 120:10,‘
and 120-36 In this notation the first number indicates the RI

und the second number he Se tivitv of the percentile sghedule.

Two rcplLCatlonn,

ach involving n anelinc Phusc followed bv 0
. (=
Differ&ntial Phise were run with 16-gession Baqellne Phaaes uand

30-nesston Differential Phases. Tuble 5-1 presents the gequence |

of treatments for each of the four groups of.ptueqnsﬁ

// "~ Resultn

t
The group mean TRT cur

[

obta.ined during the first Differentlal
Phnnn nre prenented in Flgurc 5 1. The Uronpn overlapped considerably
nni!l qensLon 1L, when. the ]20 30 group lncrenﬂed markedly. The
other three grogps remained indistinguishable untll-nession 24 when -
the 30:30 group diverged ip an upand qtrection;‘ The mean IRTa

A

from the lanot three sessions of the first Basellne -Phagse and the
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< 5.13, p

lasl six nénntons of the-flrst:ﬁlrfefentinl Pﬁnse are presented aaj
fil1led symbols and dashed lines in Flaure 5-2}: The different
Selectivity values produéqd large dlfferqncos in Lhé mean TRT;
Fl(l,lé) - 4.h8, p < 0;05.. The effécl éf RT dﬁr{ng the Differential
PHHSn‘Wﬂﬂ nntlnignirLéant;'F (1,12) < 1.0, The interaction oFS

Sﬂlovtlvlﬁy and RT was also nonsigniflcant; F (1,17} < 1.0.

-

chliurly. Rl hnd no effect on the mean IRTa obtained during the

' Bagellne Phase; F (1.1h)‘<.1;0

"Fleure S-?'prcnen£s»the'acssloh-by-session IRT cﬁanges for
the four groups durlng the second Differentinl Thase. The groups

werv'mnru‘cleurly.discriﬁinable_ throughout the phase than they

~were durlme the first replication. The three highest groups

Ilncreased at abont the same rate untii the tenth session, when
the 120:10 group levelled off. The lowest group, 30:10, increased
more slowly and ngopped sooner while the 36-second Selectivity

o
groups contined tncrensiné almoaf throughout the phase, The
highastsgroup 11+ thia replication, at 120:30, was the grcn£ with
the Loweat menn [RT dnriné the first réplicution at 120:10,

The end-of-phage data for the second replication are presented

Iln Flgure 5-2 with oupen asymbols and solld llnes. The effect of

nelectivity was quite large during differential conditions;
(1,19 - 23,00, p <.0.001, while the effect of RI: F (1,12) =
3.49, p < n.1, and the interaction; F (1,12) < 1.0, were not

ﬂighifiuant. However, the effect of RI on the ynean IRTa produced

&

. , | _
during the setond Baseline Phase was signiflcant; F (1,14) =

0,05, :
N~

.
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Figure 5-2. End-of~phase group mean TRTs from the four phasges
of Fxperiment 4. First Differential Phase data are ploﬁte& in filled
symbols and dotted lines. Second Differentiﬁl Fhnse data are plotted -
in .open symbols and solid lines. Symbol -sha,pes are coded by subject

group a8 indlicated in the upper left ¢ ner.of‘ the figure.
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Flgure 5-3. Group mean IRTs across sessions for the second
Differential Thase of Experiment 4. Data are plbtted‘in two-gession

blocks. Percentile parameters are indicated in the upper left corner

of the flgure for the four groups of subjects.
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T
.
- Relative frequency disﬁrlbutions‘of IRTs nré‘preseﬁted in
Figuré 5-4 for the first Bﬁseline and second Differential Phases.
The effect of selectivity on the upper peak of the distributions
iz quite élcnr in this figure. The 30-sccond Sciectivity pr0duced
cupper penks at highcr vaiueé and with grénter diapersion-thaﬁ-
the 10-second Selectivity, with nolappéfent eff;ct of RI on this
pank, Effectslof the vdriables on thé lower pesk of the distribution
were n&t consglstent between‘grﬁups ﬁnd no general-effecté’are‘ |
discernible.'
The group mean IRi,-relnforced IRT, obtalned RI, and
rcfnrorcémcnt p;nbnbility are presented in Table 5-2 for the
- onds of thcrfour phases of the experiment, P:qgram‘control of
Ri was good in all cﬁsca except thq firgt Banglfne Phage, where
an error in the control program produced shorter RIs in.ull ‘
conditiéns. This érror had no systéﬁutic effects on Bagseline
:JBTS and was corrected in the succeeding phases. Thé rntiéi
between the reinforced IRT and the ﬁean IRT increased from 1.08
\\during Baseiine ?hases, through 1.50 during ld-agcond Selectivity
Differential Phases, to 1;87 during'30—ae?ond Selectivity Differential
Phinges. The probability of reinforcement was hiéhcr during
Differential Phases (when TRTs were longer) thﬁn during Baseline
Phases, averngiﬁg'0.087.and 0,027 reinforcements per response‘

-

regpectively.

it
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. Dincugsion

ntffercntldl reinfofcement'of long IRTs wng the ﬁmincipnl

:dotormlner of renponbe rate in this experiment, A'fourfold

Inerease in RT from 30 -to 120 seconds produced fa SO% Increase
{n IRT when tFTa were not dlfferentially retnforced (dnta of
second Basﬁline), from 0.8 to 1. 2 adcondﬂ. Thia contribution

from reinforcement rate was overehadowed by the 1drge effects

‘of IRT reinfcrcement produced during differential conditions.'

A ,electivitv of 10 seconds produced nearly A qundrupllng of the

hagellne IRT, a change from 0.9 seconds to 3.4 seconds (data of

- second Differgntial'?hase). A 30-sécond Selectlvity produced an

even larger changd over the baseline TRT, from l.i to 6.3 seconda
(aechd:Differential Phaae; suming over RIs). Theae 2 to 5 second
cﬁanges in IRT would tend to  obscure a Q.h éecéﬁd chdngb B
caused by RI differences and_indeed no effects of RI were detected
during the Differemtial Phases. | |

This experiﬁent supports the claim that the majon part of the
long IRT differentintion functlion obtained in Fxperiment 1 (Figure
2-2) wan due|to the effects of~RT reinforcement, .and only a mingr
part is ascribable\to differences in RI or to the interaction of )
these varinbles. The absence of any intdraction of RI nndtIRT reinforce-
ment 4ndicates the inaﬁélicability.of a margdnal utility hypothesis

to the present-results. Reinforcement produced gimilar effects

. on IﬁTa in situations which differed in reinforcement density by

a factor of four,



. The baseline IRT differences are quite compnrnble in this
experiment and Experiment l, indicnting the replicability of the
“small but persistent RI effect. In Experiment 1, RIa of 30 and
120 secondn produced baaeline IRTa or 0.8 and 1.3 Beconds. In
Experiment 4, second Baseline Phase, the comparnble figuras were
0.8 and 1.2 seconds. The other condition of Exper iment h_which
replicated an Experiment 1 condition also prodq?ed similar résultﬁ.
The 30:30 condition in Experiment 4 produced a 5.0 second mean_IRT'
during the first Diffornntinl Phase and a 5.8 second mean IRT during
the second Diffarentiaerhéae, both raapentably nloae;to the 5.0
rsncond mnan IRT cbtalned with this condﬁtton‘in Experiment 1.
The IRT dlstributions in thin experiment, as in Experiment 1,
revealed the manner in which aelactivity manipulations modif‘y the .
mean IRT. The upper peak of the distributions changed in responge
to changes in aelectivity und ware unaffected by changes in RI,
This result suggests a duality in the effects of reinforccment .on

response rate, " This suggestion»is pursued in the. concluding secbion,

81



Chapter 6

Conclunions

Whis scrlﬂn of experlménhs hns demountrnfed the efflcnov of
TRT rnlntorccmcnr in the modulutlon of reaponae rnte independent
of rhnnpon ln the tempornl dcnsity of rcinforccment It has also
rﬂumn t.hat rclnforccment rnte can affect respontie rate. even 1n thc
nbacnce of g}rcct dltfarantinl.reinforcement of IRTuu The final
mujor findlng of_thiu study 1s the dominance of fRT .
relnforccment'in the‘détarminmtioﬁ-bf responce rate, alcont to
. the cxcl&sion of reinforcement rﬁtc.effccts, under the conditions
-Qf phé paradigm used here. -

,The»féhqltu lend the@aelveﬁ'to iﬁtcrpretﬁtlon 1@ terms of
a dunl effeect of reinfprce@ent on reubbndlng, in o manner prbpqded_
by Nofmdn'a.flgﬂﬁ)'mnthemuticdi mbdel of.rcﬁpondlng'prOducaﬁ by.
IRT > t relnforcément écheduleh. - Aceording to Norman's hypothenin?
 -reinforcement has both a "strengthening” . and n'fdifferchtiating"
pffccf on rrnpondiné’ The "atrenpfhenlnp cftcrt on a response.
lncrnuaen fhc probnbility of occurrence of the rouponne, without
roferoncn to Itn nnsoclated tRT In terms of the model, thin
u1ronphhen5np effect increanes the relativc fraquency of IRTs

drawn From a diutribution of 1RTs .the length of which approximate

thg~min1mum posnible. The ”diffarentiating effact of reinfcrcement ‘

82
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cnndltinnvd (ontrol of the pigeon 8 diﬂk~pecklnp responsc. Accordiné
Lo 1hln intnrprctuilnn Bome dink peckq are (onfrollpd by the dlek ‘
1ight - rcinfancment pairingﬂ in the manner of claaaicnlly conditloned
responsen uﬁd some are. controllcd by the rcspunre ~reinforcement

nontlnpcnvius ln the manner of inntrumontully-condltinnud rcuponnen.

© The maintenance. of n low peak in the TRT distribution under conditionn

nl long, 1RT rctnforcemcnt would then be uncribnblc fo the claan ically-
onndltlonnd pcckn, whtle the IRTa of thc inotrumentally - conditioncd
p(cku wou]d change with the reuponnc- einforcemcnt conringcncicn
Whether short IRT porkn in the prencnt cxpcrlmcntn LAld indced behave
an clunnically-conditioned regponacs with renpccf to the dlnk light -
rcinrﬁrcomcnt palringa is not dctcfmlnablc wlth the available
Qatn.

Thv relationohips between reoponse ratn nnd rcinforcéﬁént.

observed in the prcncnt study atrongly rccommcnd tha TRT ng o

upeful level of analynin for the offectu of rcinforcomcnt on responding.

Contlngehclen botween IRT valuen and rcinforcemqnt-preuentntlon
determined in large part the recurrence of IRT values. Changes in
overall responoe rnteo were reflective of more pnrtlculnr chungeu

in tho dlgtribntlon of IRTs, and unnlyolo of thn IRT dlutributlonn

nllowed a c]nurer ILnterpretation of the datn than oimple chnngcn.

in overall responsec rate, 411 of this hrgucn for the ndviaub{lity

oi analysing renponac rate changea in terms of shifts in the IRT S

dintributionu undurlying these changos.



The utlLLty of speaking in termu of Lhc 1ntcrva1 between_

eventn rathor thnn Thc rate of occurrence ‘of cvcnta in nlno nuggented

~BY cxpnrlmcn1q vonduoted within the framcwork nF tho relnt1Vc law . -

of cffeo+ An montloned 1n the [ntroductlon to this thesls, the

: re]ative law of cffect encanpaunen a widcr range of pthanenu than

in denlt wlth hero However, it la intercnting to note that within.
thc context of lnterval-buaed reinforcemcnt nohedulcn, the hyperbollc

relatlnn between pates of reSponding nnd roinforcement dencribed by
Fquat{nn 1 in linear relation betwccn intcrrcupnnse timo nnd
reinfarcciient. intcrvnl. A transformntion of Equntinn 1 yicldn the

folluWing‘relationship{;

1 1 Ro 1
p k ok R
[#) 4 - o 7

TRT =+ ¢ b x RI

whare b and ¢ are ¢ natantﬁ. Although fecdgnized by investlgators
éfrlntervﬁl nchcdule‘ nomena, this linear relationuhip’waé

feen on & convenient curve-fitting prgcﬁﬁﬂre (Cohén, 1973) rather than
nﬂ'uﬁggestivé of theoretlical ramificnthnn. The present' data suggest
that the obuefved hyperbollc relation bétwaén rated may be heavily

" influenced by IRT reinforcement offects. Thin Talses the question
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 modelled by fquation L.

/

nf thb gcnerhlity of the_gcsulﬁs reported here,” In partlicular

theln applleability to the variable interval acherdule data

]

The rcnuttn_pfenented here In cbmbinutton wlih data obtained

on oyithetic vnrinhlc'idtefvnl scheduléc (Anger, 1946) provide a -
basin for the argument that IRT reinforcement, affacta, response rate
on ntandard varinble interval~schedules. Aa demonuﬂrpted here,

t

small changes Lu TRT selectivity can produce large changes in

mean “IRT, while largel changes in the relnforcement interval produce’’

only omall chanfges In mean. IRT when therg is‘no‘dlffbrentidi -

S . .
“reinforcemert of TRTa. The applicabllity of the selectlvity results

to variable lhtcrval schedulen ip limited by'the ﬁroccdurh}ﬁ,

Alfferences between IRT reinforcement on vqriuble 1nterﬁn1 and

2

pe%céntlle reinforcement schedules. 1In the case of percentile
"’ i ’ - ‘ V ' . . ‘ .
schedules, the reinforcement eriterion sets a aharp delineation

betweon reinforced and nonreinforced iRT clnhacn, the reinforcement

3

probability beling aome fiked value in the: first knntnncq'dhd zZero

¥

in the second, Although the criterion shifts an thé behavior

changes, the sharpness of  the delineation remaing. The aituatlon
: " ¢ . .

l ' o

oi variable interval nchedules is quite Alfferent, nlnce the

reinforcement proﬁnbillty changen cqntlnuunnly.wjth'tho IRT'léngﬁh; '

The global terd’pelectivitj'obscurea thia pfocedural difference ’12 A

in the made of IRT reinforcement, which may or may not be crucial.
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At {he preamnt time 1t 18 sufficient to note that th

O

ol th gcncrhlity of the_pcsulﬂs reported here, " in particular
‘theln applicability to the variable interval achedule data

 modelled by Fauation 1. : . _ - - - | g

The reaultas, prencnfcd here In combinutlon wllh dnta obtmlncd
uuinthhrfio variable interval achcdulps (Anpur, 1956) provlde a -
basin for thc nrpumcnt that IRT rPinfDrcemenf affects response rate - -

on nlandard varlnblc Lnterval achedulen Aa dnmonstrated here,

nmnll chanpen Ln'rRT uclectivity-can _produce 1arge changea in L

'menn WRT whllc lnrgnlchangea in the reinforcement lnferval producc '

nnly omnll chnnben Jn ‘mean. IRT when there 18 no. dlffcrential

:.\
"relnrnrrmnwut of IRTa. The applicabtlity of the uelccflvity renultu

to variable lntcrval achcdulen RE: limlted by the procedurul

3

dlfferenccs between TRT reinforcement on varlablc inmdrval and

i

psrcentile reinforcement schedules. In the case of parcentilc
) & : ° . .

(=9

schedules, the relnforcement criterion sets o uhdrp dellneation

between reinforced and nonreinforced IRT cldhnen, the reinforcement

X

probability belng some flxed value in the. first thotance and zero

in the second, ‘Although the criterton uhirtn‘ nn thé behavlior

ohunges. the uhnrpncns of the dclineation remaing., The situetion

[

on variﬁble !nfervnl ucheduleﬂ lo quite dlffercnt, nince the

reinfnrcemcnt probnbillty changen cqntlnuounly_wjth Lhc 1RT léngth;

The global term pelectivitj’obscures thin pfocedurnl difference ’iz ;

In the mode of IRT relnforcement, which may or mny not be crucial

all effect

of. RI on mean IRT in tha|prbeent studles suggests_tbat the changes _ ‘ﬂko



\ 7 N
in IRT distri%ﬁtions‘noted by Anrer (195€) and Shimp (1973) when the.
TRT' rc1nforcemcnt functions on variable interval schedules were
changed were ﬁte to the IRT differentiation effects and nd{ to
concomlfant chanﬂes in the. relnforcement rnte. A'clear demonstration
of the reneraltfy of the present results WIth respect to varluble
._interval schedules awaits further experimental
effort. - . " Continucus IRT reinfgrceqent functiond; rather - -
than the discrete IRT class functioné oftShimp and.Anger,'and
stfictef cohtrol of reinﬁgrcemept rate with IRT functions approximat%ng
those determ1ncd by variable interval schedules would aid in,
Answerinn-thls question. | ®
Many animals are sen51tive to tha paSaaqe of time, showing
‘temporally cyclic pat?erns in behavior and sometimes the’ ability
to discriminate between short “emporal intervals ‘Such obqervationst
establish the p0551bility of time’ Forming the basis for response
rate d2temination, but the status of the IRT au a property >f
hehavior is somewhat ﬁeculiar.- Between any two responses of

interest to the experimenter, the organism is doinp something,

even if that something is merely“sﬁanding still:‘ If reinforcement
1ncfeases fhe probability of an IRT, what happens to tﬁe Yehavior
occurring betwee;‘tﬁe recorded behaviors and within the IRT?i This
is a question which has bothered several‘investigafors and has
'generated a8 body of researah on the collateral or mediating behavior

occurring within the ,IRT interyal (e.g., Latles, Weiss, 3 Weisa, 1969) o

£ v v -
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Reynoldd und t'cleod (1970) have "uggested that medinting behavior

rovide*~tﬁe uppropriate level of analysis of re! \tlonships between
IRTs and reinforcement (pp. 98-99): - )/_,
Those bchnvlo?h and chains of behnviors that occur in
-~ the reinforced _sequences will be strengthened and the -
IRTs that tend to occur when those behaviors are belng
emitted will 1ncreese in frequency. This alternative.
to IRT- reinforcemeﬁt really suggests that an IRT is not
n reinforceable feature of behavior at all but rather
only appears to be because it is necessarlly assoclated
with features of#behavior that are controlled by

- reiqﬁsrcementfﬂ\

Analyses in terms of IRTs and mediating behaviore are not incompatible,
The question of which-provides the better level of analysis cnn-be,

answered onlv by experiments generating comparable relations between
-

* behavioral

easured and reinforcement. The present study demonstrates
the usefufness of theIIRT as a measure of 5eﬁavior;in'its relation.
with‘rei forceﬁent. No canparabie data‘for,mediabing behaviors
exist add until they do Reynolds and -McLeod's argument is wholly
speculative. .

Unconfounding the strengthening and‘@;fferentiatieg effects‘.'
einforcement on responding with fercentile reinforcement
schedules has established the discriminabili?y of these effects.
A&ﬁﬁough IRT differentiation ae it oeeurs on percentile (/'<%
. schedules ceuld be said to be outside the purview of the

relative law of effect and the data base it is®

concerned with, a synthesis of this law and IRT
X .



reinforcement, hhagryfﬁey be a _‘-p;ofitaﬁle venture. gne
possibility is sugéeeted by'definit!'q of the résponse unit
affected by reinforceﬁehf. ‘Thie resolﬁiion of the two hypotheses
would involve the strengthening of IRTS rather than responses
per se. Shimp (1972) has proposed such a formulation in his
sugeestion that IR%S afe controlleﬁ by their relative rates

of reinforcement. Norman's (l§66) fofmuletion described earlief
Indicates a stronger besis fpr synthesis since 1t maintains a

dis tinction between atrengthening and differentiating effects

of reinforcement, a distinetion’ whoae ‘validity is underlined’ by
' ”~

2

b

the present thesis.

e
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APPENDIX B
' Fmd-of-p'hase' date of the individual subjects of Experiment‘2
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APFENDIX C

End-of-phéée data of the individual subjects of Experiﬁent 3
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- End-of-phase. data of the individual shb.ject;s of‘E‘xperimeﬁt l;
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