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Abstract 

Multi-input multi-output (MIMO) systems are expected to playa crucial role in future 

wireless communications and a significant increase of interest in all aspects of MIMO sys­

tem design has been seen in the past decade. The primary interest of this thesis is in the 

receiver part of the MIMO system. In this area, continuous interest has been shown in 

developing blind-adaptive decoding algorithms. While blind decoding algorithms improve 

data throughput by enabling the system de:signer to replace training symbols with data, 

they also tend to perform robustly against any environment disturbances, compared to their 

training-based counterparts. On the other hand, considering the fact that the wireless end 

user environment is becoming increasingly mobile, adaptive algorithms have the ability 

to improve the performance of a system regardless of whether it is a blind system or a 

training-based one. The primary difficulty faced by blind and adaptive algorithms is that 

they generally are computationally intense. In this thesis, we develop semi-blind and blind 

decoding algorithms that are adaptive in nature as well as computationally efficient for 

multi-antenna systems. 

First, we consider the problem of channel tracking for MIMO communication systems 

where the MIMO channel is time-varying. We consider a class of MIMO systems where 
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orthogonal space-time block codes (OSTBCs) are used as the underlying space-time cod­

ing schemes. For a general MIMO system with any number of transmitting and receiving 

antenna combinations, a two-step MIMO channel tracking algorithm is proposed. As the 

first step, Kalman filtering is used to obtain an initial channel estimate for the current block 

based on the channel estimates obtained for previous blocks. Then, in the second step, the 

so-obtained initial channel estimate is refined using a decision-directed iterative method. 

We show that, due to specific properties of orthogonal space-time block codes, both the 

Kalman filter and the decision-directed algorithm can be significantly simplified. Then, we 

extend the above receiver for MIMO-OFDM systems and propose a computationally effi­

cient semi-blind receiver for MIMO systems in frequency-selective channels. Further, for 

the proposed receivers, we have derived theoretical performance analysis in terms of prob­

ability of error. Assuming the knowledge of the transmitted symbols for the first block, we 

have derived the instantaneous signal to interference and noise ratio (SINR) for consecutive 

transmission blocks in the absence of training, by exploiting Kalman filtering to track the 

channel in a decision-directed mode. Later, we extend the the theoretical performance limit 

comparisons for time-domain vs. frequency-domain channel tracking for MIMO-OFDM 

systems. Further, we study the advantage of adaptive channel tracking algorithms in comp­

type pilot aided channel estimation schemes in practical MIMO-OFDM systems. 

After that, an efficient sequential Monte-Carlo (SMC) algorithm is developed for blind 

detection in MIMO systems where OSTBCs are used as the underlying space-time coding 

scheme. The proposed algorithm employs Rao-Blackwellization strategy to marginalize 

out the (unwanted) channel coefficients and uses optimal importance function to generate 

samples to propagate the posterior distribution. The algorithm is blind in the sense that, 

unlike the earlier ones, the transmission of training symbols is not required by this scheme. 
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The marginalization involves the computation of (hundreds of) Kalman filters running in 

parallel resulting in intense computer requirement. We show that, the marginalization step 

can be significantly simplified for the speci1ied problem under no additional assumptions 

- resulting in huge computational savings. Further, we extend this result to frequency 

selective channels and propose a novel and e:fficient SMC receiver for MIMO-OFDM sys­

tems. 

Finally, a novel adaptive algorithm is presented for directional MIMO systems. Specif­

ically, the problem of direction of arrivall (DOA) tracking of an unknown time-varying 

number of mobile sources is considered. The challenging part of the problem is the un­

known, time-varying number of sources that demand a combination of source enumeration 

techniques and sequential state estimation methods to track the time-varying number of 

DOAs. In this thesis, we transform the problem into a novel state-space model, and, by 

employing probability hypothesis density (PHD) filtering technique, propose a simple al­

gorithm that is able to track the number of sources as well as the corresponding directions 

of arrivals. In addition to the fact that the proposed algorithm is simple and easier to imple­

ment, simulation results show that, the PHD implementation yields superior performance 

over competing schemes in tracking rapidly varying number of targets. 
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Chapter 1 

Introduction 

1.1 Multi Antenna Communication Systems 

The objective of fourth generation (4G) communication systems is to achieve broadband 

connectivity anytime, anywhere between anything [27,40,48]. During the next two decades, 

this objective is likely to be achieved by employing multiple antennas at the base station 

(service provider) as well as at the end-user devices. In this regard, the past decade has 

seen an explosion of interest in multi-antenna systems, especially, multi-input multi-output 

(MIMO) communication systems. 

MIMO communication systems provide a promising approach to deliver higher data 

throughput without the need for increased power and bandwidth. Space-time coding adds 

another dimension for the diversity space, in addition to the spatial diversity achieved by 

multiple antennas in the MIMO system. Among different space-time coding schemes pre­

sented in the literature, orthogonal space-time block codes (OSTBCs) [3], [109] are of 

particular interest because they achieve full diversity at a low receiver complexity. 
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Chapter 1. Introduction 2 

OFDM is an attractive technique due to its capability to transform a frequency selec­

tive channel into a set of parallel flat fading channels [14,26,52,70,122]. Hence, MIMO 

systems combined with OFDM, known as MIMO-OFDM in the literature, is playing an 

important role in current wireless communications. For example, broadband wireless LAN 

technology, standardized as IEEE 802.11n .. and worldwide inter-operability for microwave 

access (WiMAX) technology [33,34,45,64,73], standardized as IEEE 802.16, deploy OS­

TBCs for MIMO-OFDM communications .. 

Beamforming [112] is a spatial filtering technique in which antenna arrays are used to 

extract signals from the desired direction and to avoid receiving spatially interfering sig­

nals. Direction of arrival estimation and beamforming are complementary techniques in 

the sense that a beamformer requires the DOA of the desired user or the interferer in order 

to perform spatial filtering. Even though the terms spatial diversity and spatial filtering 

(separation) may imply different interests they can be combined to achieve higher data 

transmission rates. Directional MIMO antennas that are able to enjoy spatial multiplex­

ing while avoiding co-channel interference are expected to provide higher data throughput 

compared to their omnidirectional MIMO counterparts [54,60]. 

1.2 Overview of the Thesis 

1.2.1 Motivation and objectives of the thesis 

Conventional communication system designs spend up to to 20% of their available band­

width on training which is better utilized for data transfer itself. It has always been the inter­

est of academic and industrial communities to reduce the amount of training, and numerous 

approaches have already been proposed for blind decoding in MIMO systems. However, 
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there are challenges remaining still for blind implementations. One of them is the fact that 

blind decoding algorithms are computationally intense, requiring additional hardware and 

power at tiny mobile terminals. 

Further, most of the practical communication system designs and implementations 

assume that the statistical properties of the transmission medium is stationary or slow­

varying. Even though the stationary assumption is good enough to achieve acceptable data 

throughput, it should be noted that whenever such assumption is violated, the data through­

put decreases due to the increase in retransmission requests. Considering the increasingly 

mobile nature of today's wireless applications, non-stationarity is a reality that is hard to 

ignore. Another interesting feature of adaptive algorithms is that they have the capability to 

improve the performance of the training-based receivers under non-stationary conditions. 

Hence, finding a computationally efficient alternative to the stationary assumption is impor­

tant. Indeed, there have been considerable interest shown on developing adaptive receiver 

algorithms for non-stationary environments. 

Interestingly enough, it is realized that the successful implementation of both of the 

above approaches (adaptivity and blindness) have one common bottleneck, namely, com­

putational complexity. Hence, it is highly important to be mindful of the fact that, any 

blind/adaptive decoding algorithm should be computationally efficient before they can be 

considered for implementation. 

Motivated by the above facts, in this thesis, we present some blind adaptive decod­

ing algorithms that are able to perform adequately under non-stationary environments in a 

computationally efficient manner. 
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1.2.2 Thesis outline 

• Chapter 1 gives an introduction to multi-antenna communication systems and de­

scribes its potential to become part of future communication systems for years to 

come. Further, a brief discussion on currents challenges of MIMO systems is pre­

sented and the motivation for current and future research is argued. 

• Chapter 2 provides a brief introduction to MIMO systems. Then, the concept of 

space-time coding is discussed and mathematical representation of orthogonal space­

time block codes (OSTBC) are presented. Next, some special properties of OSTBCs 

are developed. After that, the flat-fading MIMO channel model is introduced and 

then the frequency selective channel model is developed and the relationship between 

time-domain and frequency-domain channel is derived. Finally. the MIMO-OFDM 

system is discussed. 

• Chapter 3 gives some background information on Bayesian sequential state estima­

tion. Starting from Bayes theorem, the sequential state estimation schemes for linear 

Gaussian case and non-linear non-Gaussian case, Kalman filter and particle-filter, re­

spectively, are discussed. Then, a first moment approximation of the particle filter, 

the PHD filter, is discussed. 

• Chapter 4 presents a semi-blind Kalman filter based decision-directed algorithm for 

MIMO systems under flat-fading channels. First, a literature search result on simi­

lar receivers is presented. Next the Kallman filter based conditional channel tracking 

scheme is presented. After that, a two step iterative scheme is proposed to improve 

the performance of the algorithm. Further, a novel scheme to reduce the compu­

tational complexity is also presented. Finally, simulation examples are illustrated 
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regarding the performance of the proposed scheme. 

• Chapter 5 presents a semi-blind Kalman filter based decision-directed algorithm for 

MIMO systems under frequency-sekctive fading channels. First a revision on pre­

vious MIMO-OFDM receivers is presented. Then, the conditional channel tracking 

scheme based on Kalman filter is presented. After that assuming constant modu­

lus constellations, a novel way to simplify the algorithm and an iterative scheme to 

improve the performance have been presented. Finally, the performance of the algo­

rithm and computational savings have been discussed through examples. 

• Chapter 6 provides a theoretical perfonnance analysis of the algorithms presented in 

Chapter4 and Chapter 5. First a background study on the related area is summarized. 

Then, an instantaneous signal to interference and noise ratio (SINR) in the decision 

directed mode has been derived and using this expression, analytical expression for 

BER is derived. Further, the perfomtance related to different modes of the Kalman 

filtering channel estimation scheme, such as the predicted, updated and steady-state 

channel estimates have been discussed. Finally, based on the derivations, the perfor­

mance of the receivers for various options are analyzed. 

• Chapter 7 presents an efficient blind decoding scheme for MIMO systems employing 

OSTBCs. First, a literature review on SMC receivers for MIMO systems is presented. 

Next, a computationally efficient SMC receiver for MIMO systems under flat-fading 

channels is presented and using the simplification structure proposed in Chapter 4 the 

SMC receiver is simplified. After that, a novel tone-by-tone receiver is proposed for 

frequency selective fading channels and some methods to simplify it are presented. 

Finally, the computational savings achieved by the proposed receiver is discussed. 
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• Chapter 8 presents a new state-space approach to track the mobile users from the 

base-station in directional MIMO systems. First, literature study ofthe adaptive array 

processing techniques is presented. Then, the proposed state-space model is derived. 

Then, based on PHD filtering method, a novel DOA tracking algorithm that is able 

to track the DOAs of (time-varying) unknown number of targets using one snapshot 

of array observation. Finally, the results of the simulation studies are presented. 

• Chapter 9 provides some concluding remarks on the thesis and provides possible 

future extensions to the research and discusses the future of the research in the related 

area. 

1.2.3 Contributions 

The scientific contribution of the thesis can be summarized under the following three areas. 

• Blind decoding schemes: 

Starting with MIMO systems for fiat-fading channels, we have developed a semi­

blind decoding scheme that can be used for any number of transmitting/receiving 

antenna combinations. The scheme is called semi-blind because it requires the trans­

mission of pilot symbols once in a while in order to re-initialize the channel esti­

mates. Then, this result was extended for frequency-selective channels using OFDM 

technology. Further, we have propose:d an efficient blind SMC receiver for MIMO 

systems under both fiat-fading and frequency-selective channels. 

• Adaptive signal processing techniques: 

The proposed receivers above are all adaptive under block-fading assumptions, i.e., 
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they assume channel variations within one block of space-time transmission as neg­

ligible. The proposed receivers modd the channel process as first order AR process 

and use Kalman filtering to track the channel variations. Further, a novel state-space 

approach is proposed for DOA tracking of unknown varying number of targets using 

passive sensor arrays. 

• Computation reduction techniques: 

Firstly, we have extensively studied the nature of the signal models of the MIMO 

systems and OSTBCs and came up with a way to analytically simplify the above re­

ceivers. It is shown that some distinct properties of the OSTBCs enable us to achieve 

significant computational saving through simplification. 

Secondly, we have studied the use of approximation techniques in adaptive algo­

rithms. Specifically, we have proposed the use of tracking approximate posterior for 

DOA tracking problem. 

Specifically, the following scientific contJibution has been achieved and reported in this 

thesis. 

1. A novel decision-directed algorithm for channel tracking and data detection for MIMO 

systems employing generally defined OSTBCs. 

2. An new way to exploit the special properties of the OSTBCs in diagonalizing the 

Kalman filter algorithm. 

3. An efficient semi-blind receiver for M[MO-OFDM systems. 

4. An efficient blind Sequential Monte: carlo (SMC) receiver for MIMO systems em­

ploying OSTBCs in fiat-fading channels. 
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5. A novel blind receiver for MIMO-OFDM systems based on Sequential Monte carlo 

(SMC) methods. 

6. A theoretical performance analysis of the effect of time-selective channel. 

7. A new state-space approach for computationally efficient adaptive array processing. 

1.2.4 Related publications 

Some selected contents of this thesis are published or submitted or for publication in the 

following journals and conferences. 

Journals articles: 

[1] B. Balakumar, S. Shahbazpanahi and T. Kirubarajan, "Joint MIMO Channel Track­

ing and Symbol Decoding Using Kallman Filtering", in press, IEEE Transactions on 

Signal Processing. 

[2] B. Balakumar, S. Shahbazpanahi and 1l. Kirubarajan, " Simplified Kalman Filter for 

Tracking Doubly Selective Channels in Space-Time Coded MIMO-OFDM Systems: 

Algorithm and Performance Study", to be submitted to IEEE Transactions on Wire­

less Communications. 

[3] B. Balakumar, T. Kirubarajan and 1. p, Reilly, "Computationally Efficient Blind Se­

quential Monte-Carlo Receivers for MJMO Systems", to be submitted to IEEE Trans­

actions on Signal Processing. 

[4] B. Balakumar, T. Kirubarajan, A. Sinha, and J. P. Reilly "On the Use of PHD Filter­

ing in Adaptive Array Processing", to be submitted to IEEE Transactions on Signal 

Processing. 
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Conference papers: 

[5] B. Balakumar, S. Shahbazpanahi and T. Kirubarajan, "Joint MIMO channel tracking 

and symbol decoding for orthogonal space-time block codes", 14th European Signal 

Processing Conference, Sept. 2006. 

[6] B. Balakumar, S. Shahbazpanahi and 1'. Kirubarajan, "A Kalman filtering approach 

to joint MIMO channel tracking and symbol decoding for orthogonal space time 

block codes", Fourth IEEE Workshop on sensor array and multi-channel processing, 

pp. 244-248, July 2006. 

[7] B. Balakumar, A. Sinha, T. Kirubarajan and J. P. Reilly, "PHD filtering for tracking 

an unknown number of sources using an array of sensors", 13th IEEE Workshop on 

Statistical Signal Processing, pp. 43-48, july 2005. 



Chapter 2 

Multi-Input Multi-()utput Systems 

2.1 MIMO Systems and Space-Time Coding 

Consider a MIMO system with N transmit and M receive antennas. In a time-varying 

flat-fading channel scenario, the signal received by the pth receive antenna at time t, Yp(t) 

is given by 

N 

Yp(t) = L,9pq(t)Xq(t) + vp(t) (2.1) 
q=l 

where Xq(t) is the signal transmitted from tlhe qth antenna at time t, 9pq(t) is the time­

varying channel coefficient between the pth transmit antenna and the qth receive antenna, 

and vp(t) is the noise measured at the pth receive antennas. The noise vp(t) is assumed to 

be zero-mean complex Gaussian and spatio-temporally white with variance 1J~/2 per real 

dimension. 

10 
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In discrete-time domain the received signal (2.1) can be written in vector format as 

y(n) = x(n)G(n) + v(n) 

where G(n) is the N x AI channel matrix wilth its (p, q) element equal to 9pq(n), and 

y(n) = [Yl(n) Y2(n) ... YlI1(n)] 

x(n) = [xl(n) x2(n) '" xN(n)] 

v(n) = [vl(n) v2(n) ... vl\1(n)] 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

are the row-vectors of the received signals, transmitted signals, and noise, respectively. 

We consider a block transmission scheme and assume that within the block period T the 

channel is fixed, i.e., the channel is assumed to be quasi-static. However, between different 

blocks the channel can change. Based on such an assumption, the nth received block can 

be written as 

Y(n) = X(n)G(n) + V(n) (2.6) 

where Y (n) is the T x ]vI matrix of the received signals, X( n) is the T x N matrix of 

transmitted signals, V(n) is the T x M matrix of noise, and G(m) is the N x M channel 

matrix during the nth block period. The noise V(n) is assumed to be zero-mean complex 

Gaussian and both spatially and temporally white with variance (j~/2 per real dimension. 
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2.2 Orthogonal Space-Timc~ Block Codes 

2.2.1 General definition of OSTB.Cs 

In space-time block coding, the matrix X(n) is a mapping that transforms a block of 

complex symbols to a T x N complex matrix. Hence, we hereafter replace X( n) with 

X(s(n)) where s(n) is the nth symbol vector of length K. Let us define s(n) as s(n) = 

[81 (n) 82 (n) '" 8 K (n) Y where (. f denotes the transpose operator. The T x N matrix 

X(s(n)) is called an OSTBC [3], [l09] if i) all elements of X(s(n)) are linear functions 

of the K complex variables 81 (n), 82 (n), ... ,8 K (n) and their complex conjugates, ii) and 

if, for any arbitrary s, X(s(n)) satisfies Xll(s(n))X(s(n)) = IIs(n)1I2IN where IN is the 

N x N identity matrix, II . II is the Euclidean norm, and (.)H denotes Hermitian transpose. 

It follows from the definition of OSTBC that matrix X( s( n)) can be written as 

K 

X(s(n)) = 2:)CkRe{ 8k(n)} + DkIm{ 8k(n)}) (2.7) 
k=1 

where Re{·} and Im{·} denote the real and imaginary parts, respectively, and C k and Dk 

matrices are defined as! 

C k =: X(Uk) 

Dk =: X(jUk) 

lIn fact, any OSTBC is completely defined by the set of matrices {Ck, D k}f[=l' 

(2.8) 

(2.9) 
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where Uk is the kth column of identity matrix IK and j = J=I. Let us define the "under­

line" operator for a matrix P as 

P ~ [veC{Re(p)} 1 
vec{lm(P)} 

(2.10) 

where vec{·} refers to the vectorization Op(mltor stacking all the columns of a matrix on 

top of each other. Using (2.7) and (2.28), one can re-write (7.186) as [31] 

(2.11 ) 

where sn £ s(n), vn ~ V(n) and the 2MT x 2K real matrix A(G(n)) is given by 

It has been shown that for any channel matrix G(n), the matrix A(G(n)) satisfies 

the so-called decoupling property, i.e., its columns are orthogonal to each other and have 

identical norms [53]. More specifically, it satisfies 

(2.13) 

where 11.lIp denotes the Frobenius norm. L(!t us define the 2MN x 1 time-varying chan­

nel vector g(n) as h(n) ~ G(n). With a small abuse of notation, we hereafter replace 

A(G(n)) with A(g(n)). Therefore, we rewrite (2.13) as 

(2.14) 
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Since A (g( n)) is linear in g( n), there exists a unique 4K fivIT x 2!'v1 N matrix cf> such that 

vec{ A (g( n))} = «I>g( n) where «I> is a 4K !'vIT x 2M N matrix whose kth column is given 

by 

(2.15) 

Here, [·lk denotes the kth column of a matrix and ek is the kth column of identity matrix 

12l\IN. Note that matrix «I> can be written as «I> = [«I>i «I>~ ... «I>~KlT where each sub­

matrix «I>k (k = 1, ... 2K) describes the linear relationship between the kth column of 

A(g(n)) and g(n), i.e., [A(g)Jk = «I>kg. 

2.2.2 ML decoding of OSTBCs 

Given the channel vector g( n), the optimal ML decoder for OSTBCs consists of a linear re­

ceiver followed by a symbol-by-symbol decoder [28]. Indeed, the linear receiver computes 

~n' the estimate of sn as 

(2.16) 

Then, the symbol-by-symbol decoder builds the estimate s(n), of vector s(n) as s(n) = 

[IK jIKl~n' The kth element of s(n) is compared with all points in the constellation cor­

responding to Sk (n) and the closest point in this constellation to the kth element of s(n) is 

accepted as the kth decoded symbol. 

Note however that implementation of the ML decoder requires the knowledge of the 

time-varying channel. If the channel is fixed, one can use training to estimate the channel in 

a non-blind fashion. However, in practice, the channel is time-varying, and hence tracking 
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of the MIMO channel is required. Recently, blind channel estimation has been studied 

in the literature (see for example [99]). The blind channel estimation of [99] is based on 

the assumption that the channel is fixed, and hence, it is not applicable to time-varying 

channels. 

2.3 MIMO Channel 

2.3.1 Flat-fading MIMO channel 

Without assuming any model for the MIMO channel, the problem of joint channel tracking 

and symbol detection is ill-posed. Fortunately, in many practical scenarios, the wireless 

channels can be modeled with a few paramett:rs. It has been shown in [120] that the first­

order AR model can be used as a sufficiently precise method to describe the time-varying 

behavior of wireless channels. Based on this model, we assume that the channel variation 

between adjacent blocks is modeled as a first order autoregressive (AR) model, i.e., 

G(n) = aG(n - 1) + W(n) (2.17) 

where W (n) is an N x M noise matrix that is assumed to be zero-mean complex Gaussian 

with independent entries and variance of CJ;j2 per real dimension. This implies that W( n), 

and consequently G(n), are zero-mean wide-sense stationary processes. The parameter a 

is a complex scalar that can be estimated using the method of [111], and hence, it is herein 

assumed to be known. The noise variance CJ;~ and a are related as CJ; = CJ;(1-[a[2) where 

CJ~ is the variance of each element of G(n) and [ . [ denotes the amplitude of a complex 

number. 
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2.3.2 Frequency-selective fading ~vIIMO channel 

In frequency-selective environment, the channel at different taps will contribute to a cer­

tain received data. Lets assume the N x M channel matrix at the pth tap as Gp[n]. For 

each tap p, we model the channel variation between adjacent OFDM words as a first order 

autoregressive (AR) model. Hence, 

(2.18) 

where elements of Up[n] are i.i.d Gaussian with zero mean and variance (J; = (J~(1 -

lap l2 ) and (J~ is the variance of the entries of Gp[n]. The complex parameters ap, p = 

0,1, ... ,P - 1 can be estimated [111] and hence are assumed known here. 

As noted in (2.23), the frequency response of the channel for the ith sub-carrier, h/[n], 

is a function of the time domain MIMO channel impulse response {Gp[n]}:~ol. Usually, 

the channel taps are much smaller in length compared to the number of tones. Hence, it is 

desirable to track the channel in time domain for better performance. 

We now use the relationship between the: channel frequency response and the channel 

impulse response to represent the observedl dlata in terms of the channel impulse response. 

Later, this model will be used to derive the Kalman filtering based tracking scheme for the 

channel coefficients. 

Using the Fourier relationship between the channel frequency response and channel 

impulse, hdn] can be written as 

(2.19) 
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where 

Here, ® is the Kronecker product, g[n] = ~G[n], G[n] = (go[n] 

vec{Gp[n]}, W t = [1, ej27ri / L , ... , eJ27ri (P-l)/L]H. Also, we can write 

h[n] = "\IV g[n] 

2.4 MIMO-OFDM Systeml 

data uiil 
<:0] 
I-u 
"'~ " 

uiil 
<:0] 
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"'-lj 

]2 
~" ~§ 
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" 

Figure 2.1: Block diagram of the MIMO-OFDM system 
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Consider a MIMO-OFDM system with L sub-carriers, N transmit antennas and !vI 

receive antennas. Using vector notations, the received signal vector for the ith tone during 

the nth OFDM word can be written as [129] 

(2.22) 
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where Yt[n] is the 1 x M vector of received signals, xi[n] is the 1 x N vector of transmitted 

signals, and vdn] is the 1 x M vector of noise at the ith tone. The noise is assumed to 

be uncorrelated zero-mean complex Gauss:ian with variance (5;/2 per real dimension. The 

N x M complex matrix Hdn] is the frequency response of the MIMO channel at the ith 

sub-carrier and can be written, in terms of the time-domain channel impulse response, as 

P-l 

'\;-' G [n]e-j27riP/L 
L-J p 
p=o 

(2.23) 

where j = yCI, the (1', q)th element of Gp[n] is the pth tap of the time-domain channel 

impulse response from the 1'th transmitter to the qth receiver, and P is the maximum delay 

spread of the channel. We assume that P < L. We consider a block transmission scheme 

with block length T and assume that within the OFDM word length PT, the channel fre­

quency response is fixed. However, between different OFDM words the channel frequency 

response can change. Based on such an assumption, the nth received block for the ith 

sub-carrier can be written as 

(2.24) 

where 

Yt[n] [YTlnT - T + 1]' ... ,y;[nT]t 

X,[n] [xnnT - T + 1]'··· ,x;[nT]t 

V,[n] [vTlnT - T + 1]' ... ,vTlnT]t 
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denote the received data, the transmitted data" and the measurement noise matrices, respec­

tively, and (. f represents the transpose operator. 

Now, the received blocks due to all the sub-carriers, the nth received OFDM word, can 

be written as 

Y[n] = X[n]lHl[n] + V[n] (2.25) 

where 

Ya[n] Xa[n] o 
Y[n] = ,X[n] = 

o XL-1[n] 

Ha[n] Va[n] 

lHI[n] = ,V[n] = (2.26) 

HL-1[n] VL-1[n] 

In space-time block coding, the matrix Xi[n] is a mapping that transforms a block of 

complex symbols into a T x N complex matrix. Hence, we hereafter replace X.[n] with 

X(si[n]) where s.[n] of length K is the ith transmitted symbol vector of the nth OFDM 

word. Let us define sdn] as sdn] = (sl,.[n] 82,.[n] ... sK,dn])T. By selecting X(s![n]) as 

an OSTBC [53,109], we can write the observed data of the ith sub-carrier as [53] 

(2.27) 
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where hdn] = Hi[n], Sn,i = si[n], Vn,i = ~"dn], the "underline" operator for a matrix P is 

defined as 

P ~ [ vec{~R(P)} 1 
vec{Ss(P)} 

(2.28) 

and vec{·} refers to the vectorization operator stacking all the columns of a matrix on 

top of each other, and R(·) and 8'(.) represent the real and imaginary parts, respectively. 

The matrix A(·) is the so-called vitual channel matrix and for any real 2A1 N x 1 vector 

h,[n] = H,[n] is given by [31] 

where ek is the kth column of the K x K identity matrix I K . 



Chapter 3 

Bayesian Filtering lrheory 

3.1 Bayesian Theorem 

Consider a random parameter x(n) and its observation y(n). Bayes theorem enables us to 

write the joint probability of x( n) and y( n) as follows. 

p( x(n)ly(n) ) = p( x(n)ly(n) )p( y(n) ) = p( y(n)lx(n) )p( x(n) ) (3.30) 

where p(x( n)) and p(y( n)) are the prior densities p(y( n) Ix( n)) is the likelihood and 

p(x(n)ly(n)) is called the posterior distribution. 

The posterior distribution contains all the statistical information about the unknown 

parameter p(x(n)) from time 1 to time n given the corresponding observations p(y(l)) to 

p(y( n)). The posterior distribution can be used to get an estimate of the unknown parameter 

at a certain time instance. For example, a maximum a posteriori (MAP) estimate of the 

21 
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parameter is obtained as 

XMAP = arg maxp(x(n)ly(n)) 
x(n) 

3.2 Bayesian Filtering 

3.2.1 Bayesian filtering of single target 

22 

(3.31) 

First, for simplicity, consider the following single target versions of the state and observa-

tion equations 

x(n) 

y(n) 

f(x(n - 1), v(n)) 

h(x(n), w(n)). 

Bayesian approach tends to track the posterior density of the current state 

p(x(n)ly(n)) 

assuming that the initial density p(x(O)ly(O)) or the prior is available. 

(3.32) 

(3.33) 

(3.34) 

Given the posterior density at time n, p(x(n)ly(n)), and the observation at time n + 1, 

y(n + 1), the posterior at time n + 1, p(x(n + 1)ly(n + 1)), is constructed in the following 

two steps 

[1] Prediction 

p(x(n + l)ly(n)) = J p(x(n + l)\x(n))p(x(n)ly(n))dx(n) (3.35) 
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[2] Update 

p(x(n + l)[y(n + 1)) 
= p(y(n + l)[x(n + l))p(x(n + l)[y(n)) (3.36) 

p(y(n + l)[y(n)) 

where 

• p(x(n+ l)[y(n)) is the time prediction of the posterior p(x(n)[y(n)) to the next time 

step. 

• p(x( n+ 1) [x( n)) is the Markov transition density that models the motion of the target 

from time n to n + 1. 

• p(y( n + 1) [x( n + 1)) is the sensor likelihood function. 

• The normalizing constant p(y( n + 1) [y( n)) is given by 

p(y(n + l)[y(n)) = J p(y(n + l)[x(n + l))p(x(n + l)[y(n))dx(n + 1) (3.37) 

3.2.2 Bayesian filtering of multipl4~ targets 

Similar to (3.35) & (3.36), the multi-target Bayesian filtering can be summarized as follows 

p(X(n + l)[Y(n)) = J p(X(n + l)[X(n))p(X(n)[Y(n))dX(n) 

p(Y(n + l)[X(n + l))p(x(n + l)[Y(n)) 
p(X(n + l)[Y(n + 1)) = 

p(Y(n + l)[Y(n)) 

(3.38) 

(3.39) 
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where X (n) and Y (n) are multi-target state state set and observation set, respectively, i.e., 

X(n) 

Y(n) 

{{}, {xl(n)}, {xl(n),x2(n)}, ... , {xl(n), ... ,xnx(n)}} 

{ {}, {Yl (n)}, {Yl (n), Y2(n)}, ... ,{Yl (n), ... ,Yny (n)} } 

(3.40) 

(3.41) 

where the null set denotes the possibility of the presence of no target/observation at a certain 

instant. 

Computing (3.38) & (3.39) can be done by exploiting the knowledge of finite-set statis­

tics (FISST) [68]. Further, even when th(! number of targets is small, the multi-target 

Bayesian filtering above may not be a desired approach due to its demand for high com­

putational cost. Hence, alternate methods were sought and as a result, PHD filtering [68], 

tracking the first moment of the posterior rather than the full posterior itself, was found to 

be a reasonable alternative in terms of computational requirement and performance. 

3.3 Bayesian Filtering for Linear Gaussian Systems 

In a linear Gaussian system, i.e., 1t(x) is now written as Hx, propagating the full posterior 

is equivalent to propagating the first two moments given by 

x(nJn) J x(n)p(x(n)Jy(n))dx(n) (3.42) 

C(nJn) J x(n)x(nf p(x(n)Jy(n))dx(n). (3.43) 

Hence, Bayesian tracking or propagating the full posterior for single targets under linear 
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Gaussian assumption is summarized as 

p(x(n)ly(n)) 
predtction 

----t p(x(n + l)ly(n)) u~e p(x(n + l)ly(n + 1)) 

{ 
x(nln) } 

P(nln) 

where 

P(nln) 

x(n + lin) 

P(n + lin) 

x(n + lin + 1) 

P(n+ 11n+ 1) 

{ 

x(n + lin) } 

P(n + lin) 

C(nln) - x(nln)xT(nln) 

Fx(nln) 

FP(nln)FT + Q 

{ 

x(n + lin + 1) } 

P(n + lin + 1) 

x(n + lin) + G(n + l)v(n + 1) 

P(n + lin) - G(n + l)P lI(n + l)GT(n + 1) 

25 

(3.44) 

(3.45) 

(3.46) 

(3.47) 

(3.48) 

(3.49) 

and v(n + 1), Pv(n + 1) and G(n + 1) are the innovation, innovation-covariance and the 

Kalman gain, respectively [8]. 

3.4 Approximate Bayesian F~iltering 

Unlike the linear Gaussian case, the analytical solution for the propagation of posterior over 

time is not feasible for a general case. Often, the posterior distributions are propagated 

in the form of a histogram by employing sequential Monte-Carlo (SMC) methods [25]. 

While this methods provides an attractive solution for many of the problems for which any 

analytical form solution is unthinkable, the computational requirement is also relatively 

high. Hence, huge interest was shown in the past on producing computationally feasible 



Chapter 3. Bayesian Filtering Theory 26 

implementations of SMC methods. 

In this section we discuss an approximate implementation schemes for SMC methods. 

First, we discuss a relatively known case, the first moment approximate Bayesian filtering 

in linear Gaussian case, known as a, (3, 'Y filter in the literature [8]. Then, we discuss the 

general case of the first moment filter, the PHD filter. 

3.4.1 Approximation for linear Gaussian systems 

The approximate filtering for linear Gaussian systems can be summarized as follows. 

p(x(n)ly(n)) 

{ x(nln) } 

where 

predictwn 
--+ p(x(n + l)br(n)) 

update 
--+ p(x(n + l)ly(n + 1)) 

{ x(n + lin) } { x(n + lin + 1) } 

x(n + lin) 

x(n + lin + 1) 

F'x(nln) 

x(n + lin) + Gv(n + 1). 

and the expression p(.) denotes that the distribution is only approximate. 

(3.50) 

(3.51) 

(3.52) 

Note that, the Kalman gain above is not a function of n, rather, it is a matrix of constants. 

Examples of constant gain Kalman filter include the a, (3 and the a, (3, 'Y filters [8]. 



Chapter 3. Bayesian Filtering Theory 27 

3.4.2 Approximation for general systems 

The first moment of the posterior density (3.34), also known as the PHD, is defined as 

follows [68] 

D(nln) = D(x(n)IY(n)) = / p( {x(n)} U ZIY(n))dZ (3.53) 

PHD holds a unique property that its integral on any region S of the state space is the 

expected number of targets contained in S, i.e., 

N(nln) = is D(x(n)IY(n : n))dx(n). (3.54) 

Hence, the above property could be considered as an alternate definition for the PHD. 

The propagation of PHD over time is summarized as [68] 

p(X(n)IY(n)) 

1 

D(nln) 

prediction 
----+ 

predictton 
----+ 

p(X(n + l)IY(n)) 

1 

D(n + lin) 

update 
p(X(n + l)IY(n + 1)) ----+ 

1 
update 

D(n + lin + 1). ----+ 

where the down arrow specifies the first momtmt of the distribution shown above it. 

(3.55) 

It is now is remaining to define the prediction and the update operators of the PHD in 

(3.55). 
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3.4.2.1 The prediction operator of the PH][) 

In a general scenario assuming target disappearance, targets spawning and entry of new 

targets, the predicted PHD is given by [68] 

D(n + lin) D(x(n + l)lY(n)) 

Db(x(n + 1)) + J <I> (x(n + l)lx(n))D(x(n)IY(n))dx(n) (3.56) 

where 

and 

<I>(x(n + l)lx(n)) = [et+llt(x(n))p(x(n + l)lx(n)) + Ds(x(n + l)lx(n))] (3.57) 

• Db(x(n + 1)) - PHD ofnewbom spontaneous targets at time step n + 1. 

• et+llt(x(n)) - probability that a target with state x(n) at time step n will survive at 

time step n + 1. 

• Ds(x(n + l)lx(n)) - PHD of spawned targets at time step n + 1 from a target with 

state x(n). 
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3.4.2.2 The update operator of the PHD 

Given the observations at time-step n + 1, Y(n + 1), The predicted PHD above is updated 

as follows 

D(n + lin + 1) D(x(n + l)IY(n + 1)) 

[ 
L PD(x(n + l))p(y(n + l)lx(n + 1)) 

'\(n + 1k(y(n + 1)) + 'l/J(y(n + l)lY(n + 1)) + 
y(n)EY(n+l) , 

1 - pD(x(n + 1))] D(n + lin) 

(3.58) 

where 

'l/J(y(n + l)lY(n + 1)) = J PD(x(n + l))p(y(n + l)lx(n + l))D(n + 1In)dx(n + 1) 

(3.59) 

and 

• PD(x(n+ 1)) - detection probability of a target with state x(n + 1) at time step n + 1. 

• p(y(n + l)lx(n + 1)) - single target likelihood function. 

• '\(n + 1) - poisson distributed false alarm per scan. 

• c(y(n + 1)) - clutter probability density. 



Chapter 4 

Joint MIMO Channt:~l Tracking and 

Symbol Decoding 

4.1 Introduction 

It has recently been shown in [99] that for a majority of OSTBCs, the MIMO channel is 

blindly identifiable. This interesting property of OSTBCs is based on the assumption that 

the channel is fixed during a long enough time interval. However, the channel may be time­

varying in practice due to the mobility of the transmitter and/or receiver, as well as due to 

the carrier frequency mismatch between the transmitter and receiver. Therefore, channel 

tracking is essential in these cases. 

In [61], Kalman filtering has been studied in application to channel tracking for MIMO 

communication systems. The method of [61] is based on two assumptions. First, the 

underlying space-time coding scheme is based on Alamouti code [3], and therefore its 

application is limited to the case of two trans.mit antennas. Second, the channel is assumed 

30 
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to be time-varying during the transmission of each block. The latter assumption implies 

that the linear ML receiver is optimal in a mean sense [61]. 

Kalman filtering has been applied to the problem of MIMO channel tracking in several 

other research reports [50]. Also, in [22], .a frequency domain equalization method has 

been proposed for single carrier MIMO systems. Particle filtering has also been used in 

[37] for MIMO channel tracking. However, neither of the methods of [50] and [37] has 

been developed for OSTBCs. In [2], a Kalman filtering approach has been used in the 

maximization step of an expectation-maximization (EM) method to track the frequency 

selective MIMO channel when the underlying code is an OSTBC and when an orthogonal 

frequency division multiplexing (OFDM) is used. However, this method does not make use 

of the structure of the underlying OSTBC to simplify Kalman filtering. 

In this chapter, we extend the result of [61] for any type of OSTBCs and show that 

Kalman filtering can be significantly simpIi1tied due to the specific structure of OSTBCs. 

Unlike [61], we assume that the channel is fixed during the transmission of each block of 

data, and it can only change between blocks. Based on such an assumption, we develop 

a two-step channel tracking algorithm. In Ithl;! first step, Kalman filtering is used at the 

beginning of each block to obtain an initial channel estimate for that block based on the 

channel estimate obtained for previous block. [n the second step, to improve the quality of 

the channel estimate obtained by Kalman filtering, we propose a simple iterative channel 

estimation technique. This iterative method is in fact a decision-directed algorithm and it 

consists of sequential use of a linear receiver and a linear channel estimator. 

We should mention that the idea of iterating the MIMO channel and symbol estimates 

is very common in the literature (see for example [44]). However, this chapter presents 

two contributions to the field: First, we extend the results in [61] to any type of OSTBCs. 
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Second, we use interesting properties of OSTBCs to show that the Kalman filtering based 

channel tracking can be significantly simplified. 

The rest of this Chapter is organized as follows. In Section 4.2 we present our semi­

blind channel tracking and data decoding algorithm and derive the simplified version. In 

section 4.3 simulation results are presented to demonstrate the performance of the proposed 

algorithm and in Section 4.4 the Chapter is concluded. 

4.2 Kalman Filter Based Channel Tracking 

In this Section, we study the problem of channd tracking via Kalman filtering. We propose 

a two-step channel tracking algorithm. In the first step of this algorithm, Kalman filtering 

is used to obtain an initial channel estimate for each block based on the channel estimates 

obtained for the previous blocks. In the secoIlid step, the so-obtained initial channel esti­

mate is refined using an iterative decision-directed technique, which involves a linear ML 

channel estimator based on the decoded symbols. In fact, the linearity of such an ML chan­

nel estimator follows from the interesting properties of OSTBCs. We will also show that 

due to the specific structure of OSTBCs, Kalman filtering based channel tracking can be 

significantly simplified. 

4.2.1 Conditional channel estimate 

In this section, we derive the ML channel estimate of the MIMO system given the knowl­

edge of the transmitted symbols. First, we rewrite (2.11) as 

(4.60) 
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where the 2MT x 2M N real matrix B(sn) is defined as 

(4.61) 

and ek, as defined earlier, is the kth column of the identity matrix I 2MN . The following 

Lemma plays an important role in simplifying the forthcoming Kalman filtering algorithm. 

Lemma 4.1 The matrix B(sn) satisfies 

(4.62) 

Proof We first show that the sub-matrices -( cI>kH~l satisfy the following equations: 

if 1= m, 
(4.63) 

if I =1= m. 

To prove (4.63), we use the decoupling property in (2.14). Indeed, for any channel vector 

g, the decoupling property in (2.14) implies that 

(4.64) 

or 

(4.65) 

Since (4.65) holds true for any g and because cpT cI>1 is a symmetric matrix, we conclude 

that cI>TcI>1 = I2MN . To prove the second part of (4.63), based on the fact that different 
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columns of A(g) are orthogonal to each other, we can write 

(4.66) 

Since (4.66) holds true for any vector g and since if!Tif!m + if!~if!l is a symmetric matrix, 

we conclude that if!T if!m + if!;, if!z = O. This completes the proof of (4.63). 

We now use (4.63) to prove (4.62). To do so, we note that 

BT(Sn)B(sn) = 

S~AT (el)A( el)Sn 

S~AT (e2)A( el)Sn 

S~ AT ( el ) A ( e2) sn 

s~AT(e2)J~(e2)Sn 

where we have used (4.61). Note also that 

S; AT (ez)A(ez) sn = Ils;11 2 

'-..---' 
II e zll 2 I 2K 

S~ AT (el)A( e2MN )sn 

s~ A T ( e2) A ( e2A1 N ) sn 

SnA T ( e2M N ) A ( e2M N ) sn 

(4.67) 

(4.68) 
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which follows from the decoupling property. For l =I- m, the following set of equalities 

holds true: 

2K 2K 

L L sn,r[A( el)J;[A( em)Jssn,s 
r=l s=l 

2K 

L 
r=l s=l,s]"or r=l 

2K 

L 
r=l 

2K 

=-L 
r=l 
2K 

2K 2K ~ 
L sn,r (eT cI>; cI> sem) sn,s + L sn,r eT em sn,r 

s=l,s]"or r=l 
2K 

L sn,s(eTcI>~cI>rem)Sn,r + a 
s=l,s]"or 

2K 

=-L L Sn,s( eT cI>; cI>rem)Sn,r = -s; AT (el)A( em)sn 
s=l r=l,r]"os 

where sn,r is the rth element of sn. Therefore, we obtain that, for l =I- m 

(4.69) 

proof is complete. • 
It follows from (4.60) and (4.62) that given sn, the ML estimate of the channel vector 

g( n) can be obtained as 

(4.70) 

Therefore, if the information symbols were available, the optimal ML channel estima-

tion would involve a linear estimator as in (4.70). However, in practice, the information 

symbols are not available and they have to be estimated. To overcome this problem, one 
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can use an iterative decision-directed channel estimation scheme. That is, given an initial 

channel estimate for the nth block, say g(O)(n), one can replace g(n) in (2.16) with g(O)(n) 

and obtain an estimate for sn, say ~~O). This estimate of sn will, in tum, be used in (4.70) 

instead of sen) to obtain a new estimate for g(n), say g(1)(n). This new channel estimate 

will again be used in (2.16) instead of g(n) to obtain a new estimate of sen). This proce-

dure is repeated until the normalized difference between two consecutive channel estimates 

is negligible. The accuracy of this iterative decision-directed channel estimation scheme 

depends on the availability of a precise enough initial channel vector estimate g(O) (n). We 

propose to use Kalman filtering to obtain the initial channel estimate, g(O) (n), based on the 

channel estimates obtained for the previous blocks as well as the nth block received data. 

4.2.2 Conditional channel tracking 

In this section, we detail the time-varying channel tracking problem using Kalman filtering 

given the transmitted data symbols. We also show that using Lemma 1, the Kalman filter 

can be simplified significantly. To show this, we use (4.60) as the observation model of the 

Kalman filter [8]. Note that the data model in (4.60) is real-valued. To obtain a real-valued 

state transition equation, we can rewrite (2.17) as 

g(n) = Fg(n -- 1) + wen) (4.71) 

where 

~ [Re(O:)IMN -Im(o:)IMN 1 
F = Im(o:)IMN Re(o:)hfN 
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and w(n) = W(n) is the real-valued process noise with covariance matrix Q = ((j~/2)I2l\fN' 

We can use (4.71) as the real-valued state transition equation required for Kalman filtering. 

The Kalman filtering problem for channel tracking in OSTBC-based MIMO commu­

nication system can now be formally stated as follows: Given the measurement-to-state 

matrix B(sn), use the observed data Yn to find the minimum mean squared error (MMSE) 

estimate of the components of the state vector g(n) for each n ?: l. 

Given the estimate of the state at time n - 1, i.e., g(n - lin - 1), and the associated 

error covariance matrix P(n -lin - 1), the Kalman filter [8] is used to obtain the estimate 

of the state at time n, i.e., g(nln) and the associated error covariance matrix P(nln). The 

Kalman filtering algorithm can be summariz{~d as follows: 

g(nln - 1) = Fg(n -- lin - 1) (4.72) 

P(nln - 1) = FP(n - lin - l)FT + Q (4.73) 

Yn = B(sn)g(nln -- 1) (4.74) 

v(n) = Yn - Yn (4.75) 

PII(n) = R+ B(sn):P(nln -l)BT(sn) (4.76) 

GKF(n) = P(nln -- l)BT (sn)p~l(n) (4.77) 

g(nln) = g(nln - 1) + GKF(n)v(n) (4.78) 

P(nln) = P(nln - 1) - GKF(n)PII(n)GT(n) (4.79) 

where g(nln -1) is the predicted state, P(nln-1) is the covariance matrix of the predicted 

state, Yn is the predicted observation, v(n) liS the innovation process, PII(n) is the inno­

vation covariance matrix, GKF(n) is the Kalman gain [8], and R = E{vnv-;;} is the co­

variance matrix of the measurement noise "~no As we assumed that the measurement noise 
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is spatio-temporally white with a variance of (};12 per real dimension, R = ((};/2)I2MT 

holds true. 

4.2.3 Simplified algorithm 

The following Lemma uses the result of u!mma 1 to reduce the computational complexity 

of finding p;;l(n) in (4.77). 

Lemma 4.2 IfP(n -lin -1) is a diagonal matrix, then, P(nln -1) in (4.73) and P(nln) 

in (4.79) are also diagonal, i.e., if 

(4.80) 

then 

P(nln - 1) ,8nI 2MN (4.81) 

P(nln) onI 2MN (4.82) 

where 
2 2,8 

,8n = On_l10:1 2 + (}2w and o - (}v n (4.83) 
n - 21Is(n)112,8n + (); . 

Proof' Substituting (4.80) into the predicted state in (4.73), we can rewrite it as 

P(nln - 1) = On_1 FFT + Q = 10:1 2on-1 I 2MN + Q = (10:10;_1 + (}2! ) I 2MN · (4.84) 
, J 

V 

f3n 
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Inserting (4.84) into (4.76) and using matrix inversion lemma, p~l(n) in (4.76) can be 

written as 

p~l(n) _ R-1 - R-1B(sn) (BT(sn)H-1B(sn) + p-l(nln - 1)) -lBT(sn)R-1 

- 22I2MT - 44B(Sn) (22BT(Sn)B(Sn) + (31 I2MN)-1 BT(sn) 
~ ~ ~ n 

o-~h\1T - (21Is(n)II;~:o-,~ + o-~) B(sn)BT(sn) (4.85) 

where the fact that BT(sn)B(sn) = Ils(n) 112I2MN has been used. 

Using (4.77) and (4.85), we rewrite (4.79) as 

P(nln) P(nln - 1) 

- P(nln -1)B
T

(sn) (:;I2MT - (21Is(n)II;~:o-; + o-~) B(Sn)BT(Sn)) 

B(sn)P(nln - 1) 

(4.86) 

The proof is complete. • 
Based on Lemma 4.2, if P(OIO) is initialized as a diagonal matrix, P(nln - 1) and 

P(nln) always take the form of (4.81) and (4.82), respectively. Hence, p~l in (4.77) is 

simplified as in (4.85). It is also noteworthy that using (4.84) and (4.85) the Kalman filter 

gain GKF(n) in (4.77) can be written as 

(4.87) 
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Using (4.74), (4.75) and (4.87), we can simplify (4.78) as 

g(nln) g(nln - 1) + JLnBT(sn) (y(n) - B(sn)g(nln - 1)) 

(1 - JLnlls(n)112)g(nln - 1) + JLnBT(sn)y(n). 
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(4.88) 

Therefore, the Kalman filtering algorithm presented in (4.72)-(4.79) can be simplified 

as it follows: 

g(nln - 1) = Fg(n - lin - 1) 
2 

{3n = 6n _ 1 1la11 2 + ~;~, 

_ {3 (~_ 4{3nll s(n) 112 ) 
JLn - n 0-; 21 s(n)112,Bno-; + o-~ 
g(nln) = (1 - JLnlls(n)112)g(nln - 1) + JLnBT(sn)y(n) 

6 - o-;,Bn 
n - 21Is(n) 112{3n -- 0'; 

(4.89) 

(4.90) 

(4.91) 

(4.92) 

(4.93) 

We then use the so-obtained g(O) (n) in the aforementioned iterative procedure to improve 

its accuracy. 

Remark 1,' Note that the simplified Kalman filter requires the knowledge of the symbol 

vector sn (or s(n)). However, the primary objective is to decode s(n). To overcome this 

obstacle, we propose to replace sn in the Kalman filter equations (4.89)-(4.93), by its 

estimate, which is obtained by replacing the true channel vector in (2.16) by the predicted 

channel vector g( nln - 1) as 

(4.94) 
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Note that given the predicted channel vector g(nln - 1), the symbol estimate in (4.94) is 

optimal in the ML sense. 

Remark 2: To initiate the whole process, we also need to obtain an accurate enough 

channel estimate g( 0) as well as its initial covariance 00I2M N. To obtain such an initial 

channel estimate, one can use a training block s(O), which is known at the receiver. At 

the beginning of the tracking process, the receiver can then use (4.70) to obtain the ML 

estimate of g(O) as 

(4.95) 

where So = s(O) is defined. 

To find 00 , we note that 

E {(g(O) - g(O)) (g(O) - g(O){} 

E {g(O)gT(O)} + E {g(O)gT(O)} - 2E {g(O)gT(O)} (4.96) 

where channel is assumed zero-mean and 

Ils(~) 114 BT(so)E {YOy;n B(so) 

Ils(~) 114 BT(SO) (B(~;O) f'{g(O~gT (On BT(so) + (0-~/2)I2MT) B(so) 
(IJV2)I2MN 

(
0-

2 
0-

2
) 

2h + 21Is(~) 112 hHN 

Ils(~)112BT(so)E { (t3(so)g(0) + vo) gT(O)} = 0-}I2MN 
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Therefore, one can obtain 60 as 

(4.97) 

Remark 3: To avoid error propagation, we need to repeat training once in a while. The 

training repetition period (TRP) determines the bandwidth efficiency of the system and it 

is defined as the distance, in terms of number of blocks, between two consecutive training 

blocks. 

4.2.4 Computational savings 

In terms of computational complexity, the proposed channel tracking method enjoys the 

low computational complexity of linear processing. More specifically, the first step re­

quires the computation of BT(§n)y(n), and therefore, 2MT real multiplications are re­

quired for computation of each entry of g(nln). Taking into account that g(nln) is of 

length 2M N, the total computational complexity of the first step is of order O(JvJ2 NT). 

The second step is indeed an iterative algorithm. In each iteration, we need to compute four 

quantities: IIg(k-l)(n)1I2, AT(g(k-l)(n))Yn, 11§~112, and BT(§~))Yn. Computing these four 

quantities requires 2M N, 4K MT, 2K, and 4M2 NT real multiplications, respectively. 

Therefore, the computational complexity of the second step is of the order 0 (M2 NT) per 

iteration of the first step. The traditional Kalman filtering method involves the computation 

of p;;l (n). This amounts to a computational complexity of the order O( M 3T3) per itera­

tion. Therefore, the proposed method significantly reduces the computational complexity 

of the traditional Kalman filtering. 
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Table 4.1: Standard KF based MIMO receiver complexity 
Numl )er of floating point operations 

(4.72) O(M2N 2) 

(4.73) 
(4.74) 
(4.75) O(MT) 
(4.76) 
(4.77) 
(4.78) 
(4.79) 

Complexity order 

Table 4.2: Simplified KF based MIMO receiver complexity 
Number of floating point operations 

----:-c( 4:-:.8~9):----+----·- O( M2 N 2) 

(4.90) C 
(4.91) C 
(4.92) O(M2T2) 
(4.93) C 

Complexity order o (JvJ2 NT2) 

4.3 Simulation Results 

43 

In our numerical example, we consider the 3/4 rate code of [53] with N = M = T = 4, 

and K = 3. The SNR is defined as C7V(r~. In each simulation run, the elements of 

H(n) are generated according to Jakes model [43] corresponding to FmTs = 0.0045 

where Fm is the doppler frequency and Ts is the sampling time. This results in a = 

10 (0. 27rFmTs)ej27rFoTs = 0.9998eJo.0283 where 10(-) is the zeroth order Bessel function 

Table 4.3: MIMO receiver complexity comparison 
Standard KF 1 Simplified KF 
O(M3NT2)1 O(M2NT2) 



Chapter 4. Joint MIMO Channel Tracking and Symbol Decoding 44 

of first kind. In terms of channel estimation accuracy, we compare our Kalman filtering 

based channel tracking technique with the online implementation of the technique devel­

oped in [99]. In order to implement the method of [99] in an online manner, we have used 

the subspace tracking approach proposed in section IILG of [99]. In our comparison, we 

use normalized mean squared error (NMSE) of the channel estimates defined as 

NMSE = E { [[H(n) - H(n)[[2} 
[[H(n)[[2 . 

(4.98) 

In terms of symbol error rate (SER), we compare our method not only with the method 

of [99] but also with the differential space-time coding scheme [53]. The latter scheme 

does not require the channel to be estimated. It should be mentioned that the two methods 

with which the proposed method is compared do not require regular transmission of pilots, 

whereas the proposed method does. 

4.3.1 Channel tracking performance 

In this section we experiment the channel tracking performance of the proposed algorithm. 

Figure 4.2 shows the real parts of instantane:ous channel estimation value along with true 

channel value and Figure 4.3 shows the cOlTesponding imaginary part. 

Figure 4.4 shows the NMSE of the channel estimates versus the block index n, for 

different methods and for two different values of SNR. In this figure, TRP = 10 blocks is 

chosen. As can be seen from this figure, compared to the method of [99], the proposed 

channel tracking scheme has a lower NMSE as it tracks the channel between every two 

pilots. 
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Figure 4.2: True vs. estimated channel (real part) 
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Figure 4.3: True VS. estimated channel (imginary part) 
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Figure 4.4: The NMSE of channel estimates versus block index n 

4.3.2 SER vs. SNR 

Figure 4.5 illustrates the SERs of different methods, versus SNR, for TRP = 10. In this 

figure, we have also plotted the SER for the (dairvoyant) coherent ML receiver that is aware 

of the time-varying channel. It is noteworthy that the latter receiver does not correspond 

to any practical application and it is herein considered only for the sake of comparison. 

We have also plotted the performance of a differential coding scheme which uses the same 

OTSTBC which we have used in our method. As can be seen from this figure, for TRP 

= 10, our Kalman filtering based technique outperforms the differential space-time coding 
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Figure 4.5: The SERs versus SNR for different OSTBC decoding schemes 

scheme by 1 dB. 
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It is interesting to observe that our technique outperforms the technique of [99] by more 

than 2 dB. In fact, when applied to track a time-varying MIMO channel, the algorithm 

of [99] performs even worse than the differential scheme. This is not surprising as [99] 

assumes that the MIMO channel is fixed within the observation interval. Therefore, the 

method of [99] is not applicable whenever the MIMO channel variations are fairly fast. 

It is worth mentioning that each training !block, the performance of our technique in 

terms of the NMSE degrades until the next training block is received. This explains the 
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"periodic" behavior of our algorithm. 

4.3.3 Continuous vs. block fading channel 

In this example, we compare the performance of the receiver for two different channel 

assumptions, namely, continuous fading channels and block fading channels. 

First, we compare the channel tracking pelformance for both of the channel models. For 

the comparison, the channel between first transmitting antenna and first receiving antenna, 

H1,1 (n) is considered. Figure 4.6 shows the real parts of the true channel along with the 

estimated channel as if the true channel is transmitted in block fading manner. In the 

same plot, we also plot the estimated channel if the same true channel is transmitted in 

a continuous manner. Figure 4.7 shows the imaginary parts of such comparison. Both 

of the figures suggest that, the channel tracking performance is better for block fading 

assumptions. However, it should be noted that the channel estimation for continuous fading 

channel is also performed reasonably well. This claim is supported in the following figures. 

Next, we compare the NMSE of both of the assumptions. Figure 4.8 shows the NMSE 

values vs. block index for the channel tracking schemes assuming block-fading and con­

tinuous fading, respectively. As expected, the: block fading assumption is reasonably good 

even for continuous fading channels. In quantitative terms, on average, the block-fading 

assumption is able to perform with 2 dB loss in terms of NMSE. It is also worth mention­

ing that, typically, the NMSE curve is expected to be in a saw-tooth manner, however, due 

to the complex structure of the decision-directed receiver algorithm, the NMSE curves are 

wavy in nature. 

Finally, the SER vs. SNR comparison is given if figure 4.9 for both of the channel 

assumption. As the figure suggests, the block fading assumption costs less than 1 dB in 
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performance in terms of SER for an fT value of 0.0045. 

4.4 Conclusions 

In this Chapter, we have investigated the problem of channel tracking for MIMO communi­

cation systems where the MIMO channel is time-varying. We considered MIMO systems 

where orthogonal space-time block codes are used to encode the information symbols. For 

such systems, we presented a two-step MIMO channel tracking algorithm. As the first 

step, Kalman filtering is used to obtain an initial channel estimate for the current block 

based on the channel estimates obtained for previous blocks. Then, in the second step, the 

so-obtained initial channel estimate is refined using a decision-directed iterative method. 

We have shown that due to the interesting properties of orthogonal space-time block codes, 

both the Kalman filter and the decision-directed algorithm can be significantly simplified. 

To initiate this method and to avoid error propagation, one needs to use a training block 

once in a while. The number of information carrying blocks between two consecutive 

training blocks (called training repetition period) is a measure of bandwidth efficiency of 

our channel tracking scheme. Our simulat.ion results show that with a training repetition 

period of 10 blocks, OUT channel tracking method can have a performance, in terms of 

symbol error rate, within 2 dB from the coherent ML receiver. 
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Chapter 5 

Computationally EfJicient Receivers for 

MIMO-OFDM Syst(~ms 

5.1 Introduction 

Time selectivity has become an increasingly important problem as MIMO-OFDM systems 

are being considered in a wide variety of mobile communication applications. A distin­

guished feature of OFDM is that the time varying channel can be estimated using some of 

the tones as pilot tones in every block of transmission. However, this leads to a significant 

reduction in data throughput. Hence, channel tracking algorithms for MIMO-OFDM sys­

tems can offer improvements in data throughput. In addition to that, some prior knowledge 

of the channel dynamics could also be exploited in performing a better channel estima­

tion through channel tracking techniques. Many schemes for both channel estimation and 

channel tracking techniques have been explored by researchers in the past decade. 

55 
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The use of least squares (LS) estimation and minimum mean square error (MMSE) es­

timation algorithms for channel estimation in MIMO-OFDM systems has been extensively 

studied in the literature. In [103] the time varying channel is approximated as polynomials 

and then estimated. In [15], channel estimation based on subspace tracking and LS estima­

tion is presented. LS and MMSE channel estimators for MIMO-OFDM based on BLAST 

are reported in [6]. Blind channel estimation for linearly pre-coded MIMO-OFDM systems 

with multi-user interference was proposed in [125]. Channel estimation for MIMO-OFDM 

using a special structure of training sequence (cyclic comp type training sequence) was 

proposed in [100]. A minimum mean square error (MMSE) channel estimator for OFDM 

systems was proposed in [56]. Some modified versions of [56] were reported in [9,55,57] 

and in [7J. In [65] a MIMO-OFDM channel estimation scheme was developed based on 

training symbol arrangements. In [86] a MIMO-OFDM channel estimation scheme was 

developed based on LS estimation. In [69] a MMSE channel estimation scheme was de­

rived for MIMO-OFDM system with spatial correlations. In [38] Optimal pilot sequence 

selection for MMSE channel estimation for MIMO-OFDM systems is presented. In [76] 

an LMMSE channel estimator was derived for MIMO-OFDM systems. 

Some further notable channel estimation schemes include the iterative receivers based 

on the expectation maximization algorithm [2, 62], channel estimator based on the prob­

abilistic data association (PDA) technique based on the time of arrivals (TOAs) estima­

tion [121], subspace based techniques [127,130], and the fast fourier transform (FFf) based 

techniques [85]. In general the above methodls are able to perform well with time-varying 

channels provided that the channel variations are negligible during the transmission of one 

block of data. However, when some additional channel statistics are available, these meth­

ods are unable to utilize them to improve the performance of the receiver. 
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Kalman filtering has been previously stilldied in application to channel tracking for 

MIMO-OFDM systems with different space-time coding schemes. In [2], the Kalman 

filter has been used in the maximization step of the EM algorithm to track the frequency 

selective MIMO channel when the underlying code is an OSTBC and when OFDM is 

used. In [97], an extended Kalman filter (EKF) based channel tracking scheme was de­

veloped for MIMO-OFDM systems. A decision directed Kalman filter based receiver is 

proposed in [92] for MIMO-OFDM systems and a soft-Kalman filter based receiver for 

MIMO-OFDM systems was reported in [49]. Although these techniques can be applied to 

OSTBCs, they have not been designed to exploit interesting properties of OSTBCs to the 

full extent. 

In Chapter 4, we have shown that in scenarios with flat fading channels, symbol detec­

tion performance improvements and computational complexity reduction can be achieved 

by exploiting the special properties of OSTBCs. In this Chapter, this result and propose an 

iterative decision-directed Kalman filter (IDDKF) approach for channel tracking and data 

decoding in MIMO-OFDM systems. We aSlmme that the channel is quasi stationary and 

that the synchronization is perfect. Our IDDKF algorithm is similar to the one reported 

in [92]. However, this Chapter presents two contributions to the field. First, we propose a 

simple decision-directed iterative technique to improve the channel tracking performance. 

Second, noticing that the dominant computaltional complexity comes from the implemen­

tation of the Kalman filter, we use special properties of OSTBCs to significantly simplify 

the Kalman filtering algorithm. This results in remarkable computational savings. We also 

show that our technique outperforms the method of [92] in terms of symbol error rate. 

The rest of the Chapter is organized as follows. In the following section, the MIMO­

OFDM system model is briefly discussed. In Section 5.2, the simplified Kalman filtering 
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based channel tracking scheme is presented. Simulation results are provided in Section 5.3 

and conclusions are drawn in Section 5.4. 

5.2 Channel Tracking and Symbol Decoding Algorithm 

5.2.1 Conditional ML data decodiing 

Using (2.27), the nth received OFDM word can be written as 

where 

Yn 

A(h[n]) 

h[nJ 

[-T -T]T 
Y n,O' ... ,Yr;,L-l 

[
-T -T ] T 
sn,O' .. sn,L--l 

blockdiag {A(ho[n)), ... , A(hL_dn))} 

[h~[nJ, ... ,hL[nVt 

(
-T -T ) 
V n,O ... vn,L-l 

(5.99) 

Given the channel vector hi[nJ, the optimal maximum likelihood (ML) detection for 

OSTBC based MIMO-OFDM system can be done in a tone-by-tone basis. The linear 

receiver computes ~n,t' the estimate of Sn,i, as 

(5.100) 
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The symbol-by-symbol decoder then builds sdnJ, the estimate of vector sdnJ, as st[n] = 

[IK jIK]§n,t. The kth element of si[n] is compared with all the points in the constellation 

corresponding to Sk,t[n] and the closest point to the kth element of st[nJ is accepted as the 

kth decoded symbol. 

Note that implementation of the ML decoder requires the knowledge of the time­

varying channel. If the channel is fixed, one can use training to estimate the channel. 

However, in practice, the channel is time-varying, and hence tracking of the MIMO chan­

nel is required. 

5.2.2 Conditional ML channel estimation 

To mathematically derive the two-step channel tracking algorithm, we substitute (2.19) into 

(2.27) and re-write it as 

(5.101) 

where the 2MT x 2A1 N real matrix B(Sni) is defined as 

(5.102) 

and ek is the kth column of the 2M N x 2M N identity matrix 12M N. It has been shown in 

Section 4.2.2 that B(Sn,i) has orthogonal columns and the norm of each column is equal to 

IIst[n]112, i.e., it satisfies 

(5.103) 
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Now, (5.99) can be written as 

(5.104) 

where 1B(sn) = blockdiag {B(sn,o), .. . ,B(Sn,L-l)}' Using (5.103), it can be shown that 

(5.105) 

where Dn = diag{llsdnJII 2
, .•. , IlsL-dnJI12}. It follows from (5.104) and (5.105) that 

given sn, the ML estimate of the channel vc~ctor g[nJ can be obtained as 

5.2.3 Channel tracking via Kalnum filtering 

From (2.18), the channel dynamics can be written as 

where 

gin + 1J = F~~[nJ + u[nJ 

F = [~{r} 01MN -~{r} ® I.I\1N ] , 

~{r} ® IMN ~{r} ® 1MN 

(5.106) 

(5.107) 

(5.108) 

u[nJ = U[nJ , r = diag{ao, ... , ap-l} and Urn] = [Uo[n], ... , Up-dnJJ. Further, it 

can be noted that urn] is an i.i.d. Gaussian noise vector with zero mean and covariance 

Q = 12 ® :E ® 1MN where :E = diag{ 0-0,' .. ,o-P-l}' 
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The Kalman filtering problem for channel tracking in OSTBC-based MIMO-OFDM 

communication system can now be formally stated as follows: Given the measurement­

to-state matrix lIll(sn), use the observed data Yn to find the minimum mean squared error 

(MMSE) estimate of the components of the sltate vector g[n] for each n 2:: l. 

Given the estimate of the state at time n - 1, g[n - lin - 1] and the associated error 

covariance matrix Pin - 1Jn - 1], the Kalman filter is used to obtain the estimate of the 

state at time 71" i.e., g[71,JnJ and the associated error covariance matrix P[nJnJ. The Kalman 

filtering algorithm can be summarized as it follows: 

g[nJn - 1J = Fg[n -- 1Jn - 1J 

P[nJn - 1] = FP[n - 1Jn - l]FT + Q 

y[n] = lIll(sn)Wg[nJn - 1] 

v[nJ = y[nJ - y[nJ 

Pv[nJ = R + lIll(s,,),WP[nJn - 1JWTlIllT(sn) 

GK[nJ = P[nJn - 1JWTlIllT(sn)p~1[nJ 

g[nJnJ = g[nJn - 1J + GK[nJv[nJ 

P[nJnJ = P[nln - 1J - GK[nJPv[nJG~[nJ 

(5.109) 

(5.110) 

(5.111) 

(5.l12) 

(5.113) 

(5.114) 

(5.l15) 

(5.l16) 

where g[nln - 1] is the predicted state, P[nln - IJ is the covariance matrix of the pre­

dicted state, y[nJ is the predicted observation, v[nJ is the innovation process, P v[nJ is the 

innovation covariance matrix, GK[nJ is the Kalman gain, and R = E{v[n]VlnJT} is the 

covariance matrix of the measurement noise v[nJ. As we assumed that the measurement 

noise is white with variance (J~/2 per real dimension, R = ((J~/2)I2MTL holds true. 
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5.2.4 Simplified Kalman filter 

Now, assuming constant modulus signals, we show that the Kalman filtering algorithm can 

be significantly simplified using the special properties of the OSTBCs introduced earlier. 

The following Lemma is introduced to reduce the computational complexity of the Kalman 

filtering algorithm in (5.109)-(5.116). 

Lemma 5.1 For constant modulus signals, (j'P[n - lin - 1] is a block diagonal matrix, 

then P[nln-1] in (5.110) and P[nln] in (5.116) are also block diagonal. More specifically, 

if 

P[n - lin - 1] == ][2 ® <I>n-l ® IMN (5.117) 

then 

P[nln - 1J .£2 ® Wn ® IMN (5.118) 

P[nln] 12 ® <I>n ® IMN (5.119) 

where 

<I>n = diag {S~, ... ,c5~-1} (5.120) 

Wn = diag {)3~, ... ,f3~-l} (5.121) 

and 

2 
f3~ c5P 10: 12 CT

p (5.122) n--l P + 2 

c5P 
/lPCT2 n v (5.123) n 252 Lf3~ + CT; 
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Prool See Appendix A. • 

Proposition I: Using the above Lemma, lhe Kalman updated channel estimate in (5.115) 

is simplified as 

g[nln] (12 ® ~n ® I MN ) g[nln - 1] 

+ (12 ® An ® hiN) WTlBT(sn)y[n] (5.124) 

h A-d· { -0 - P-1} -p - ] -- 2L P d w ere ~n - lag f-ln,···, f-ln ' f-ln - - 8 f-ln an 

f-l~ = 
2;3h 

25 2 L;3h + (]"~ 
-P 
f-ln = 1 -- 8

2 Lf-l~ 

prool Using (A.245) and (A.246) the Kalman gain in (5.114) can be written as 

P[nln - l]WTlBT(sn) 

(R -1 - R -llB(sn)W (12 ® diag { I~' ... ,,~-1 } ® 1M N ) WTlBT (sn)R -1) 

(
I d" {2;3~ 2;3;:-1} I ) WTlBT(- ) 
2 (9 lag 282 L;3~ + (]"~ , " " " , 282 L;3;:-l + (]"~ ® M N Sn 

(12 ® An ® lAiN) WTlBT (Sn) (5.125) 

h e A - d" {O P-1} d P - 2(3~ W er n - lag f-ln'"""' f-ln an f-ln - 282 L(3~ +<r~ " 

Using (5.111), (5. 112),and (5.125), we can simplify (5.115) as 

g[nln] (12 ® ~n ® I MN ) g[nln - 1] 

+ (12 ® An ® I MN ) WTlBT(sn)y[n] (5.126) 
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h A-d' {-O -P-l} d -P -- 1 - 2L P W ere ~n - lag /-In,'''' /-In an /-In -- 8 /-In' 

Therefore, the Kalman filtering algorithm presented in (5.109)-(5.116) can be simpli-

fied as it follows: 

g[nln -1] 

g[nln] 

Fg[n - lin - 1] 
(}2 

fJP let 12 + 2-
n-l P 2 

2f3!: 
282 Lf3h + (); 
1 - 8 2 LI11' 

r--"n 

(}2 f-IO 
vtJn 

282 Lf-IO + (}2 tJn v 

(12 0 ~n ® I MN ) g[nln - 1] 

+ (12 ® An 0 IMN ) WTlBT(sn)y[n] 

5.2.5 Initializing the Kalman filt4~r: 

(5.127) 

(5.128) 

(5.129) 

(5.130) 

(5.131) 

(5.132) 

To initiate the whole process, we also need to obtain an accurate enough channel estimate 

g[O] as well as its initial covariance 12 0 D~o ® 1M N. To obtain such an initial channel 

estimate, one can use a training block s[O], which is known at the receiver. At the beginning 

of the tracking process, the receiver can then use (5.104) to obtain the ML estimate of g[O] 

as 

A [0] 1 "l:'VTTrDT(- )-g = -2-- l' Jll) So Yo 
8 L 

(5.133) 

where So = s[O] is defined. 
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To find ]])"0' we note that 

E { (g[Ol - g[O]) (g[Ol .- g[Olf} 

E {g[OlgT[O]} + E {g[OlgT[O]} - E {g[OlgT[O]} - E {g[OlgT[O]} 

where 

E {g[OlgT[Ol} 

84~2 WTlffiT(so)E {:YoY6} lffi(so)W 

1 - T T -
= 8 4£2 W lffi (so) 

(5.134) 

(
lffi(SO)W E{g[OlgT[O]} WTlffiT(SO) + ((J"~/2)12MT) lffi(so)W 

'-....--' 
12®ID17§/2®l2MNP 

(J"2 

12 ® ]])a~/2 ® IMN + 28; L 12l',1NP 
(J"2 

12 ® ]])"0 ® IMN + 28;L 12MNP 

12 ® diag ~ _(J"~~ + (J"v 
{ ( 

'. 2 ) 

2 l--laoI2 8 2L 
, ... 

Therefore, using the knowledge of a, (J";, a;, and s[Ol, one can obtain ]])"0 as 

(5.136) 
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5.2.6 Channel tracking in training based systems 

The simplified Kalman filter in the previous section can be used with slight modification 

for channel tracking in comp-type [71] training based MIMO-OFDM systems, where, at 

each time block, a number of equally spaced tones are used to send pilot symbols enabling 

the receiver to track the channel coefficients, and the rest of the tones are used to send the 

data. According to this scheme, the CSI values obtained from the training are then used 

to decode the data. It is discussed in [71] that the sufficient number of tones required for 

accurate channel estimation is equal to the channel length. As we have discussed in Chapter 

1, we will use the simplified Kalman filter algorithm above to show in Section 5.3 that the 

system performance can be improved by employing the proposed adaptive algorithm. 

5.2.7 Summary of the algorithm 

The ML decoding discussed in Section 5.2.1 and the channel tracking scheme discussed in 

Section 5.2.3 are conditioned on the true channel transmitted data, respectively. In the fol­

lowing, we propose a decision directed iterative algorithm to track the channel and decode 

the data in a blind fashion between two training blocks. 

[1] Use a block of symbols to obtain the initial channel estimate for g[O] as 

(5.137) 

[2] The channel estimate covariance is initialized as 

(5.138) 



Chapter 5. Computationally Efficient Receivers for MIMO-OFDM Systems 67 

[3] Set n = 1 

[4] Given y[nJ and g[n -lin -lJ = g[n -- LJ, use the IDDKF as shown in Figure 5.10 to 

get the updated channel estimate g[nln]. Note that the normalized channel estimation 

error is defined as 

(5.139) 

[5] Set g[n] = g[nlnJ and obtain the following estimate of sn as 

Sn = 1 AT (WgA [n]) y-
" LWg[nJ 112 n 

(5.140) 

[6] Compute the estimate of the s( n) as 

(5.141) 

[7] Compare the kth element of s( n) with all the points in the constellation correspond­

ing to Sk (n) and introduce the closest point of this constellation to the kth element of 

s(n) as the kth decoded symbol. 

[8] Set n f-- n + 1. If n < TRP go to 4, otherwise go to 1. 

5.2.8 Computational savings 

The computational complexity of the simpli1ied Kalman filter is of order O(M2 NT LP). 

The second step is an iterative algorithm. In t:ach iteration, we need to compute four quan­

tities: Ilh(k-l)(n)1I2, AT(h(k-l)(n))Yn, 1I:~~112, and BT(§~\Yn. Computing these four 



--- -------- --

Chapter 5. Computationally Efficient Receivers for MIMO-OFDM Systems 68 

Table 5.4: Standard KF based MIMO-OFDM receiver complexity 
Numbt !r of floating point operations 

(5.109) O(M2N2P2) 
(5.110) 
(5.111) 
(5.112) O(MTL) 
(5.113) 
(5.114) 
(5.115) 
(5.116) 

Complexity order 

Table 5.5: Simplified KF based MlMO-OFDM receiver complexity 
Number of floating point operations 

--(-=5-.1--,-27,-)----+---- O(M2 N 2p 2) 

(5.128) O(P2) 
(5.129) O(P) 
(5.130) O(P) 
(5.132) O(M2T2L2) 
(5.131) O(P) 

Complexity order O(M2T2L2) 

quantities requires 2M N LP, 4K MT L, 2K L, and 4M2 NT LP real multiplications per 

iteration, respectively. Therefore, the computational complexity of the second step is of 

the order O(M2 NT LP) per iteration. In the algorithm presented in [2] the maximization 

step involves Kalman filter which requires the computation of p~l(n). This amount to 

a computational complexity of the order o (1vf3T3 L3) per iteration. Hence, the proposed 

algorithm clearly enjoys computational savings over [2]. 

Table 5.6: MIMO-OFDM n;!ceiver complexity comparison 
Standard KF Simplified KF 

o (Jv[3 N PT2 L2) O(M T L ) 
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5.3 Simulation Results 

In this section, we provide computer simulation results of the proposed scheme. The time 

domain MIMO wireless channel between each transmit and receive antenna is generated 

according to Jake's model [43,107] with P := 8 independent Raleigh fading paths of equal 

powers. The MIMO channel at each path is generated according to Jake's model with 

the same value of fT where f is the doppler frequency and T is the sampling time. The 

received signal power is normalized to 1 at each receiving antenna and hence the signal to 

noise ratio (SNR) is defined as 

1 
SNR = NPa~ (5.142) 

The channel tracking performance of the proposed scheme is measured in terms of the 

normalized mean squared error (NMSE) of the channel estimates defined as 

NMSE = E {IIH(n) - H(n)112} 
IIH(n) 112 . (5.143) 

We select a 4 x 4 MIMO system and L = 64 sub-carriers. The underlying OSTBC scheme 

is considered to be the 3/4 rate code of [53, eq.(7.4.lO)] with N = M = T = 4, and 

K=3. 

5.3.1 Channel tracking performance 

In this example, we plot NMSE versus block number for different number of sub-carriers 

in Figure 5.11. As expected from example 2, this example confirms that as the number 

of sub-carriers increase, the channel tracking performance moves towards the steady-state 
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performance of the KF channel tracking scheme. Further, this example shows that when 

L is large enough it also helps to reduce the error propagation in the absence of training 

blocks. Indeed, as this figure suggests, when we use large enough L such as L = 64 in this 

case, the receiver is able to operate without the training blocks. 

5.3.2 Symbol error rate studies 

In this example we show compare the theoretical curves of SER to that from the simulation. 

Figure 5.12 shows the simulated SER of the proposed Kalman filter detector and that of the 

coherent receiver. The corresponding SER values derived theoretically in Chapter 6 are 

also plotted for comparison. 

5.3.3 Effect of the iteration 

In this example, we study the effect of iteration on the performance. Figure 5.13 (top) 

shows the SER vs. EPS value and the figure in the bottom of the same figure the corre­

sponding iteration numbers taken. 

5.3.4 Performance against Dopph~r frequency 

In this example we study the performance of the proposed receiver against doppler fre­

quency. Figure 5.14 shows the SER vs. fT values for the proposed scheme as well as for 

coherent ML receiver and the DDKF scheme of [92]. The figure shows that the proposed 

iteration scheme is able to perform better that Ithat of [92] up to fT = 0.1. 
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5.4 Conclusions 

A computationally efficient time-domain channel tracking technique for the OSTBC based 

MIMO-OFDM has been proposed. For such systems, a two-step channel tracking algo­

rithm was proposed. As the first step, Kalman filtering is used to obtain an initial channel 

estimate, for each OFDM word, based on the channel estimates obtained for the previous 

words. In the second step, an iterative decision-directed method is used to refine the initial 

channel estimate obtained in the first step. It is shown that due to specific structure of OS­

TBC, both steps can be significantly simplified. A theoretical performance analysis of the 

proposed algorithm was also presented. 
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Chapter 6 

Performance Analy·sis of MIMO 

Receivers 

6.1 Introduction 

Theoretical performance analysis is a part of communication system design. In this chapter, 

we develop theoretical performance limits of the receivers proposed in the preceding two 

Chapters. 

Performance analysis of MIMO systems and space-time coding has been considerably 

attended by the academic community in th~~ past decade. Firstly, an approximate expression 

for the bit- error probability for OSTBC's was derived in [28]. An upper bound on the error 

probability was reported in [94]. Then, an ~~xact expression was derived in [32] and later 

an extended version considering multi-dimensional constellations was reported in [30]. 

All these derivations assumed coherent detel;:tion, i.e., they assumed the knowledge of the 

channel at the receiver. 

77 
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Some previous works on performance evaluation for space-time codes under imper­

fect channel knowledge include probability of error derivation for MMSE estimated chan­

nels [84]. The work reported in [82] analyzes the effects of time selectivity in differential 

modulated systems. A lower bound on probability of error of Alamouti St-Coded OFDM 

Systems with frequency offset was derived in [5]. The impact of time-selective fading on 

orthogonal space-time block coding was derived in [74]. All of the above derivations are 

approximate ones considering a specific receiver structure. The performance of Kalman 

filter based decision-directed receiver for MIMO-OFDM system was never studied before. 

Further, in this Chapter, we derive general expressions regardless of the number of TxlRx 

antennas. 

In this Chapter, we derive approximate BER expressions for the proposed MIMO re­

ceivers for fiat fading as well as frequency-selective channels. Assuming the ML channel 

estimates for the first (training) block, we have derived the instantaneous signal to interfer­

ence and noise ratio (SINR) for consecutive transmission blocks in the absence of training, 

by exploiting Kalman filtering to track the channel in a decision-directed mode. The deriva­

tion is general for any number of transmitting and receiving antennas. We study the effect 

in performance for different stages of the channel estimation, i.e., the Kalman predicted 

channel, Kalman updated channel and the steady-state channel estimate, and conclude that 

for MIMO-OFDM systems, the steady state performance is accelerated with the number of 

sub-carriers. This observation lead us for the derivation of the theoretical performance lim­

its for time-domain and frequency-domain channel tracking for MIMO-OFDM systems. As 

expected, the theoretical and simulated BER curves match and confirm that the proposed 

time-domain channel tracking is superior in performance to that of frequency domain one. 

The rest of this Chapter is organized as follows. In Section 6.2.1 we have derived an 
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approximate value of the SNR value at each block in the absence of training. In Section 

6.2.2 the averaged probability for different cases of the decision-directed Kalman filter 

estimation and their suitability is discussed. In Section 6.3, some numerical examples are 

provided and in Section 6.4 some conclusions are drawn. 

6.2 Decision-Directed Kahnan Filter Receiver 

6.2.1 Instantaneous SNR 

Let us assume that we have used pilot symbols at block n-1 to get the ML channel estimate 

g[n -lin -1] and the corresponding estimation error covariance (see (5.106) and (5.135)) 

g[n -lin -1] 

P[n - lin -lJ 

(WT D n __ 1 ® I2AfNWr1 W T jBT(sn_1)Yn_1 

5~_lI2MNP 

(6.144) 

(6.145) 

where 5~_1 = (J~/ (282 L), and for simplicity, it is assumed that the channel statistics remain 

the same at each taps, i.e., ao = a1 =, ... , =: ap-1 = a. 

Pre-multiplying (6.144) by W t we get the initial estimated frequency response at the 

ith sub-carrier as 

(6.146) 
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The corresponding error covariance can be written as 

where 5~_1 = P5~_1· 
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(6.147) 

(6.148) 

With no pilot available at block n, the Kalman prediction of the channel at block n is 

written as 

g[nln - 1] = Fg[n - lin - 1] (6.149) 

We can write the above channel estimate as 

g[nln - 1] = g[n] + s[nln - 1] (6.150) 

where g[n] is the true channel and s[nln -- 1] is a 2M N x 1 vector that accounts for the 

channel estimation errors at block n. It can be verified that s[nln - 1] has zero mean and 

covariance matrix 

where (3~ = 5~_1IaI2 + (J;/2. 

FP[n -lin -l]FT + Q 

P~J[2MNP (6.151) 

Pre-multiplying (6.150) by Wi we get the estimated frequency response at the ith sub­

carrier as 

(6.152) 
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where hdn] is the true response and ~t[nln - 1] is the error associated to c[nln - 1]. It can 

be noticed that ~t [n I n - 1 J has zero mean and covariance matrix 

P.;[nln - 1] 

(6.153) 

where (3~ = p (3~. 

Assuming that the data was decoded en'or free using the predicted channel ht[nln - 1], 

the updated channel is given as 

g[nln] = g[nln -. 1] + GKv[n] (6.154) 

where v[n] is the innovation process that is zero-men with covariance matrix P v[n] (see 

5.2). Similar to (6.150), we can write the above channel estimate as 

g[nln] = g[n] + c[nln] (6.155) 

The corresponding error covariance can be written as 

(6.156) 

where 

(6.157) 
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It is worth mentioning that h~[nln - 1] is zero mean with covariance 

Ph[nln - 1] E{ hdnln -- l]h~[nln - I]} 

= WiFE{l~[nln -l]gT[nln -1] }FTW~ 

(6.158) 

where 

2 (J'g (J'v ( ~: 2 ) 

Pn = Plod '2"" + 282L . (6.159) 

Assuming the channel estimate at block n as hi[n] = hi[nln -1] the linear receiver that 

computes §n" the estimate of 8n i, is written as , , 

Sn,i 1 AT(h [ ])-
Ilh,[nJl12 ,n Yn" 

A 1 AT (hdn]) (A(hi[nJ - ~i[n])8i[nJ + Vni) 
Ilh,[n]112 ' 

A 1 AT (hdn]) (A(hdn])8dn]- A(~i[n])8i[n] + Vn i) 
Ilhdn] 112 ' 
8,[n]- A 1 AT(hdnnA(~,[n])8dn] + A 1 AT(h,[n])v'n 

Ilhdn] 112 ' Ilhi [n]112 ' 
8i[n]- A 1 AT(h2[nnB(8,[n])~,[n] + A 1 AT(h,[n])v'n 

Il hdn]112' Ilh,[n]112 ' 
8,[nJ - ij"n + Zi,n (6.160) 

where the noise term z"n is uncorrelated and zero mean with covariance matrix 

(6.161) 
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and the vector f\,n zero mean with covariance matrix 

Rii = ~ 1 E{AT(hi[n])B(st[n])~i[n]~nn]BT(sdn])A(ht[n])} 
Ilht[n] 114 
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III.; ~'JII' AT (hi I n])E',lnl { B(s,[ nIlE"~ Inl { e, Inle?'[n] } BT (",[n]) } A(h, In]) 

~ ;3~ AT(hdn])Es [nl{B(si[n])BT(st[n])}A(hdnJ) (6.162) 
II hdnll14 ' 

where Ex(.) denotes the expectation of the argument with respect to x. 

The following lemma derives a properly of the OSTBCs, which will be useful to sim-

plify (6.162). 

Lemma 6.1 The matrix B(sn) satisfies 

( 
_) T (-) (T - d) N 2 

B Sn B Sn == T fJs I2MT 

where d is the number of zeros contained itl each column ofX(s[nJ). 

proof· See Appendix B. 

Using 6.1, (6.162) is simplified as follows 

where,6~ = ;3~ (Tid) N. 

Ro = CI~~:;1I2) (T; d) NI2K 

( 1I~~:;1I2 ) I2K 

(6.163) 

• 

(6.164) 
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The SNR of the decision variable can now be written as 

SNR (6.165) 

6.2.2 Averaged probability of error 

Considering m-ary square QAM, the probability of error can now be approximately written 

as [12] 

p = 2(foi -1) Q ( 13SNR) = Q( rr) 
e,n r;;:;; 1 r;;:;; VIc an y C; ym og2ym m-

(6.166) 

where 

c 
2(ylm: - 1) 
----- (6.167) 

(6.168) 

C; = IIh[nll1
2 

and Q(x) is the complementary error function defined as 
pn 

(6.169) 

The averaged BER is written as 

?e,n c E{Q(a~)} 

(6.170) 

The integration (6.170) can be analyzed undl!r two different cases. 
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Case I: P = 1 

In this case we have ht[n] = I 2MNg[n] where g[n] is i.i.d Gaussian with zero mean 

and variance Pn- The probability distribution of <; = IIg[nJ 112/ Pn is chi-squared with k = 

2M N P degrees of freedom, i.e., 

(6.171) 

the moment generating function of the above pdf is given as (1 - 2s)-k/2. From [101, 

pp. 124], the integration of (6.170) reduces to 

(6.172) 

where m = lvI N P. 

Finally, the average bit error rate is written as 

- 1 
Pen=c-, 2 (6.173) 

where 

(6.174) 

Case II: P > 1 

In this case, the elements of hdn] = Wig [n] are correlated and hence the distribution of 

<; is complicated and finding a closed form solution for (6.170) is very challenging. Luckily, 

the samples of <; can be easily generated and hence the following monte carlo integration 
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can be applied to find the averaged BER 

!If. 
- ,-, 

Pe,n = ~~( Q(\j) 
j=l. 

where \j rv p( \) and Ns is the number of samples taken in the integration. 
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(6.175) 

Let us assume that, starting from the nth block, there are no pilot symbols for Lt blocks. 

Hence, from nth block to (n - 1 + Lt)th block, i.e., for Lt stages, the receiver operates in a 

blind fashion as proposed in Section 5.2. During these stages, the BER could be analyzed 

under the following three channel estimation scenarios. 

a) Predicted Channel: In the absence of pilot symbols, the best possible channel esti­

mate at any of the L t stages will be the forward predicted channel from the pilot­

aided channel estimate obtained during the n - lth block. Hence, at the Ltth stage, 

the channel estimate will be 

g[n - 1 + Itln - 1] = Fltg[n - lin - 1] It = 1, ... L t (6.176) 

the error covariance corresponding to the above estimate is given as 

(6.177) 

b) KF updated channel: Let us assume that using the predicted channel g[nln - 1J 

error free decoding of the transmitted data was achieved at 1st stage, i.e. in the nth 

block, then using observation Y n and the decoded data ~n a KF updated channel 

g[nln] could be obtained. Since it is already assumed that the the transmitted data 

was decoded errorfree at the nth block, the KF update channel g[nlnJ, even though 
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it is more accurate estimate than the predicted channel estimate g[n/n - 1], will not 

be useful for the current block. However, in the absence of training, the KF updated 

channel estimate will be useful in the: next stage. 

Now, assuming that in the above fashion error-free decoding occurred for It stages, 

the KF updated channel estimate and the corresponding estimation error covariance 

could be obtained using the Kalman l'iI1:er algorithm presented in Section 5.2. 

c) KF updated channel at the steady state: Assuming that the error free decoding was 

achieved for for long enough that thi;! KF based channel tracking scheme achieved 

steady state, the steady state error covariance can be obtained by solving the matrix 

Riccati equation 

P[nln -1] =: FP[n/n]FT + Q (6.178) 

simplifying (6.178) results in the following 

(6.179) 

Let (3 be the solution of the above equation, then the average Probability at steady 

- -
state can be obtained by replacing (3~ in (6.151) by (3. 

Now, for the first two cases above, assuming TRP = L t , the average probability over 

the L t blocks without pilot symbols is obtained as 

- 1~,--
Pe = L L, Pe,n+l-l 

1=1 

(6.180) 
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Figure 6.15: Example 1- Effect ofTRP 

6.3 Numerical Studies 

6.3.1 Effect of TRP 

88 

10 15 

In this example, we plot the symbol error rate (SER) versus SNR for different L t values. 

For the predicted channel, the performance degrades as L t increases. This is behaviour is 

justifiable since the predicted channel uses no other information than the presumed channel 

model in (2.18) to predict the channel value, the chnnel estimation error increases with Lt. 
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Figure 6.16: Example 2 - Effect of the number of sub-carriers 

6.3.2 Effect of the number of sub-carriers 

In this example we show that the stead-state KF performance can be achieved for smaller 

L t values by increasing the number of sub-carriers. Fig. 6.16 shows that for a given L t = 

10, as the number of sub-carriers increases, the KF performance approaches the steady­

state performance. This fact is further continned in the simulation studies as explained in 

example 4. 
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Figure 6.17: Example 3 - Theory versus simulation 

6.3.3 Theory vs. simulation 

90 

15 

In this example we show compare the theoretlcal curves of SER to that from the simulation. 

Fig. 6.17 shows the simulated SER of the proposed Kalman filter detector and that of the 

coherent receiver. The theoretically derived corresponding SER values are also plotted for 

comparison. 
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6.4 Conclusions 

In this Chapter, we have derived a theoretical performance analysis scheme for the pro­

posed MIMO receivers in under frequency--selective fading channel conditions. The result 

for flat-fading channels can also be obtained by setting the number of sub-carriers to one. 

Assuming the knowledge oftraining symbols for the first block, we have derived the instan­

taneous signal to interference and noise ratio (SINR) for consecutive transmission blocks 

in the absence of training, by exploiting Kalman filtering to track the channel in a decision­

directed mode, for a general MIMO system consisting of any number of TxIRx antennas. 

We have studied the effect in performance for different stages of the channel estimation, 

i.e., the Kalman predicted channel, Kalman updated channel and the steady-state channel 

estimate, and conclude that for MIMO-OFDM systems, the steady state performance is 

accelerated with the number of sub-carriers. 



Chapter 7 

Blind Sequential Monte-Carlo Receivers 

for MIMO Systems 

7.1 Introduction 

The receivers we have proposed in Chapter 4 and Chapter 5 fall in the category of semi­

blind receivers in the sense that they need the knowledge of training symbols once in a 

while in order to avoid error propagation. It is quite intuitive that the semi-blind receivers 

will loose a considerable portion of their bandwidth in training. Having this fact in mind, 

some blind receivers, which do not require any training, have been reported in the literature. 

Among them, the blind blind receivers for unlknown stationary channels and that of fading 

channels are some primary categories under which numerous proposals have been already 

made. 

9') .. 
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The use of Sequential Monte-Carlo methods for symbol detection in flat fading chan­

nels was first reported in [39]. Later, a blind receiver for MIMO systems based on sequen­

tial Monte-Carlo methods was reported in [36]. Based on this, some modified versions 

of the receivers were reported in [24,113]. Blind Monte-Carlo receivers for data decod­

ing in OFDM systems were reported in [63,123,124, 126]. These receivers are particu­

larly of interest here because, given adequate number of particles (in other words, if we 

assume that computational complexity is not a constraint), these receivers promise the per­

formance of semi-blind receivers proposed in Chapter 4 & 5 without the use of training. 

However, considering the computational requirements of these algorithms, these receivers 

loose the attention for practical applications. Further, as shown later in this Chapter, when 

MIMO channel becomes frequency selective:, these receivers become virtually unusable 

as the computational requirement exponentially increases with the number of sub-carriers. 

Some attempts to reduce the computational complexity of the receiver was reported in [1]. 

In this Chapter, we propose a method to reduce the computational complexity of the 

above SMC receiver for flat-fading channels. First, we address the case where the MIMO 

channel is frequency flat. As in the case of [36], the proposed algorithm also employs Rao­

Blackwellization strategy to marginalize out the (unwanted) channel coefficients and uses 

optimal importance function to generate samples to propagate the posterior distribution. 

The algorithm is blind in the sense that unlike other competing schemes, the knowledge of 

the channel coefficients are not assumed by the receiver. The marginalization involves the 

computation of (hundreds of) Kalman filters running in parallel. From the simplification 

results reported in Chapter 4 we show that, the marginalization step can be significantly 

simplified if the underlining space-time coding scheme is OSTBC under no additional as­

sumption - resulting in huge computational savings. 
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Later, we extend this result to MIMQ.-OFDM systems and propose a novel tone-by­

tone receiver for frequency selective channels. As discussed in detail in the following 

sections, the marginalization of the channel parameter involves the computation of a certain 

likelihood function over all possibilities of the transmitted symbol values. While a 4 x 4 

MIMO systems could have a possible 24 values, a MIMO-OFDM system with 256 sub­

carriers will have 21024 ones, making it impractical to implement. We propose to implement 

the SMC receiver in a tone-by-tone basis by modeling the necessary channel dynamics in 

frequency domain. This significantly reduces the the computational. 

The rest of this chapter is organized as follows. Having the proposed SMC receiver 

in mind, a MIMO signal model that is slightly different the one introduced in Chapter 2 

is presented in Section 7.2.1. The SMC detector is summarized in Section 7.2.2 and the 

proposed simplification is detailed in Sectioili 7.2.3. A summary of the proposed algori thm 

is presented in Section 7.2.4. 

7.2 Efficient Implementation of SMC Receiver for 

OSTBCs 

7.2.1 Signal model 

In this section, we present a signal model that is slightly different to the one presented in 

Chapter 2. Consider a MIMO system with N transmit and M receive antennas. In a time­

varying fiat-fading channel scenario, the signal received by the pth receive antenna at time 
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t, Yp(t) is given by 

N 

Yp(t) = L hpq(t)xq(t) + vp(t) (7.181) 
q=l 

where Xq(t) is the signal transmitted from Ithe qth antenna at time t, hpq(t) is the time­

varying channel coefficient between the pth transmit antenna and the qth receive antenna, 

and vp(t) is the noise measured at the pth receive antennas. The noise vp(t) is assumed to 

be zero-mean complex Gaussian and spatia-temporally white with variance (J~/2 per real 

dimension. 

U sing vector notations, the received signal vector can be written as 

y(t) = x(t)H(t) + v(t) (7.182) 

where H(t) is the N x !vI channel matrix with its (p, q) element equal to hpq(t), and 

y(t) = [Yl(t) '!:l2(t) .. , YM(t)] 

x(t) = [Xl(t) X'2(t) .. , XN(t)] 

v(t) = [Vl(t) 'V2(t) ,., VM(t)] 

(7.183) 

(7.184) 

(7.185) 

are the row-vectors of the received signals, transmitted signals, and noise, respectively. 

We consider a block transmission scheme and assume that within the block period T, 

the channel is fixed, i.e., the channel is assumed to be quasi-static. However, between 

different blocks the channel can change. Based on such an assumption, the nth received 

block can be written as 
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Y(n) = X(n)H(n) + V(n) (7.186) 

where 

y(nT - T + 1) x(nT-T+1) 

Y(n) = 
y(nT-T+2) 

X(n) = 
x(nT-T+2) 

y(nT) x(nT) 

and 

v(nT-T+1) 

V(n) = 
v(nT-T+2) 

v(nT) 

denote the received data, the transmitted data, and the measurement noise matrices, respec­

tively. 

According to the definition of OSTBCs in (2.7), let us re-write the nth received block 

(7.186) in the following format 

(7.187) 
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where 

Yn vec{Y(n)}, 

B(sn) = X(sn) 01M ' 

hn vec{H(n)}, 

Vn vec{V(n)}, 

97 

(7.188) 

(7.189) 

(7.190) 

(7.191) 

Vn is the i.i.d Gaussian noise vector that has zero mean and covariance 'Ev = 17; I l\JT , 0 

refers to the kronecker product and vec{·} refers to the vectorization operator which stacks 

all the columns of a matrix on top of each other. 

It can be easily verified that the matrix lB(sn) satisfies 

(7.192) 

Now, assuming first order AR model for the channel, the channel dynamics can be 

written as 

h n = Fhn - 1 + Wn (7.193) 

where, W n is the i.i.d Gaussian noise vector that has zero mean and covariance 'Ew = 

17~IMN' 



Chapter 7. Blind Sequential Monte-Carlo Receivers for MIMO Systems 98 

7.2.2 The blind SMC detector 

We apply Bayes' rule to factorize the posterior distribution of the unknown parameters as 

follows 

(7.194) 

where p( Sl:n jYl:n) is the marginalized posterior distribution. Our interest from now on will 

be focused on how to propagate the marginalized posterior distribution over time. 

Now, let us approximate the marginal posterior distribution as 

Ns 

P(Sl:njYl:n) ~ :> : W~b(Sl:n - sl:n) 
~=l 

where Ns is the number of samples and w~ are the importance weights written as 

where q(.) is the importance density. 

By choosing the importance density to factorize as 

the importance weights can be recursively updated as follows 

W' n 

(7.195) 

(7.196) 

(7.197) 

(7.198) 
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By choosing the optimal importance density as 

(7.199) 

the weight update (7.198) can be written as 

(7.200) 

where 

P(Ynl sLn-1,Y1:n-d = L P(Ynl sLn_1,Yl.n-I, Sn = aJ)p(sn = aJ) (7.201) 
aJEA 

Now, the first term in (7.201) can be written as 

P(Ynl si:n-1,Y1:n-1,Sn = aJ ) = J ?(YnIS~.n_~-l,Sn = aj,hn),?(hnls~:n:1'Y1:n-1),dhn 
D J Dn 

(7.202) 

In the rest of this section, the distributions DI and DII are derived and the integration in 

(7.202) is evaluated. 

First, from (7.187), the distribution DI is derived as 

JVc(Yn; B(aj)hn, l':w) 

1 [ H -1 
(7r)2MTIl':wl exp - (Yn - B(aJ)hn) l':w 

(Yn - B(aj)hn)] (7.203) 
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Now, consider the distribution Du. From (7.187) and (7.193) we notice that 

(7.204) 

where, given h~-lln-l and P~-lln-l' Kalman filter [8] can be used as follows to get h~ln 

and P~ln 

h~ln-l Fh' n--lln-l (7.205) 

P~ln-l FP~_lln_lFH +:Ew (7.206) 

Ai 
Y n B(s~)h~ln_l (7.207) 

v' At (7.208) n Yn -Yn 

P~n , :Ev + B(s~)P~ln_lBH(s~) (7.209) 

Gt n 
p t BH(Si )p-l(j) 

nln--l n lI,n (7.210) 

h~ln h~ln--l + G~v~ (7.211) 

P~ln pi Gt pt GH(t) 
nln--l - n lI,n n (7.212) 

where h~ln-l is the predicted state, P~ln-l is the covariance matrix ofthe predicted state, y~ 

is the predicted observation, v~ is the innovation process, P~,n is the innovation covariance 

matrix, and G~ is the Kalman gain [8]. 

Also note from the above that the Kalman predictor (7.205)-(7.206) can be used to find 

the distribution 

(7.213) 
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Hence, the distribution DII is obtained as 

(7.214) 

where IXI is the determinant ofthe matrix X andNc(x, x, ~x) denotes normally distributed 

probability distribution of complex varible x with mean x and covariance ~x. 

Substituting (7.203) and (7.214)into (7.202) we get [23] 

7.2.3 The simplified receiver 

It should be realised that, at a certain block n, the procedure (7.205)-(7.212) should be 

repeated for each sample i separately resulting in very high computational cost. Hence, we 

can simplify (7.205)-(7.212) as it follows (see Chapter 4). 

If P~-lln-l is a diagonal matrix, then, P~ln-l in (7.206) and P~ln in (7.212) are also 

diagonal, i.e., if 

then 

(7.216) 

(7.217) 

(7.218) 
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where 

(3i = 8i Ictl2 + (J2 n n--l w 

and 
cr2 (3i 8i = . ...!:v~n __ 

n Ils~ 112(3~ + (J; . 

It can also be proved that (see Chapter 4), h~ln in (7.211) can be simplified as 

where 

Therefore, (7.205) - (7.212) can be simplified as it follows: 

Fh~_lln_l 
2 

8~_11IctI12 + (J; 

(3~ 
Ils~112(3~ + (J; 

(1 - fL~lls~.112)h~ln_l + fL~BH(s~)Yn 
(J2(3i 

v n 

7.2.4 Summary of the algorithm 

The proposed blind detection algorithm is summarized as below. 
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(7.219) 

(7.220) 

(7.221) 

(7.222) 

(7.223) 

(7.224) 

(7.225) 

(7.226) 

(7.227) 
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a) Initialization: For i= 1, ... ,Ns 

1. a) Set 150 = ti 

lob) Set hblo I"V Nc(OMNxl, !5bI MN) 

1.c) Set wb = 1 

lod) Set So rv p(so) 

b) Set n = 1 

c) For i = 1, ... , Ns 

3. a) Draw a sample s~ from the set AK 

3.b) Compute h~ln-l and P~ln-l as 

hi - Fhi 
nln-l - n-lln-l 

3 . c) Set It = a 

3.d) For j=l, ... ,K 

li = li + Nc (Yn; B(aJ)h~ln_l' B(aj)P~ln_l BH(aJ ) + :Ew ) 

3. e) Compute the updated weights as w~ = w~_lli 

3. f) Normalize the importnce weights as w~ = LN~~ AP 
p=l Wn 

103 

3.g) Compute the state and covariance update of the Kalman 

filter as 

h~ln = (1 - J-L~lls~1I2)h~ln_l + p~BH(s~)Yn 
8i - O"~{jh 

n - II s}.II 2p:, +O'~ 
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d) Compute the a posteriori symbol estimte as In (3.31) 

e) Perform resampling as 

f) Set n f- n + 1 and go to 3) 

7.3 Simulation results 

In our first numerical example, we consider the Alamouti scheme with two transmitting 

antennas and two receiving antennas. In each simulation run, the elements of H(n) are 

generated according to Jakes model [43] corTesponding to FmTs = 0.0045 where Fm is the 

doppler frequency and Ts is the sampling time. This results in a = Jo(0.27r FmTs)ej21rFoTs = 

0.9998ejo.0283 where JoO is the zeroth ordt~r Bessel function of first kind. The number of 

samples used in the simulation is Ns = 100. 

Throughout the simulations, the SNR is defined as 

2 

SNR=~ 
N(J?; 

(7.228) 

where the term N in the denominator appears to normalize the received power to one. 

Figure 7.18 shows the symbol error rate p{~rformance of the SMC receiver. The perfor­

mance of the coherent ML receiver that assumes perfect CSI is also plotted for comparison. 

During the progress of the algorithm, it will quite interesting to see the how the the 

marginalization of the channel is performing. Hence, at each data block n, the best channel 
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Figure 7.18: The SERs versus SNR using the SMC receiver 

sample value out of all Ns samples is plotted in figure 7.19 and 7.19. 

7.4 Conclusions 

105 

15 

In this Chapter, we have introduced an an efficient way to reduce the computational com­

plexity of the sequential Monte-Carlo based algorithms for symbol detection in MIMO 

systems having OSTBCs as their underlying space-time coding scheme. Further, we have 

extended this result to frequency selective channels and proposed a novel SMC detector for 
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Figure 7.19: The best channel value at each iteration by the SMC receiver - real part 

MIMO-OFDM systems. 
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Figure 7.20: The best channel value at each iteration by the SMC receiver - imaginary part 



Chapter 8 

A New State-Space )~pproach to 

Adaptive Array Proc~essing 

8.1 Introduction 

It is known that the capacity of MIMO systt!ms can be increased by employing spatial sep­

aration techniques [10,104,106]. Some beamforming based MIMO systems that improve 

the data data transmission rate are reported in [13,58,77-79,83,93,128]. In this Chapter, 

we present a novel DOA tracking technique that is useful in directional MIMO systems 

under highly mobile environments. 

Numerous DOA estimation techniques that focus on high resolution techniques, such as 

the beamforming techniques [11,46], subspace-based techniques [98,114], and maximum 

likelihood (ML) techniques [42], can be found in the literature. The accuracy of such 

techniques depends on the accuracy of the temporal averages taken over the samples, hence, 

these methods tend to fail in the presence moving targets. Further, the aforementioned 

L08 



Chapter 8. A New State-Space Approach to Adaptive Array Processing 109 

methods assume that the number of targets is either known or fixed whereas in practice 

many applications require the DOA tracking of an unknown number of dynamic sources 

where the temporal averages are no longer accurate. 

Recently, several new approaches have been developed for the DOA tracking of (a 

known number of) moving sources [29,47,80,88,89,95,96, 108]. These methods, in 

general, assume that the targets are piece-wise stationary and make use of conventional high 

resolution techniques during the stationary-assumed period. These methods are expected 

to perform poorly for rapidly moving targe1:s. In [131], an ML based technique that does 

not assume the piece-wise stationarity is presented, however, this technique assumes that 

the number of targets are known at the receiver. 

In recent years, Bayesian filtering techniques, which make use of the Bayes theorem 

to propagate the posterior distribution of the unknown states (usually) in the form of a 

histogram, have been drawing much attention in the field of target tracking and signal pro­

cessing. In addition to that, in array signal processing, the nature of the array observation 

equation is highly non-linear which makes Bayesian techniques/particle filtering a natural 

candidate of choice. Indeed, a particle filtering approach was proposed in [75,87] to track 

the DPAs of a known number of moving sources. However, when the number of targets 

(dimension of the unknown states) changes" the Bayesian techniques cannot be directly 

used to propagate the posterior. Rather, they require additional steps to update the model 

order and re-initialize the filter. Such a technique for tracking DOA of unknown number of 

sources is presented in [72], where, Metropohs Hastings (MH) algorithm is exploited for 

source enumeration. 

The problem of data association as well as that of the unknown number of sources are 
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addressed together by using the PHD filter. It propagates the first moment of the multi­

target posterior, known as the probability hypothesis density (PHD), which is defined over 

the state space of one target. The PHD has local maxima at the expected locations of the 

target states. Hence, target locations can be obtained from the PHD. Further, the PHD holds 

a nice property that the integral of the PHD over the state space is the expected number of 

targets. Hence, the PHD filter [68] is found to be a computationally efficient alternative to 

the FISST method of propagating the full posterior. 

In recent years, the PHD filtering techniques have gained considerable attention from 

researches from various areas. Some extensive theoretical Particle filter implementation are 

reported in [20,81,116,118,119]. The convergence analysis of the PHD filter is presented 

in [17,19] and an analysis of data association for PHD filter is reported in [18]. PHD filter­

ing technique finds its primary application in target tracking area. The use of PHD filtering 

for joint detection and tracking ofmaneuve11ng targets is analyzed in [115]. A multi target 

tracking algorithm using PHD filters with passive radar observations is presented in [110]. 

Applications of PHD filtering in multi-sensor vehicle tracking and track labeling are ana­

lyzed in [66] and [59], respectively. The application of PHD filtering techniques in video 

processing is analyzed in [16] that in image processing is reported in [21,41,67]. 

In this chapter we present a novel state-space approach for DOA tracking problem 

using single snapshot observations. We transform DOA tracking into a multi-target tracking 

problem where observations from the targets are independent of each other. We propose the 

use of fast Fourier transform (DFT) and inverse fast Fourier transform (IFFT) techniques 

to find a coarse estimate of the array observation due to individual targets and to use PHD 

filtering to track the DOAs as well as the number of targets. 



Chapter 8. A New State-Space Approach to Adaptive Array Processing 111 

The rest of this chapter is organized as follows. Section 8.2 formulates the DOA track­

ing problem. Section 8.3 introduces the state space model used in our proposed method. 

The proposed PhD filter based algorithm is presented in Section 8.4. Simulation examples 

of the proposed algorithm are given in Section 8.5 and the chapter is concluded in Section 

8.6. 

8.2 Problem Formulation 

Consider a uniform linear array of M sensors. At time n, let <pi(n), i = 1,2, ... ,Kn , be the 

directions of arrival of K n narrow band sources that are in the far-field of the array and let 

the corresponding amplitudes of the sources be ai(n), i = 1,2, ... ,Kn. The transmission 

medium is assumed to be isotropic and non-dispersive. 

The (M x 1) array observation vector y(n), which is the superposition of the incident 

signals from the Kn distinct sources embedded in Gaussian noise, is given by 

Kn 

y(n) = L s(<p,(n))a,(n) + w(n) (8.229) 
,=1 

where, 

is the steering vector corresponding to the kth source, w( n) is an additive white Gaussian 

noise (AWGN) vector with zero mean and variance 0";, Co is the velocity of propagation, 

and Wo is the center frequency of the narrow band sources. 
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In vector format, the array observation in (8.229) can be written as 

y(n) = S(q>(n))a(n) + w(n) 

where 

[s(q>l(n)), ... ,S(<pKn(n))] 

[<Pl(n), ... , <PKn(n)]T 

[al(n), . .. ,aKn (n)f 

The states are assumed to evolve as follows 

<pi(n) <pt(n - 1) + vt(n); 

ai(n) I'V AlA 0 , O"~,i) 

112 

(8.230) 

(8.231) 

(8.232) 

where vi(n) is an i.i.d Gaussian noise with zero mean and covariance O"~,i' O"~,i is the vari­

ance of the received signals and Nc denotes Gaussian distribution for complex variables. 

The objective of the problem is to estimate the number of sources at time n, J(n, and 

their corresponding DOAs <pt(n) given the array observations y(n) in the absence of the 

knowledge of the amplitude of the incident waveforms ai (n). 

8.3 New State-Space Model 

Since our interest is in tracking directions of arrivals only, the following lemma is useful to 

formulate our new state-space model. 
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Lemma 8.1 The conditional probability of the array observation due to the ith incident 

waveform, Yt(n), given the DOA of the corresponding source cpt(n) is given by 

(~)1/2 (_~)M 2(j2 7r(j2 
a w 

{
1!VI } 1 If { 13

2 

} (13
2 

) exp -- Y"'" y2 - ~exp - Io -
(j2 .LJ m,t 2 a Sa Sa 

W m=,l 

(8.233) 

where 

13 

Ym,t is the ith incident waveform at the mth array element, A( Wi (n)) is the discrete Fourier 

transform (DFT) of the array observation due to the ith source, i.e., 

1 AI 

A(wi(n)) = M L Yt,m(n)exp( -jwtm(n)). 
m=l 

(8.234) 

proof See Appendix C. • 
Hence, by the use of the above lemma, the state-space equations given in (8.229)­

(8.232) can be written as 

CPt ( n ) CPt (n - 1) + VI ( n) 

(8.235) 
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where H(.) is a non-linear function that is defined such that the conditional probability 

p(Yi(n)l¢i(n)) is given as in (8.233). 

8.4 Sequential Monte Carlo Implementation 

8.4.1 The prior 

It is assumed that the prior is uniformly distributed, i.e. 

(8.236) 

where U denotes uniform distribution. 

8.4.2 Prediction operator 

Let us consider that we have the posterior PHD at time n as, 

N%Ns 

D(nln) = L w~6(¢(n) - ¢t(n)) (8.237) 
i=l 

then, the predicted PHD at time step (n + 1) in (3.56) could be written as 

N%N. 

D(n + lin) = Db(¢(n + 1)) -I- L w;<I>(¢t(n + 1), ¢t(n)) (8.238) 
i=l 

A particle approximation of the above could be obtained from sequential important 
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sampling technique [4]. Let us draw samples from two different proposal densities as 

The predicted PHD is now written as 

(Nt+N~)Ns 

D(n + lin) = L W~+1In8(4)(n + lin) - 4>i(n + lin)) (8.240) 
,=1 

where 

{ 

<I>(cP'(n+1)lcP' (n)) 
i qq,(cP'(n+1)lcP'(n),y (n+1)) 

Wn+lln = Db(¢'(n+l)) 
qb (cP' (n+ 1), Y (n+ 1)) 

i = 1, ... , NtNs 
(8.241) 

8.4.3 Update operator 

Assuming that we have the predicted particles as in (8.240) and by considering the update 

operator in (3.58), particle representation of the updated PHD is now written as [117] 

(Nt+N~)Ns 

D(n + lin + 1) = L 'W~+18(4)(n + 1) - 4>i(n + 1)) (8.242) 
i=l 

where 

[
1 - pi (4)'(n + 1)) + L _ PD(4)i(n + l))p(y(n + l)l4>i(n + 1)) .243) 

D >.(n + I)C(y(n + 1)) + Cn+1(y(n + 1) y(n)EY(n+1) 
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and 

(Nt+N~)Ns 

Cn+l(y(n + 1)) = L PD(¢i(n + l))p(y(n + l)l¢i(n + l))W~+lln (8.244) 
i=l 

8.4.4 Resampling 

The SMC implementation of the PHD filter suffers from the commonly known degeneracy 

problem in which after a few steps importance weight of one particle approaches to one as 

that of all the other particles approach to zero. The resampling step is introduced to reduce 

the degeneracy problem. In resampling, the particles with larger weights are duplicated 

while particles with smaller weights are removed. 

8.4.5 State estimation 

The updated PHD represents the first moment of the multi -target posterior. Several methods 

can be found in the literature to estimate the state from the PHD. A simple but computa­

tionally efficient method is to use clustering. By clustering technique, N:+1 Ns particles 

are clustered into N:+1 groups. Then, mean value of this cluster is considered as the state 

estimate of the target at time n + 1. 

8.4.6 Summary of the algorithm 

This section gives a summary of the propos1ed DOA tracking scheme. 
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) ... . 0 {Ct t }Nt Ns h a Inl tlallze the prlor PHD at n = as '>0, wolo i=l I were 

b) Set n = n + 1 

c) Prediction 

U [¢>min, ¢>maxl 
1 

Ns 

3.a) sample predicted particles and their weights as 

{ ti t }NtNs h 
'>n+1In' W n+1ln 2=1 I were 

q1>(~~+ll~~, Yn ) 

<p( ~~+l' ~~) i 

q1>(~~+ll~~, Yn ) Wnln 

3.b) sample newborn particles and their weights as 

{
ti 2 }(Nt+N8)Ns 11 
'>n+1In' W n+1ln i=Nt Ns+1 I W .ere 

d) Obtain the DFT of the array observation and 

obtain the number of potential targets N;:+l' 

e) Find the updated particles and their weights as 

117 
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{
ti _ t i i } (Nt+N8)Ns h 
<"n+l - <"n+l!n' Wn+1!n+l i=NtNs+l ' were 

(Nt+N~)Ns 

L: PD(~~+l )p(Y~+ll~~+l)W~+l!n 
i=l 

and the likelihood p(Y~+ll~·~+l) lS computed as 

where 

b~+l I~~+l (2) I 

e~+l L {~;'+1 (2)} 

f) Compute the expected number of targets 

where round{.} is the nearest integer of the argument. 

g) Re-sample the updated particles as 
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h) Go to 2) 

i) Obtain the state estimation at time n + 1 

by the use of clustering algorithm as 

[¢(n + 1)] = CLUSTER [{~~+1' W~+lln+l}~+lNs] 

8.5 Simulation Results 

119 

In this section, a simulation examples are presented to demonstrate the performance of the 

proposed algorithm. The true DOAs are gem!rated using a first order random walk model 

with a variance of (J;. Table 8.7 gives the values of the parameters used in the simulation. 

The receiver array is uniform linear and consists of M = 8 elements. 

Table 8.7: Parameters used in the simulation 

8.5.1 Tracking fixed number of sources 

In this example, the number of sources are lkept fixed at 2 while the DOAs were varied 

with time. In each figures the continuous lime shows the true value and the dots show the 

estimated value. 
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Figure 8.21: Tracking fixed number of moving sources by PF 
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250 

250 

Figure 8.21 (top) shows the estimated DOAs of the RJMCMC method against the itera-

tion number. This method uses Ns = 100 particles and the number of targets was randomly 

initialized. As shown in the bottom of the figure, at start, it takes almost 25 iterations to 

converge to the correct number of targets. It can be observed from the figure that when 

the targets get closer, the estimated number of targets falls to one and the DOA estimation 

becomes inaccurate. Which means, the targets are unresolved. 

Figure 8.22 (top) shows the estimated DOAs of the PHD filter against the iteration 

number. The PHD filter also uses 100 particles. As shown in the bottom of the figure, 

the PHD filter instantly estimates the number of targets correctly and it also can separate 
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Figure 8.22: Tracking fixed numbelr of moving sources by PHD filter 

tracks of very closely spaced targets when t.he other filter fails. Further, in contrast to the 

RJMCMC method, PHD filter does not need any initialization for the number of targets. 

8.5.2 Tracking varying number of sources 

In this example, there is only one target from t.he start to iteration 50. Another target enters 

at iteration 51 and the first one leaves at iteration 151. 

Figure 8.23 (top) shows the estimated DO As of the RJMCMC method against the iter-

ation number. The number of targets was randomly initialized. As shown in the bottom of 
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the figure, it takes almost 25 iterations to cOlilverge to the correct number of targets. When 

the second target enters, it is quickly identified. However, when the targets becomes closer, 

the estimated number of targets becomes one and the DOA estimation becomes inaccurate. 

Figure 8.24 (top) shows the estimated DOAs of the PHD filter against the iteration 

number. The bottom of the figure shows that the proposed method instantly tracks the 

number of targets initially as well as when the number of targets changes. 
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8.6 Conclusions 

123 

In this chapter, a PHD filter based algorithm has been proposed for tracking the DOAs of 

time-varying number of targets by converting the original tracking problem into a multi­

target tracking framework. The challenge in such a transformation is that, unlike multi-

target tracking with active sensors, observations due to individual targets does not exist, 

rather, the (passive) array observation is the superposition of the signals received from 

all the targets. We derive an approximate observation model for the observations due to 
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individual targets by deriving an approximate llikelihood function. Then, the PHD filtering 

algorithm is exploited to track unknown number of sources as well as their corresponding 

DOAs. Simulation results show that, as expected, the proposed method is able to track the 

number of sources as well as their corresponding directions of arrivals over highly non­

stationary environments. 



Chapter 9 

Concluding Remark.s and Future 

Directions 

9.1 Concluding Remarks 

In this thesis, we have developed several blind and semi-blind decoding algorithms and 

an array processing algorithm, which are adaptive in nature as well as computationally 

efficient, for multi-antenna systems. 

In Chapter 4, we have investigated the problem of channel tracking for MIMO commu­

nication systems where the MIMO channel is time-varying. Considering OSTBCs as the 

underlying space-time coding scheme, we have presented a two-step MIMO channel track­

ing algorithm for fiat-fading channels. As the first step, Kalman filtering is used to obtain 

an initial channel estimate for the current block based on the channel estimates obtained 

for previous blocks. Then, in the second step, the so-obtained initial channel estimate is re­

fined using a decision-directed iterative method. We have shown that due to the interesting 

125 
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properties of orthogonal space-time block codes, both the Kalman filter and the decision­

directed algorithm can be significantly simplified. The proposed algorithm is semi-blind in 

the sense that training data is needed to be sent once in a while in order to prevent error 

propagation. The number of information carrying blocks between two consecutive train­

ing blocks, denoted as training repetition period (TRP), is used as a measure of bandwidth 

efficiency of our channel tracking scheme. Simulation results show that with a TRP of 10 

blocks, our channel tracking method can have a performance, in terms of symbol error rate, 

within 2 dB from the coherent ML receiver. 

In Chapter 5, we have developed a computationally efficient time-domain channel 

tracking technique for MIMO systems under frequency selective fading. By employing 

OFDM technique which decouples the channel into parallel fiat fading channels, we ex­

tend the receiver in Chapter 4 for MIMO-OFDM systems. Assuming constant modulus 

constellations, we have significantly simplified the proposed algorithm. 

In Chapter 6, we have derived a theoretical performance analysis scheme for the pro­

posed MIMO receivers in Chapters 4 & 5 respectively. Assuming the knowledge of train­

ing symbols for the first block, we have deri ved the instantaneous signal to interference 

and noise ratio for consecutive transmission blocks in the absence of training, by exploit­

ing Kalman filtering to track the channel in a decision-directed mode, for a general MIMO 

system consisting of any number of TxIRx antennas. We have studied the effect in per­

formance for different stages of the channel estimation, i.e., the Kalman-predicted chan­

nel, Kalman-updated channel and the steady-state channel estimate, and conclude that for 

MIMO-OFDM systems, the steady state performance is accelerated with the number of 

sub-carriers. 

In Chapter 7, we have proposed an efficitmt Sequential Monte Carlo algorithm for blind 
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detection in MIMO systems. The proposed algorithm employs Rao-Blackwellization strat­

egy to marginalize the channel coefficients and uses optimal importance function to gen­

erate samples to propagate the posterior distribution. We have applied the simplification 

strategies developed in earlier chapters to significantly reduce the computational complex­

ity of the proposed algorithm. Later, we have extended this result to propose a novel and 

efficient tone-by-tone receiver for MIMO-OFDM system. 

In Chapter 8, a PHD filter based algorithm has been proposed for tracking the DOAs of 

time-varying number of mobile users in directional MIMO systems. We have transformed 

the problem into a new state space approach and employed PHD filtering algorithm to 

track the DOAs of unknown number of sources. The proposed algorithm is computationally 

efficient and simpler to implement compared to its particle filtering counterpart. Simulation 

results show that, the the proposed scheme yields superior performance over competing 

particle filter based schemes in tracking rapidly varying number of targets. 

9.2 Possible Extensions 

In this section, we propose some possible extensions of the algorithms developed in Chap­

ters 4 - 8 along with some proposals to solve them. 

9.2.1 Blind SMC receiver for Mll\1:0-0FDM with CFO estimation 

The MIMO-OFDM receiver proposed in Chapter 5 assumes that the career frequencies 

are synchronized at the receiver. However, in practice, OFDM is highly sensitivity to the 

carrier frequency offset (CFO) errors caused by the misalignment in carrier frequencies at 

the receiver due to fluctuations in receiver RF oscillators or channel Doppler frequency. 
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Hence, a more realistic receiver will include a mechanism to estimate/track the CFO as 

well. 

9.2.2 Relaxing quasi-time-varyin~~ assumptions 

The channel tracking and data decoding algori thms presented in Chapter 4 and Chapter 5 

assume that the time selective channel remains stationary during the transmission of a block 

period. Even though this is a reasonable assumption at low Doppler frequencies, a more 

realistic approach will be to consider a continuous time-varying channel. Relaxing the 

quasi-time-varying assumption makes the vector form input output MIMO relationship of 

Chapter 2 unusable. Further, under these assumption, the ML data decoding of OSTBC is 

no longer linear as derived in Chapter 2. For this problem, smoothing techniques available 

in the target tracking literature might provide: an effective solution. 

9.2.3 Wideband DOA tracking 

The proposed DOA tracking algorithm in Chapter 8 is only applicable to narrow-band 

sources. However, many practical applications may require DOA tracking of wide-band 

sources. For instance, as discussed in Chapter 1, an exciting future application for wide­

band DOA tracking will be the use of beamforming to enhance data transmission rates 

through spatial filtering in mobile WiMAX s) stems. For such applications, a PHD filter 

based wide-band DOA tracking scheme will be a computationally feasible solution to pro­

vide the directions of arrivals of signals from moving WiMAX (mobile) stations, in order 

to perform spatial filtering and achieve higher data throughput. 
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9.2.4 Rao-Blackwellized PHD filter 

In Bayesian state estimation, it is important to use every opportunity to reduce the state 

space analytically in order to reduce the variance of the particles. In this regard, Rao­

Blackwellization is employed in certain type of state space models, as discussed in Chap­

ter 7. However, this strategy in its current implementation is only applicable in track­

ing full posteriors. It will be an interesting problem to device a strategy to apply Rao­

Blackwellization on first moment tracking of the posteriors, i.e., PHD filters. 

9.2.5 Novel hybrid filtering algorithm 

The PHD filtering algorithm proposed for narrow-band DOA tracking in Chapter 8 is best 

suited for reasonably separated sources. When the sources stay closer for long, the per­

formance of PhD filter is expected to degrade. However, during this period, tracking the 

full posterior might give a more precise density of the posterior at the cost of additional 

computation. In other words, while it is inef1lcient to track the full posterior using particle 

filter of well separated targets, it is better to track the full posterior when the sources are 

closer for longer. Hence, a natural solution to this scenario is to use both of the methods in a 

switching manner as appropriate. The challenging parts of the problem are the construction 

of the full posterior from the PHD and the development of a switching scenario. 

9.3 Future Directions 

In this section, we discuss some future directions, that must be explored in order to achieve 

higher data transmission rates in future wireless communication systems. 
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9.3.1 Blind adaptive MIMO receiver design 

Adaptive blind receivers for MIMO systems needs further study in many directions before it 

gets any chance to enter into standards and eventually in practical communication systems. 

Some important directions may include 

• The development of blind adaptive receivers for various channel models: The pro­

posed channel tracking schemes assumed in Chapters 4 and 5 approximated the chan­

nel as ARI model. Receivers considering other channel models should be developed 

and their performance must be theoretically analyzed. 

• Newer frequency bands, such as the one in 600Hz range [102], are becoming stronger 

candidates of indoor wireless applications .. For such bands, various studies are needed 

to be done on time-varying channel modelling. 

• Any assumption on the channel over indefinite periods of time is not valid. For 

instance, when we assume a highly non-stationary channel model at the receiver 

indefinitely, there is a good possibility that the channel be stationary for consider­

able interval. Hence, employing computationally intense, power hungry receivers 

for relatively stationary channel is not an efficient solution. Hence, cross layer de­

signs [51,105], that pass the information on the receiver performance to other layers 

to better optimize the receiver operation should be extensively studied. For exam­

ple, the decision-directed algorithms proposed in Chapters 4 and 5 iterate between 

channel estimate and data estimate values. If the information from higher layers are 

available about the correctness of the decoding, such information could be used to 

switch the receiver between decision-directed mode and continuous blind detection 

mode in which no iteration is needed since the decoded data is errorfree. 
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9.3.2 Computational reduction 

Computational cost is continuing to be a bottleneck for implementing many blind adaptive 

algorithms developed for achieving higher data rates. In this thesis, we proposed two dis­

tinct approaches towards achieving computational savings, namely, Computational savings 

through simplification (Chapters 4-7) and computational savings through approximation 

(Chapter 8). While, these approaches should be further explored, different new techniques 

should be analyzed as well. 

9.3.3 Performance analysis 

It is well known that developing a theoretical performance analysis for the SMC detector 

is difficult, even though the asymptotic perfonnance is intuitive, i.e., when the number of 

samples are higher enough, the performance of the SMC detector wiII approach that of the 

coherent receiver. In general, closed form performance analysis in terms of the number of 

particles is a relatively difficult problem. However, since the proposed SMC detector in 

Chapter 7 samples the particles from a discrete finite set, a closed form theoretical analysis 

that gives the probability of error performance in terms of the number of particles, might 

be possible. Such theoretical performance analysis is a crucial factor in analyzing the 

feasibility of such blind receivers for practical systems. 

9.3.4 Adaptive array processing 

A more exciting and cost effective approach will be to use the existing MIMO antennas 

to track the DOAs. However, when the number of antenna array elements decrease, the 

performance of any DOA tracking scheme is expected to decrease. Hence, using the MIMO 
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antennas for DOA tracking might be approached by exploring advanced signal processing 

techniques. 



Appendix A 

Proof of Lemma 5.1 

Substituting (S.117) into (S.1lO), we can rewJite it as 

. {o 2 0"5 P-1 2 0"~_1 } = 12 0 dlag 8n _ 1laol + 2,···,8,,-1 lap-II + -2- 01MN 

= 12 0 'lin 01MN (A.24S) 

Now, inserting (A.24S) into (S.113) and using matrix inversion lemma, p;1 [n] in (S.113) 
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can be written as 

R- 1 - R- 1IB(sn)"W 

(WTIBT (sn)R -1 IB(sn)W + p-1 [nln _ 1]) -1 WTIBT (sn)R-1 

R- 1 - R- 1IB(sn)W 

(:; WTIBT (Sn)IB(Sn)W + p-1 [nln _ 1]) -1 WTIBT (sn)R-1 

R- 1 
- R- 1IB(sn)W 
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( 
2L I I d' {1 I} I ) -1 - TTfJ!T(- )R-1 

0";82 2MNP + 2 ® lag ~~, ... , f3:;-1 ® MN W llJ) Sn 

R- 1 - R- 1IB(sn)W 

(A. 246) 

2(3P 
where I'~ = 2S2~~~~(T~' Note that in deriving (A.246), we have taken into account that for 

constant modulus signals, i.e., for Ilsn,oll =, ... , = Ilsn,L-IiI = 8
2

, (5.105) can be written as 

(A.247) 
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Using (5.114) and (A.246), we can writ(! (5.116) as 

P[nln] P[nln - 1]- P[nln - 1]WT]~T(Sn)P~1[n]jffi(sn)"WP[nln - 1] 

= P[nln - 1]- P[nln - l]WT]~T(sn) 

(R-1 
- R-1jffi(sn)W (12 Q9 diag {,~" .. , 1;-1} Q9 lAIN )WTjffiT(Sn)R-1) 

jffi(Sn)WP[nln - 1] 

= P[nln - 1]- P[nln - 1]WT]~T(sn)R-1jffi(sn)WP[nln - 1] + P[nln - 1] 

W TjffiT(Sn)R-1jffi(Sn)W( 12 13) cliag {,~,,, . , 1;-1} ® lAIN) 

W TjffiT(Sn)R-1jffi(sn)WP[nln -- 1] 

= P[nln - 1]- (2:~L) p 2[nln -- 1] 

(
2S2L) ( . {O P-1} ) (2S2L) 2 ] + 0"; 12 ® d1ag 'n"'" In Q9 lAIN 0"; P [nln - 1 

{ 
0"2(J0 0"2(JP-1} 

= 12®diag 2 2L/JOn 2""'2 2Lf3vp"-1 2 ®IMN 
S n+O"v S n +O"v 

= 12 ® ]j))"n Q9 lAIN (A.248) 

The proof is complete. 
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Proof of Lemma 6.1 

Consider the required expectation 

[A( el)Sn ... A( e2MN )Sn] [A( el)Sn ... A( e2MN )Sn] T 

A(el)Esn {i;ns~} AT(ed + ... 

+A( e2MN )Bsn {SnS~} AT (e2MN) 

2MN 

0"; L A(e,)AT(ed 
i=l 

Now, it is left to find the expression L:;=~N A(ei)AT(et ). 

Let us write C k and Dk of 2.2.1 as 

[d,~ d~ ... d~l 
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(B.249) 

(B.250) 

(B.251) 
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It can be verified that ck and dk hold the following properties for i = 1, ... ,N. 

K L ' ,T ckCk 
ii 

T (B.252) 
k=l 

K 

Ld'diT 
k k 

_Ii 
T (B.253) 

k=l 

where IT is an identity matrix with d number of diagonal elements made zero. The position 

of those d diagonal elements are determined by he type of OSTBC. Further, d = 0 is also a 

possible value. Further, the following property is satisfied by I~ 

tI~ = (1~~d)N IT (B.254) 
,=1 

The structure of A( ei) is given for some values of i below. 
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c1 
1 c1 

k 0 0 

A(el) (B.255) 

0 0 0 0 0 0 

e2 
1 e2 

k 0 0 

A(e2) (B.256) 

0 0 0 0 0 0 

eN 
1 

eN 
k 0 0 

A(eN) (B.257) 

0 0 0 0 0 0 

0 0 0 0 0 0 

e1 
, .. e1 0 0 

A(eN+l) 
1 k 

(B.258) 

0 0 0 0 0 0 

o 0 0 0 0 0 

ef 0 o 
(B.259) 

o 0 0 0 0 0 

o o 
o 0 0 o~l 
ef 0 

(B.260) 
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0 0 0 0 

0 0 _d1 

A(eMN+N+l) 
1 

0 0 0 0 

000 0 

o o -df 

000 0 

o 0 0 0 

o o -df 

0 

0 

0 

0 

0 

o 

-d1 

0 

d2 
- k 

0 

-df: 

0 

0 

d1 
- k 

0 

o 
d N 

- k 

o 0 

o 0 
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(B.262) 

(B.263) 

(B.264) 

(B.265) 

(B.266) 
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Now, it can be easily verified that 

(B.267) 

Hence, the required expectation becomes 

(B.268) 
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Proof of Lemma 8.1 

The unknown parameters of all K t sources can be considered as the following matrix 

(C.269) 

Consider one snapshot of the array observation 

y(t) = a(t) -I- jf3(t) (C.270) 

where 

y(t) = [Yl(t), Y2(t), ... , YM(t)]T 

a(t) = [al(t), a2(t), ... , aM(t)f 

{3 ( t) [(31 (t) , {3~: ( t), ... , {3 M ( t)] T 

The joint probability density function of y(t), given the unknown parameters X(t), is 
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given by! 

(C.271) 

where 

K 

J-Lm L bt cos( u\m + ei ) 

i=l 

K 

Vm L bi sin(wtm + Bi ) 

i=l 

Single-target case 

Consider the case where only one target is present. Then, the likelihood function becomes 

where 

J-Lm b cos( wm + e) 

Vm bsin(wm + e) 

1 From here on, the time index t is suppressed to simplify the notation. 
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Re-arranging the above equation, we get [90] 

f(ylx) ( 1 ) AI {1\1 (1 M 2 M ) } 
7fCJ

w 
exp - CJ~ M ;~=~ y?n - M ~ (amfLm + f3m vm) + b

2 

(C.273) 

After some more re-arranging 

f(YI¢, b, 8) 

where A( w) is the discrete Fourier transform of the array observation given by 

1 At 
A(w) = M LYm8Xp(-jwm) 

m=l 

Multi-target case 

Let us simplify the multi-target likelihood function in (C.271) (see also [91]) 

Since we are interested in f(ydx.), where i = 1, ... , K, the probability in (C.275) 

should be marginalized with respect to Yi and x. , i = 1, ... , i-I, i + 1, ... , K, to get the 
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required likelihood. i.e., 

!(YtIXi) = J J ... J !(yIX)dY1 ... dYt-l dYi+1 ... dYKdx1 .. · dXt-1 dxi+1.'. dXK 

(C.276) 

However, such marginalization will require huge computation. Hence, it is desired to look 

for some approximations. 

By neglecting the last term inside the exponential in (C.275), we get an approximate 

likelihood function given by [91] 

We notice that the above equation can be writWn as 

J(YIX) 

K 

ex: II !(YtIXi) (C.278) 
t=l 

where, Ym,i is the observation at the mth sensor due to the ith source. Assuming equal 

power of the sources, Y~,i is approximately given as Y~,t = (y~/ K). 
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Hence, the likelihood function becomes 
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Marginalization and the required likelihood 

In this section we employ marginalization techniques on (C.279) to find the required prob­

ability density function. 
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where 

c 2"';'~Re[A(wi)l 
(J"w 

d 2"';~Im[A(wt)l 
(J"w 

a --+-(~l 1) 
(J"t~ 2(J"~ 

(3 = 2~IA(wt)1 
(J"w 

p(8t) U[-7r/2,7r/2] 

p(bt) J2~(r~ exp { - 2~~ } 

and 10 is the modified bessel function of the: nlrst kind. 

Note that the following definite integrals from [35] were exploited in arriving to (C.280) 

1
7r/2 

exp {c cos 8 + d sin 8} p( 8)d61 

-7r/2 

100 

exp { -ax2
} Iv((3x)d:r ~ Eexp {(32 } I! ((32) (C.282) 
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