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Abstract 

With the growing demand for high data rate communication services, multi-carrier 

communication schemes have started to become the method of choice in many appli­

cations. In this thesis, multi-carrier communication systems are studied and various 

methods for improving their achievable bit rate arc proposed. 

Filtered multitone (FMT) is a multi-carrier communication scheme which is im­

plemented using a modulated filter bank structure. In this thesis, an efficient design 

method for the prototype filter of the FMT system is proposed. This design method 

allows improvement of the achievable hit rate by efficient evaluation of the inherent 

trade-off between the sub channel spectral containment provided by the prototype fil­

ter and the intersymbol interference (lSI) that the filter generates. Numerical results 

further demonstrat.e the effectiveness of the proposed design method. The insight 

gained from this design is also used to determine the optimal number of subchannds 

in FMT systems. Moreover, since the presence of lSI in FMT subchanncls outputs 

renders the conventional water-filling power loading algorithm suboptimal, we pro­

pose an efficient power load.ing algorithm for Fl\IT that enables higher achievable bit 

rates. 

Discrete multitone (DMT) is a popular multi-carrier communication scheme, 

mainly due to its rather low complexity. However. DMT ~mffers from poor subchaullcl 

spectral characteristics. In this thesis, a family of bi-windowed Dl\;lT transceivers is 
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proposed that provide both improved sub channel 8pectral containment at the tran8-

mitter and improved spectral selectivity at the receiver, without requiring the cyclic 

prefix to be longer than the order of the channel impulse respon8e. The window8 arc 

designed in a channel independent manner and are con8trained to produce sub channel 

outputs that arc free from lSI. Furthermore, the dCi:iign allows the interi:iubchannel 

interference (leI) to be controlled in such a way that it can be mitigated using a 

relatively simple minimum mean square error (MMSE) i:iuccesi:iive interference cancel­

lation i:icheme. Numerical results demonstrate the significant gain in the achievable 

bit rate obtained Ly the proposed scheme. 
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Chapter 1 

Introduction 

In recent years the demand for reliable high data rate communication services has 

been rapidly increasing. On the other hand, in a communication system with a givCll 

transmission power, as the data rate increases, the frequency bandwidth required 

by that system increases [1, 2]. Therefore, high data rate communication implies 

transmission through wideband communication channels. However, wideband com­

munication channels arc typically frequency-selective, meaning that their frequency 

response changes significantly over the frequency band. Consequently, when a signal 

is transmitted through such channels, the received signal WIll include a considerable 

amount of intersymbol interference (lSI), which can significantly degrade the per­

formance of the system. The search for effective techniques for mitigating the lSI 

produced by frequency-selective channels has been the subject of research and study 

for many years. Traditiorrally, communication systems use a single-carricr transmis­

sion with a variety of choices for the modulation method, including pulse amplitude 

modulation (PAM). quadrature amplitude modulation (QAM). phase shift keying 

(PSK), frequency shift keying (FSK), and continuous phase modulation (CPIvl). In 

single-carrier transceivers, the optimal receiver is the maximum likelihood (ML) sc­

quence detector in the sense that it minimiz(~s the probability of error in detection 
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of the transmitted data sequence from the received signal. However, l'vIL receivers 

have a very large computational complexity, especially in highly frequency-selective 

channels [2]. In practice, single-carrier communication systems often usc equalization 

techniques to compensate for the lSI produced by the frequency-selective channels. 

The design of efficient equalization techniques has been a subject of interest for re­

searchers, and many equalization techniques have been proposed, several of which 

have been used in communication transceivers. Some of the most widely used equal­

izers are the zero-forcing and minimum mean square error (MMSE) linear equalizers, 

and the zero-forcing and MMSE decision feedback equalizers (DFEs) [2,3]. While 

these equalizers are quite effective for comIllunication systems with low to moder­

ate bandwidths, as the frequency-selectivity of the channel increases, the complexity 

of the required equalization scheme increases rather quickly. In fact, the complex­

ity of equalizers required in single-carrier transceivers for highly frequency-selective 

channels limits the achievable data rates in such transceivers. 

~Iulti-carrier communication schemes have been proposed as effective solutions to 

this problem. The fundamental idea behind multi-carrier schemes is to divide the 

frequency-selective wideband channel into several narrowband subchannels, and to 

separately transmit and receive data on each subchannel. Indeed, if the subchanncls 

arc orthogonal, communication of data through each subchannel will be independent 

of other subchanncls. Since each of the subchanncls has a much narrower band­

width than that of the whole channel, compensation of the distortion caused by each 

sub channel can be performed with a much lower complexity than that required for 

equalization of the whole wideband channel. 

The basic principle of multi-carrier communication has a long history. For in­

stance, it was used in Collin's Kineplex system [4] in 1957. A multi-carrier com­

munication scheme called orthogonally multiplexed QAM (O-QAM) was proposed 

by Saltzberg [.5] in 1967. The application of the discrete Fourier transform (DFT) 
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for frequency-division multiplexing (FDtvI) systems was proposed by Darlington [6] 

in 1970, and was used in practice [7] in 1978. Hirosaki [8] proposed a DFT-based 

structure for the O-QAM system in 1981 and demonstrated that a reduction in com­

plexity could be achieved by employing digital signal processing techniques in the 

implementation of the O-QAM system. Kalet [9] showed that for frequency-selective 

channels, when the available transmit power is appropriately divided among the sub­

channels, multi-carrier communications offers a considerable gain in the achievable 

bit rate compared to the equivalent single carrier linearly equalized system [9]. 

While the most desirable characteristic of multi-carrier communication systems 

is that they can efficiently overcome the lSI caused by frequency-selective wide baud 

channels, they also have other desirable characteristics. One attractive characteristic 

of multi-carrier schemes is their immunity to impulse noise and fast fades [10-12]. 

Indeed, since the symbol period in multi-carrier modulation is much longer than 

that in single-carrier modulation schemes, the impact of impulse noise on a multi­

carrier system is substantially less than that in a single-carrier system. Flexibility of 

duplexing is also an attractive property of multi-carrier schemes. Duplexing in multi­

carrier systems is usually done by devoting a number of sub channels to one direction 

of communication, and devoting the rest to the opposite direction. This way, echo 

cancellation is a significantly easier task than in single-carrier systems. 

Due to their desirable features, multi-carrier communication schemes havc found 

extensive applications in the emerging technologies of the recent years. Discrete mul­

titone (DMT) [13,14] has been one of the most widely-used multi-carrier modulation 

schemeI-). nt-.IT is the modulation method in digital subscriber line (DSL) transceivers 

which communicate over twisted pair phone liues [15,16]. Several standards for differ­

ent types of DSL transceivers have been established by the standardization section of 

international telecommunication union (ITU-T), and they usc DNIT as the modula­

tion method [15,16]. This includes asymmetric DSL (ADSL) which is the most widely 
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used broadband service in the world at the time this thesis is being written [17]. The 

ITU-T has recently approved the very high-speed DSL (VDSL) standard as well, in 

which DMT has been considered as the modulation method. DMT modulation has 

also been adopted by the power line communications (PLC) [18] standard bodies, 

such as the Home plug standard [19]. 

Multi-carrier transmission is implemented in DMT transceivers using the inverse 

fast Fourier transform (IFFT) at the transmitter and fast Fourier transform (FFT) 

at the receiver. In DMT modulation, a cyclic prefix is added to the data sequence at 

the transmitter. This redundant sequence is chosen to be at least as long as the order 

of the impulse response of the discrete-time equivalent model of the communication 

channel, and it is removed at the receiver. The usc of cyclic prefix in DIvIT system 

prevents lSI at the sub channel outputs. In DivIT modulation, different numbers of 

bits are loaded onto different subchaunels based on thc signal to noise ratio (SNR) 

of each of the subchallnels at the receiver. Moreover, the available transmit power is 

efficiently divided among the subchannels. P.g., using the water-filling power loading 

algorithm [9, 15]. Because efficient bit loading and power loading algorithms are 

based on the subchannel SNR values at the receiver, in DMT transceivers there 

is a feedback from receiver to the transmitter by which the receiver provides the 

information regarding the number of bits and the amount of power to be allocated to 

each sub channel. 

Orthogonal frequency division multiplexing (OFDM) is an other widely used 

multi-carrier modulation scheme. It is similar to DMT, except that in the OFDM 

scheme, a constant power and a constant number of bits is assigned to each of the 

subchanncb, and this removes the need for feedback from the receiver to the transmit­

ter regarding the information on bit and power allocation. OFDIvI has been adopted 

by several standards for the existing and emerging wireless technologies, including 

the digital video broadcasting-terrestrial (DVB-T), which is the European terrestrial 
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digital television standard [20], the IEEE 802.11e standard for wireless local area net­

works (WLAN) [21], and the IEEE 802.16 standard for fixed and mobile broadband 

wireless access systems [22]. 

DMT and OFDM are particularly attractive multi-carrier schemes due to their 

relatively low complexity. They have an FFT-based implementation which makes 

their implementation cost-efficient. even when the number of subchannels is large. 

Moreover, if they use a cyclic prefix with a length larger than or equal to the order of 

the channel impulse response, the sub channel outputs are free from lSI and free from 

intenmbchannel interference (ICI), and thereby, DMT and OFDl'vI schemes practically 

transform the frequency-selective channel into a number of orthogonal frequency-flat 

subchannels. The equalization of each subchannel is then simply done by multiplying 

the sub channel output by a complex number. 

Multi-carrier communication can also be used as a multiple access method. This 

is usually referred to as orthogonal frequency division multiple access (OFDt-.IA) [22]. 

in which, each user is assigned one or more subchannels for transmitting data. IvIulti­

carrier schemes can also be combined with other multiple aCCeSS methods. including 

time division multiple access (TDMA) and code division multiple access (CDl'vIA). A 

combination of multi-carrier modulation and CDI\IA, known as multi-carrier CDl'vIA 

(MC-CDMA) [23,24] has been proposed for the fourth generation (4G) mobile com­

munication systems. 

While Dt-.IT and OFDM are the most widely-used types of multi-carrier modu­

lation schemes, they do have some shortcomings. In practice, some communication 

channels have very long impulse responses, or even infinite impulse responses (IIR), 

e.g., the DSL channel. In order to achieve the zero lSI and zero ICI conditions. a 

DMT system uses a cyclic prefix which is at least as long as the order of the chan­

nel. When the order of the channel is very large, a very large cyclic prefix has to be 

used, which in turn, reduces the bandwidth efficiency. To avoid this problem, DMT 
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and OFDlvl ::;ystems use a so-called time-domain equalizer (TEQ) at the receiver to 

shorten the equivalent channel impul::;e response. But, the implementation of TEQ 

Can significantly increase the complexity of the overall system. Other shortcoming::; 

of DMT and OFDM systems include their poor sub channel spectral characteristics. 

In these systems, the sub channel pulse shaping filter::; and also the sub channel re­

ceiver filters have a rectangular time-domain shape and thus they have a sinc shape 

in the frequency domain. Consequently. the spectra of adjacent subchanncls overlap 

in the frequency domain, the subchanncl sidelobes are large and they decay ::;lowly. 

As a result, these systems have poor subchannel spectral containment at the trans­

mitter and poor subchannel ::;pectral selectivity at the receiver. The poor spectral 

containment of the subchannels at the transmitter makes it quite awkward to design 

schemes that have to satisfy the egre::;~ standards. For example. the ITU-T specific::; 

that the power ::;pectral density (PSD) of DSL transmitters has to be below a certain 

level in the amateur (HAM) radio bands [15,25]. The HAM radio band::; are rather 

narrow, but, since the ::;ubchannel sidclobes in DMT transmitters are large and de­

cay slowly, in order to satisfy the egre::;s standards a large number of subchannels 

have to he turned off. The poor spectral containment at the transmitter also gener­

ates a significant amount of near-end crosstalk (NEXT). which i::; one of the harmful 

sources of interference in DSL channels. At the receiver side, the large sidclobetl of 

the sub channel spectra make DMT and OFDM systems susceptible to both NEXT 

and narrowband interference, tluch as the radio frequency interference (RFI) emerging 

from amplitude modulation (A~I'1) broadcast and HAM radio ::;ignab. Indeed, since 

the sidelobes of the subchannel::; spectra are large and roll off slowly. a narrowband 

interference can impact a large number of tlubchanncls. Moreover. becautle of the 

poor tlubchannel spectral characteristics of OFDM transceivers, imperfections such 

as a frequency offset between the local oscillators at the transmitter and receiver, 

phase noise. and Doppler spread (in mobile transceivers) can result in large amount::; 
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of intersubchallnd interference (ICI) among the subchannels. 

The shortcomings of DMT and OFDM schemes mentioned above reduce the 

achievable bit rate of these systems. Finding methods to mitigate these problems 

has been the subject of research and study by a number of researchers in the re­

cent years, and several approaches have been considered to improve the performance 

of these systems. Those approaches can be categorized into two main groups. In 

one category, multi-carrier schemes that have better spectral characteristics at the 

transmitter and receiver than DMT and OFDM have been proposed. One of such 

schemes is the filtered multitone (F~IT) modulation [26], which offers a high level of 

subchannel spectral containment at the transmitter and a high level of spectral selec­

tivity at the receiver. In the second category, DMT and OFDM systems have been 

considered, but different techniques have been applied to improve their performance. 

These include techniques for improving the sub channel spectra at the transmitter or 

receiver, and also methods for combatting near-end crosstalk and echo. 

In the research reported in this thesis, different methods for improving the perfor­

mance of multi-carrier transceivers were investigated using the achievable bit rate as 

the performance measure. The thesis is outlined as follows. In Chapter 2, an overview 

of multi-carrier communication systems is presented. First, several multi-carrier 

schemes, including DMT, OFDM, FMT, and discrete wavelet multitone (DW~IT) [27] 

arc described and their points of strength and shortcomings arc compared. Then, we 

review different time domain equalizer (TEQ) methods that are used for impulse 

response shortening in multi-carrier communication systems. Among different TEQ 

methods, the minimum mean square error TEQ, which is the most widely used TEQ, 

is analyzed. Bit loading and power loading methods for DMT transceivers arc stud­

ied next, and the water-filling algorithm, which is the optimal loading method in 

the absence of 1ST and ICI, is presented. The established windowing techniques for 

DMT and OFDM systems are abo studied in Chapter 2. Windowing techniques can 
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be considered as some of the most efficient met.hods for improving the performance 

of DMT and OFDM transceivers, and several transmitter and receiver windowing 

methods arc described. While our results obtained in Chapters 3 and 4 arc valid for 

all communicat.ion environments, including wireless and wircline channels, in t.he nu­

merical examples that. will be presented in those chapters, we will consider a realistic 

model for the digit.al subscriber line (DSL) environment.. Therefore, in Chapt.er 2 an 

introduction to the fundamentals of DSL communicat.ion is provided. The DSL fun­

damentals section is followed by a brief outline of a cyclic suffix scheme for elimination 

of near-end crosst.alk in DSL systems. 

While most of the mat.erial present.ed in Chapt.er 2 is based on t.he results obtained 

by other researchers, Chapters 3 and 4 consist of the major contributions of this thesis. 

In Chapter 3, filtered multit.one (FMT) systems are considered. We quantify 

the inherent trade-off between the channel-independent measures of leI and lSI in 

FMT syskms B-nd propose an efficient channel-independent design method for the 

prototype filter of the FMT t.ransceivers. We demonstrate the significant improvement 

thB-t is offered by this method. Moreover. using the insight gained from this design, 

we exphl,in the t.rade-off that. hB-s to be considered when choosing t.he appropriate 

number of subchallnels in the FMT systems. As was mentioned earlier, the achievable 

bit rate of multi-carrier systems depends on the distribution of the available power 

among the subchannels. While the water-filling algorithm provides t.he optimal power 

loading method for DMT and OFDM systems, the presence of non-negligible lSI 

in the outputs of the FMT sub channels renders water-filling suboptimal for FtvIT 

applications. We propose an iterative power loading algorithm for FMT systems 

that incorporates the effects of lSI. Vole demonstrate performance achievements of the 

proposed prototype filter design and the proposed power loading algorithm using our 

numerical results which are obtained for a realistic model for the DSL environment.. 

In Chapter 4, we consider a general filter bank structure that can model DMT 

10 
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and OFD1I systems, as well as FMT and DWMT systems. We derive the channel­

independent necessary and sufficient conditions for this filter bank transceiver to be 

free from lSI, and we propose a family of bi-windowed discrete multitone transceivers 

that provide improved subchannel spectral characteristics at both ends of the 

transceiver, without requiring the cyclic prefix to be longer than the order of the chan­

nel impulse response. The windows are designed in a channel-independent manner 

and they satisfy the lSI-free conditions. Moreover, we explain how the design allows 

the ICI to be controlled in such a way that it can be mitigated using a relatively 

simple minimum mean square error successive ICI canceller. We demonstrate the 

performance of the proposed bi-windowed DMT system through numerical analysis 

using a realistic model for the DSL environment, and we show that the achievable bit 

rate of the proposed system is significantly higher than that of the conventional DMT 

system and the established windowed DMT systems with receiver-only windowing. 

Finally, concluding remarks and suggestions for future work arc presented in Chap­

ter 5. 

11 



Chapter 2 

Overview of multi-carrier 

communication systems 

In this chapter, an overview of multi-carrier communication sy::;tems is presented, in 

which the established multi-carrier modulation scheme::; are described and compared 

to each other. In addition, several algorithms and techniques specific to multi-carrier 

communication systems are studied. These include the time domain equalizers (TEQ) 

that are used for channel impulse response ::;hortening; loading algorithms that are 

used for assigning the appropriate number of bits and appropriate amount of power 

to different sub channels; windowing techniques that are used to improve the ::;pectral 

characteri::;tics of transmitter or receiver subchanncl spectra; and other technique::; 

as::;ociatcd with multi-carrier communication systems. 

12 
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2.1 Major multi-carrier modulation schemes 

The most prominent members of the class of multi-carrier modulation schemes arc 

discrete multitone (DMT). orthogonal frequency division multiplexing (OFDlvI). fil­

tered multitone (Fl'dT), and discrete wavelet multitone (DWMT) [28-34]. In this 

section, these schemes are described and analyzed. We start the section by describing 

a general filter bank transceiver which, as will be seen later in this section, can model 

each of these schemes. In addition, in Chapter 4 a new windowed DMT system is pro­

posed which has the same general structure as in the filter bank transceiver described 

in this section. 

2.1.1 General filter bank transceiver 

Figure 2.1 shows a filter bank transceiver with AI subchannels, where .T,[n] and yz[n], 

i = 0,1, ... ,AI - 1, denote the input and output symbols of the 7th sub channel at 

instant n, respectively. In this system, sequences of complex-valued symbols chosen 

from not necessarily identical constellations arc input into the system at a symbol 

rate 1/T. 1 The inputs to the sub channels are first upsampled by a factor of N. 

and then filtered by the corresponding sub channel transmitter (pulse shaping) filters. 

In Figure 2.1, the impulse responses of the subchannel transmit filters are denoted 

by h,[n], 0 :::;: i :::;: 1II - 1. The out.puts of the sub channel transmit filters arc then 

added together. converted to an analog signal using a digital to analog converter 

at a sampling rate of 1/Ts = N /T. and transmitted through the communication 

channel. At the recmver, after analog to digital conversion of the received 8ignal. 

it is sent to AI branches corresponding to the Af subchanncls. In each branch. the 

received signal is first filtered by the corresponding sub channel receiver filter. denoted 

1 Although the size of constellation used for different subchannels is generally dIfferent. the con­
stellation family of choice is usually the quadrature amplitude modulation (QAM). 
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yo[n] 

N 

J') [II L---(f)---1,---"_d_n J __ ---.J~ 

!),\/ 1[n] 

Figure 2.1: M-subchanncl filter bank transceiver. 

in Figure 2.1 by g,[n], 0 ~ i ~ M - 1, and then it is downsamplcd by a factor of 

N. In Figure 2.1, e[n] denotes the impulse response of thl' equivalent discrete-time 

channel impulse response corresponding to the combination of the digital to analog 

converter, the analog channel, and the analog to digital converter. The additive noise 

in Figure 2.1 models all external additive noise and interferences. The filter bank 

transceiver of Figure 2.1 is called a critically sampled filter bank if N = JI.J, and is 

called an oversampled filter bank if N > AI. 

In the following, the relation between the sub channel inputs and outputs of the 

filter bank transceiver of Figure 2.1 is derived. By applying the time-domain equation 

for upsampling [351 and convolution of the transmitter filters, the digital signal to be 

transmitted, i.e., :1:T[n] in Figure 2.1, can be written as 

AJ-l oc' 

xT[n] = L L .1;,[k]h,[n - kN]. (2.1 ) 
1=0 k=-oo 

Therefore, assuming that the channel is of order L, i.e., 

(>[n] = 0., n ~ [0, L], (2.2) 

the received signaL :rR[n1 of Figure 2.1, is given by 

L AJ-l 00 

:l'R[n] = L ('[p] L L :1:,[k]II,[n - p - kN] + ([n]. (2.3) 
p=o ,=0 k=- no 

14 
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where ([n] represents the external additive noise and interference signals. The mth 

sub channel output, Ym [n], is obtail1f~d by filtering xR[nl by 9m[n] and downsampling 

by N. Therefore, Ym[n] is given by 

()CJ L JI.!-l ()CJ 

Yrn[n] = L 9m[f] L c[p] L L x,[k]h,[Nn - £ - p - kN] + um[n] (2.4) 
f=-x p=o ,=0 k=-oo 

where 'Um [n] represents the additive noise after being filtered by 9m [n] and downsam­

pled by factor N, that is, 

vm[n] = L 9m[k]([Nn - k] (2.5) 
k=-x 

The result in (2.4) can be equivalently written as 

1\1-1 

Ym[n] = L :1',[n] * qm,[n] + vm[n] (2.6) 
,=0 

,\1-1 00 

= L L :rdn - k]q,m[k] + 1'm[n], (2.7) 
,=0 k=-oo 

where * denotes the convolution operator, and 

(2.8) 

where 

(2.9) 

Notice that (2.4)-(2.9) represent the input-output formulas for the general filter bank 

transceiver of Figure 2.1. From (2.4), it can be seen that, in general, the output of each 

subchanncl at an instant n can depend on all subchanncl inputs at all time instants. 

Thus, in generaL at each subchanncl output, both intersubchannel interference (leI) 

and intrasubchannel intersymbol interference (lSI) are present. More specifically, if 

ko denotes the synchronization delay of the system, then. for subchanncl Tn, the term 

2:::k#o xm[n - k]qmm [k] in (2.7) is the lSI, and 2:::,#m 2:::k x,[n - k]qm,[k] is the leI. 
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Figure 2.2: The baf:lic D11T system with 1\/ sub channels and a cyclic prefix of length 
P = N - AI. 

2.1.2 DMT and OFDM transceivers 

Fig. 2.2 showf:l the basic DMT communication f:lystem. Recall from Chapter 1 that 

DMT and OFDtvI systems arc similar except that in OFDM systems a fixed number of 

bits and power is assigned to the sub channels while in DtvIT system different number 

of bits are assigned to different subchannels based on the signal to noise ratio (S:\R) 

of the suhchannel outputs at the receiver. Therefore, Fig. 2.2 modelf:l both D11T 

and OFDM systems. In the rest of this f:lcction we will use the term DMT for the 

sYf:ltem of Fig 2.2. In this system, sequences of complex-valued symbob chosen from 

lG 
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not necessarily identical conf:>tdlationf:> are input into the system at a symbol rate 

liT. The f:>ymbol J:;[n] denotes the input to the ith subchannel at inf:>tant n. In 

other words, at each inf:>tant n, a f:>ymbol block of size AI is input to the sYf:>tem. 

Therefore, we can refer to n as the block index. At the tranf:>mitter, an AI-point 

inverse Fourier tranf:>form (IFFT) is applied to the inputs, :1:, [n], i = 0, 1, ... , AI - 1. 

which resultf:> in XdnJ, k = 0, 1, .... M - 1. A cyclic prefix2 (CP) of length P is then 

added which produces uk[n], k = 0, 1, ... , N - 1, where N = AI + P. The ref:>ult i8 

transformed to a f:>erial f:>equenc:e using a parallel to serial converter (PIS), then it is 

converted to an analog signal using a digital to analog converter (D I A) at a sampling 

rate of 1/Ts = NIT, and the analog signal if:> trani:imitted over the communication 

channel. The received signal is transformed to a discrete-time sequence uf:>ing an 

analog to digital converter (AID), then ui:iing a f:>crial to parallel converter (SIP) it is 

transformed to the parallel form, the cyclic prefix is removed, and an A/-point fai:it 

Fourier transform (FFT) is applied. The relationship between inputs and outputs of 

thif:> sYf:>tcm is analyzed below. Notice that the equivalent of the cascade of the D I A. 

the analog channel impulse response, and the AID is denoted by the discrete-time 

channel impulse re~ponse c[·]. We assume that the discrete-time channel impulse 

responf:>e is of order L, specific:ally, we assume that 

c[k] = 0, k t/. [O,L] (2.10) 

The mOf:>t convenient way to analyz:e the DMT system of Fig. 2.2 is to use the 

matrix form [29]. Denoting the input block at instant n by the AI x 1 vector Xn we 

have 

(2.11) 

where the superscript T denotes the matrix transpose. After applying the AI-point 

2The structure of this cyclic prefix will bl' defined later in this section; sec (2.17) and (2_18). 
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IFFT, the !vJ x 1 vector Xn is obtained where 

(2.12) 

and 
!\f-l 

[ ] 1 ~ [] J~h )(, n = ;.;r D :Ck n co AI 

V At k=O 

(2.13) 

Equivalently, in matrix form, Xn can be computed from Xn as 

(2.U) 

wherc the superscript H denotes the matrix Hermitian (conjugate transpose) and F 

is the M-point FFT matrix (M x M) in which the (k, n)th entry is given by 

(2.15) 

(Since the FFT is an orthogonal transform, FFH = FHF = IAI' where IAI is the 

M x M identity matrix.) After applying the IFFT, a cyclic prefix of length P is 

added to the signal which results in the N x 1 vector U rll where N = M + P, 

Un = (uo[n]. udn] . ... ,uN-dn]) (2.16) 

and 

(2.17) 

where T is the N x M matrix defined as 

(2.18) 

which is a concatenation of the AI x AI identity matrix IAI and Icp which consists of 

the last P rows of 1M . In other words. the CP adder module adds the last P samples 

of the IFFT output to the beginning of the block. Specifically, 

(2.19) 
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Denoting the outputs of the serial to parallel converter at the receiver by the N x 1 

vector Zn, the combination of the parallel to serial conversion at the transmitter, the 

convolution performed by the channel impube response c[·], and the serial to parallel 

conversion at the receiver can be represented in the matrix form as [29] 

(2.20) 

where Co and C 1 are the N x N channel matrices defined as 

[CaLk = c[i - Ii] (2.21) 

and 

(2.22) 

and TJn represents the N x 1 vector of the additive noise, that is. 

(2.23) 

The removal of cyclic prefix at the receiver can be written in the matrix form as 

(2.24) 

where Y n is the AI x 1 vector representing the output of the CP removal module and 

is given by 

(2.2.5) 

and R is the AI x N CP removal matrix given by 

(2.26) 

where OMxP is the AI x P matrix with all entries equal to zero. Finally, the FFT 

transform at the receiver can be represented in the matrix form as 

Yn = FYn (2.27) 
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where F ii:i the FFT matrix defined in (2.15) and Yn is the AI x 1 output vector given 

by 

(2.28) 

Substituting (2.20) into (2.24) and the result into (2.27), it can be seen that 

(2.29) 

Referring to the structure of R defined in (2.26) and that of C 1 defined in (2.22), and 

recalling the non-zero interval of the channel impulse rei:iponi:ie given by (2.10), one 

can verify that if P :::> L, i.e., if the cyclic prefix length is at least equal to the order 

of the channel impulse re8ponse, we have RC1 = Ol\IxN. In that ca8e, (2.29) can be 

simplified to 

Y n = FRCo Un + FR11n (2.30) 

Substituting (2.14) into (2.17) and the result into (2.30), the following is obtained 

(2.31) 

It can be shown [29] that RCo T is a circulant matrix. Moreover, it is well known 

that a circulant matrix can be diagonalized by pre- and post-multiplication with FFT 

and IFFT matrice8. Specifically, it can be shown that [29] 

(2.32) 

where C(eJ"-') i8 the Fourier transform of e[k], i.e., C(eJ"-') = L~=o c[k]e-J"-'k. Substi­

tuting (2.32) into (2.31), we get 

(2.33) 

where i1n = FR11n' Since D is a diagonal matrix (defined in (2.32)), (2.33) can be 

equivalently written as 

(2.34) 
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where ii, [nl is the ith entry of TJ,,, and therefore 

(2.35) 

The formula in (2.34) defines the input-output relation for the ith subchanncl in 

the DMT system of Fig. 2.2. From (2.34) it can be seen that in the DMT system, 

the whole frequency-selective channel is divided into JI.J frequency-flat sub channds , 

where ::c,[nl, 1 = 0,1,··· ,AI - 1, arc the subchannel input sequences and lh[n], i = 

0,1,··· , l\! - 1, arc the subchannel output sequences, and C(eJ 1a-') is the (complex) 

gain of the l,th consequent frequency-fiat sub channel. From (2.34) one can sec that 

the output of the ith subchannel consists of two terms, a signal term and a noise term, 

where the signal term is equal to the transmitted symbol through that subchanncl, 

i.e., x,[n], multiplied by the Ith entry of the discrete Fourier transform (DFT) of the 

channel impulse response. Notice from (2.34) that the output of each subchanncl at 

a specific time instant, depends on the input signal of that sub channel at the same 

time instant, but there is no interference from other subchannels, i.e., no leI, and that 

there is no interference from the input sequence of that subchannel corresponding to 

other time instants, i.e., there is no lSI. Recall that this zero lSI and zero leI property 

of the DMT system was obtained under the assumption that the length of the cyclic 

prefix is larger than or equal to the order of the channel impulse response., i.e., P ;::: L. 

Since the subchannel outputs of the DMT system (when P ;::: L) arc free from lSI 

and leI, one-tap per sub channel equalization is sufficient for channel equalization. 

Specifically, from (2.34), it can be seen that for the ith subchanneL if C(eJ 1a- Z
) i= 0, 

the channel effect can be equalized by multiplying y,[n] by l/C(eJ 1a-'). This one­

tap per subchannel equalization in DMT systems is referred to as frequency-domain 

equalization (FEQ).3 If C(ej~;) = 0, no data should be transmitted on the ith 

3Since this equalization takes place after the FFT module, it is known as the frequency-domain 
equalizer (FEQ). This is in contrast to the time-domain equalization which takes place before FFT 
module. Time-domain equalizers are studied in Section 2.2. 
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subchannel, as the f(~ceiver will not be able to recover it. 

The architecture that was presented for the DMT system in Figure 2.2 represents 

an efficiently implement able structure for D:\IT system. In addition, in the litera­

ture this is the structure that is usually used to describe the DIvIT system. On the 

other hand, in t.he following it is shown that. the DMT syst.em of Figure 2.2 can be 

equivalently represented using the general filter bank transceiver of Figure 2.1. 

Consider the filter bank structure of Figure 2.1 with the parameters AI, N, and 

L being the same defined in the above diSCUSSIOn; that is, !vI is the number of sub­

channels and N = AI + P, where P is the cyclic prefix length. and L is the order of 

the channeL where it. is assumed that L :s: P. Moreover, assume the following DFT 

modulated structure for the transmit and receive filters 

and 

2" h,[n] = h[n]r:JMm , 

{
11m, rI E [-N. -1] 

h[n] = 
0, n tI- [-N. -1] 

{
11m, n E [1, AI] 

g[n] = 
0, n tJ- [1, AI] 

Substituting (2.36)-(2.39) into (2.4), one can verify that 

l\!-l L l\! 1 
Ym[n] = L x,[n] L c[p]e-J~;'P L MpJ~£(m-') + vm[n] 

,=0 p=O £=1 

all the other hand, 

Al { 1 1 'nl = I L __ ej~f(m-') = ' 
AI ° -L . £=1 , rn T '/ 

(2.36) 

(2.37) 

(2.38) 

(2.39) 

(2.40) 

(2A1) 

4Here. h[n] and g[n] are cho::;en so that the filter bank tran::;ceiver of Figure 2.1 models the D~IT 
system, Consequently, h[n] IS chosen to be a non-cau::;al filter in order to achieve an input-output 
equation for the filter bank model identical to that for the DMT system. 
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Therefore, 
L 

Ym[n] = xm[n] Le[p]e-J~;mp + um[n] (2.42) 
p=O 

which can be further simplified to 

(2.43) 

where C(eJW ) = L~=o e[p]e- JWP is the Fourier transform of e[n]. Comparing (2.43) 

with (2.34) it can seen that if vm[n] = i]m[nj, the DMT system of Figure 2.2 is 

equivalent to the filter bank transceiver of Figure 2.1 when (2.36)-(2.39) hold. In the 

following it is shown that 1 ,,,.[n] = 7Jm[n]. Recall thatvm[n] is given by (2.5). After 

substitution of (2.37) and (2.39), (2.5) simplifies to 

(2.44) 

all the other hand, from (2.35) 7Jm [ n] is given by 

l\f-l 

~ [ ] 1 ~ -J'hlmR [] T/m n = r,,;r L...J e M T/PH n 
vM £=0 

(2.45) 

Since n in 77dn] denotes the nth block transmission of size N, Tldn] in Figure 2.2 is 

related to ([.] in Figure 2.1 as 

T/~[n] = ([N(n - 1) + iJ, i = 0,1" .. ,N - 1 (2.46) 

Substituting (2.46) into (2.45) and defining k = -£ + AI will result in 

(2.47) 

comparing (2.47) with (2.44) it can be seen that vm[n] = 7J",[n]. 
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2.1.3 F]\1T transceivers 

DMT and OFDM are the most widely-used multi-carrier systems due to their rela­

tively low complexity. They have an efficient FFT-based structure (see Figure 2.2) 

which allows a cost-effective silicon implementation as a system on chip (SOC). even 

for large number of subchanncls. 1Ioreover, they enjoy very simple per subchannd 

equalization. as was explained in the previous section. Finally. the most attractive 

feature of DMT and OFDM is that these systems provide lSI-free and ICI-free out­

puts for any FIR channel with an order less than or equal to the length of the cyclic 

prefix used in those systems. 

That said, DMT (and OFDM) systems have some shortcomings. First, DMT re­

quires a cyclic prefix which is not smaller than the order of the channel. This reduces 

the bandwidth efficiency 5, especially when the channel impulse response is long. In 

such cases, insertion of the cyclic prefix would either impose a significant reduction of 

bandwidth efficiency or it would require the use of a very large number of subchannels. 

which in turn increases the complexity of the system. Another shortcoming of the 

DMT system is its poor spectral characteristics at the transmitter and receiver. It was 

mentioned in Section 2.1.2 that the DMT system can be equivalently modelled with 

a filter bank transceiver in which the transmitter pulse shaping filters and receiver 

filters of the subchanncls have rectangular time-domain impulse responses. Therefore. 

the frequency response of the transmit and receive filters of the sub channels arc sine 

functions. 6 It is well-known that the sinc function has large sidclobes which decay 

slowly. Consequently, the D:1\lT system suffers from poor subchalluel spectral con­

tainment at the transmitter and poor sub channel spectral selectivity at the receiver. 

The poor spectral characteristics of DMT and OFDM systems at the transmitter 

"The bandwidth efficiency is defined as the communicatlOn binary data rate divided by the used 
bandwidth. Denoting the binary data rate in units of bit per ~econd (bps) by r. and the translllis~ion 
bandwidth in units of Hz by B. the bandwidth efficiellcy is defined as r/ B (bps/Hz). 

6Thc sine function b defined as sinc(x) = bin,;::"l. 
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makes it quite awkward for these systems to meet some of the egress requirements set 

in the communication standards. Moreover, the poor spectral characteristics of DI\IT 

and OFDM systems at the receiver makes these systems susceptible to narrowband 

noise, near-end crosstalk, and imperfections, such as frequency offset between the 

local oscillators at the transmitter and receiver, phase noise and Doppler spread. 

Filtered multitone (FMT) [26] is an alternative multi-carrier communication 

scheme with somewhat different characteristics and tmde-offs than those of the D:"IT 

scheme. FMT is a filter bank transceiver in which the pulse shaping filter for each of 

the sub channels at the transmitter is a frequency-shifted version of a prototype filter 

and the receiver filter of each subchannel is the matched filter of the corresponding 

transmitter filter.7 In an FMT system, the prototype filter is designed so that a high 

level of sub channel spectral containment is achieved, and hence the leI is negligible 

compared to other noise and interference signals [26]. 

Recall the filter bank transceiver model in Figure 2.1. For that transceiver to 

model an FMT system, the impulse responr:;e of the sub channel filters at the trans­

mitter, h,[n], 0 ::=;t ::=; AI - 1, and that of the subchannel filters at the receiver, 9,[n], 

o :s: i :s: AI - 1, arc given as 

h, [n] = h [n]eJ ~\; '" (2,48) 

and 

g,[17] = h;[-17] (2.49) 

where h [n] is the impulse response of the prototype filter of the FI\IT system, and 

the r:;uperr:;cript * denotes the complex conjugate operator. Denoting the Fourier 

transforms of h,[n], h[n], and g,[n] by H,(e).J), H(eJW ), and G,(eJ.J), rer:;pectivcly, 

(2.48) and (2.49) arc translated into the frequency domain as 

(2.50) 

i A filter bank in which the branch filters arc frequency-shifted versions of a prototype filter is 
often called a DFT modulated filter bank [35]. 
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and 

(2.51) 

where 
2" . 

W t = AI? (2.52) 

As mentioned earlier, in an FMT transceiver, the prototype filter has to be designed 

in a way that a high level of subchannel spectral containment is achieved so that at 

the subchanncl outputs, ICI is negligible compared to other noise and interference 

signals [26]. 

Recall the filter bank structure of the FMT system in Figure 2.1. By upsampling 

each subchannel input by a factor of N in the time domain, the Fourier transform 

of the corresponding signal is shrunk by a factor of N. Let us denote the Fourier 

transform of xt[n] by Xt(eJW ). Since Xl(eJW ) is periodic in frequency with period 2", 

after upsampling by N, the consequent signal is periodic in frequency with period 

2" j N. In an ideal FMT system, H (eJW ) is an ideal lowpass filter with the passband 

W E [-"jM, "jM]. This is shown in Figure 2.3. With such a prototype filter, if we 

choose N = AI, since Hl(eJW ) is the frequency shifted version of H(eJW) by the amount 

of W 1 = ;~ i, the whole 2" bandwidth is divided into AI orthogonal subchanncls. 

With this ideal prototype filter, the receiver filter of the ith subchanneL GJ e)W), 

would filter out all other subchanllel signals and the signal corresponding to the ith 

subchannel would be passed through. In that case, because of the orthogonality of 

the subchanneb, there will be no intersubchanncl interference (ICI). Therefore, the 

equalization of each subchannel can be done independently, i.e., at the receiver, only 

per subchannd equalization will be required. Notice that since the ideal prototype 

filter has a frequency-fiat transfer function in the passband, no lSI will be imposed 

by the filter bank. The only lSI incurred on each subchanncl will be the lSI created 

by the portion of the channel that resides in the subchannel bandwidth. 
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Figure 2.3: Idcallowpass filter with a bandwidth 2Jr j AI. 

However, the ideal prototype filter of Figure 2.3 has an infinitely long impulse 

response and it is not realizable in practice. A practical FMT system has an FIR 

prototype filter, which inevitably, has a non-rectangular frequency response. Such a 

frequency response has two shortcomings. Firstly, it is not flat in the passband. and 

as a result some lSI is imposed to the sub channel outputs by the transmit and receive 

filters, in addition to the lSI created by the communication channel. Secondly, the 

energy of an FIR prototype filter in the stopband is not equal to zero, and this causes 

ICI. 

In order to allow per s11bchannel detection while using a prototype filter with a 

limited complexity, in the FMT systems over-sampled filter banks are usually l'm­

ployed. In an over-sampled filter bank, the up- and down-sampling factor is chosen 

to be larger than the number of subchannels, i.e., N > AI. This creates an excess 

bandwidth equal to 
. N 

Excess bandWIdth = Iv! - 1 (2.53) 

which provides a guard band for the subchanncl spectrum. While the excess band­

width reduces the bandwidth efficiency. it allows the possibility of suppressing the 

ICI when the prototype filter is appropriately designed. Notice from (2.50)-(2.52) 

that since there are M subchannels in the system, the bandwidth allocated to each 

subchanncl is equal to 2Jr j},;f. On the other hand, after upsampling the subchanncl 

inputs by a factur of N, the subchannel signals will have a bandwidth of 2Jr j N. which 
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is smaller than the available bandwidth of 27f /A1. This excess bandwidth makes it 

possible for the frequency rc:sponse of the prototype filter to have a smoother tran­

sition from the passband to the stopband. Recall that a sharper transition in the 

frequency response requires a longer impulse response in the time domain [36]. Thus, 

by allowing a non-zero excess bandwidth, it becomes possible to implement the filter 

bank with lower complexity. On the other hand, by introducing a nonzero excess 

bandwidth, a redundancy is introduced which reduces the bandwidth efficiency. The 

larger the excess bandwidth, the smaller the bandwidth efficiency. Thus an appropri­

ate value should be chosen for the excess bandwidth to keep a balance in the trade-off 

between the cost of implementation and the reduction in the bandwidth efficiency. 

Some typical values for the excess bandwidth in FMT systems arc 6.25%. and 12.5%. 

In an FMT system. the design of the prototype filter is a key design challenge. 

One of the contributions of this thesis is a new design method for the prototype filter 

of the FMT SystPlll that is based on the tracie-off between the lSI and leI caused by 

the filter bank. This is presented in Chapter 3; sec also [37.38]. 

Recall the input-output equation for the filter bank transceiver of Figure 2.1 given 

by (2.4). From that equation, it can be seen that for the mth subchanncl the output 

at an instant n depends on all sub channel inputs at all time instants. Thus, in general, 

at each subchanncl output. both ICI and lSI arc present. As was mentioned earlier, 

in an FMT system, the subchannel transmit and receive filters arc designed so that 

ICI is negligible. In order to get a better understanding about the mechanism of leI 

removal in FMT, we point out that the equivalent of (2.9) in the frequency domain 

is given by 

(2.54) 

where Cm,(t'J"') is the Fourier transform of cm,[n]. Recall from (2.50)-(2.52) that 

H,(eJuJ
) is shifted version of H(eJW ) by w, = i~~ and Gm(t'JuJ) is the shifted version 

of H*(t'JW) by 'Wm = m~~, and recall that the passband of H(eJW ) is defined as 
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-7r /11.1 < W < 7r / M. Therefore. if the energy of the prototype filter in its stopband i8 

small enough, the product of H,(eJW)Gm(eJW) is negligible unless i = Tn. In that case, 

from (2.54) it can be seen that Cm·,(eJ...J) will be negligible for m i- i, and thu8, in 

(2.6), among all the terms in the summation, only the term corresponding to i = TIl 

will be non-negligible. In that casc, (2.6) simplifies to 

(2.55) 

which implie8 that ICI will be negligible. That said, the convolution of :I'm [n 1 and 

qmm [n] in (2.55) implies the existence of lSI terms in the subchanncl output8. How­

ever, because of the sub channel transmit and receive filtering. only a bandwidth equal 

to 27r / AI of the channel is seen by each subchannel. Thus, if the number of subchan­

nels in large enough, the frequency 8electivity of the portion of the channel seen by 

each subchanncl will be much less than that of the whole channel, and the amount of 

lSI at the output of each subchanncl can be small. In Chapter 3, we will see that in 

order to maximize the achievable bit rate in FMT 8Y8tems, the prototype filter has 

to be designed so that at the same time that ICI is forced to be small, a balance i8 

obtained between the lSI and ICI imposed by the prototype filter. 

As an example, Figure 2.4 shows the frequency respon8e of a prototype filter for an 

FMT system with Al = 32 subchanncls, up- and down-sampling factor N = 36 (excess 

bandwidth 12.5%), and a length of 320 for the impulse response of the prototype 

filter. This prototype filter has been designed by the design method which will be 

presented in Chapter 3 and, as shown in that chapter, it provides an appropriate 

balance between the lSI and ICI created by the prototype filter. For comparison, the 

frequency response of an ideal prototype filter if:, also plotted in that figure. l\Ioreover, 

a sinc function, corresponding to a rectangular impulse response of length N = 36 

is also shown in Figure 2A. This corresponds to the transmitter prototype filter of 

a DMT system with M = 32 8ubchannels and a cyclic prefix of length P = 4. i.e .. 
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Figure 2.4: Frequency response of a typical prototype filter for an FMT system with 
AI = 32 sub channels and an excess bandwidth of 12.5%, i.e. N = 36 (hFl\'lT)' For 
comparison, the frequency response of the transmitter prototype filter in a D~IT 
system with the same number of subchannels and excess bandwidth is also shown 
(hDMT), as is the frequency response of an ideal prototype filter. 

transmission block size of N = A! + P = 36.8 

In Figure 2.4 the frequency response of the ideal prototype filter can be used 

as a reference to distinguish the passband and the stopband (see Figure 2.3). From 

Figure 2.4 looking at the frequency response of the FMT prototype filter it can be seen 

that the level of sidelobes in the stopband are more than 40 dB below the maximum 

level in the passband. In comparison, it can be seen that the transmitter prototype 

filter of a DMT system has very large sidelobes which decay slowly, and even its main 

lobe is not confined within the passband. 

8Recall from Sel'tion 2.1.2 that the DMT transceiver can bc modelled by the filter bank transceiver 
of Figure 2.1 in which thc transmitter filters have rectangular impulse responses of length N = /1.[+ P, 
and receiver filters have rectangular impulse responses of length A[. 
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The improved spectral characteristics of FMT compared to Dl\iIT provide a num­

ber of advantages for Fl\dT systems. Specifically, the small stopband energy of the 

prototype filter in the FMT transceivers, makes these systems robust to narrowband 

noise and interferences, such as the radio frequency interference (RFI) emerging from 

the amplitude modulation (AM) broadcast and amateur radio (HAM) signals in dig­

ital subscriber lines. Moreover, small stopband energy of the prototype filter of FMT 

systems, reduces the impact of ncar-end crosstalk (NEXT) in these systems. In some 

applications, such as in digital subscriber lines, NEXT is one of the very harmful types 

of noise and interference affecting the transmitted signal. In addition, the high level 

of sub channel spectral containment in the FMT systems makes FMT systems robust 

against other imperfections such as frequency offset between the local oscillators at 

the transmitter and receiver, phase noise, and Doppler spread. 

That said. FMT has a few shortcomings compared to DMT. Fir::;t of all, as can be 

seen from (2.55), some lSI is present at the subchannel outputs of an FMT system. 

Consequently, per-subchannel equalization is required. Typically, decision feedback 

equalizers (DFEs) are used for per-subchanllel equalization in FMT systems [26,37-

39]. Some other equalization approaches for the FMT system have been developed 

and studied in [40, 41]. A second shortcoming of the FMT system is that in order 

to obtain a negligihle level of leI, the length of the prototype filter has to be quite 

large, typically about ten times the number of subchannels [26,37]. In the example 

of Figure 2.4, AI = 32 and the impulse response of the prototype filter is of length 

320. Finally, although the Fl\IT system can be realized using an efficient FFT­

based polyphase implementation [26,35,42.43]' its implementation remains more 

complicated than that of DMT [26.28]. 
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2.1.4 DWMT transceivers 

Discrete wavelet multitone (DWMT) represents another family of multi-carrier com­

munication sy8tems [27]. The DWMT transceiver has the general filter bank struc­

ture of Figure 2. L and to allow an efficient polyphase-based implementation. its filter 

bank is u8ually a DFT modulated filter bank [27,35,43], a cosine-modulated filter 

bank [27,44,45]' or a binary tree structured filter bank [46,47]. In DWMT systems, 

in ordm to l1110w 11 large bl1ndwidth efficiency and efficient. implementation. criticl1lly-

sampled filter banks are used, i.e., AI = N [35,48]. 

The criterioll for the design of the prototype filters in DWMT systems is to achieve 

the perfect reconstruction condition [35,48] in the absence of channel distortion. 9 

Consider the filter bank transceiver of Figure 2.1 and recall that the relation between 

the sub channel outputs and subchanncl inputs is given by (2.4)-(2.9). To obtain a 

perfect reconstruction filter bank, it is assumed that the channel is ideal, i.e., 

e[n] = 8[71] (2.56) 

where 8[·] is the Kronecker delta function. The filter bank of Figure 2.1 is called a per­

fect reconstruction filter bank if, assuming the ideal channel of (2.56), the subchannel 

outputs are free from ICI and free from lSI. rrom (2.6), the perfect reconstruction 

condition call be written as 

(2.57) 

where (J is 11 non-zero constant. Using (2.7), (2.9), and (2.56), the perfect reconstruc­

tion condition in (2.57) cl1n be equivalently written as 

00 

L h,[k]gm[Nn - k] = ;38[m - i]8[n] (2.58) 
k=-oo 

9The perfect reconstruction condition is a well-known condition in the design of filter bank 
transceivers [48,49]. 
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In [27], matched filtering is llsed at the receiver. In that case, we have 

gdn] = h~l-n] (2.59) 

Even with the assumption of matched filtering at the receiver, the answer to (2.58) 

is not unique. This degree of freedom allows to design filters with different spectral 

characteristics. The prototype filter in DWMT system is usually designed so that the 

perfect reconstruction condition in (2.58) is satisfied and the stopband energy of the 

prototype filter is minimized [27]. 

Compared to DMT, DWMT system can provide improved sub channel spectral 

characteristics and lSI-free and ICI-free outputs for an ideal channel. However, when 

the channel is frequency-selective, the sub channels will no longer be orthogonal, and 

both lSI and ICI will appear in the subchanncl outputs. It has been proposed [27,50] 

that a time-domain equalizer be used at the receiver, right before the receiver filter 

bank, to shorten the impulse response of the channel, so that smaller values of lSI 

and ICI appear at the subchannel outputs. Yet, even with the use of TEQs, in 

practical broadband scenarios, e.g., in very high-speed digital subscriber line (VDSL) 

systems, a considerable amount of lSI and ICI can appear in the sub channel outputs 

of the DW~IT systems. Therefore, in a DWMT system, lSI and ICI terms have to 

be mitigated at the sub channel outputs. 

Unfortunately, there is no simple method for simultaneous mitigation of lSI and 

ICI in DWMT systems. In [27], in order to detect the transmitted symbol on the mth 

subchannel at instant 71, i.e., to detect Xm [71], a linear combination of the received 

signals from several sub channels at a number of time instants is considered, i.e., 

xm[n] = L ~ Am(j, k)ydj] (2.60) 
)ES kE!l(m) 

where Oem) denotes a set that contains the indices of the subchannels that interfere 

with the mth subchannel, and S is a set of time instants. Assuming that S includes 
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I!s indices and D(m) illduder:; I!\l indicer:;, to detect xm[n] ur:;ing (2.60), the outputs 

from fn sub channels are used, and for each of these subchannels, the outputs at f s 

instants are employed. The coefficients A.m(j, k) are chosen based on the minimum 

mean square error (MMSE) criterion [27]. Obviously, it can be seen that the detection 

process in DWMT system (e.g., using (2.60)) is a complex task. 

The DW1'vlT scheme has a number of attractive featurer:; which are summarized 

below. Firstly, DWMT scheme docs not employ redundancy; recall than in D\~lrvIT, 

critically-sampled filter banks arc used. In contrast, DMT ncwls redundancy in the 

form of cyclic extension and FMT needs redundancy in the form of redundant filter 

banks. Secondly, D~TMT provides improved spectral characteristics at both the trans­

mitter and receiver compared to DMT systems. The improved spectral characteristics 

of DWMT make it more robust againr:;t narrow band noise, near-end cror:;r:;talk. and 

imperfections such as frequency offset between the local oscillators at the transmitter 

and receiver, phase noise and Doppler spread. 

On the other hand, DWMT har:; a much higher complexity than DMT. The high 

complexity of DWMT arises because it requires a complex detector module that has 

to suppresr:; both lSI and ICI at the subchanncl outputs. Moreover, in order to have 

desirable spectral characteristics, the prototype filter in DWMT system har:; to be 

much longer than the prototype filters in the filter bank equivalent of a DMT systcm, 

typically about ten times the number of subchannels [27]. 

To comparc DWMT with FMT, we note that the r:;pectral containment obtained 

by FMT is stronger than that obtained by DWMT. On the other hand, F11T syr:;tems 

use oversampled filter banks which reduces their bandwidth efficiency in comparison 

with DWMT sy::-;tems. From the complexity point of view, for a given number of 

subchanncls, the typical length of the prototype filter used in FtvlT is similar to 

that used in DWMT system. However, in FMT systems, the ICI at the subchannel 

outputs is negligible and per-sub channel equalization is u::-;ed to remove the lSI. In 
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contrast, in DWMT system, a considerable amount of both leI and lSI is pre8cnt 

at the sub channel outputs and in order to suppress thcse interferences, a complex 

post-detection combining scheme which includes both intra-sub channel and crOS5-

subchanncl equalization has to be used, c.f.,(2.60). 

2.2 Time-domain equalizer (TEQ) schemes 

In Section 2.1.2 we observed that in a DMT (or OFDM) system if the cyclic prefix 

length is at least a::; long as the order of the channel impulse re8pon::;e the subchannel 

outputs will be lSI-free and leI-free. In some practical scenario::;, e.g., in digital 

sub::;criber lines, the channel length can be very large. In ::;uch 8ituations, a long 

cyclic prefix would be required to avoid lSI and leI. However, a large cyclic extension 

would either require the employment of a large number of subchannels, which would 

in turn result in high complexity, or it would impo::;e a large redundancy ratio, which 

would result in a low bandwidth efficiency. 

To avoid this problem, in the applications where the channel impulse respon::;e i::; 

too long, an equalizer is u8ed right after the analog to digital converter at the receiver. 

to shorten the impube re8ponse of the equivalent channel. This type of equalizer i::; 

called a time-domain equalizer (TEQ) [51-54]. If the cyclic prefix of the DMT ::;ystem 

is of length P, the role of the TEQ i::; to equalize the channel so that the impube 

respon8e of the combination of the channel and the TEQ i8 of length P + 1 or lcs::; 

(i.e., of order P or less). 

As was described in Section 2.1.3, in Fl\fT transceivers there is no constraint on 

the length of the channel impulse respOIlse. Therefore, FMT systems do not require a 

channel impulse respon8e shortening mechani::;m. On the other hand, we recall from 

Section 2.1.4 that in DWMT systems, when the channel is not ideal, regardle::;::; of 

the length of the chanllf~l impulse response, both lSI and leI will be present at the 
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subchanncl outputs, and a very high complexity post-detection scheme (c.f., (2.60)) 

is required to mitigate lSI and leI. Therefore, DWMT systems, in general, do not 

require channel impulse response shortening techniques.lO However, if the channel 

is shortened using a TEQ, the complexity of the post-detection scheme in DW:t\IT 

system can be reduced. In [27], the same type of TEQ used for DMT is used for 

DWMT to shorten the channel impulse response. In the rest of this section, TEQ 

scheme::> for DMT systems are reviewed. 

Several methods have been proposed for the design of time-domain equalizers in 

DMT sy::>tcms [51-60]. The most widely used TEQ is the minimum mean square error 

(MMSE) TEQ [54,56,60]' due to its good performance, comparatively low complexity. 

and straightforward design procedure. In [53] and [59] impulse response shortening 

methods based on bit rate maximization criterion have been proposed. However, 

those methods re::>ult in non-convex optimization prohlems for which complicated 

numerical methods arc required, e.g., using iterative numerical techniques [53,59]. 

Unfortunately, these methods do not guarantee a globally optimum solution. In [52], 

impulse reRponse shortening for the DMT transceiver is performed by an equalizer 

that ignores the additive noise and minimizes the lSI energy, where the lSI compo­

nents are defined as the coefficients of the impulse response of the camhi nation of the 

channel and the TEQ that do not lie in the interval [0, P], where P is the cyclic prefix 

length. Indeed, the TEQ of [52] can be considered as a zero-forcing TEQ [56]. Since 

the additive noise is not taken into consideration in the impulse re::>ponse shortening 

of [52], the consequent TEQ is suboptimal compared to the MMSE-TEQ. However, 

if the signal to noise ratio (SNR) at the receiver is large enough, the performance of 

the TEQ of [52] and the MMSE-TEQ will be similar [56]. 

In the following subsection, the details of the MMSE-TEQ design method are 

lOIn the DWMT system, if the' TEQ renuces the length of the equivalent channel to one, lSI and 
leI will be eliminated, but in that case, the TEQ wi!! be very complicated. 
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TEQ 

Figure 2.5: The discrete-time channel followed by the time-domain equalizer (TEQ). 

presented [54-56]. 

2.2.1 MMSE-TEQ 

Figure 2.5 shows a dbcrete-time channel with impulse response ern] and additive noise 

7/[n] , cascaded with a TEQ with impulse response q[n]. It is assumed that 

e[n] = 0, 71 ~ [O,L] (2.61) 

and 

q[n] = O. n tJ [0, Lq - 1] (2.62) 

The objective in the MMSE-TEQ design is to find a target impulse response 

(TIR), t[n] of length L t , i.e., 

t[n] = 0, n tJ [0, L t - 1]. (2.63) 

so that the mean-squared value of the difference between y[n] in Figure 2.5 and y[n] 

in Figure 2.6 is minimized. In other words, the objective is to find t[n] of length L t 

so that the mean-squared error, J, defined as 

J = Ele[llW = Ely[n] - y[nW 
L q -1 L,-l 2 

=E L q[k]z[n - k]- L t[k]:r[n - ~ - k] (2.64) 
k=O k=O 
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FiguH~ 2.G: Target equivalent channel. 

is minimized, where 6. denotes the equalizer delay [54.61] and E denotes the expected 

value operator. 

Assuming the joint wide sense stationary condition [62] for the input signal x[n] 

and the additive noise r'ln] in Figure 2.5, the MSE value in (2.64) can be written in 

the matrix form as 

(2.65) 

where the superscript H denotes the matrix Hermitian (conjugate transpose), and q 

and t arc the Lq x 1 and Lt x 1 vectors that consist of the impulse response coefficients 

of the TEQ and TIR as 

q = (q[O], (1[1],··· , q[Lq - l]l (2.G6) 

and 

t = (trO], t[l], ... , t[Lt - l]l (2.67) 

respectively, and R z , R;r, R~x' and R~z are correlation matrices of size Lq x [./q. 

[jt X Lh L t x Lq , and Lq x Jolt, respectively, which are defined as 

[Rx]m.k = T".rx[rn - k], 

[R~x]m.k = T"zx[m - k + ~j, 

[R;'z]m,k = T"xz[m - k -~], 

respectively, where T"ab['] denotes the correlation function defined as 

I"ab[k] = E{a[n + k]b*[n]} 
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where the superscript * denotes the complex conjugation. The MMSE-TEQ is ob­

tained when J in (2.65) is minimized. III order to find the l\IMSE solution, the 

orthogonality principle [62] can be used, i.e., the following must hold 

R{r[71]:::*[71- £]} = 0, W = 0,1"" ,[Jq-l (2.73) 

Substituting dn] from (2.64) into (2.73), the MMSE condition in (2.73) is simplified 

to 
Lq -1 Lt- 1 

L q[k]1~zz[e - k] = L t[kJ'rxz[( - k - t.], W = 0,1,'" ,Lq - 1 (2.74) 
k=O k=O 

which, can be written in the matrix form as 

(2.75) 

and thus 

R -- 1R fl t q = z :rz' (2.76) 

The result in (2.76) provides the MMSE-TEQ coefficipnts as It function of TIR coef­

ficients. By substituting (2.76) into (2.65), the MSE value is obtained as 

J H 'R Rfl R-1Rfl ) = t l :r - zx z :rz t (2.77) 

By defining R fl as 

(2.78) 

the MSE value in (2.77) can be written as J = tHRflt. The MMSE TIR function is 

thus the solution of the following optimization problem 

subject to tHt = 1 

(2.79a) 

(2.79b) 

where the constraint tHt = 1 has been added to avoid the trivial solution of t = O. 

The solution for this optimization problem is well-known [54,63,64], and is the unit­

norm eigenvector corresponding to the minimum eigenvalue of R fl. After the optimum 
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TIR is found (t in (2.79)), the optimum TEQ is found by substituting the optimum 

tin (2.76). 

We have used the MMSE-TEQ of this section to shorten the impulse response of 

the DSL channels in the numerical examples of Chapter 4. 

2.3 Bit and power loading 
. 
In multi-carrier 

transceivers 

In a multi-carrier transceiver, the symbols that are transmitted through different suo­

channels can be chosen from different constellations. Therefore. the number of bits 

assigned to different sub channels are, in general. different. ?-.Ioreover, the power as­

signed to each sub channel can vary for different sub channels. The process of assigning 

power and the number of bits to each subdmnncl is called loading. In a communi­

cation system with a given total transmission power, it is desirable to maximize the 

data rate at which a reliable communication can be achieved. Therefore, in a multi-

carrier tram;cciver, an appropriate loading method is one that would maximize the 

achievable bit rate. 

Consider a multi-carrier transceiver with Ai subchannels in which the noise on each 

subchanncl is Gaussian and is uncorrclated in time and across subchanneb. Based on 

Shannon's capacity formula [65], for the ith subchanncl, the maximum information 

transfer per dimension per channel use, or capacity, is equal to 

1 ( , 
r:, = '2log2 1 + SN~) bits/dimension/channel use (2.80) 

where SNR, is the signal to noise ratio at the ith subchanncl output. While (2.80) 

provides an upper bound on the data rate in bitb per dimension, in practice, for a 

given signaling, i.e., a given modulation and channel coding scheme, the number of 

bits per dimension that can be communicated with a given reliability through tht, ~th 
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sub channel is [15] 

1 ( SNR1) b, = "2 log2 1 + -r- bits/dimension/channel use (2.81 ) 

where r is the SNR gap which depends on the signaling scheme used for communi­

cation over thelth sub channel and on the desired bit error probability. The smaller 

the gap, the closer the data rate to the capacity. For example, the SNR gap for QA1I 

constellations (with no channel coding) at a bit error probability of 10-7 is equal to 

9.8 dB [15]. 

Since (2.81) provides the number of bits per dimension that can be communicated 

with a given reliability, for two-dimensional constellations, such as QA1I, the number 

of bits per channel usc that can be loaded on the ith sub channel is given by [15,26,66] 

( 
SNRz) {3z = log2 1 + -r- bits/channel use (2.82) 

Digital communication systems usually employ channel coding techniques to com­

bat the additive noise and interference signals [2, 15,67], and thereby, improve the 

achievable bit rate.l1 In that case, the coding gain should be considered in the bit 

loading formula in (2.82). Moreover, most communication standards mandate the 

consideration of an SNR margin [15]. An SNR margin is defined as the amount 

of the increase in the power of noise that should be tolerated by the system, while 

maintaining the desired reliability. While the effect of the coding gain and the SNR 

margin can be induded in r in (2.82) as r = rconstellation/rcode x rmargin' where "(code 

denotes the coding gain and rmargin denotes the SNR margin, some authors prefer to 

11 At the time this thesis if-> being written. most of the multi-carrier systems adopted by global 
standards use a combination of linear block codes. e.g., Reed Solomon code:,;, and trellis codes to 
provide a coding gain and thus improve the achievable bit rate [15.22]. On the othcr hand. 1110re 
advanced coding methods, such as turbo codes and low density parity check (LDPC) codes have 
been accepted as optional coding methods in some globally standardized systems [22J. or they arc 
candidate coding schemes for future generations of multi-carrier transceivers [68 70]. At a given bit 
error probability. turbo codes and LDPC codes provide larger roding gains compared to conventional 
linear block codes and convolutional codes. However. the incrt'ased coding gain in these scht'llles is 
achieved at the price of increased complexity and delay in the encoder and decoder. 
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emphasize on them by rewriting (2.82) as 

tll = 10g2 (1 + SNR"Ycode) 
r"Yrnargin 

(2.83) 

In this section, for simplicity, we use (2.82) and we assume any coding gain or SNR 

margin is included in the SNR gap r. In Chapters 3 and 4, we will use the form 

in (2.83) to emphasise on the values assumed for the coding gain, "Ycode, and SNR 

margin, "Yrnargin' 

In duplex multi-carrier communication systems, in order to reduce the impact 

of echo and near-end crosstalk (NEXT), duplexing is usually done by assigning a 

number of sub channels only for downstream communications and assigning the rest 

of the subchanncls only for upstream communications [15,21,26]. The achievable bit 

rate for downstream or upstream communicatioll is obtained by adding the number of 

bits per symbol interval, given by (2.82), over the sub channels corresponding to the 

downstream or upstream communications and multiplying the result by the symbol 

rate. Thus, the achievable bit rate for downstream or upstream communications is 

given by 

R - 1 ~l (1 SNR,) - TD og2 + -r-
'EA 

bits/second (2.84) 

where l/T is the symbol rate, and A denotes the set of subchannel indices used for 

the corresponding direction of transmission, i.e., downstream or upstream. 

2.3.1 Optimal power loading 

In multi-carrier transceivers, the total transmit power is normally constrained to a 

maximum value. An optimal power loading is one that maximizes the achievable 

bit rate for a given transmit power. Denoting the total transmit power for down­

stream (or upstream) communication by Ptota1 , and assuming that A denotes the set 

of subchannel indices used in that communication direction, and denoting the power 
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assigned to the ith subchanncl by P" using (2.84), the optimal power loading can he 

formulated as 

maXllluze L 10g2 (1 + S~R,) 
!l:A 

subject to L P, = Ptotal 

lEA 

P,~O, 'v'iEA 

(2.85a) 

(2.85h) 

(2.85c) 

When the sub channel outputs are lSI-free and ICI-free, as in a DMT system with a 

cyclic prefix at least as long as the order of the channel, the water-filling power loading 

algorithm provides the solution for the optimal power loading problem in (2.85) [9,15, 

66]. While that algorithm will be discussed in more detail below, it is worth noting 

that the optimal power loading formulation in (2.85) is with the assumption that the 

bit distribution given by (2.82) can be realized. However, generally, (2.82) results in 

a real number that may not be an integer. In practice, realization of bit distributions 

with arbitrary non-integer values can be complicated. A sub-optimal approach is to 

use the power distribution obtained from (2.82) and for each sub channel. round /J, 

given by (2.82) to the closest integer value. On the other hand, there have been a 

number of other solutions for discrete bit loading, e.g., see [15,66,71,72]. 

Water-filling power loading 

When there is no ICI and no lSI at the subchannel outputs, the SNR at the ith 

subchanncl output is equal to 

(2.86) 

where cr; denotes the noise power at the ith sub channel output and £, denotes the 

power loss over the ith subchannel. The water-filling algorithm is an iterative algo­

rithm for solving the optimal power loading problem in (2.85). The algorithm begins 
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by solving (2.85) in the absence of (2.85c), i.e., by solving the following optimization 

problem 

maximize ~ log2 ( 1 + are: r ) 

subject to L P z = Ptatal 

lEA 

(2.87a) 

(2.87b) 

The optimization problem in (2.87) is a convex optimization problem with a single 

equality constraint. Therefore, a closed-form solution can be found for it using the 

classical Lagrange multiplier method [73]. By applying that method, it can be shown 

that the optimal solution for (2.87) is the solution to the following set of linear 

equations 

L Pz = Ptatal 

lEA 

(2.88a) 

(2.88b) 

where v is the Lagrange multiplier. From (2.88) one can sec that for the subchanncls 

that (J~£k is larger, the assigned power, Pk • should be smaller. If we add the terms 

in (2.88a) for all k E .A and substitute 2:ZEA Pz with Ptatal from (2.88b), v can be 

computed as 

v = A~ (Ptatal + r L a~f!k) 
I kEA 

(2.89) 

where it has been assumed that the number of elements in .A is equal to MI. After 

computing v using (2.89), from (2.88a) it can be SPCll that the power assigned to each 

of the sub channels is 

(2.90) 

The power values obtained by (2.90) can be negative. This is because in (2.87) there 

is no constraint that Pk ;::: O. If one or more of the values computed for Pk • k E A 

arc negative, the equation with the largest aPk has to be eliminated from the set of 
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linear equations in (2.88a) and the corresponding Pk should be set to zero, and the 

equations in (2.89) and (2.90) have to be modified accordingly, and solved for th(' 

new set of power values. This iteration continues until no negative power occurs. 

2.4 Windowing for DMT transceivers 

As discm,sed in Section 2.1.2, the transmitter and receiver filters of the D1,IT filter 

bank have a rectangular shape in the time domain and their corresponding frequency 

responses are sinc functions. These filters have large sidelobes in the stopband and 

their stopband energy is relatively large. As a result, DMT systems suffer from poor 

spectral characteristics both at the transmitter and at the receiver. The poor sub­

channel spectral containment at the transmitter makes it difficult to design schemes 

that have to satisfy the egress standards, and the high level of subchannel spectral 

sidelobes at the transmitter makes DMT system susceptible to near-cnd crosstalk 

(NEXT). On the other hand, the poor subchauuel spectral selectivity of DMT system 

at the receiver, maker-; DMT system vulnerable to NEXT and narrowband interference 

signals. 

Windowing methods [25,74-80] can be considered as one of the most practical 

solutions for improving the spectral characteristics of the DMT system. Windowing 

schemes have the attractive feature that they allow for efficient FFT -based im pleIllell­

tation similar to that in conventional DMT scheme. rVIoreover. they can be designed 

in a channel-independent manner. In this section, a number of receiver and trans­

mitter windowing schemes for DMT systems are studied. One of the contributions of 

this thesis is a new windowing technique for DMT systems that will be presented in 

Chapter 4; see also [81]. 
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2.4.1 Nyquist windowing at the receIver 

In the DMT system, if the cyclic prefix length is greater than or equal to the order of 

the equivalent discrete-time channel, the subchanncl outputs will be lSI-free and ICI­

free. If the length of the cyclic prefix is larger than the order of the channel, the excess 

cyclic prefix can be employed to improve the sub channel spectral characteristics at the 

receiver, using the Nyquist windowing method [74-76]. In this section, the Nyquist 

windowing scheme is studied and it is shown how the extra cyclic prefix can be used 

to improve the sub channel spectral selectivity at the receiver while maintaining the 

lSI-free and rCI-free characteristics of the DMT system. 

Figure 2.7 bhows the DMT transceiver with Nyquist windowing at the receiver. 

Notice that this systf'm is similar to the conventional DMT system of Figure 2.2 

except that the cyclic prefix (CP) removal block is replaced by the windowing block 

in Figure 2.7. Recall from Section 2.1.2 that in the DMT system, for the nth received 

block, i.e., zk[n], k = 0.1.··· ,N - 1, the DMT receiver discards the first P samples 

and applies an M-point FFT on the result. Therefore, the subchannel outputs of the 

DMT system (with no windowing) can be written as 

1 M-L 2" , 

Yk[n] = ;,:-r '2: ZHP[n]e-JATk€ , k::-: 0, 1. ... ,M - 1 
v l\J £=0 

(2.91 ) 

It was observed in Section 2.1.2 that if the order of the channel impulse response. 

L, is less than or equal to the cyclic prefix length, i.e., if L ::; p, the combination 

of the cyclic prefix removal matrix at the receiver, the channel, and the cyclic prefix 

adder matrix at the transmitter, makes a circulant matrix which is diagonalized by 

the FFT and IFFT matrices, and therefore, (2.91) simplifies to12 

(2.92) 

where C( toJ"-') is the frequency response of the channel and fj represent.s the effect. of 

12 A detailed mathematical derivation of (2.91) was presented in Section 2.1.2. 
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Figure 2.7: DMT system with Nyquist windowing at the receiver. 
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the additive noise and interference signals of the channel at the subchanncls outputs. 

Comparing (2.91) and (2.92), we have that 

(2.93) 

Now consider the DMT system with Nyquist windowing at the receiver shown in 

Figure 2.7, where the cyclic prefix removal module of the conventional DMT system 

is replaced with the windowing module. In Nyquist receiver windowing, a windowing 

parameter H" is considered which satisfies the following constraint 

O<W:S;P-L (2.94) 

From (2.94) it is implied that the Nyquist windowing can be applied only if P > L, 

i.e., the cyclic prefix length if:> largc:r than the order of the equivalent discrete-time 

channel. In this section we assume that this is true. 

In the system of Figure 2.7, the windowing module at the receiver discards the 

first P - W samples of the received sample block (of size N) and applies a window, 

'Wk, to the other samples in the following manner 

(2.95) 

where the Nyquist window, Wk, is defined as 

1, W:S;k:S;AI-1 
(2.96) 

1 - rk-M, 1I1:S; k :s; Ai + W - 1 

0, k < a or k > AI + W - 1 

where rk is an arbitrary function defined on the interval k E [0, W - 1] and is chosen 

in accordance with the desired spectral characteristics. 
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After Nyquist windowing at the receiver. an M-point FFT is applied to Yk[nj. 

k = O. 1, ... ,M - 1, which results in the sub channel outputs 

(2.97) 

By substituting (2.95) into (2.97) we have that 

AJ-l AJ-l 

Ye[nj = ;.. L Wk+W zk+p[nje-J5ITfk + ;.. L WkHV-M zk+p_AJ[nle-J~~ek (2.98) 
V Ai k=O V M k=O 

Substituting (2.96) into (2.98) results in 

(2.99) 

Furthermore, (2.99) can be simplified to 

(2.100) 

By substituting (2.93) into (2.100), we have that 

(2.101) 

On the other hand, with the assumption that (2.9J) holds, we have 

L 

zdnj = L C[ijuk_,[nj + 'T7k[n] , P - tv s k s N - 1 (2.102) 
,=0 
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By substituting (2.102) into (2.101) the following is obtained 

l\I ~l 
2,,£ [ 1, 2n kf yp[n] =C(e7!J" )xp n] + ",e[n] + /i1 D ~/k+W_J\Ie-J!J" 

V III k=l\I~W 

(~C[i[(U',+r_u_,[n[ - uk+p-,[nil + 1Ik+p-u[n] - 1IHP[nl) (2.103) 

Because of the cyclic property of the transmitted signal (c.f. (2.17)), the term 

(Uk+p-l\I~t[nl - Uk+p-l[n]) in (2.103) is equal to zero. Thus, (2.103) simplifies to 

(2.104) 

Notice that in (2.104), the term C(eJ~f)x£[nl represents the desired signal and 

other terms represent the impact of the additive noise. From (2.104) it can be seen 

that by applying a Nyquist window at the receiver, as defined by (2.96) and (2.95), 

the lSI-free and ICI-free properties of the transceiver are maintained, at> long as the 

condition in (2.94) is satisfied. Therefore, similar to the DMT system with no win­

dowing, 1'£[n] can be recovered from yp[n] in (2.104), using a one-tap per-subchanncl 

equalizer. 

Notice that in order to satisfy (2.94), the cyclic prefix length needs to be longer 

than the order of the discrete-time channel. In this case, the excess cyclic prefix can 

be used for improving the spectral characteristics of the sub channels at the receiver, 

using the window defined in (2.96). Recall that rk in (2.96) is an arbitrary function 

defined on the interval k E [0. W - 1] which is chosen so that the desired spectral 

improvements are obtained for the subchannc1s spectra at the receiver. A typical 

application of Nyquist receiver windowing in DSL transceivers is described in the 

following example from [76]. 

Considel a DMT system with M = 512 subchallncls and a cyclic prefix of length 

P = 32 used in a communication channel of order L -= 24. Since P > L, the receiver 
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Nyquist windowing can be applied (see (2.94)). In order to extract the greatest 

advantage of the difference between the cyclic prefix length and the order of the 

channel, the maximum value for W is chosen, i.e., W = P - L = 8. Recall from the 

structure of the window given in (2.96) that rn is an arbitrary function. Some typical 

choices for the window, Uik, are raised cosine13 , trapezoidal, and piecewise constant 

window. Notice that when Wk is a raised cosine window, rk is part of a Hann window, 

when w/.; is a trapezoidal window, ~(k is a linear function, and when 'Wk is a piecewise' 

constant window, rk is a constant function. The '/k functions corresponding to the 

raised cosine, trapezoidaL and piecf~wise constant windows are plotted in Figure 2.8 

and are given by 

( 
1f(k+1)) ric =.5 1 - cos TV + 1 ' O::;k~W-1. 

k+1 
'V 0 <_ k ::; TV - 1, 
/k :c..: W + 1 ' 

and 

rk = .5, 0::; k ::; W - 1 

respectively [74-76]. Figure 2.9 shows the (magnitude) frequency response of the 

window Wk when it is a rectangular woindow corresponding to conventional Dl\IT, a 

raised cosine window, a trapezoidal window, or a piecewise constant window. 

In order to demonstrate a typical application of the Nyquist receiver windowing, 

in the following, we report some of the numerical results obtained by Redfern in [76]. 

Consider the DMT system of the above example, i.e., with Ai = 512 subchanncls and 

a cyclic prefix of length P = 32. Redfern [76] used a time-domain equalizer to shorten 

the DSL channel to length 25, i.e., order L = 24, and considered QA.r-..T constellations, 

a sampling rate of 2.208 MHz, 26-gauge twisted pair model for the channel, AWGN 

noise with power spectral density of -140 dBm/Hz, and an RFI model including 

13While in some publicationI' this may be rf'ferrf'd t.o as a "cosine roll-off" window. in tillS t.hf'sis 
we rder to this wmdow as a "raised cosine" window to comply with the terminology in [74]. 
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Window Achievable bit rate (Mbit / sec) Achievable bit rate (Mbit / sec) 
6-kft cable length 12-kft cable length 

None 9.947 1.469 
Piecewise constant 10.734 1.749 

Raised cosine 11.763 2.156 

Table 2.1: Achievable bit rates for the DMT system with no window, piecewise con­
stant window, and raised c08ine window for cable lengths of 6 kft and 12 kft 2.1. 

seven AM interference signals [76]. He considered a coding gain of 5 dB and an SNR 

margin of 6 dB. Table 2.1 shows the achievable bit rates obtained in [76] for the 

conventional DMT system (no windowing), and the windowed DMT sy8tem with the 

raised cosine window and the piecewise constant window of Figure 2.8. The results 

shown in Table 2.1 correspond to the achievable bit rates for a cable length of 6 kft 

and 12 kft. In both cases it can be seen that the achievable bit rate8 can be improved 

by windowing. The improvement in the achievable bit rates is due to the improved 

robustnE'8s against narrowband noise (RFI) offered by the windowing [76]. 

2.4.2 Transmitter windowing 

For DMT systems with applications in lSI channels, two windowing methods have 

been proposed for the improvement of the subchanncl spectral containment at the 

transmitter. A transmitter windowing method that requires extra cyclic prefix was 

proposed in [78]. In other word8, this method requires the cyclic prefix length to be 

larger than the order of the channel. When there is no extra cyclic prefix, windowing 

will require extra post-processing at the receiver. In [25,79,80], a windowing method 

that improves the subchannel spectral characteristics at the transmitter and docs not 

require extra cyclic prefix has been proposed, but requires extra processing at the 

receIver. 

In the first part of this section, we describe the transmitter windowing method with 

excess cyclic prefix [78]. In the second part of this section, we 8tudy the transmitter 
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windowing method for DMT systems without excess cyclic prefix [25,79,80]. 

Transmitter windowing using the extra cyclic prefix 

Consider the DMT transceiver in Figure 2.2 of Section 2.1.2. A transmitter window 

for this system is applied after the cyclic prefix is added. In this section we will 

use the same matrix formulation and notation as in Section 2.1.2. The transmitter 

windowing can be modelled by a diagonal matrix W defined as 

W - diag (wo, Wi,' .. ,V.'N-d (2.105) 

where Wk, k = 0,1"" ,N - 1 are the window coefficients. Figure 2.10 shows the 

DMT system with the transmitter windowing. The transmitter windowing method 

that is studied in this section requires the cyclic prefix length to be larger than the 

order of the channel. Therefore, in this section we assume that 

P-L>O (2.106) 

In the following, we study how the extra cyclic prefix can be exploited to improve the 

spectral characteristics of the subchanncls at the transmitter while maintaining the 

zero lSI and zero ICI properties of the DMT system. 

Recall from Section 2.1.2 that for the nth transmitted block of symbols, the sub­

channel outputs of the DMT system with no windowing are given by (2.30). A similar 

equation holds for the windowed DMT system of Figure 2.10 with a minor modifica­

tion to account for windowing. Considering the effect of the tramnnitter windowing. 

the transmitted block Un is related to the subchannel input vector Xn by 

Substituting (2.107) into (2.30), we obtain 

y n = FReo WTF H 
Xn + FR1Jn 

.55 

(2.107) 

(2.108) 
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Using the definition of the cyclic prefix adder matrix T defined by (2.18) in Sec­

tion 2.1.2, it can be shown that the product of Wand T is an N x AI matrix given 

by 

WT= 

o 
o 

0 

/Lip 

0 

0 

o 
o 

0 

0 

Wp+l 

0 

o U'o 0 

o 0 U'l 

o 0 0 

o 

o 

o 0 0 0 

o 0 0 0 

o 0 0 WN-l 

(2.109) 

In addition, using the definition of R given in (2.26) and that of Co givCll in (2.21), 

one can verify that the product of these two matrices, RCo, is the l\J x N matrix 

e[JJ] e[JJ -- 1] 

RCo = 
o c[JJ] 

o o 

e[O] 0 

e[l] e[O] 

o o 

o 

o 

dO] 

(2.110) 

where, as in Section 2.1.2, e[k] denotes the impulse response of the equivalent discrctc­

time channel. Recall frolll Section 2.1.2 that for the DMT system with no windowing 

(i.e., when W = IN), when the cyclic prefix length is larger than or equal to the order 

of the channel (P ;;::: L), the matrix RCoT is a circulant matrix and therefore it is 

diagonalized using the FFT and IFFT matrices. Now, for the windowed DIvIT system 

under discussion, by looking at WT in (2.108) and RCo in (2.110), one can see that if 

c[ P] = 0, the matrix RCo WT will not depend on Wo. Moreover, if r[ P] = r[ P --1] = 0, 

the matrix RCo WT will neither depend on Wo nor onwl. Similarly, if 

e[JJ] = e[JJ -- 1] = ... = c[L + 1] = 0, (2.111) 
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the matrix RCo WT will not include any of wo, WI,' .. ,WP-L-l' Thus, when P> L, 

the window coefficients Wk, k E [0, P - L - 1] can be chosen arbitrarily, without 

affecting the output values of the transceiver. On the other hand, if the rest of the 

window coefficients are chosen to be unity, i.e .. 

WA- = 1, V k E [P - L. N - 1]. (2.112) 

we will have RCo WT = RCo T, and therefore, RCa WT will be diagonalized using 

the FFT and IFFT matrices and the relationship between the subchannel outputs and 

subchannel inputs of the system will be identical to that for the DMT system with 

no windowing, which was given by (2.34). As a result, the sub channel outputs will 

be lSI-free and leI-free, and the sub channel equalization from the conventional D"f\IT 

can be used to recover the transmitted symbols. Although the subchannel outputs 

do not depend on 1/10, WI, ... ,1I1p-L-l, these coefficients do appear in the transmitted 

signal, Un, and they can be appropriately chosen to improve the subchanncl spectral 

characteristics at the transmitter. Notice, however, that the improvement in the 

spectral characteristics of the transmitter is obtained at the cost of a longer cyclic 

prefix. 

In the windowing technique that was described above it was assumed that the 

channel impulse response, e[k], can be non-zero only on the interval [0. L], and it was 

observed that ifthe cyclic prefix length, P, is larger than L, the first P - L coefficients 

of the window can be chosen arbitrarily which allows them to be chosen in a manner 

that the transmit subchannels spectra are improved. Now let's assume e[k] = 0, k tj. 

[L 1 • L2 ], where Ll > 0 and L2 - Ll = LY rvloreover, assume that P > L2 . As 

was described earlier, in this case, wo, WI, ... ,Wp-L 2- 1 can be chosen arbitrarily 

to improve the transmit subchannel spectra. Moreover, by looking at (2.109) and 

(2.110), it can be seen that since e[O] = e[l] = ... = e[Ll - 1] = 0, the window 

14For a given channel of order L. the condition of e[k] = 0, k rt [L 1 • L2], L2 - Ll = L, can be 
achieved by conti ide ring thp, appropriate amount of delay at the receiver. 
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Figure 2.11: Transmitter window. 

coefficients WN-l, WN-2' ... ,WN-Lr will have no effect in the matrix RCa WT, and 

thus, they too, can be chosen arbitrarily to improve the transmit subchanncl spectra. 

As long as Wk = 1, \;j k E [P - £2, N - £1 - 1], we have RCoWT = RCoT, and 

therefore the zero leI and zero lSI conditions of the conventional DlvIT system will 

be maintained. Indeed, while the midpoints of the window have a constant value, 

i.e., Wk = 1, \;j k E [P - £2, N - £1 - 1], if extra cyclic prefix is available, the extra 

cyclic prefix can be used to smoothen the transition of the window at both sides 

of the window. This is shown in Figure 2.11, where the first P - £2 and the last 

£1 coefficients of the window are chosen so that a smooth transition is obtained for 

the window (compared to the rectangular window in the conventional D:~/IT system). 

Notice, again, this is possible only when P > £2, i.e., when P > £ + £1, where £ + 1 

is the length of the channel. 

As a numerical example, assume an equivalent discrete-time channel e[k] where 

e[k] = 0, k rt [5,35], and consider a DMT transceiver with AI = 512 sub channels and 

a cyclic prefix of length P = 40. The raised cosine window given by 

I, 

5 (1 _ 7r(n+1)) . cos 6 ' 

5 (1 _ "7r(n-540)) . cos 6 ' 

0, 

5 ::; n ::; 546 

0::;n<5 

546 < n ::; 551 

otherwise 

(2.113) 

was used to improve the transmit subchanncl spectra. Figure 2.12 shows the trans­

mitter power spectral density of the system when subchannels 0, L ... ,49 arc used 
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and the rest of subchalllleis are turned off. The rr.sults are obtained assuming uncorre­

latcd subchannel inputs and uniform power distribution among the used subchannels. 

For comparison, the power spectral density of the DMT system with no windowing 

(rectangular windowing) is also shown in Figure 2.12. It can be seen that the out of 

band radiation is considerably decreased by windowing. 
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Figure 2.12: Power spectral density of transmitter output when the subchannels 0-49 
are used and the rest of sub channels are turned off. 

For reference, the (magnitide) frequency response of the raised cosine window of 

(2.113) along with that of the rectangular window of the conventional DMT are shown 

in Figure 2.13. 

Transmitter windowing with post.-processing at the receiver 

If no extra cyclic prefix is available, windowing at the transmitter requires extra pro­

cessing at the receiver in thp form of leI cancellation. In [25,79,80], a transmitter 
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Figure 2.13: Frequency response of the transmitter window, Wk. 

windowing method that improves the subchannel spectral containment at the trans­

mitter without using extra cyclic prefix and requires relatively simple post-processing 

at the receiver has been proposed. It was first H'alized by Cuypers et aZ. [25] that 

the post-processing will be channel-independent if the window itself possesses cyclic­

prefix property. In this section. the transmitter windowing method of [25, 79, 80] is 

studied. 

Recall Figure 2.2 in Section 2.1.2. In this section we will use the same notations 

a8 in Section 2.1 2. Similar to the previous section, the tran8mittcr windowing is 

applied after the cyclic prefix is added, and the window can be represented by the 

N x N diagonal matrix W, where 

(2.11cl) 

where 'Wk, k = 0,1, ... ,N -1, repre8ent the trall~mitter window coefficient8. In order 
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to ensure a cyclic structure for the transmitted signal, which is required for a reduced 

complexity ICI cancellation at the receiver [25,79,80], the window is constrained to 

satisfy the following cyclic prefix property 

11'k = 11'HiII. k = 0.1, .... P - 1 (2.115) 

Due to the cyclic property in (2.115), applying the window W after the cyclic prefix 

adding module in Figure 2.2, is equivalent to applying the window W before the 

module that adds the cyclic prefix, where the window W is the AI x Al diagonal 

matrix 

(2.116) 

where 

~'k = 11'HP, k = 0, 1. ... , AI - 1 (2.117) 

Recall that for the Dl'vIT system with no windowing, the vector of subchanncl 

outputs is given by (2.31). After applying the window of (2.116), the subchanncl 

outputs are given by 

(2.118) 

It is known [82] that the product of a diagonal matrix and the IFFT matrix can be 

written as the product of the IFFT matrix and a circulant matrix. Specifically, it can 

be shown that 

(2.119) 

where \[I is the AI x AI circulant matrix defined by 

(2.120) 
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and W, is the ith component of the IFFT of /.jIb i.e., 

(2.121) 

Substituting (2.119) into (2.118), we get 

(2.122) 

Recall from (2.32) in Section 2.1.2 that FRCoTFH = D, where D is the diagonal 

matrix defined in (2.32). Therefore, (2.122) simplifies to 

(2.123) 

The first step in the recovery of Xn from Yn is to apply the pcr-subchanncl one-tap 

equalization as in the DMT system with no windowing, i.e., by multiplying Yn by the 

matrix inverse of D, which we denote by D-1 , where D-1 is the M x 111 diagonal 

matrix defined as 

D =dla -- '" -1 . (1 1 1) 
g C(eJO ) ' C(eJff) ' , C(eJff (l\I-1)) 

(2.124) 

Multiplying both sides of (2.123) by D-1
, and denoting the result by Yn' we get 

(2.125) 

In order to recover Xn from Yn in (2.125), notice that from (2.119) we have W 

FWFH. Thus, the matrix inverse of W is given by 

(2.126) 

where A is the M x M matrix given by 

(2.127) 
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multiplying both sides of (2.125) by \[1-1 given in (2.126), we have 

(2.128) 

where 1] is the noise vector given by 

(2.129) 

Figure 2.14 shows the DMT system with the transmitter windowing method of this 

section. It can be seen from (2.128) that x" can be recovered with a relatively 

simple receiver. The simplicity of the receiver of thit:l system can be seen both from 

(2.128) and Figure 2.14. Indeed, comparing this system with the DMT system with 

no windowing, the extra processing required at the receiver consists of an AI-point 

IFFT, M scalar multiplications (captured by A), and an AI-point FFT, all of which 

can be dOIle efficiently. Recall that siIlce no extm cyclic prefix is used in this method, 

if this extra processing is not done, ICI will appear in the subchanncl outputs. Notice 

that the relatively simple FFT-based ICI cancellation of the system in this section 

becomes possible because of the cyclic-prefixed structure of the window, as defined 

in (2.115). On the other hand, the coefficientt:l 4J/r, k E [0,;1.[ - 1], can be chosen in 

a manner such that the spectral characteristics of the subchanncls at the transmitter 

are improved. In [79,80], the transmitter window with minimum stopband energy 

has been used, where the stopband energy of the window is defined as 

1 r27r
-"-" 

Esb = ~ IW(pJuJW dw 
211" Jw< 

(2.130) 

where W(eJW ) is the Fourier transform of thc window defined in (2.115) and w" is a 

parameter that has been considered for defining the stopband. From (2.130), it can 

be shown that 

(2.131) 

where 'ljJ is the AI x 1 vector 

(2.132) 
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Figure 2.14: Transmitter windowing in the D"fl.IT system without using extra cyclic 
prefix. The efficimt FFT-based leI cancellation is possible at the receiver due to the 
cyclic-prefixed structure of the window (see (2.115)). 

and Q is the N x N matrix defined as 

{

I _ u), 

[Q]"k= (11"( 'k) ) 
SIn l- w<: 

- 1I"(,-k) , 

i=k 
(2.133) 

The window coefficients in [79.80] are desiglled using the following optimization 

problem 

minimize 'ljJH Q'Ij; 
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Since Q is positive seIlli-definite, the solution for the optimization problem m 

(2.134) is the elgen vector corresponding to the smallest eigen value of Q. 

In order to evaluate the performance of the windowed DMT system of Figure 2.1~, 

Lin et al. [79] have considered two parameters. One parameter is the spectral leak­

age, p, which is defined as the ratio of the stopband energy (defined in (2.130)) of 

the optimal transmitter window obtained by (2.134) to the stopband energy of the 

rectangular window of DMT system with no windowing. The other parameter con­

sidered for the evaluation of this system is the SNR lo::;s, a. To define the SNR 10::;::;, 

Lin et al. [79] have considered the same transmission power in both the windowed 

and nonwindowed DMT systems, and have defined the SNR loss as the ratio of the 

total output noi::;e power in the windowed system to the total output noise power in 

the non-windowed DMT sy::;tem, where the total output noise power of the system of 

Figure 2.14 is defined as E(ijHij), where E denotes the expected value operator and 

ij is the output noise vector, as defined in (2.129). 

Consider a DMT system with Al = 512 ::;ubchanuels and a cyclic prefix of length 

p = 32. For these parmnetcrs and a few different values for the stopband parameter, 

ws , the optimal windows, which are obtained through the optimization problem in 

(2.134) are plotted in Figure 2.15. Figure 2.16 shows the spectral leakage, /3, and 

the SNR loss, 0: for the windowed ::;ystem with AI = 512 and P = 32. This figure 

is extracted from the numerical results in [79]. From this figure it can be seen that 

as Ws increases, the spectral leakage decreases, but the SNR loss increases. It is 

also seen that for all the shuwn Ws values, the SNR loss is larger than one and the 

spectral leakage is smaller than one. Therefore, it can be seen that although the 

windowed sy::;tem has le::;s spectral leakage than the DMT sy::;tem with no window, 

this improvement is achieved at. the price of an SNR loss. Moreover, in this windowing 

scheme, the smaller the spectral leakage, the larger the SNR loss. 

In order to further illustrate the reduction in spectral leakage achieved by the 
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Figure 2.16: Spectral l~akagc\l3, and SNR loss, 0:, as a function of ws , for the win­
dowed system with !II -== 512 and P = 32 [79]. 
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Figure 2.17: Transmitter output power spectral density (in dB) for the conven­
tional DMT system and the windowed DMT system obtained by (2.134) when 
W8 = 1.87f / 111 [79]. 

windowing schcme of this section, following numerical example is presented which is 

reported from the numerical results obtained in [79,80]. Figure 2 17 shows the power 

spectral density at the transmitter output for the conventional DMT system with no 

windowing and for the windowed DMT system with the window obtained by (2.134c) 

with uJs = 1.87f/M. The subchannels 38 to 99 and 111 to 255 arc used. while thc 

subchannels a to 37 and 100 to 110 are left blank (not used). It can be seen that the 

spectral leakage in the frequency bands in which the corrcf3ponding subchanncls arc 

off is considerably reduced by the transmitter windowing. Recall that, however, this 

reduction in the spectral leakage is obtained at the price of a loss in SNR. 
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2.5 DSL fundamentals 

In Chapters 3 and 4, the schemes proposed in this thesis for improving the achiev­

able bit rate in multi-carrier communication systems will be presented. vVhile those 

schemes are valid for applications in any communication environment, including wire­

less and wircline channels, the numerical examples that will be presented will consider 

realistic models for digital subscriber line (DSL) channels. In this section, the basic 

characteristics of DSL channels are studied and the practical challenges encountered 

in the design of transceivers for these channels are described. The background infor­

mation presented in this section will allow a more efficient exposition of the numerical 

examples in Chapters 3 and 4. 

DSL technology enables high data rate communications over telephone subscriber 

lines. Although telephone twisted wire pairs were originally deployed to carry voice 

signals with a bandwidth of less than 4 kHz, they are capable of carrying much broader 

bandwidths. In recent years, advances in silicon technology, digital communications 

engineering, and digital signal processing have made it possible to communicate over 

DSL lines outside the voiceband at data rates of several megabits per second. Several 

DSL standards have been established and are used by tens of millions of customers 

throughout the world [83]. These arc generally referred to as xDSL, and include hasic 

rate DSL (ISDN), high bit rate DSL (HDSL), asymmetric DSL (ADSL), and very 

high-speed DSL (VDSL) [84]. Among different DSL standards, ADSL is the one which 

is used most widely. In fact, according to the DSL Forum [17], ADSL is currently the 

most chosen broadband option in the world. ADSL is used for internet services and its 

newest standard version, ADSL2plus, is capable of providing services with maximum 

downstream and upstream rates of 24 Mbit/sec and 1 Mbit/sec, respectively [17]. On 

the other hand, in response to the increasing demand for services with even higher 

data rates, the VDSL standard ha~ been established with the potential maximum 
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Figure 2.18: Frequency response of the DSL channel for a cable length of { = 1 km. 

downstream and upstream data rates of 100 11bit/sec. In the rest of this section, the 

major characteristics of DSL channels are studied. 

The frequency response of a voice-grade unshielded twisted pair (UTP-3) is rea­

sonably accurately modelled by [26] 

(2.135) 

where j = yCI, f is the frequency in Hz, P is the length of the cable in meters, and 

the constant propagation delay has been ignored. Notice that the frequency response 

in (2.135) is a function of both frequency and the cable length. Figure 2.18 shows 

the magnitude response of a DSL channel for a cable length of P = 1 km. From this 

figure it can be seen that the DSL channel is highly frequency-selective. Figure 2.19 

shows the lllagnitude response of the DSL channel versus different cable lengths. at 

a fixed frequency of j = 1 MHz. From Figure 2.19 it can be seen how increasing the 

length of the cable increases the attenuation over the DSL channel. 
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Figure 2.19: Variation of the magnitude response of the DSL channel as a function 
of the cable length at the frequency f = 1 MHz. 

As can be :seen from (2.135) and Figure 2.18, the DSL channel i:s highly frcquency­

selective. Indeed, a major challenge in transceiver design for DSL channels is to 

overcome the lSI caused by these channels. Multi-carrier modulation :scheme:s have 

been consicieren as efficient methocis to overcome the lSI caused by this freqllency-

selectivity. On the other hand, in addition to the lSI, which is one of the major 

challenges in DSL transceiver design, there are a number of other noise and inter­

ference signals that have to be considered in the design of DSL transceivers. These 

include additive white Gaussian noi:se (AWGN), near-end crosstalk (NEXT), far-end 

crosstalk (FEXT), echo, narrowband noise, and impulse noise. 

Crosstalk noise in DSL channels is created among the wires in a cable binder 

because of the coupling of :signals from the data-carrying wires to each other. Fig­

ure 2.20 shows the two types of cro:sstalk in a typical DSL channel. Transceiver 1 at 

the central office (CO) is connected to Transceiver 2 at the customer end, which in 

the DSL terminology is often referred to as the customer premises equipment (CPE). 
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Similarly, Transceiver 3 is connected to Transceiver 4 via a wire pair, and it is as­

sumed that the two wire pairs are in the same cable bundle. Crosstalk, by definition, 

is the interference from one wire pair to another wire pair. If the signal transmitted 

by a transceiver at one end, interferes with the signal received by another transceiver 

at the same end, that interference is called near-end crosstalk (NEXT). If the signal 

transmitted by a transceiver at one end interferes with the signal received by another 

transceiver at the other end (other than the one targeted for the transmitted signal), 

it is called far-end crosstalk (FEXT). Crosstalk can be the most disturbing type of 

noise in twisted pair channels, and can considerably reduce the performance of the 

DSL transceivers if it is not suppressed or eliminated [15]. Based on the empirical 

studies in [1.5], the power spectral density (PSD) of NEXT and FEXT signals in a 

50-pair binder caused by n disturbers, all having the same power spectral density 

PSD(f), can be modelled as 

(2.136) 

and 

(2.137) 

respectively [15,26]. In (2.136) and (2.137), f is the frequency in Hz, e is the cable 

length in meter, and C(j27r f) is the frequency response of the DSL channel given by 

(2.135). Figure 2.21 depicts the coupling functions of NEXT and FEXT when n = 49 

and the cable length is f = 1 km. 

Another type of interference that affects DSL transceivers is narrowband radio 

frequency interference (RFI), which is mainly caused by AM broadcast and amateur 

(HAM) radio signals. In DSL terminology, radio frequency interference is also referred 

to as radio frequency (RF) ingress, or narrowband noise. Twisted pair phone lines 

make relatively good antennas for AM and HAM signals [15], and thus. these signals 

appear at DSL receivers. AM radio signals typically have a bandwidth of 10 kHz and 
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Figure 2.20: The two types of crosstalk, NEXT and FEXT, in a DSL system. 

.Frequency Differential mode power 
kHz dBm 
660 -60 
710 -30 
770 -70 
1050 -55 
1130 -30 
1190 -60 
1280 -55 
1330 -60 
1480 -70 
1600 -60 

Table 2.2: Model 1 radio noise of [85] for AM radio signals. 

are broadcast in the frequency band 560 kHz to 1.6 MHz. While many Afl.f radio 

signals are generally active in an urban area, ADSL and VDSL test specifications 

consider a 10-frequency model for AM radio noise [15,85]. Table 2.2 lists the frequency 

and power values for these AM signals [85]. Amateur radio signals, on the other 

hand, are transmitted in the frequC'llcy bands shown in Table 2.3 [15]. Amateur radio 

transmitters use a bandwidth of 2.5 kHz, and generally usc frequency shift keying 

(FSK) modulation. 

Impube noise is another type of interference that has to be considered in the 

design of DSL transceivers. Impulse noise is a nonstationary interference signal which 

74 



Ph.D. Thesis - Bahram Barna McMaster - Electrical & Computer Engineering 
--------------------------------------~----~~---= 

,---,---,---,---,---,---,----,---,---,--, 
-

20
1 

NEXT 
-40 

c:::l 
'\j 

d -60 

.9 ( --
+" 
U 
~ .... -80 
~ 

btl FEXT 

.S -a -100 
;:::l 
0 

U 
-120 

-140 
0 10 

j, MHz 

Figure 2.21: The coupling functions for NEXT aud FEXT for a cable length f = 1 km 
when there are n = 49 disturbers. 

is usually generated by electromagnetic-based systems in the vicinity of the phone 

lines [15]. For instance, in buildings, impulse noise could be created by the elevator 

electrical systems. turning on and off of the electric motors of refrigerators. washing 

and dryer machines, and also by the ringing of phones that share the same cable 

binder. Each of these noises is transient. Indeed, the impulse noise is considered to 

be a burst noise, and therefore, in ADSL and VDSL standards, a combination of error 

correction coding, such a8 Reed-Solomon codes, and interleaving is used to overcome 

the impact of impulse noise [16,86]. 

Another disturbing interference in DSL transceivers is echo. Each DSL transceiver 

sim1l1taneou81y transmits data in one direction, and receives data in the opp08ite 

direction. To avoid echo, DSL transceivers use hybrid circuits [15]. If the perfect 

impedance matching in the hybrid circuit i8 achieved, echo will be eliminated. In 

addition to hybrid circuits which arc generally analog circuits [15], DSL transceivers 

often usc digital echo cancellation schemes to suppress the residual echo which is 
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I Band lowest frequency Band highest frequency 
MHz MHz 
1.81 2.0 
3.5 4.0 
7.0 7.1 

10.1 10.15 
14.0 14.35 

18.068 18.168 
21 21.45 

24.89 24.99 
28.0 29.7 

Table 2.3: Amateur radio bands 

caused because of the imperfect impedance matching in phone line analog circuits. For 

instance, in [87], the authors have proposed a high-speed echo cancellation technique 

for DMT transceivers. 

2.6 Near-end crosstalk cancellation using cyclic 

suffix extension 

It was mentioned earlier that in DMT systems, ncar-end crosstalk (NEXT) is one of 

the most significant types of interference degrading the achievable bit rate of these 

systems. This is especially the case in DSL channels, where several twisted pair wires 

arc bound together in a single cable. 

While windowing methods can be employed to mitigate NEXT in D~IT 

transceivers, they do not completely eliminate NEXT. In this section, a NEXT can­

cellation method is studied which totally Pliminates NEXT. In this method, proposed 

by Sjoberg et al. in [88], in order to eliminate NEXT, in addition to a cyclic prefix 

with a length larger than or equal to the order of the channel, a cyclic suffix of an 

appropriate length is applied to the transmitted DMT signal. 
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Figure 2.22: A schematic diagram of the DSL transceivers and their connection via 
twisted pairs. Transceivers 1 and 3 at the central office (CO) are connected to the 
Transceivers 2 and 4 at the customer premises end (CPE), respectively. 

Figure 2.22 shows a schematic diagram of the transceivers of two users at the 

customer premises end (CPE) connected to their corresponding transceivers at the 

central office (CO), in a typical DSL application [15]. Each pair of transceivers are 

connected using a twisted wire pair, and it is assumed that the twister pairs of the 

two users arc in the same cable. Consider Transceiver 3 at the CO side in Figure 2.22. 

The received signal at this transceiver will have three components. One component 

is the desired upstream signal transmitted by Transceiver 4 at the CPE side. An­

other component is the NEXT signal emerging from the downstream transmission 

by Transceiver 1 at the CO side, and the third component consists of other noise 

and interference signals. Notice that in multi-carrier systems, in general, in order to 

reduce the impact of NEXT and echo, distinct subchannels are used for downstream 

and upstream transmission. Yet, because of the high level of subchannel spectral 

sidelobes in DJ\,IT systems, NEXT can significantly degrade the performance of the 

system. In the rest of this section, it will be shown that if the transmitters arc syn­

chronized and a cyclic suffix of appropriate len~1h is added to the transmitted signal 

of each transmitter (in addition to the cyclic prefix of length at least equal to the 

order of the channel), NEXT will be eliminated [881. 
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Recall the basic DMT system of Figure 2.2 in Section 2.1.2. In the following, we 

consider the Same structure for the DMT transceiver, except the CP adder and CP 

removal modules will be different from those in the basic DMT system, as will be 

described later. Also, in this section, we will usc the same notation as in Section 2.1.2 

and the DMT system equations presented in Section 2.1.2 will be frequently used. 

In Figure 2.22, the upstream signal arriving at the receiver of Transceiver 3 goes 

through a larger delay than the NEXT signal arriving at that receiver. We denote 

this difference in the delays by.6... Denoting the nth upstream transmitted block of 

data transmitted by Tl'ansceiver 4 as Un (see Figure 2.2), and the nth downstream 

transmitted block of data transmitted by Transceiver 1 as v," because of the existence 

of a difference of .6.. in the delayti of the two pathti, when Un is received at Transceiver 

3, the NEXT signal that is received at that transceiver will be v~ which is an N x 1 

vector with I,:th entry 

(2.138) 

where vdn] is the kth entry of Vn- Denoting the impulse response of the upstream 

channel by e[k] and that of the NEXT channel by elk], using (2.20), the nth received 

symbol block can be written as 

(2.139) 

where Co and C 1 arc the N x N channel matrices defined in (2.21) and (2.22), 
- -

respectiVf~ly, corresponding to the upstream channel, Co and C 1 arc the channel 

matrices corresponding to the NEXT channel which are defined as 

[COJ"k = Crt - k], (2.140) 

and 

[<:\jz,k = e[N -I 2 - kj, (2.141) 
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and '"'In denotes the N x 1 vector which represents other noise and interference signals. 

Recall from (2.10) that e[k] = 0, k r:f. [0, L], where L is the order of the upstream 

channel. Denoting the order of the NEXT channel by L, we assume e[k] = 0, k f:­

[0, L]. Since the physical length of the NEXT channel is much shorter than that of 

the upstream channel, as a practical a8sumption, it is assumed that L < L. In order 

to eliminate NEXT, in addition to a cyclic prefix of length P (where P ;::: L), a cyclic 

suffix of length S is added to the transmitted signal. Therefore, the sy8tem equations 

of Section 2.1.2 have to be modified accordingly. First of all, each transmitted block of 

data is of size N where N = M + P + S. For the nth transmitted block of 8ymbols the 

cyclic prefix and suffix are created by multiplying the AI x 1 vector Xn in Figure 2.2 
~ -' 

by T, where T is an N x AI matrix given by 

( 

Iep ) 
T = 11\I 

Ies 

(2.142) 

where Iep and 11\I remain as they arc defined in Section 2.1.2 and Ies is the S x Al 

matrix consisting of the first. S rows of the identity matrix 11\I. The cyclic prefix and 

suffix are removed at the receiver by multiplying Zn (see Figure 2.2) by ii, where ii 
is the Ai x N matrix given by 

(2.143) 

Looking at R in (2.]43) and C I in (2.22), it can be seen that if P ;::: L, we have 

RC I = O. Moreover, by considering the definition of C\ in (2.141), since L < L, if 

P ;::: L, we also have RC I = O. Recall from Figure 2.2 that at the receiver, after 

the removal of cyclic prefix (and suffix), the FFT is applied. Thus, the vector of the 

subchannel outputs is given by 

Yn = FRzn (2.144) 

79 



Ph.D. Thesis - Bahram Borna McMaster - Electrical & Computer Engineering 

Substituting Zn from (2.139) and replacing RC I = 0 and ReI = 0 in the result, we 

get 

(2.145) 

Recall that 

(2.146) 

and 

(2.147) 

where Xn is the A1 x 1 subchannel input vector corresponding to the upstream trans­

mission, transmitted by Transceiver 4, and xn is the AJ x 1 subchannel input vec­

tor corresponding to the downstream transmission, transmitted by Transceiver 1. 

From (2.145) it can be seen that Yn consists of three components, the desired sig­

nal, the NEXT interference, and other noise and interference signals. The desired 

signal in (2.145) is equal to FRCoun which, ul:>ing (2.146), is equivalently given by 

FReo TFH X n . It can be shown that RCo T is a circulant matrix and thus it is 

diagonalized by FFT and IFFT matrices. Specifically, it can be shown that 15 

(2.148) 

where D is the diagonal matrix defined in (2.32). The NEXT term in (2.145) is equal 

to FRCov~. By looking at R in (2.143) and Co in (2.140), it can be seen that the 

last 8 columns of RCo are all-zero columns. Therefore, recalling the structure of v~ 

in (2.138), it can be seen that if 8 2 ,6.. in v~, the l&'3t ~ entries will not have any 

effect in the NEXT term, and consequently the orthogonality among the sub channels 

will be maintained. In order to further analyze the NEXT term, if we denote the nth 

subchanncl input vector of the downstream transmission of Transceiver 1 by X" and 

the resulting }vI x 1 vector after IFFT module by X n , the N x 1 vector v" will be 

15The proof is similar to that for the cOllventional DMT system. 

80 



Ph.D. Thesis - Bahram Barna McMaster - Electrical & Computer Engineering 

equal to v" = TXT" which using (2.142) can be written as 

Using (2.149) and recalling the structure of v~ from (2.138), it can be seen that 

v~ = (Xl\I-p+~[nj, ... ,Xl\I-l[n],Xo[nj, ... ,Xl\I-l[n],XO[n],'" ,Xs_1[n], ... )T 
(2.150) 

Notice that we assume S ~ ~ and therefore, as mentioned earlier, the last ~ entries 

of v n or v; will not have any effect in the result of RCov n and RCov~, respectively. 

Now, similar to the identity in (2.148), we know that FRCovn = .oxn , where 

(2.151) 

where C(eJW ) is the Fourirr transform of e[k]. Now, while noticing from comparison 

of (2.149) and (2.150), that each entry ofv~ is a shifted version of the corresponding 

entry of Vn by the amount of ~, recall that since X,[n] is the inverse discrete Fourier 

transform of xk[n], we have that "t+dn] is the inverse discrete Fourier transform of 

i;dn]eJ~F~. Thus, we have 

(2.152) 

where x~ is the M x 1 vector where its kth entry is 

(2.153) 

Substituting (2.152) and (2.148) into (2.145), we get 

~-~ ~ 

Yn = DXn + DXn + FR'Yn (2.154) 

Notice that Xn is the AI x 1 subchannel input vector of upstream transmission by 

Transceiver 4, and xn is the AI x 1 sub channel input vector of downstream trans­

mission by Transceiver 1 (the NEXT signal source in Figure 2.22). and x~ is related 
~ 

to xn as described by (2.153). From (2.154) it can be seen that since D and D 
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are diagonal matrices, if distinct ::mbchannels are u:sed for upstream and downstream 

transmissions, the downstream transmis:sion (NEXT signal) will have no interference 

with the upstream signal. Thus, NEXT will he totally elimmated. 

Notice that in a communication network, e.g., the DSL network, there are several 

transceivers which can be sources of NEXT for eachother. In order to eliminate 

NEXT, synchronization :should be provided among all the tramnllitters at both end:s 

(both at CO and CPE), and a cyclic suffix which is at least as long as the delay in 

the longest channel in the network has to be used. 

The cyclic suffix technique described in this section is a useful approach for remov­

ing near-end crosstalk, but the requirement of a cyclic suffix in this scheme reduces 

the bandwidth efficiency. In addition, a:s mentioned earlier, this technique requires 

synchronization among all transceivers that can impose NEXT on each other. The 

messaging required to achieve such a synchronization increases the complexity of the 

system and can further reduce the bandwidth efficiency. Therefore, thf' schf'mf's thRt 

mitigate NEXT via spectral containment and do not require a complicated synchro­

nization, such as FMT and windowed DMT schemes, remain attractive, and hence, 

they remain as the main focus of this thesis. 
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Chapter 3 

Efficient Design of FMT Systems 

In this chapter an efficient channel-independent design method for the prototype 

filter in the FMT filter bank is proposed. This method allows efficient evaluation of 

the inherent trade-off between the subchanuel spectral containment provided by the 

prototype filter and the intersymbol interference (lSI) that the filter generates. An 

appropriate operating point on this trade-off curve is then identified by computing the 

achievable bit rate for F:tvIT systems with prototype filters which lie on the curve. The 

numerical results indicate that careful exploration of the filter design trade-off results 

in a considerable gain in the achievable bit rate. Furthermore, the insight gained from 

this design can be transferred to the choice of the optimal number of subchanncls. 

Finally, since the presence of lSI in FMT subchanncls renders the conventional water­

filling power loading algorithm suboptimal. an efficient power loading algorithm for 

FMT that enables higher achievable bit rates is proposed. 
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3.1 Introduction 

In Chapter 2, the F?\1T schr;Il1C was ttuoied ·~\S a multi-carrier modulation scheme that 

offers improved spectral chamcter~[;t1cs COlll[)(wecl to D~lT. This makes F~'lT a poten­

tial candidate fur applications wherE n high If''. e1 of subchanllcl spectral containment 

is req11irco at the transmItter and a high level of subchanncl frequency selectivity is 

needed at thf: rE'ceivcr. An '.'x:mlple uf such application is DSL, in which it is re­

quired to mitigate narrowbaml ~loi~)e and llear-'mJ crosstalk (NEXT), and satisfy thc 

egress standards. Indeed, it h('l.8 be('n shown l}l3,t F'11T-based DSL system.; offer the 

potential for larger achievable bit rates thait DMT-ba..;;ed 1)SL systems [26]. 

In Section 2. L~, it was indicntco th;:t, the prvIT tr::lnsct'ivcr is implemented llsing a 

modulated filter bank suue:,nrc. Thc- prototype filter for this filter bank is a key design 

parametpl", aud some prelinjmtl) de-;ign method:;. have bel'll proposed [26,28,89,90].1 

In thit> chapter, we dev-olop a more comprehensive approach to the de8ign of prototype 

filter, in which we quantify ELIl ill!lerent trade-c,H betweell channel-independent lllea-

sures of inter:;.ymbol interference (1SI) and intcrsllbrhanncl interference (ICI) , and we 

demonstrate- the engineering In'j~ght tlnt this method generates. Since our proposed 

prototype filter design lrll,th·'lc[ is >t chmncl-indcpcndcm approach, the subchanllels 

are synthesized in a ('haIlnd-·iHclfp~lltelit 1l1:I!lltc'). This ftllow,.. a cost-efficient imple-

mentation of tbe proposed PvlT frter bemk. TLe proposed filter design approach 

begins with the ch:riY<ltinn ,){ rl83:,g,n crite!"iu v'kcb J(,rlcl to lncrcascd subchanncl sig­

Dal to interference ;.md noise rf:lti.)t, (SlNRs) ill. !;hr: rccrl\'(:r. The design of the filter 

reqUIres a compromi::;e behV'eell LlJe:-;;~" ~riteria <md therefore t11ere is a trade-otf to 

be explored. III orele" t,o ("{pi, n'!' tlll., lradl~- (oA' '.n~ fonnaEy cast the dC'lign problem 
--_._---------------

ISomc filtCl hclnk j ransceivcr dl)~,lgn SChelllf'ti for time-varying frequency-sclcctiVl' 
fading wilt-let>,., dw.nnr;ls can be found in i91, 92], \vhich are based nn time-frequency 
localized pulse dmpil<g CillO ·!tlt'~riJlg de-sign. In \he~e SChCm(~b. the filter bank dcsig 
relics on the channel infol'mati'}lL and illll"', hJllptive schr:mcs for the t>ynthesis of 
their filter Llanks arc :'equired, w1:ich impos\'., :,igllificant impicmentation cUIllpkx:ity. 



Ph.D. Thesis - Bahram Barna McMaster - Electrical & Computer Engineering 

as an optimization problem. As we will show, the direct formulation of that opti­

mization problem is non-convex in the design variables and hence the exploration of 

the trade-off is hindered by the intricacies of dealing with the potential for locally 

optimal solutions. However, we will show that the design problem can be precisely 

transformed into a cor.vex optimization problem from which a globally optimal so­

lution can be found. The convex formulation allows us to efficiently compute the 

inherent trade-off between the competing design criteria. Further numerical analysis 

then allows us to determine points on the trade-off curve that provide a large achiev­

able bit rate. While the focus of our design examples will be on VDSL systems, FMT 

is also attracting attention as a candidate technology for certain wireless communi­

cation applications [39,93]. The design methods developed herein remain valid for 

those applications. 

To demonstrate the versatility of the proposed prototype filter design technique, 

we also use it to evaluate th(' trade-offs between lSI, leI, and transceiver complexity 

that arise when choosing the number of sub channels in an FMT system. These 

evaluations provide important guidelines for the design of FMT systems. 

As was explained in Section 2.l.3, one of the key differences between DMT flnd 

FMT systems is the high level of subchannel spectral containment provided by Fl\IT. 

However, this spectral containment is achieved at the cost of lSI within each sub­

channel. (The trade-off between these criteria is a key component of our design ap­

proach.) The presence of lSI means that the conventional water-filling power loading 

algorithms developed for DMT systems yield suboptimal results unless a relatively 

high complexity decir::.ion feedback equalizer (DFE) is used in each sub channel of the 

receiver. For applications in which only simple DFEs arc employed, we propose an 

efficient power loading algorithm that iteratively accounts for the residual lSI and 

hence enable8 higher achievable bit rates than conventional water-filling. 
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.rdn] 
Downstream , 
~ 

-------~-------

.C2[n] 

.T,u [n] 

Figure 3.1: An Ai-channel filtered multitone (FMT) communication system. We will 
focus on systems in which the detector incorporates a decision feedback equalizer 
(DFE). 

3.2 System description 

The block diagram of an Ai-channel FMT system in which the upstream and down­

stream sub channels are interleaved is shown in Figure 3.1. The filter bank is con­

structed from a single real finite impulse response (FIR) prototype filter with im­

pulse response h[n] and frequency response H(eJW ). The transmission filter for each 

subchanncl is a frequency-shifted version of the prototype filter and the first step 

performed by the receiver is matched filtering of each sub channel (the superscript 

* denotes complex conjugation). The separation between the centre frequencies of 

adjacent sub channels is cqual to 21T / M, where M is the number of subchanncls. For 

ease of exposition, in Figure 3.1 we have considered an equal number of subchan­

nels for upstream and downstream directions (symmetric communication) arranged 

in a "zipper-like" duplexing pattern [94]. However, the discussion in this thesis is 

applicable to other carrier arrangements as well (e.g., asymmetric communication). 

We now provide a brief review of the operation of this system in the downstream 

direction (the upstream direction is analogous). Sequcnces of complex-valued symbols 
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J:,[nl are ('110i'C:l, fre·m not IJe(,t,,;c;<."rllyil~entic(ll com:tdlations at the t>vmbol rate l/T. 

These symbols are ~hcn prC'c,;f)SC~ using all et-hciem FFT-Lased polyphase implemcll-

tatton [2G, 35. 95: c,j' the llp~':illlp;ing R Ilel tilterilig opcratior.,., illustrated in Fig 3.1. 

The transmit signal j" the11 brmcd by adding 2111 the filtered sequcncet; and applying 

digital to analog c()nversion (D/ A) at R Sd'[lll-lEng rate of l/T.., == N /T. This sig­

nal it> then transmitted aVe! the cballEd ("vitt i::r;pulse respom;e hAt)) that formt; 

the subscriber line. The receivEd SigllU.1 is samr:.)fC',l evpry Ts seconds and is passed 

through (an efficient in: pleill~Jlt.:ltion of) a bn.uk or subchanncl matched filters and 

then downsampled by a factor of N. Since t.he cumbined frequency responsc of the 

sub channel filters ane; the duuUtcl 13 not ne('(·,,~aril:v fiat over the bandwidth of the 

t>ubchannels, intcrs),lnbd intcrferencp (181) is j)rc::;cnt at the ::;ubchanllel outputs. In 

order to ITnLigat.p tlw dfl·l:7.S of ~,Lis ISJ \\it.h(>ip; incllrrl11h largt~ computationa.l cx-

pens(~, F'\1T schemes tYP!ci'lly illCOrpc.,rate :t symbr)]-Tatc decision feedback equalizer 

(DFE) into the detcc~ur in cueh subd~annd [26, :1a, 97]. We focus our attention on 

such systems in this dlap:cr. !\1though not shown in Flg:J.re 3.1, thermal noise is 

modelled as additive vv-hite Gaussian HoiSt; (AWGN) at the receiver input aud colored 

interference from other sou:'ccs is also considered at the receiver. The blocks marked 

by "H" in Figurn :U arc line hybrids [lG], which are used to provide isolation be­

twC'en the r"rant>rr:itter and ·~hc !l~ar-cIl(l receiwr dnd thereby suppress self-echo. The 

equiva.lent discrete-time chtwnt:l hlpnl",' ITsponsc for the concatenation of the D/A, 

the analog clWLllCl. and the A/D. is deEet.ecl by ~:n]_ 

The fumi::nncntal idea behind FTvlT ll;Ocl 1l1a1 iUll :8 sltbchaul1el spparation via fil-

tering. TIllS cllitbles efIec~i. v(~ d2tcctl,:'11 of the ~.lHll:~lT'it.t.l~d symbols using a pL'r-

~mbchallnd ddl:ctOl rathl'l tlEUl je·jet ddectior, III order t.o provide sufficient sub-

channel ::;eparatlOfl witli 1il1 Cft' ()f rC8.s0Yi3.bk complexity, redundant filter banks arc 

usually cmplt)yed: i.e, tv~ :> liJ. 1''11" ;csults j-l 3. digital analogue of conventiullal 

X.., ... / 
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frequency di vision multiple access techniques with guard bands. In the following sec­

tion, we derive design criteria for the prototype filter of the filter bank which measure 

the degree of subchanncl separation and the lSI induced by subchanncl filters. 

3.3 System analysis and filter design 

To simplify the analysis of the system of Figure 3.1 we assume that the input data 

sequences of different subchannels are uncorrelated and that the symbols for each 

input sequence are uncorrclated with r:ach other; i.e., 

(3.1 ) 

where E {-} denotes the statistical expectation operation, bTl is the Kronecker delta. 

and P, is the power of the ith input sequence X 2 [71,]. In the following analysis we 

will study the input-output equations for downstream communication. A similar 

analysis applies in the upstream case. For ease of exposition, the initial analysis 

in this section will be done in the absence of external noise/interference (induding 

AWGN of the analog channel, echo, NEXT, and FEXT). Thus, the output signal for 

each subchannel will include only components due to the desired symboL intersymbol 

interference (lSI), and intersubchannC'l interference (leI). Later, we will comment on 

the effects of external interference. 

Let A denote the set of carrier indices used for downstream communication. (In 

Figure 3.1, A = {l, 3.· .. ,Ji.J -l}.) For the mth subchannel at the receiver, m E: A. 

the signal at the input to the detector in Figure 3.1 depends on the downstream input 

sequences through the following equation 

Ym[n] = L:L',[n] 'I< j~m[nl . (3.2) 
lEA 

where 1 denotes the index of the subchannel at the transmitter, the symbol * denotes 
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convolution, and 

(3.3) 

where 

(3.4) 

h,[n] = h[n]eJuJ,n is the inverse Fourier transform of H(eJ(w-uJ,l), and for notational 

convenience we have allowed non-causal (matched) filtering at the receiver. For data 

symbols that satisfy (3.1), the power spectral density (PSD) of Ym[n] can be written 

as 

8 (pJuJ) = " P IF (pJW)12 Ym L 1- ml 

'EA 

= PmlFmm(eJW
) 12 + L P,lr'm,(eJW )!2, 

'EA 
''1m 

(3.5) 

(3.6) 

where Fm,(eJuJ ) is the Fourier transform of fm,[n]. In (3.6), the first term on the right 

hand side is the PSD of the matched filtered signal from the mth transmitter, i.e., 

the component of Syrn (eJuJ ) due to thc desired symbol and the lSI. The second term 

is the PSD of the signals from other downstream subchanncls at the rnth subchanncl 

output, i.e., the component of Sym (eJW ) due to leI. 

If we let SICI(eJuJ ) denote the PSD of leI. the power of leI can be written as 

(3.7) 

In Appendix A, we show that PreI can be bounded by 

(3.8) 

where PI = max'EA {P,}, Esh is the stopband energy of the prototype filter, 

(3.9) 
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Eh is the energy of the prototypr: filter, Eh = 2
J7r J~7r IH(eJvJW dw, and Up and [,'sb arc 

the maximum values of IH(ejvJ )I in the passband (w E (-1r/Al.1r/Al]). and stopband 

(u.J E [1rjM, 2Jr-JrjAl]), respectively. In (3.8), Uc is an upper bound for IC(eJW)I. \fw. 

The value of (3.8) is that it provides an upper bound on the power of the ICI 

in terms of standard characteristics of the prototype filter. A similar analysis can 

be performed for NEXT and echo, since both of these effects can be modelled in a 

similar way but with a different channel model replacing e[n]. Thus, corresponding 

upper bounds hold for the power of NEXT and echo. but with different models for 

e[n]. 

Another performance measure that we consider in filter design is lSI. From (3.2), 

we have that the power of the desired signal component at the input to the detector i::; 

Pmlfmm[d]i2, where the delay d is typically chosen to be d = argmaxn Ifmm[n]l. The 

power of the lSI component i::; 

PISI = Pm 2..: Ifmm[nW· (3.10) 
nopd 

In the FMT system of Figure 3.1, lSI is introduced both by the filter bank and the 

channel. To study the lSI which is introduced by the filter bank alone. we assume 

that the frequency response of the channel is ideal over the subchannel bandwidth. 

In that casc, the appropriate delay is d = 0 and the signal to lSI power ratio is 

Signal power 

lSI power 
(3.11) 

where the denominator is obtained by substituting (3.3) and (3.4) into (3.10). Com­

bining equations (3.8) and (3.11) we obtain the following design criteria for the pro­

totype filter of the filter bank in Figurf' 3.1: 

1. Small values of the stophand energy, Esb, the maximum stopband level. Usb, and 

the maximum passband level, Up, of the prototype filter will guarantee that the 

power of the ICI, NEXT and echo at the input to the detector are small. 
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2. When the eDergy of the prototype filter (Eh ) is normalized, small values of the 

lSI factor 2:n,n#o (2:k h[k]h[k - Nn])2, will guarantee that the power of lSI at 

the input to the detector is small. 

Therefore, a natural design problem for the prototype filter would be to minimize 

the stopband energy of the filter, subject to upper bounds on the stopband level, the 

passband level, and the lSI power when the filter energy is normalized. That is, 

minimize 
1 12

77:-7C/Af 

- IH(eJ"'Wdw 
271 7C /!If 

subject to IH(el"') I <:::: lsb, 
7f -<w<7f, M - -

IH(eJW)1 <:::: ip 'l/w, 

L (Lh[kJh[k-NnJ)2 <::::t~. 
n,11#O k 

L(h[k])2 = Eh , 

k 

(3.12a) 

(3.12b) 

(3.12c) 

(3.12d) 

(3.12e) 

where tsb, t p , and t~ arc positive leal numbers that constrain the stopband level, 

passband level and lSI power, respectively. In (3.12e), Eh is a positive real number 

to which the energy of the prototype filter is normalized. 

Unfortunately, thE' constraint in (3.12d) is not convex, and hence algorithms for 

solving (3.12) are complicated by the Heed to deal with the intricacies of potential local 

minima. However, by using the autocorrelation function of h[nJ as the design variable, 

the problem in (3.12) can be precisely transformed [96J into the following convex 

optimization problem which can be efficiently solved for a globally optimal solution. 

In order to state the convex problem explicitly, we let L denote the length of the 

prototype filter and rh[n] denote the autocorrelation function 'l"h [nJ = 2:£ h[f]h[-71+fJ. 

We also let Rh(eJW ) denote the Fourier transform of 1'h[71], and define b[O] = 1 - 1/ M 

and b[n] = -2/(1fn) sin(iTn/M), n = 1,2,'" , L -1. The problem in (3.12) can then 

be precisely transformed into the following CODvex optimization problem 
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L-1 

minimize Lrh[n]b[n] (3.13a) 
,,=0 

subject to R (e JuJ
) < e h - sb, 

7f 
(3.13b) -<w<7f, Ai - -

Rh(tJuJ
) ~ t;. \/w. (3.13c) 

t 2 
L ,.2[Nn] < ~. (3.13d) h - 2 
n?:l 

Th[O] = Eh . (3.13e) 

Rh(eJuJ
) 2: O. \/w. (3.13f) 

While the problem in (3.13) is convex, equations (3.13b), (3.13c) and (3.13f) gener­

ate an infinite number of constraints (equations (3.12b) and (3.12c) also generate an 

infinite number of constraints). These constraints can be approximated by discretiza­

tion or preci::>ely enforced using linear matrix inequalities [98]. Once formulated in 

one of those forms. the problem in (3.13) can be efficiently solved for the optimal 

Th[n] using general purpose implementations of interior point methods, such as [99]. 

We can then extract a corresponding h[ n] using standard spectral factorization tech­

niques [100.101].2 As we will demonstrate below, the convexity of the transformed 

optimization problem in (3.13) allows effective evaluation of the trade-off between 

subchannel separation and the lSI induced by the filter bank in an Fl\IT system. 

2While the application of the results in 196,98,101j has enabled us to transform the non-convex 
design formulation in (3.12) into the convex formulation in (3.13), the key contribution of the 
proposed prototype design lies in the derivation of the channel-independent design criteria for Fl\IT 
prototype filLer that appear in (3.12). In addition, (3.13) is only part of the prototype filter design 
procedure. In the numerical results section (Section 3.3.1) it is shown how the optimization problem 
(3.13) is used as part of the prototype filter design procedure in the FMT systems. 

92 



Ph.D. Thesis - Bahram Borna l\1cMaster - Electrical & Computer Engineering 

3.3.1 Numerical results for the filter design scheme 

In t.his section we present numerical results for an FMT system wit.h AI = 32 sub chan­

nels, an up/down-sampling factor of N = 36 (for an excess bandwidt.h of 12.5%), and 

a prot.otype filter of length L = 320. For different values of the lSI factor. t d , we found 

a prot.ot.ype filter with minimum stophand energy by solving t.he convex optimization 

problem in (3.13). The resulting inherent trade-off is shown in Figure 3.2, WhNC the 

normalized minimum stopband energy is plotted against. the normalized lSI fact.or 

ld/ Eh. (In order to focus on the trade-off between thc stopband energy ami t hc lSI 

factor, the maximum st.opband level, tsb, and the maximum passband level, ip , were 

chosen large enough so that these constraints were inactive.) Figure 3.2 represent.s 

t.he inherent trade-off in t.he sense that. no point below this curve is achievable with 

a length 320 filter. and points on the curve are achieved by solving (3.13). From this 

figure, it can be seen that. smaller values of the st.opband energy can be achieved at the 

price of imposing larger lSI Smaller values of stopband energy are desirable because 

they result in improved subchallnel isolation alld hence smaller values for the power 

of NEXT, leI, and echo at the receiver. On the ot.her hand, smaller values of t.he 

lSI factor, td. result. in less lSI. ~ow t.hat we have an efficient met.hod for computing 

this inherent t.rade-off. an important engineering design question is: At which point 

on this trade-off should the system operate? To provide an answer to this question. 

we will calculat.e the achievable bit rat.e for the system of Figure 3.1. An appropriate 

operat.ing point. on t.he trade-off curve would be t.he one that maximizes t.he achie\'able 

bit. rate. 

As described in Section 2.3. the number of bit.s per symbol interval that can be 

loaded on the ith subchannel is given by [15], [26] 

/:) I ( SINR, {COde) /J, = og2 1 + ~~---- , 
r {margin 

(3.14) 

where SINR, is the signal to noise plus interference rat.io of the lth subchannel at t.he 
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Figure 3.2: Trade-off curve for the normalized stopband energy against the normalized 
lSI factor of the prototype filter for an FMT system with M = 32 subchallllcls, 
up/down sampling factor N = 36. and a prototype filter of length 320. 
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Figure 3.3: Achievable bit rate versus normalized lSI factor of the prototype filter 
for an Fl'dT system with Ai = 32 subchannels, up/down sampling factor N = 36. a 
prototype filter of length 320, a sampling rate of 11 Msample/sec, and a cable length 
of 1 km. 
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input to the symbol detector embedded in the detector block3 in Figure 3.1; r denotes 

the SNR gap, which for QAM modulation at a symbol error prohability of 10-7 is 

about 9.8 dB [15]; I'code is the coding gain; and I'margin is the additional SNR margin 

which accounts for inaccuracies in the system model. For simplicity, we will assume 

that the coding gain is equal to the required additional margin in our example, i.e., 

I'code/l'margm = 1, but other values for this ratio can be easily incorporated. The 

achievable bit rate for assigned transmission is obtained by summing the values given 

by (3.14) over the assigned subchannels and then multiplying the result by the symbol 

rate l/T. For the downstream case we have 

R = ~ 2:;3,. 
,FA 

(3.15) 

We computed the achievable bit rates for the filters on tht' trade-off curve for a 

voice-grade unshielded twisted pair cable (UTP-3) model [26] for the DSL channel. 

Power spectral densities of NEXT and FEXT were computed based on the model 

for a 50-pair binder [15], [26], and the echo signal was deemed negligible compared 

to the other disturbances. The results were obtained for symmetric transmission 

with a sampling rate of 11 Msample/sec, a transmit signal power of 10 dBm, and 

an AWGN power spectral density equal to -140 dBm/Hz. The transmit power was 

uniformly distributed among all operating subchannels; i.e., no power was assigned 

to the sub channels that were not capable of carrying at least one bit per symbol 

interval.4 In each subchannel, symbol-spaced minimum mean square error (l\IMSE) 

decision feedback equalization was applied, with 20 taps in the feedforward section 

and 15 taps in the feedback section. The equalizer was assumed to be free of error 

propagation. (The performance obtained under this assumptioIl resembles that ob­

tained with the corresponding Tomlinson-Harashima precoding [103, p. 365] at the 

3 As mentioned earlicr, wc will focus on symbol rate decision feedback dctcctors in this chapter. 
4This is a simple powcr allocdtion schcme. vVhilc it is not optimal, in DMT systcms its perfor­

mance is close to that of the optimal schcme [102] at high SNRs. In Section 3.5 we will present a 
power allocation algorithm that, if' tailored to F1\,IT. 
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transmitter; see. e.g. [26, 10'!].) Figure 3.3 contains a plot of the achievable bit rate 

against the nurmalized lSI factor of the prototype filter for a cable length of 1 km. 

It is observed that the achievable bit rate varies substantially as the designed filter 

traverses the trade-off in Figure 3.2. For a given filter length and DFE structure, re­

ducing the normalized lSI factor td/ Eh reduces the impact of lSI on the achievable bit 

rate. However, this reduction in lSI comes at the price of an increase in the stopband 

energy of the prototype filter, which reflects a reduction in the subchanncl spectral 

containment and hence an increase in the impact of ICI and NEXT on the achievable 

bit rate. In contrast, allowing a larger normalized lSI factor enables the designer to 

achieve a smaller stopband energy and hence lower levels of ICI and NEXT, at the 

price of increased lSI. The position of maximum cl,{:;hievable bit rate all the trade-off 

curve is dependent on the DSL environment and the structure chosen for the DFE. 

However, that position can be found in a straightforward manner by traversing the 

trade-off curVE' that is efficiently generated by our design method. 

To explore this trend in more scenarios, achievable bit rates for cable lengths of 

600, 800, 1200, 1400, and 1600 meters were also computed (for different normali7,('d 

lSI factors). They are plotted together with that of the 1 km cable in Figure 3.4. 

I t can be seen that while the general trend is the same, there is a slight movement 

of the peak when the cable length changes. For the 600-meter cable, the peak has 

moved to smaller values of the lSI factor, id , and for the 1600··meter cable the peak 

has shifted marginally towards larger values of the lSI factor. The movement of the 

peak towards larger td values for longer cables is because the NEXT power at the 

receiver is iudependent of the cable length, whereas the signal itself suffers from a 

higher level of attenuation in longer cables. Thus, the signal to NEXT power ratio at 

the receiver is smaller for longer cables. Consequently, longer cables require greater 

spectral containment; i.e., smaller stopband energy for the prototype filter. From 

the inherent trade-off curve ill Figure 3.2 it is clear that in order to provide smal1er 
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Figure 3.4: Achievable bit rate versus normalized lSI factor of the prototype filter 
for different cable lengths. The FMT system has the characteristics of M = 32 
subchannels, up/down sampling factor N = 36, a prototype filter of length 320, and 
a sampling rate of 11 Msample/sec. 

stopband energy, the prototype filtel is forced to generate more lSI. Although the 

optimum level of spectral containment depends on the cable length, in our example 

it can be seen that choosing an average cable length (e.g .. 1 km), and picking the 

optimum filter for that cable length, provides close to optimum performance for a 

variety of cable lengths. 

As mentioned earlier, in the numerical example above a prototype filter length of 

ten times the number of sub channels was used. i.e., L = 10M = 320. While the design 

procedure is valid for ot.her filter lengths as welL the length of L = lOAf was used as it 

provides one of t.he appropriate choices for the length of the prototype filter [26,28]. 
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Recall that in the FMT system, sub channel separation is obtained via sub channel 

spectral containment. For this to happen, the yrototype filter length has to be much 

larger than the number of subchannels. If the prototype filter length is small, a 

larger amount of lSI must be imposed on the system in order to achieve sufficient 

subchannel separation, and therefore thc: achieveable bit rate of the system will be 

decreased. The longer the prototype filter the better the performance. However. 

longer prototype filters impo:-;e larger implementation complexitieb. and hence the 

choice of L = 10M as a reasonable trade-off. As an extreme case. if the length 

of the prototype filter is allowed to grow without bound, the ideal prototype filter 

(Figure 2.3 of Chapter 2) is approached. 

3.4 Number of sub channels 

In Section 3.3.1 we observed that in the FMT system there is a trade-off between lSI 

and the combination of ICI and crosstalk. In particular, we observed that the optimal 

prototype filter for the system was the one that achieved the best balance between 

these competing characteristics. III a similar way, the trade-off between lSI and leI 

also impacts the choice of the number of subchannels. If the number of subchanncls 

is small, the wide-bandwidth sub channels will expose the system to a high level of lSI 

generated by the variation of the frequency response of the channel over each band. 

On the other hand, as the number of subchannels grows, the spectral containment 

required from the prototype filter in order to keep ICI and crosstalk to a manageable 

Icvd increases. According to the tmde-off curve obtained in Section 3.3.1. the system 

will therefore suffer from an increasing amount of lSI generated by the prototype fil­

ter. As one might expect. the optimal choice for the number of subchannels requires 

a balance between these two sources of lSI, and in the following example we demon­

strate how the tools that were developed in Section 3.3 can be used to determine the 
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appropriate number of sub channels. 

We considered the FMT system in Figure 3.1 in which the prototype filter had 

a length L = 320, the channel model was that in Section 3.3.1 with a cable length 

of 1600 meters, and the MMSE DFE in each subchannel had 20 feedforward taps 

and 15 feedback taps. The redundancy of the filter bank is also fixed to 12.5%, 

I.e., N /111 = 1.125. By applying the design method of Sections 3.3 and 3.3.1 we 

found the optimum prototype filters (and their corresponding achievable bit rates) 

for a few different values of )1-/, the number of subchannpls. In order to comply with 

efficient structures for implementing the Fl\IT system we chose A! = 8, 16.32,64, 

and 128. Table 3.4 provides the maximum achievable bit rates versus the number 

of subchanneIs. As expected, the highest bit rate is achieved by using a moderate 

number of subchannels. In particular, it can be seen that for a fixed length for the 

prototype filter, increasing the number of subchannds does not necessarily improve 

the performance of the system. As stated above, this is because the high spectral 

containment required for large values of AI can only be achieved by a prototype filter 

which generates a substantial amount of lSI. 

Table 3.4: lvlaximum achievable bit rate ven-lUS the number of subchanncls for a cable 
length of 1600 meters. 

~:I I 

N I Maximum achievable bit rate 
I 

Mbit/scc I 
9 

I 
2.07 

16 18 4.89 

I 32 36 10.33 

I 64 72 8.96 
128 144 3.68 
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3.5 Power loading 

To compute the achievahle bit rates in Section 3.3.1, a simple loading algorithm was 

used: the total transmit power was uniformly distributed among the subchanncls that 

were capable of reliably transmitting at least one bit per symbol interval. Although 

that algorithm performs reasonably well, in this section we will present a loading 

algorithm that is tailored to the FMT system. We will compare the performance 

of this algorithm with that of the algorithm used in Section 3.3.1 and that of the 

conventional water-filling approach. For DMT systems it is well known [15] that 

water-filling provides the optimal power loading. However, as we will sec below, the 

existence of non-negligible lSI at the inputs to the detectors means that water-filling 

is not necessarily the optimal loading method in the FMT system. 

The conventional power loading problem is to maximize the achievable bit rate 

subject to a fixed transmit power, i.e., 

maxImIze "3 ~" 
lEA 

subject to L p. = Ptotal. 

'EA 

(3.16a) 

(3.16b) 

(3.16c) 

where 13, is given by (3.14) and A is the set of carrier indices used for communication. 

Recall that SINR, in (3.14) is the signal to interference plu8 noise ratio at the input 

to the symbol detector embedded in the deci8ion feed hack equalizer in the detector 

block for the ith 8ubchannel. Our numerical computations 8how that for the well­

designed prototype filters (e.g., the optimum filters found in Section 3.3.1) the leI 

power is negligible compared to the other noise and interferences. We emphasize that 

while the leI is negligible, the lSI can be quite large and cannot be ignored. With 
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the assumption of negligible leI, the SINR, can be expressed as 

(3.17) 

where ]" [n] is the sequence resulting from the convolution of jn [n] (which is described 

by (3.3) and (3.4)) with the impulse response of the feed-forward filter of the MlvISE 

decision feedback equalizer for the ith subchanneL and d, is the "cursor position" [103, 

p. 3601 of the DFE. Note that we have assumed that there is no error propagation in 

the DFE, and hence, that the lSI from the previously detected symbols is eliminated. 

The terms PA\"·GN" P NEXT" and P FEXT, represent the power of the AWGN, NEXT, 

and FEXT components of the received signal at the output of the feed-forward filter 

of the DFE of the ith sub channel. 

A key observation from (3.17) is that due to the non-negligible lSI term, both the 

numerator and denominator of SINR, depend on p,. Therefore, conventional watcr­

filling [15] does not provide the optimum power loading. In the subsections below we 

will develop a power loading algorithm that explicitly incorporates the lSI. Our nu­

merical results will show that the resulting algorithm can provide significantly higher 

achievable bit rates than those obtained by ignoring the lSI term and performing 

conventional water-filling. 

3.5.1 Power loading algorithm 

For the sake of notational simplicity, we re-write (3.17) as 

SINR, = p,a, 
P,b, +r, 
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where 

a, = IJn[d,]1 2 
. 

bt = L lj,t[k]1 2 
, 

k<d, 

Ci = PAWGN, + PNEXT, + PFEXT,. 

(3.19a) 

(3.19b) 

(3.19c) 

For a given set of feedforward filters in the DFEs, the terms at) btl and Ct arc constant, 

and hence the numerator of SINR, is linear in Pi and the denominator is affine. Since 

log(·) is concave, it can be shown that the objective function in (3.16a) is a sum of 

concave functions and is thus concave. Furthermore, the constraints in (3.16b) and 

(3.16c) arc linear. Therefore, for fixed a" b" and c, the problem in (3.16) is convex 

in the allocated powers, p"s, and can be efficiently solved (using, e.g .. interior point 

methods) to find the optimum sub channel power allocation. Once the subchanncl 

powers are found and allocated to the FMT subchanuels, the DFE coefficients have 

to be readjusted. When the DFE coefficients change, at) btl and Ci may change; c.f., 

(3.19). Thus, we propose the following iterative algorithm for power loading in an 

FMT system: 

1. Starting point: Distribute the total transmit power uniformly among all the 

available subchanneb. 

2. Calculate the DFE coefficients for each sub channel. 

3. Compute the power distribution by efficiently solving (3.16). 

4. Assess progress via the two-norm ofthe update to the vector of power allocations 

and return to step 2 unless progres8 is negligible. 
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Distribute the total transmit power 

uniformly among all the available 

subchannels 

Compute DFE coefficients 

Compute a(k), b(k), and c(k) 

(k) P 

a(k). b(k), c(k) 
~------------~--------------~ 

No 

Compute power distribution by 
efficiently solving (:).16) 

Yes 

Figure 3.5: The proposed power loading algorithm for the FIvIT system. 
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A flow diagram for this algorithm it:l provided in Figure 3.5, where 

ark) = [ark) ark) ... ark) 1 
1 ' 3' 'AI -1 , 

b (k) = [b(k) b(k) ... b(k) 1 
1 ' 3' . AI-1 ' 

(k) _ [,(k) ,(k) ... (k) 1 
C - C1 ,( 3' , r AI -1 ' 

P (k) _ [p(k) p(k) '" p(k) 1 
- 1 , 3' . AI -1 ' 

(3.20a) 

(3.20b) 

(3.20c) 

(3.20d) 

repret:lent t he vectors of the coefiicientt:l a" b" c" and P, at the kth iteration of the 

algorithm, 11.112 denotes the two-norm, and f denotes the stopping parameter. A 

typical valuc for c is 0.001. An important property of this iterative algorithm is that 

it is guaranteed to converge. 

Theorem 3.1 The algorithm of Figure 3.5 converges. 

Proof. The proof is available in Appendix B. 

3.5.2 Numerical results for the loading algorithm 

In this section we compare the performance of the following three loading schemes by 

computing the achievable bit rate for the FMT system when each of these schemes is 

used as the power loading method in the system. The three schemes are 

1. The power loading algorithm proposed in Figure 3.5; 

2. Uniform dit:ltribution of the transmit power among the subchanncls that are ca­

pable of carrying at least one bit information per symbol interval (thit:l technique 

was used in Section 3.3.1); 

3. Water-filling power loading in which the lSI component of the SINR is ignored. 

Figure 3.6 shows the achievable bit rates for the FMT system with parameters as 

in Section 3.3.1, for different cable lengths using each of the three loading schemes. 
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For the proposed loading algorithm, the stopping criterion was chosen to be f = 0.001, 

and for different cable lengths of Figure 3.6, it was observed that the proposed loading 

algorithm converged in four or five iterations. For this system, the MMSE-DFE on 

each sub channel had 20 taps in the feedforward filter and 8 taps in the feedback filter. 

It can be seen from the figure that the new loading scheme offers larger achievable bit 

rates than the other two schemes. The key factor in this rate gain is the appropriate 

treatment of lSI. To demonstrate this fact, in Figure 3.7 we provide the numerical 

results for the achievable bit rates in the same environment as in Figure 3.6 but with 

a stronger MMSE-DFE in each subchannel. This stronger DFE had 15 feedback taps 

rather than the 8 taps in Figure 3.6. This stronger DFE provides much greater lSI 

suppression, and hence tht:' difference between the achievable bit rates provided by the 

three loading schemes arc much smaller. However, the proposed algorithm continues 

to provide the highest achievable bit rates. (Observe that the greater lSI suppression 

provided by the stronger DFE results in each loading method achieving a higher bit 

rate than in Figure 3.6.) 

Figures 3.6 and 3.7 expose a trad(~-off bdween design and implementation com­

plexity. If the designer chooses a lower complexity receiver (i.e., fewer taps in the 

DFEs), then considerable achievable rate gains can be obtained by using the power 

loading algorithm developed in this section. On the other hand, if the designer chooses 

a higher complexity receiver, as we did in the examples of Sections 3.3.1 and 3.4, then 

a simple power loading algorithm will suffice. 
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Figure 3.6: Achievable bit rate versus cable length for the three loading schemes. The 
FMT system had the following characteristics: AI = 32, N -:-:: 36, prototype filter of 
length L = 320, and a sampling rate of 11 Msample/sec. DFE for the subchanncls 
had 20 taps in the feedforward section and 8 taps in the feedback section. 
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Figure 3.7: Achievable bit rate versus cable length for the three loading schemes. The 
FMT system had the following characteristics: AI = 32, N = 36, prototype filter of 
length L = 320, and a sampling rate of 11 Msample/sec. DFE for the sub channels 
had 20 taps in the feedforward section and 15 taps in the feedback section. 
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Chapter 4 

Bi-windowed discrete multitone 

transceiver design 

In Chapter 2 it was explained that while DMT systems are the most widely used 

multi-carrier transceivers due to their desirable properties and, especially their com­

paratively low complexity, they suffer from poor spectral characteristics. It was also 

mentioned in Section 2.4 that windowing techniques can be considered as one of the 

most practical methods for improving the spectral characteristics of DMT system. In 

this chapter, a family of bi-windowed DMT transceivers is proposed which improves 

both the subchannel spectral containment at the transmitter and the spectral selec­

tivity at the receiver. These systems have the attractive feature that they provide 

spectral shaping at both ends of the transceiver without requiring the cyclic prefix 

to be longer than the order of the channel impulse response. The windows are de­

signed in a channel independent manner and are constrained to produce sub channel 

outputs that are free from (intrasubchannel) intersymbol interference (lSI). Further­

more, the design allows the intersubchanl1f~1 interference (ICI) to be controlled in 

such a way that it can be mitigated using a relatively simple minimum mean square 

error (MMSE) successive interference cancellation scheme. Under a realistic model 
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for a digital subscriber line (DSL) environment, the achievable bit rate of the pro­

posed system is significantly higher than that of the conventional Dl'vIT system and 

some established windowed DJ\IT systems with receiver-only windowing. This perfor­

mance gain is a result of the capability of the proposed system to combat the ncar-end 

crosstalk (NEXT) at the transmitter and receiver and to mitigate the narrowband 

noise at the receiver, without the requirement of excess cyclic prefix. 

4.1 Introduction 

It was stated in Chapter 2 that among different classes of multi-carrier communication 

schemes, DMT and OFDM have attracted more attention, mainly due to their com­

paratively low complexity, and it was discussed that the (implicit) pulse shaping and 

receive filters in Dr-..IT and OFDM 1 systems are rectangular windows, and hence they 

suffer from rather poor spectral characteristics. The poor spectral containment at the 

transmitter can make it quite awkward to design schemes that arc required to satisfy 

certain egress standards, such as those related to the amateur radio (HAM) bands 

in very high speed digital subscriber line (VDSL) transceivers [15, 16]. This poor 

spectral containment also makes the system susceptible to performance loss caused 

by near-end crosstalk (NEXT). The poor spectral selectivity at the receiver makes 

the system susceptible to NEXT and to narrowband noise, such as radio frequency 

interference (RFI) emerging from Al'vI broadcast and HAM radio signals. Therefore, 

there is the potential for significant performance gains if one can improve both the 

subchannel spectral containment at the transmitter and the spectral selectivity at the 

receiver. 

Various schemes have been proposed to improve the spectral characteristics of 

1 For simplicity, we will use the t.erm DMT for the systems of interest, but the proposed designs 
apply equally well to OFDl\1. 
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Figure 4.1: AJ-subchannel filter bank communication system. 

DMT. These schemes involve different trade-offs between the redundancy of the trans­

mitted symbol stream, the complexity of the transmitter and receiver, and the amount 

of information about the channel (and the noise) that is required to synthesize the 

subchanncls. The approach that will be proposed herein will have the same trans­

mission redundancy as DMT, essentially the same transmitter complexity, and the 

synthesis of the sub channels will be independent of the channel (as in D MT). Conse­

quently, there will be a moderate increase in the complexity of the receiver, but we 

feel that the performance gains offered by the proposed design make this a compelling 

trade-off. 

A convenient framework for comparing the proposed trade-off with those (im­

plicitly) chosen in some other schemes is that of the filter bank transceiver in Fig­

ure 4.1, [27,28]. (Recall from Chapter 2 that DMT is a special case ofthis framework.) 

For this system, the interference components of the sub channel outputs can be clas­

sified as being either intersubchannel interference (ICI), which arises from symbols 

transmitted on other subchannels, or (intrasubchannel) intersymbol interference (lSI), 

which arises from other symbols transmitted on the same subchannel. In the follow­

ing discussion we will focus on schemes in which the subchannels are synthesized in 

a channel-independent manner. 
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As was studied in Chapter 2, DMT operates on a block-by-block basis, in the 

sense that the blocks of transmitted symbols generated by sub channel inputs at con­

secutive instants do not overlap. One approach to achieving better spectral properties 

than DMT is to allow the transmitter filters to be longer than N, and hence allow the 

transmitted blocks to overlap; e.g., DWMT [27] and FMT [26]. Recall from Chapter 2 

that in DWMT, the sub channels are synthesized using a "critically sampled" perfect 

reconstruction filter bank. This provides a considerable improvement in the spec­

tral properties at both transmitter and receiver without requiring redundancy in the 

transmitted symbol stream; i.e., N = M. However, the lack of redundancy in DWl\IT 

makes it sensitive to channel distortion. Indeed, when the channel is frequency selec­

tive, the high levels of lSI and ICI require the use of complicated equalization and ICI 

cancellation schemes. In contrast to DWMT, recall from Chapter 2 that the Fl\fT 

scheme retains the redundant DFT modulated filter bank structure of D1vIT. As was 

studied in Chapter 3, the prototype filter in the FMT filter bank can be designed in 

a channel-independent manner to provide excellent spectral properties and negligible 

ICI. However, recall from Chapters 2 and 3 that the FMT prototype filter is usually 

quite long-often of the order of ten times the number of subchanncls-which in­

creases the complexity of the transceiver. Furthermore, in order to achieve negligible 

ICI, some residual lSI is incurred, and hence significant per-subchannel equalization 

is required. Consequently, while FMT provides subchannels with desirable spectral 

properties and systems with large achievable rates, its implementation is significantly 

more complex than that of DMT. Therefore, multi-carrier communication systems 

with a complexity comparable to that of DMT, but with improved spectral char­

acteristics are of significant interest. Recall trom Chapter 2 that windowed DMT 

schemes represent category of such systems. Like FMT, these schemes can be viewed 

as redundant DFT modulated filter bank transceivers, but they typically have a 

shorter prototype filter. As was studied in Chapter 2, some of the windowed DMT 
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schemes involve windowing at the transmitter to reduce the out of band energy of 

the transmitter subchannel signals [25,77,78,80], while others involve windowing at 

the receiver to improve the robustness of the transmission scheme to narrowband 

interference [74-76]. As was discussed in Chapter 2, in most of these techniques, 

the design is contingent on the cyclic prefix being longer than the channel order, in 

order to avoid window-induced lSI and ICI. Unfortunately, this requirement reduces 

the spectral efficiency of the transmit.ted symbol stream. It was also discussed in 

Chapter 2 that there has been some progress in the design of transmitter or receiver 

windowed DMT schemes without the requirement of excess cyclic prefix [25,80], but 

these schemes only operate at one end of the transceiver, and additional processing 

in the form of equalization and leI cancellation is required at the receiver. 

A shortcoming of the existing channel-independent windowing methods is that 

they require excess redundancy, in the form of a cyclic prefix that must be longer 

than the order of the channel, and/or they arc designed to improve the sub channel 

spectrum only at one end of the transceiver. In this chapter, we propose a channel­

independent windowing method that improves both the sub channel spectral con­

tainment at the transmitter and the subchannel spectral selectivity at the receiver, 

without the requirement of excess redundancy. Since improved sub channel spectra 

arc obtained at both ends of the transceiver, the egress standards are easier to meet, 

NEXT is reduced, and mitigation of narrowband noise is improved. As we will show 

in our numerical results, the reduction of NEXT, the mitigation of narrowband noise, 

and the absence of a requirement for excess cyclic prefix can result in a significant gain 

in the achievable bit rate. The proposed bi-windowed DMT system preserves many 

of the desirable features of DMT. In particular, block-by-block transmission is main­

tained at the same level of redundancy, the subchannel outputs arc free from lSI, no 

knowledge of the channel is required in the design of the windows, and a closed-form 

expression for the designed window can be obtained. In order to achieve the desired 
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spectral characteristics while preserving these features, some ICI is allowed, but the 

ICI is controlled in such a way that it can be mitigated using a relatively simple min­

imum mean square error (MMSE) successive interference cancellation scheme. While 

thi::; interference canceller docs increase the receiver complexity to some degree, our 

numerical results suggest that in a realistic DSL environment, the proposed scheme 

provides a significant increase in the achievable bit rate over that of the standard 

DMT. 

This chapter is organized as follows: In Section 4.2, the system is analyzed and 

the channel-independent lSI-free conditions are derived. The proposed window design 

is presented in Section 4.3, and Section 4.4 contains the description of the l\UvISE 

successive ICI canceller. In Section 4.5, we provide numerical results which illustrate 

the performance achieved by the proposed system in a realistic DSL environment. 

4.2 System analysis 

In order to facilitate comparisons to a broad range of multi-carrier systems, we will 

develop our windowed transceiver within the framework of the filter bank transceiver 

in Figurc 4.1. Recall from Chapter 2 that DMT and OFDM are special cases of this 

framework in which N = AI + P, where r is the length of the cyclic prefix, and 

the transmit and receive filters are obtained by DFT modulation (of fundamental 

frequency 27f / AI) of rectangular windows of lengths Nand Al, respectively. We will 

denote the impulse response of the equivalent discrete-time channel (including any 

time domain equalization) by ern], and it will be assumed that c:[n] can be non-zero 

only for 0 ~ 11 ~ L. The additive noise in Figure 4.1 represents all external noise 

and interferences, including additive white Gaussian noise (AWGN). radio frequency 

interference (RFI). and crosstalk. Recall from (2.4)-(2.9) in Section 2.1.3 that the 
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output of the mth t:>ubchannel of the receiver in Figure 4.1 can be written at:> 

x L l\!-}x 

Ym[n] = L gm[k] Lr[p] L L ;r:,[f]ht[N(n - f) - k - Jil + I'm[n] (4.1) 
p=o ,=0 £=-r>e 

l\!-l 00 

= L L Xt[n - k]cm,[Nk] + vm[n], ( 4.2) 
1=0 k=-oo 

where 

(4.3) 

the symbol * denotet:> the convolution operator, and Vm [n] represents the (zero-mean) 

additive noise of Figure 4.1 after being filtered by 9m[n] and dowllt:>ampled by a 

factor of N. If ko denotes the synchronization delay of the system, then as in Sec­

tion 2.1.1, the term Lk#o yt[n - k]cmm[Nk] in (4.2) is the lSI on sub channel Tn, and 

L,#m Lk .7:,[71 - k]rmt[Nk] is the leI. 

The first goal of our design is to preserve the property of standard DMT systems 

that the subchanncl outputs are free from lSI for any channel r[n] of order 1." as long 

as the order of channel is not longer than the cyclic prefix length, i.e., L ~ P. Ast:>ume 

the transmit and receive filters arc FIR filters with the following support intervals 

( 4.4) 

and 

( 4.5) 

In Appendix C we show that with the parameters defined in (4.4) and (4.5), the 

trallsceiver of Figure 4.1 hat:> zero lSI at its out putt:> for any given channel of order at 

most L if and only if one of the following conditions holdt:>: 

(k2 - kl ) + (n2 - nl) < N - L, 

N - L ~ (k2 - k l ) + (n2 - TIl) + d < 2N - L, 
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where j is an arbitrary integer value and d E [1, N -1]. While both (4.6a) and (4.Gb) 

impose upper bounds on the total length of the transmit and receive filters, it can be 

seen that (4.6b) allows longer transmit and receive filters. Since longer filter lengths 

allow for better spectral characteristics for the transmit and receive filters, from these 

two possible choices for the channel-independent zero lSI conditions, we will impose 

(4.6b) in our design. Without loss of generality, we choose j = O. Moreover, in order 

to maximize the lengths of the filters while keeping the channel-independent zero lSI 

property of the system, we choose d in (4.6b) to be equal to one. That is, we will 

impose the following condition on our design 

(4.7) 

With this assumption, the expression in (4.1) reduces to 

lIJ-l k2 L 

Ym[n] = L xt[n -1] L gm[k] Lc[p]ht[N - k - p] + vm[n] (4.8) 
,=0 p=o 
M-l 

= L xt[n -l]crm[N] + vm[n], (4.9) 
,=0 

As expected, from (4.9) it can be seen that if the transmitter and receiver filters 

satisfy (4.7), the t:>ubchannel outputs are lSI-free for any FIR channel of order at 

most L. Notice from (4.9) however, that although Ym[n] is lSI-free, in general it is 

not free from leI. Indeed, from (4.9) one can see that in general, the output of each 

sub channel at instant n it:> a weighted sum of all subchanncl inputs at int:>tant n - 1, 

but it does not depend on the subchannel inputs at other instants. 

The channel-independent zero-lSI property of the system at hand holds for a 

variety of choices for the support intervals of the transmitter and receiver filters, 

so long as (4.7) is satisfied. However, in order to involve all the coefficients of the 

transmitter filters in the spectral shaping of the transmitted subchanncl signals, and. 
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at the same time. ensure that all thp coefficients of the receiver subchannel filters are 

UReQ in the filtering of the received signal, we choose the limits of the support of h,[·] to 

be nl = N -k2-L, n2 = N -k l . Therefore, (n~-nl)+(k2-kd+1 = 2(k2-kd+L+1. 

In order to obtain the maximum number of degrees of de8ign freedom. we choose 

k2 - kl so that the length of the windows that satisfy (4.7) is maximized. That is, we 

choose k2 - kl = N - L - 1. All that remains is to determine kl . To that end, we 

note from (4.7) that we have 'Ill + kl = 1, and that without 108s of generality we can 

choose 'Ill = O. Therefore, the longest support intervals for transmitter and receiver 

windows that retain the channel-independent zero lSI property of DMT are 

(4.10) 

9m[k] = O. k tf. r1,N - L]. ( 4.11) 

These conditions arc satisfied in the conventional DMT system and in the windowed 

DMT systems based on Nyquist windowing [74-76]. For the rest of this chapter we 

assume that (4.10) and (4.11) hold. 

Recall from (4.9)-(4.11) that with the assumption made for the length of the 

transmit and receive filters a channel-independent zero lSI property is achieved, but, 

in general, the ICI is not zero. To simplify the analysis of the ICI of the system, we 

define 

j~,ln] = h,[n] * 9m[n]. (4.12) 

Substituting (4.12) into (4.3), the ICI coefficients in (4.9) can be written as 

L 

cm,[N] = L c[klJm,[N - k]. (4.13) 
k=O 

This expression make8 it dear that if we wish to ensure that the ICI coefficients, 

cm , [N]. i f TTl, are small for any channel of order at m08t L, we must ensure that 

f m' [n] coefficients are small for all N - L .::::; n .::::; N and I f Tn. I\loreover, the 
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channel-independent zero leI condition reduces to fmz[n] 

N - L :s: 'fI ::; N. 

4.3 Window design 

o for all i # In and 

Having established the conditions for an lSI-free filter bank transceiver, we now de­

velop a channel-independent design method for the transmitter and receiver windows. 

The goal is to obtain both a high level of subchannel spectral containment at the 

transmitter and a high level of spectral selectivity at the receiver, while limiting the 

impact of ICI. The windowed DMT system is embedded in the filter bank model in 

Figure 4.1, and is exposed when the filter bank has the following DFT modulated 

structure: 

(4.14) 

(4.15) 

where h[n] and g[11] arc the transmit and receive windows, respectively. In that case, 

the term fmz[n] in (4.12) can be written as 

1Y -1 

fml[n] = f'J~nm L h[k]g[n -- k]eJ¥tk(i-m). (4.16) 
k=O 

In the case that L = p, (i.e., N = AI + L), and h[·] and g[.] are rectangular windows 

supported on the intervals in (4.10) and (4.11), respectively, we have a standard Dl'vlT 

system. 2 In that case, it can be verified that fmdn] = 0 for all N - L ::; 'fI ::; Nand 

all i f m. Hence, cmz[N] = 0 for all i # m, and there is no ICI at the receiver. When 

the cyclic prefix is longer than is required for the given channel (i.e., when P > L), 

the excess redundancy in the transmitted signal can be exploited to design systems 

2In sy:"tems in which the actual length of the channel is not known (e.g., wirele:"s OFDIVI :"ystems), 
the appropriate statement is Lmax = P. where Lmax is the order of the longest channel that i:" 
postulated in the design. 
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with zero leI and a spectral shaping window at the receiver (e.g., the receiver Nyquist 

windowing in [74-76]), or a spectral shaping window at the transmitter (e.g., [77,78]). 

The goal of the present chapter is to design systems with spectral shaping windows 

at both the transmitter and receiver, without requiring the cyclic prefix to be longer 

than the order of the channel. 

Seeing as the goal for our window design is to improve the spectral properties of the 

system without requiring excess redundancy, we will set the length of the cyclic prefix 

to be equal to the order of the channel; i.e., P = L. We will ensure that the subchannel 

outputs are free from lSI by constraining h[·] and g[.] to comply with (4.10) and (4.11), 

respectively. Our design strategy is to seek a pragmatic channel-independent design 

procedure, and to show (in Section 4.5) that this procedure provides substantial 

performance improvement. We will adopt a sequential design procedure3 in which we 

fin,t design a receiver window, g[.], supported on the interval in (4.11) with desirable 

spectral characteristics; i.e .. with small stopband energy and rapid spectral roll-off. 

This can be done using standard window design techniques, such as tho::;e in [36,105]. 

We will then design the transmitter window in a way that balances the objectives of 

transmit sub channel spectral containment and leI suppression. The design procedure 

begins with the design of the receiver window because the receiver must mitigate both 

NEXT and narrowband noise. 

In the dC'sign of the transmitter window, we will measure spectral containment 

using the energy in t.he stopband of the window, and we will measure leI suppression 

using the sum of the squares of frm[n] in (4.16) for N - L S n S N. Therefore. a 

3 Although a joint de~ign procedure can be conceived, fm. [nl ill (4.16) is a bilinear function of the 
windows, and hence the formulation of joint de~ign problems i~ usually non-convex. As a result, joint 
design procedures may require careful management of locally optimal solution~ in order to obtain a 
solution that is sufficiently close to a global optimum. 
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natural formulation of the def:>ign problem is 

N-l 2 

minimize L h[k]g[n - k]eJ~kp 
k=O 

(4.17a) 

N-l 

subject to L h[n] = 1, (4.17b) 
n=O 

where H(eJW ) denotes the Fourier transform of h[n], e is a constant which defines the 

stopband for H(pJuJ) as [19, 27f - 19]' and), E [0,1] weights the objectives of spectral 

containment and leI suppression. The constraint in (4.17b) fixes the De gain of 

the transmitter window, II (eJO), to one. The optimization problem in (4.17) is a 

(strictly) convex quadratic program with a single linear equality constraint, and hence 

a closed form solution can be easily obtained using the classical Lagrange multiplier 

method [73]; the details are provided in Appendix D.4 

It is clear from the formulation in (4.17) that the parameter). allows the designer 

to adjust the relative importance of leI suppression and spectral containment in the 

design of the window. Although), provides some control over the level of leI. our goal 

of improving the spectral containment at the transmitter over that of the conventional 

DMT scheme while retaining a cyclic prefix length that is equal to (not greater than) 

the order of the channel means that leI is inevitable. In order to mitigate the effect 

of the residual leI, we propose the use of minimum mean square error (l'vHvISE) 

successive leI cancellers. 

-lAn alternative to (4.17b) i8 energy normalization, Ln h[n]2 = 1. The dosed-form solution of 
that problem is also well known (e.g., [106]). and i8 the eigenvector that correspollds to the minimum 
eigenvalue of the matrix W given by (D.5) in Appendix D. In the design examples in Section 4.5, the 
8pectrum of the optimal window for the DC constraint of (4.17h) and that of the optimal window 
for the energy constraint are indistingui8hable. 
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4.4 ICI Cancellation 

The behavior of the intersubchannel interference (leI) of the proposed system is 

captured by the leI coefficients cm,[Nj; c.f., (4.9). Since we have a DFT modulated 

filter bank (c.f .. (4c.14), (4.15)), the frequency domain counterpart to (4.3) can be 

written as 

(4.18) 

where X(eJuJ ) denotes the Fourier Transform of x[·]. Since g[.] is chosen so that G(rJW) 

has a small stopband energy, and h [.J is designed using (4.17) which ensures a small 

stopband energy for //(eJ'-") , one can see from (4.18) that Cm,(eJW ) will have non­

negligible values only if 1m - il is clos(' to zero or close to M. In order to suppress 

the non-negligible leI terms at the subchannel outputs, we propose the use of l\IMSE 

successive leI cancellers. Since the output of each subchannel at instant n depends 

on subchannel inputs at instant n -1, but not on sub channel inputs at other instants, 

we will simplify our notation by droppmg the time arguments nand n - 1 in (4.9) 

and rewriting it as 
l\[ -1 

Ym = L :r,c(m, i) + 'Um , ( 4.19) 
,=0 

where 

c(m, i) = cm,[Nj. ( 4.20) 

Since only a few of the }\.f - 1 leI terms in (4.19) will have non-negligible values. 

we will only take those non-negligible values into account in the design of the leI 

cancellers. In other words, we will assume that 

mEt)!! 

Ym ~ L x,c(m. i) + 'Um . (4.21) 
'~mc)V 

where it has been assumed that 2v leI terms have non-negligible values, and tV and 

e represent the modulo-A! addition and subtraction operators, respectively. 
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Figure 4.2: Successive leI canceller with decision feedback. 

To detect :rm from Ym we employ an MMSE successive leI canceller with K1 + 1 

''feedforward'' coefficients, and K2 "feedback" coefficients. (These terms are borrowed 

from the terminology of decision feedback equalization.) A block diagram of such an 

leI canceller is ShOWll in Figure 4.2, where the input to the symbol detector is 

V K2 

Xm = L akYmCJk + L bk:l:mt"k • ( 4.22) 
k= -Kl+V k=l 

and Xk denotes the decision made on the symbol in subchanncl k. An interesting 

feature of this scheme is that it operates within each block of the received symbols. 

and independently of other blocks; c.f .. (4.19). To compute the feedforward and 

feedback coefficientR of the leI canceller, we make the standard assumption that 

in the syst.em of Figure 4.1 the input dat.a sequences of different Rubchannels arc 

uncorrelated. and we will denote the power of the ith input sequence :c,[-] by P,. By 

applying the orthogonality principle [2] for MMSE estimation, it can be shown that 

the feedforward coefficients can be obtained from the following set of linear equatiolls 

j = -K1 + v,'" ,v - 1, v ( 4.23) 
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where 

-) 

1/JJn = L c*(m 8 j, Tn - j - r)c(m 2 n,m - j - ,,.)Pm8J8r 

r=~v 

j, n = -Kl + v,'" ,v - 1, v, ( 4.24) 

and Rv(k,P) = E{Vk1l;} is the noise covariance at the subchannel outputs. The 

feedback coefficients are given by 

v 

be = - L a/';Cm e j, Tn 2- 1'), /' = 1. 2" ... K 2 . ( 4.25) 
j=-K1+v 

In Section 4.5, examples of the proposed bi-windowed DMT system arc presented 

for a realistic digital subscriber line (DSL) environment, and we will sec that for values 

of v, K 1, and ]{2 as small as 3, 6, and 6, respectively, significant performance gains 

can be achieved. Being able to obtain a high level of subchannel spectral containment 

at the transmitter and a high level of subchannel spectral selectivity at the receiver 

with such small values of v, K 1 , and K2 is an attractive feature of the proposed 

system. 

Recall from (4.22) that for the detection of the symbol transmitted on a given 

subchannel, the previously detected symbols on h"2 subchannels are used. Thus, 

for each block of the received signal, the process of detection and successive ICI 

cancellation requires a starting point. If we assume that this process starts from the 

jth subchannel, the symbols that arc sent through subchannels j 8 1, j 8 2, .... 

) E:;\ K2 have to be known symbols for the receiver. In other words, among the AI 

subchanncls of the system, the symbols transmitted on a contiguous set of K2 of them 

are assumed to be known at the start of the detection and ICI cancellation procedure. 

Fortunately, most DMT systems use digital duplexing [16], in which the upstream 

and downstream frequency bands are specified by dividing the M subchannels into 

a number of groups, each representing an upstream or downstream band. A typical 
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example of snch subchanncl grouping into downstream and upstream bands is given 

in Section 4.5; sec Figure 4.6. In such Hcenarios, the detection for the subchanncls of 

each downstream or upstream frequency band can be performed independently of the 

other bands. l\loreover, in each frequency band, one can choose to start the detection 

procedure at the lower edge of the band. In this case, the 1\2 sub channels that lie 

below the subcarrier on the lower edge of the band belong to a band that is assigned 

to the opposite direction of communication. Therefore, the corresponding symbol 

values in the current direction can be set to zero, and hence, it will not be necessary 

to restrict 1\2 subchanncls to carry known symbols. 

4.5 Numerical Results 

In this section we will provide examples of the subchannel spectra that can be achieved 

by the proposed system, and will provide a numerical comparison of the achievable 

rates of the proposed system and those of receiver-only Nyquist windowed DMT 

schemes [74,75] in a realistic model for a digital subscriber line (DSL) environment. 

We consider windowed DMT systems with AI = 512 conjugate flymmctric sub channels 

and a cyclic prefix of length P = 40; i.e., N = 552. These values represent one set of 

valid values for AI, P, and N adopted in the VDSL2 standard [16]. 

Recall from Section 4.3 that in the proposed mf'thod, the receiver window is 

designed using existing techniques or is chosen from the set of standard windows, 

and we design the transmitter window using the optimization problem in (4.17), 

for which the closed-form solution is provided in Appendix D. Among the standard 

windows [36,105,107]' the Hann and Blackman windows have small stopband energies 

and a rapid spectral roll-off, and hence we chose the Hallll and Blackman windows as 

the candidate receiver windows for the proposed system. 

In the examples that we will present for the bi-windowed system, we assume 
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that the shortest admitisible cyclic prefix iti used. Therefore, we assume that the 

channel (if not already f'hort enough) is shortened using a time-domain equalizer 

(TEQ) [52,54,60] to length L +-1 = P + 1 = 41. Hence, the receiver window will be of 

length N -L = 512; c.f., (4.11). The receiver-only Nyquist windowing schemes [74,75] 

require extra redundancy, and for those schemes we will use a TEQ with a shorter 

target impulse response length. 

In our firtit design, we chose the receiver window, g[.]. to be a Hann window [36] of 

length 512, and we designed the transmitter window, !l l [·], of length N = 552 using 

the closed-form solution for the optimization problem in (4.17) with the parameters 

). = 0.5 and e = 471/ M. The power spectrum of the designed transmitter window 

is shown in Figure 4.3, along with the power spectrum of a length-N rectangular 

window, which is the (implicit) transmitter window of the conventional DMT system. 

Similarly, we designed the transmitter window, h2 [·], of length 552 for the case in 

which the receiver window is the Blackman window [36] of length 512, using the 

same values of A and e. The power spectrum of that window is shown in Figure 4.4. 

Figure 4.5 shows the time-domain shapes of the designed transmitter windows. 

In order to illustrate the performance improvement that can be achieved by th(' 

proposed trallsceiver, we will evaluate variouti sytitem characteristics in a realistic 

model for a DSL environment. The voice-grade unshielded twisted pair cable (UTP-

3) model [26] was used as the channel model, and an MMSE-TEQ [52,54,,60] was used 

to shorten this phytiical channel to a given target length. Near-end cross-talk (NEXT) 

and far-end crosstalk (FEXT) were simulated using the model for a 50-pair binder [15]. 

Symmetric transmission with a sampling rate of 1/T., = 2.208 Msamplc/sec was 

implemented using digital duplexing [16] with the spectrum plan tihown in Figure 4.6. 

The transmit signal power was 10 dBm, the additive white Gaussian noise (AWGN) 

power spectral density was -140 dBm/Hz, and it was assumed that, echo was perfectly 

cancelled. Mod"l 1 radio noise from [15,85] was used for the simulation of the RFI 
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Figure 4.3: Frequency response of the designed transmitter window of length N = 552 
(solid line) when the receiver window is a Hann window of length AI = 512. ,\ = 0.5 
and e = 41f / AI. The dashed curve is the frequency response of the rectangular window 
of length N = 552. 
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Figure 4.4: Frequency response of the transmitter window of length N = 552 (solid 
line) when the receiver window is a Blackman window of length The dashed curve IS 

the frequency response of the rectangular window of length N = 552. 
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Figure 4.5: Time-domain shapes (interpolated) of the designed transmitter windows 
for the proposed system. For comparison, the rectangular transmitter window of the 
conventional D}'lT system is also plotted. 
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Figure 4.6: The spectrum plan used in the numerical examples. Sub channels 0-49, 
100-149, and 200-227 are assigned for downstream communication (marked by "D"), 
and the remaining subchannels arc used for upstream (U) transmission. 

caused by the ANI radio signals. Only the four of the ten AM signals of that model 

that lie below 1.104 MHz were used. Table 4.5 lists the frequency and power for these 

RFI signals. 

Our first investigation concerns the leI characteristics of the proposed system. In 

order to visualize the localized nature of the significant leI components, in Figure 4.7 

we have depicted the normalized magnitudes of the leI coefficients. C(rn, i), for three 

representative subchanncls, m = 20.60 and 100. This figure is for the eatle of the 

first design (e.f., Figure 4.3), and the length of the cable is 2000 m. If we deem an 

leI component to be negligible if its power is at least 60 dB below the power of the 

desired component, then it can be s(~en from Figure 4.7 that for each of the illustrated 
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Table 4.5: Modell radio noise of [85] for AM radio signals for frequencies below 1.104 
MHz. 
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Figure 4.7: Normalized leI factors corresponding to the subchanncls m = 20, 60 and 
100; see (4.19). 

sub carrierf:> , the number of non-negligible leI terms is 6. In fact, this holds true for 

all subcarriers in hoth ('xample designs of the proposed system. Therefore, in the 

implementation of the leI cancellers, we chose lJ = 3 in (4.21), and hence the number 

of coefficients for the feedforward and feedback sections of the l\IMSE successive leI 

cancellers at the subchannel outputs were chosen to be 7 and 6, respectively. 

Our second performance evaluation is that of the achievable bit rate for the down­

strcam communication. This was evaluated using the Htandard expression (c.f., Sec-

tion 2.3) 

R - ~ "" 1 ( SINR,"(code) - ~ og2 1 + , 
T lEA f'Ymargin 

( 4.26) 
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where SINR, is the signal-to-noise-plus-interference ratio of the Ith sub channel at 

the input to the symbol detector in the leI canceller, and r denotes the SINR gap. 

which for QAl'vl modulation at a bit error probability of 10-7 is 9.8 dB, [15]. The 

parameter {code is the coding gain, which is assumed to be 3 dB, and {margin is the 

additional SINR margin, which, in the absence of error propagation, is chosen to be 

3 dB. For the two examples of the proposed system, our simulation studies show that 

at a bit error probability of 10-7
, error propagatIOn can result in a maximum SNR 

loss of 0.52 dB. Thus, for the two examples of the proposed system we will choose 

an SNR margin of 3 + 0.52 = 3.52 dB. In (4.26), A denotes the set of downstream 

subrhannel indices, and liT = 1/(NTs) = 4 kHz is the symbol rate. The SINR 

of each downstream sub channel of the proposed system was obtained in the above­

mentioned DSL environment, and the achievable rate was computed using (4.26) with 

rmargm = 3.52 dB. The achievable rates of the two examples of the proposed system arc 

plotted against the cable length in Figure 4.8. In order to indicate the improvement 

that can be obtained by the proposed system, we also provide in Figure 4.8 the 

achievable bit rates for the standard DMT system, and for the Nyquist receiver­

only windowed DMT systems with a piecewise constant window [75], and a raised 

cosine window [74,75]. (Notice that for these schemes ('margin = 3 dB.) These Nyquist 

receiver-only windowing schemes require excess redundancy. We considered an excess 

redundallcy of length fl =-= 10 and we realized this excess redundancy by setting the 

target length for the TEQ-shortened channel to P + 1 - fl = 31. (For the proposed 

bi-windowed system, the TEQ need only shorten the channel to a length of L = 41.)5 

From the comparisons in Figure 4.8 it can be seen that the proposed bi-windowed 

DIvIT system provides a considerably higher achievable rate than the receiver-only 

5We used an l\,Il\ISE-TEQ [51] with 15 taps for the target impulse response (TIR) of length ell 
and an Ml\,rSE-TEQ with 20 taps for the TIR of length 31. This choice was made in order to obtain 
similar values for the residual mean square error. Moreover, the synrhr(mization delay for each of 
the TEQs was optimized by numerical search. 
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Figure 4.8: Achievable bit ratf' versu::; the cable length for the downstream commu­
nication. 

windowing schemes for all the considered cable lengths, with the proposed system 

that employs the Hann window at the receiver providing a slightly higher rate than 

that based on the Blackman window. Figure 4.8 also suggests that the achievable 

rate gain obtained by the proposed system is more ::;ignificant for longer cable::;. 

The increased achievable rates obtained by the proposed system arc a con::;equence 

of two meehani::;ms. First, in addition to the mitigation of the narrowband noise and 

the ncar-end crm;s-talk (NEXT) by the receiver window, NEXT is also mitigated 

by the transmitter due to the small stopband energy of the transmitter window. 

Secondly, in the proposed system the receiver window is not constrained to ::;atisfy 

the time-domain Nyquist condition [74,75], and hence window::> with smaller sidclobes 

and smaller stopband energy can be obtained. In order to illustrate the ability of 

the proposed system to suppress NEXT and narrowband noise, we have plotted in 

Figures 4.9 and 4.10, respectively, the NEXT-to-signal and RFI-to-signal power ratios 

at the receiver outputs of three ::>ystems for downstream transmission over a cable of 

length 2000 m. (Recall the downstream band::> from the spectrum plan in Figure 4.6.) 

129 



Ph.D. Thesis - Bahram Barna McMaster - Electrical & Computer Engineering 

The three systems are the proposed bi-windowed DMT system with Hann window 

at the receiver, a receiver-only windowed DMT system with a raised cosine window. 

and the standard DMT system with its rectangular windows. From Figure 4.9 it can 

be seen that the bi-windowed DMT system provides much stronger suppression of 

NEXT interference, due to the fact that it uses windowing at both the transmitter 

and the receiver. Figure 4.10 shows that the proposed system also provides stronger 

suppression of narrowband intederence than the receiver-only windowing approach 

with a raised cosine window. As mentioned earlier, this is because in the proposed 

system. the receiver window is not constrained to satisfy the time-domain Nyquist 

condition [74,75], and therefore receiver windows with smaller sidelobes and smaller 

stopband energy can be used. 

From a complexity point of view, comparing the proposed bi-windowed Dl\IT 

system with the conventional DMT system, it can be seen that due to the usage of 

the successive leI cancellation in the bi-windowed DMT system, this scheme has a 

larger complexity than conventional DMT. However, as was expained in the previous 

sections and demonstrated in this section, the leI is controlled by the proposed 

design method so that only a few non-negligible leI terms exist at the input to the 

leI canceller. In the example of Figure 4.7 it was seen that while the system had 

J\J = 512 sub channels , for each of the subchannels, the number of non-negligible ICI 

terms was equal to 6, and the number of coefficients for the feedforward and feedback 

sections of the MMSE successive ICI cancellers at the sub channel outputs were 7 and 

6, respectively. 
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Figure 4.9: NEXT-to-signal power ratios at the sub channel outputs (interpolated) 
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Chapter 5 

Concluding remarks and future 

work 

In this chapter, some conduding remarks, and some suggestions for future work are 

presented. 

5.1 Conel uding remarks 

In this thesis, multi-carrier communication systems were studied and several methods 

for improving the achievable bit rate in these systems were proposed. 

In Chapter 1, the motivation for u.,;ing multi-carrier communication schemes was 

studied, the history of multi-carrier communication systems was reviewed, and the 

major advantages of multi-carrier communications over single-carrier communications 

were discussed. In addition, in that chapter, the most popular multi-carrier commu­

nication schemes, i.e., DMT and OFDM, were briefly described and their applications 

and the standard hodies that have adopted these schemes as the modulation method 

were discussed. Finally, in Chapter 1, the major shortcomings of DMT and OFDM 

schemes were hriefly descrihed. 
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In Chapter 2, an overview of multi-carrier communication system::; was presented. 

A unifying filter bank framework was used to facilitate comparisons between different 

multi-carrier schemes, including D1vTT. OFDM, FMT, and DWMT. The structure 

of each of these schemes was described in the context of the filter bank model, and 

the point::; of strength and shortcoming::; of each scheme were compared. Then, we 

reviewed different time domain equalizer (TEQ) methods that are used for impulse 

response shortening in multi-carrier communication systems. Among different TEQ 

methods, the minimum mean square error TEQ, which is the most widely used TEQ, 

was analyzed in detail. Loading methods for DMT transceivers were also studied in 

Chapter 2 and the water-filling algorithm, which i::; the optimal loading method in 

the absence of lSI and ICI, was presented. The e::;tablished windowing techniques for 

DMT and OFDM systems were also studied in Chapter 2. Windowing technique::; can 

be considered a::; ::;ome of the mo::;t efficient methods for improving the performance of 

DMT and OFDM transceivers, and several transmitter and receiver windowing meth­

ods were described. Since our numerical examples in Chapters 3 and 4 were developed 

under a model for the DSL environment, the fundamentals of digital subscriber lines 

were ::;tudied in order to provide the required background. 

In Chapter 3, we proposed several signal processing schemes for improvement of 

the achievable bit rates in filtered multitone communication systems. A key contri­

bution was the development of an efficient technique for the design of the prototype 

filter. The design criteria were derived based all channel-independent measures of the 

intersubchannel interferellce (ICI) and intersymbol interference (lSI) gellerated by 

the filter bank. It was argued that these criteria compete with each other and hence 

an effective design technique ought to enable efficient qualification of the inherent 

trade-off between these criteria. We were able to achieve this goal by transforming 

the direct formulation of the design problem into a convex optimization problem that 

can be efficiently solved. The resulting trade-off curves quantify the basic intuition 

133 



Ph.D. Thesis - Bahram Barna McMaster - Electrical & Computer Engineering 

that obtaining the optimal performance from an FMT system requires a compromise 

between ICI alld lSI. Furthermore. this trade-off curve was shown to enable the de­

signer to efficiently determine the appropriate compromise for a given scenario. As 

we demonstrated in our examples, the choice of an appropriate compromise between 

leI and lSI offers a significant increase in the achievable bit rate. Furthermore, it was 

shown how the availability of an efficient method for obtaining an optimal prototype 

filter enables quantification of other design trade-offs, such as the appropriate number 

of sub channels in an FMT scheme. 

One of the outcomes of our prototype filter design technique in Chapter 3 was 

that the most effective prototype filters generate a non-negligible amount of lSI at 

the subchannel outputs. As a result, the conventional water-filling algorithm for the 

allocation of the transmission power to the sub channels is suboptimal. The final 

contribution in that chapter Welli the development of a convergent iterative algorithm 

for power loading in the FJvIT system. This algorithm provides higher achievable 

bit rates than both conventional water-filling and a simpler loading algorithm that 

allocates power uniformly to those sub channels that can reliably support at least one 

bit per sub channel use. The improvement in the achievable bit rates was shown to 

be significant in scenarios in which implementation constraints significantly restrict 

the complexity of the decision feedback equalizer in each sub channel. 

In Chapter 4, we proposed a family of bi-windowed DMT systems that provides 

improved sub channel spectral characteristics at both ends of the transceiver without 

the requirement of excess cyclic prefix. The development of this family of systems 

involved the derivation of the channel-independent necessary and sufficient conditions 

for the filter bank transceiver of Figure 4.1 to be free from lSI. Compared to the 

standard DMT system and to windowed DMT systems with receiver-only (Nyquist) 

windowing, the proposed system provides a considerable gain in the achievable bit 

rate in the presence of narrowband noise and crosstalk. The proposed design docs 
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not require the knowledge of the channel, other than the assumption that the order 

of the shortened equivalent discrete-time channel is not larger than the cyclic prefix 

length. In the proposed transceiver, the received signal in each subchannel is free 

from lSI and has only a small number of non-negligible ICI components. Successive 

ICI cancellers were proposed to suppress the non-negligible ICI terms that exist at the 

subchannel outputs. Numerical results demonstrated the capability of the proposed 

system to provide a significant increase in the achievable bit rate in a realistic DSL 

environment. 

5.2 Future work 

In Chapter 2, we explained the mechanism by which the DMT scheme achieves sub­

channel outputs that are both lSI-free and ICI-free when the length of the cyclic prefix 

is at least as large as the order of the channel, i.e., when P ~ L. Recall that TEQs 

are typically used in DMT transceivers to ensure thiR condition holds. However, if the 

condition of P ~ L doesn't hold, both lSI and ICI will be present in the sub channel 

outputs of the DMT system. In contrast, the FMT scheme is robust to this problem. 

Indeed, the FMT scheme does not require the order of the channel to be constrained 

to a maximum value. As a future research work, it is suggested to investigate signal 

processing techniques that would make the DMT system more robust for applications 

in which the order of the channel exceeds the cyclic prefix length. This would include 

investigating signal processing techniques that can prevent (or reduce) lSI and ICI 

that appear at the subchannel outputs at the receiver, as well as techniques that will 

mitigate lSI and ICI. 

Another suggestion for a future work is to implement each of the proposed systems 

of Chapters 3 and 4 on hardware, e.g., on field programmable gate arrays (FPGA), 

and verify the performance of these systems in practice. While theses systems were 
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anF1lyzed in this thesis, efficient methods for their hardware implementation need to 

be further investigated. 

One other potential future work will be to combine channel coding schemes with 

the bi-windowed DMT sYHtem of Chapter 4 and evaluate the performance of the whole 

system. A challenge will be to look for appropriate coding schemes and especially 

for appropriate approaches for concatenating the coding scheme and the bi-windowed 

DMT sy:::;tem. 

While the proposed systems of Chapters 3 and 4 were derived for general appli­

cation, the numerical examples considered in this thesis were mainly for DSL envi­

ronment. A suggested future work is to evaluate the performance of these systems 

in wireless environment:::;.l A major challenge in wireless environment is the Doppler 

spread encountered in mobile applications. The presence of Doppler :::;pread in mo­

bile applications produces ICI. In Chapter 4, it wa.'-l observed that, compared to the 

conventional Dl'vIT system, the proposed bi-windowed DMT system ha:::; improved sub­

channel spectral containment at the transmitter and improved subchannel spectral 

selectivity at the receiver. Because of these improvements in the spectral characteris­

tics, it is likely that, in the presence of Doppler spread, the bi-windowed DMT system 

would offer more robustness compared to conventional D.~I'1T system. In addition, the 

application of successive ICI cancellation in the bi-windowed DMT system is expected 

to increase its robustness against Doppler spread. 

In Chapters 1 and 2, the established multi-carrier communication systems includ­

ing DMT, OFD:l\I, FMT, and DWMT were studied. In all of these systems, the 

frequency bF1ndwidth assigned to all the sub channel:::; is of the same width. A more 

general multi-carrier system would bf: nne in which different sub channels can use dif­

ferent bandwidths. It is likely that such a system could result in an improvement 

of the achievable bit rate in specific applications. This needs to be investigated and 

lSome results on the performance of FMT in wireless channels are available in [108]. 
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verified. A major challenge will be to find an efficient implementation method for 

that sy::;tem. 

It was studied in Chapters 2 and 3 that in the FfvIT system, while ICI is negli­

gible at the receiver, lSI is present and need::; to be mitigated using per subchannel 

equalization. In Chapter 3, per ::;ubchannel decision feedback equalization was used 

for this purpose. As an alternative method for per subchanllcl lSI mitigation, it is 

suggested to use DMT. In this ::;ystem, each sub channel of the FMT system will be 

considered as an independent chaunel2
• and for transmission over that channel, DMT 

scheme is exploited. The overall system will be a combination (cascade) of F~IT 

and DMT systems3
, and the only equalization used would be one-tap per subchannel 

equalizers used in DMT receiver (c.f. Section 2.1.2). Therefore, the advantage of this 

system over FMT system will be that it will not need per subchannel decision feed 

back equalization. The advantage of this system over DMT system will be that it will 

not require time-domain equalization. A challenge will be to find appropriate values 

for system parameters such as the number of sub channels in the FMT and each of 

the DMT subsystems. In addition, deriving the appropriate design method for the 

ovemll system, and efficient implementation of it will be some of the nmjor challenges 

in that research work. 

2This is a reasonable assumption when leI is negligible. 
3Some results on such a system can be found in [109]. 
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Appendix A 

Derivation of the upper bound for 

the leI power 

In this appendix, it is shown that the power ofIeI can be bounded as in (3.8). Using 

(3.3), the Fourier transform of jm2[nj can be written as 

(A.I) 

where Gm2 (eJuJ ) is the Fourier transform of 9m2[nj. Using (3.4) we have that 

(A.2) 

Applying the triangle inequality to the magnitude of (A.I) we have that 

N-l 

/Fm,(eJW)1 s ~T L IGml(eJ(w-~kZJ:))1 (A.3) 
k=O 

and using the inequality 12:::7=1 al 12 S n 2::::'=1 la,1 2 in (A.3) we have that 

N-l 

'IF (eJuJ )12 < ~ '"' IG .(I:'-'("'--=~b))12. mz \ I - ~i ~ 11U 

, k=O 

(A.4) 
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If we let Uc denote an upper bound on the magnitude of the channel spectrum, i.e., 

IC(eJw ) I ~ Uc , then from (A.2) and (A.4) we conclude that 

U2 N-l 

IFml(eJwW ~ N L IH(eJ("'-~krr-""))H*(eJ(W-~kn-wmlW· (A.5) 
k=O 

To calculate the bound for J~2K IFm' (eJ-')j2 dvJ, we define the new variable f2 = w-~kK, 

which in combination wit.h (A.5) allows us to write 

2K N-l 27r-2k7r 1 IFmi(eJW ) 12 dw ~ U; L 12k: IH(eJ(n-w')WIH(eJ(n-wm)W df2. (A.6) 
k=O ]V 

Combining the summation and the integral in (A.6) we obtain the bound 

(A.7) 

If we define PI to be PI = maxlEA { Pi}, then using (3.7) and (A. 7) we have that 

U2 2K 
Her ~ ;:1 L r IH(eJ(n-w,lWiH(eJ(n-wn,lW df2 

lEA Jo 
lim 

U2 J\{ 2K 

~ ;:1 ~ 1 IH(eJ(ll-w,lWIH(eJ((!-wm))1 2 df2. 

'im 

Recall that vJ, = (i - 1)21fjM Therefore, (A.8) can be simplified to 

(A.8) 

(A.9) 

In order to simplify the remaining analysis, the spectral mask of the prototype 

filter is depicted in Figure A.!. The integral in (A.9) can be calculated as the integral 

over the passband of JJ (eJw ) plus the integral over the stopband of H (eJw ), i.e., 

(A.I0) 
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Figure A.I: Prototype filter spectrum mask. 

where 
.\1-1 .2C. 

II = I: 1 A~ IH(eJwWIH(eJ(~·-p¥t)W dw, 
1'=1 -Ai 

(A.11) 

and 

h = ~ i 21f

-* IH(eJwWIH(eJ(w-£¥tlwdw. 
1'=1 Ai 

(A.I2) 

In the passband of the prototype filter, the spectrum is bounded by Up. Therefore, 

(A.I3) 

where Esb is the stopband energy of the prototype filter and is given by (3.9). On the 

other hand, the stopband magnitude of the prototype filter is bounded by Usb. Thus, 

140 



Ph.D. Thesis - Bahram Barna McMaster - Electrical & Computer Engineering 

from (A.12) we have that 

h :::; U;b f J~rr--h IH(eJ(w-£¥rl)1 2 dw 
£=1 AI 

AI -1 .21'- "+2,,, 

= U;b 2: l_2Hf AI IH(eJwW dw 
£=1 """"""""j:;f 

= U;bj'27r-* IH(eJWWdw 
-2rr+£-

(A.H) 

where Eft is the energy of the prototype filter, Eh = 2~ Jo27r 
IH(eJw )j2dw. The last 

inequality in bounding h (in (A.14)) can be simply verified using Figure A.I. 

Finally, using (A.9), (A.I0), (A.13), and (A.14) we conclude that 

(A.15) 
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Appendix B 

Proof of Theorem 1 

Refer to the flow diagram of the power loading algorithm given in Fig. 3.5. When 

the kth iteration of the algorithm begins, the subchannel powcrs are given by the 

vector p(k). Once the :t\IMSE-DFE coefficients are adjusted for the given p(k), the 

achievable bit rate of the system can be calculated as a function of a(k), b(k), C(k) and 

p(k) using (3.15). We denote this rate as R(a(k),b(k),c(k),p(k)). In the next stage of 

the algorithm, for the given a(k), b(k), c(k) the optimization problem (3.16) is solved 

which results in p(h'+l). Obviously, 

(B.1) 

In the next itpration, the MMSE-DFE coefficients are calculated for the new power 

allocation vector p(k+1), resulting in a(k+ll, b(k+l) , c(k+1). Since the adjustment of the 

MMSE-DFE coefficients for the new power vector p(k+l) results in an improvement in 

the SINR of the subchanncls, we obtain an increase in the achievable bit rate. More 

precisely, 

Equations (B.1) and (B.2) show that the achievable bit rate of the system increases 

monotonically. On the other hand, we know that the achievable bit rate of the system 
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is bounded above, say by the capacity of the system. Thus, the algorithm converges. 

143 



Appendix C 

Derivation of the 

channel-independent zero lSI 

conditions 

In this appendix it is shown that the filter bank transceiver of Fig. 4.1 has zero lSI at 

its subchannel outputs for every channel of order at most L (i.e., with the condition 

e[n] = 0, n tJ- [0, L]) if and only if either (cl.6a) or (4.6b) is satisfied. 

Recall that for the transceiver of Fig. 4.1 the output of [,he mth subchanncl is 

given by (4.1). Substituting (4.5) into (4.1) we have that 

J\l-l:xc k2 L 

Y111[n] = L L :r,[f] L qm[k] L dp]h,[N(n - f) - k - p] +I'm[n]. (C.1) 
p=o 

In order for the sub channel outputs to be free from lSI, Ym[n] should depend on 

J', [tl for only one instant C. To determine conditions for that to hold, we recall that 

h,[n] is supported on [nl. n2], and hence Ym[n] depends on :1:,[£] only if there exists a 

k E [k1. k2] and apE [0. L] such that 

k + P + UJ «::: ]V (n - £) «::: k + P + Ti2' (C.2) 
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For the system to be lSI-free for any channel of order at most L, for each value of n 

and for all k E [kl' k2] and p E [0, L] there must be only one value of P that satisfies 

(C.2). Therefore, considering the support intervab of grn[k] and c[p] , the system is 

free from lSI for any channel of order at most L if and only if there is one, and only 

one, integer e that satisfies 

(C.3) 

To find conditions On kl' k2, TIl and Tl2 such that this relation holds, we will consider 

two cases. In the first case, kl + TIl is an integer multiple of N, and in the second 

case, kl + TIl is not an integer multiple of N. 

C.l First case: kl + 'fl'l = jN 

In this case, there exists an integer j such that 

(C.4) 

In this case, one can simply verify that e = j satisfies (C.3). Now, the channel­

iadcpendent zero lSI condition is achieved so long as no other value for e satisfies 

(C.3). If l < j, obviously Ni < Nj and therefore i will not satisfy (C.3). In order to 

prevent any i:2: j + 1 from satisfying (C.3), the following must hold 

(C.5) 

Using (CAl, the conJition in (C.5) can be equivalently written as 

(C.6) 
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C.2 Second case: kl + nl = jN + d 

In this case, kl + ril is not an integer multiple of N. Therefore. there is an integer) 

and an integer d E [1. N - 1] such that 

(C.7) 

Considering (C.7), for 1 to satisfy the lower bound in (C.3), it must satisfy £ ~ j + 1. 

In order to obtain the channel-independent zero lSI condition, among these values for 

f, one and only one of them should satisfy the upper bound for Nt in (C.3). Thus. 

we must have N(j + 1) :s; /'~2 + T12 + Land N(j + 2) > k2 + n2 + L. Using (C.7), these 

two conditions can be simplified to 

(C.S) 
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Appendix D 

Closed form solution for the 

optimization problem (4.1 7) 

A closed form solution to (4.17) can be obtained using the cla&;ical Lagrange multi­

plier method [73]. Let h denote the N x 1 vector h = (h[O], h[l]'··· ,h[N - l]f, and 

let d denote the N x 1 vector d = (1, 1, ... , 1 f. The constraint (4.17b) can then be 

written as dTh = l. Using the fact that H(eJuJ ) = L.~:OI h[k]e- 1uJh , we can write 

1 12
1':-e 

- IH(pJuJW dw = hTUh, (D.1) 
271" 0 

where U is an N x N matrix with entries 

[U]C,k = 

We can also write 
A}-1 N N-l 

{

1-i? 
1':' 

_~n(k-t)e 
(k-C)1': ' 

{'=k 

f of k. 

2 

LL L h[k]q[n - k]eJ~7kp = hTYh, 
p=1 n=N - L k=(l 

where Y is the N x N matrix with entries 

(D.2) 

(D.3) 

1\1-1 N 2 
[Y]P,k = L L y[n - l:]g[1I - k] cosC~; (k - P)p). (DA) 

p=1 n=N-L 
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Using (D.3) and (D.1). the objective function in (4.17a) can be written a8 hTwh, 

where 

w =-- AU + (1 - A)V. 

Hence, the optimization problem in (4.17) can be written as 

minimize h T W h 

8ubject to dTh = 1. 

(D.5) 

(D.6a) 

(D.6b) 

Using the classical Lagrange multiplier optimality method [73], it can be shown that 

the optimization problem (D.6) has a closed form solution given by 

(D.7) 

where f is a real scalar, q is the (N + l)th column of the identity matrix of 8izc 

(N + 1), and 

A = (2W d). 
dT 0 

(D.S) 

.From (D.1) it can be 8cen that U is symmetric positive definite, and from (D.3) it 

can be seen that V is symmetric positive definite. Since A E [0,1]. W i8 8ymmetric 

positive definite, and therefore, it is full-rank. Using this fact and the structure of A 

given by (D.S) it can be 8hown that A is also full-rank and thus invertible. 
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