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Abstract

With the growing demand for high data rate communication services, multi-carrier
communication schemes have started to become the method of choice in many appli-
cations. In this thesis, multi-carrier communication systems are studicd and various
methods for improving their achicvable bit rate arc proposed.

Filtered multitone (FMT) is a multi-carrier communication scheme which is im-
plemented using a modulated filter bank structure. In this thesis, an efficient design
method for the prototype filter of the FMT system is proposed. This design method
allows improvement of the achievable bit rate by efficient evaluation of the inherent
trade-off between the subchannel spectral containment provided by the prototype fil-
ter and the intersymbol interference (ISI) that the filter generates. Numerical results
further demonstrate the effectiveness of the proposed design method. The insight
gained from this design is also used to determine the optimal number of subchannels
in FMT systems. Moreover, since the presence of ISI in FMT subchannels outputs
renders the conventional water-filling power loading algorithm suboptimal, we pro-
pose an cfficient power loading algorithm for FMT that cnables higher achievable bit
rates.

Discrete multitone (DMT) is a popular multi-carrier communication scheme,
mainly due to its rather low complexity. However. DMT suffers from poor subchannel

spectral characteristics. In this thesis, a family of bi-windowed DMT transceivers is

v



proposed that provide both improved subchanncl spectral containment at the trans-
mitter and improved spectral selectivity at the receiver, without requiring the cyclic
prefix to be longer than the order of the channel impulse response. The windows are
designed in a channel independent manner and are constrained to produce subchannel
outputs that are free from ISI. Furthermore, the design allows the intersubchannel
interference (ICI) to be controlled in such a way that it can be mitigated using a
relatively simple minimum mean square error (MMSE) successive interference cancel-
lation scheme. Numerical results demonstrate the significant gain in the achievable

bit rate obtained by the proposed scheme.
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Chapter 1

Introduction

In recent years the demand for reliable high data rate communication services has
been rapidly increasing. On the other hand, in a communication system with a given
transmission power, as the data rate increases, the frequency bandwidth required
by that system increases [1,2]. Therefore, high data rate communication implics
transmission through widcband communication channels. However, wideband com-
munication channels arc typically frequency-selective, meaning that their frequency
responsc changes significantly over the frequency band. Consequently, when a signal
is transmitted through such channels, the received signal will include a considerable
amount of intersymbol interference (ISI), which can significantly degrade the per-
formance of the system. The search for effective techniques for mitigating the ISI
produced by frequency-selective channels has been the subject of research and study
for many years. Traditionally, communication systems use a single-carrier transmis-
sion with a variety of choices for the modulation method, including pulse amplitude
modulation (PAM), quadrature amplitude modulation (QAM), phase shift keying
(PSK), frequency shift keying (FSK), and continuous phasc modulation (CPM). In
single-carrier transceivers, the optimal receiver is the maximum likelihood (ML) se-

quence detector in the sense that it minimizes the probability of crror in detection
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of the transmitted data scquence from the rececived signal. However, ML receivers
have a very large computational complexity, especially in highly frequency-sclective
channels [2]. In practice, single-carrier communication systems often use equalization
techniques to compensate for the ISI produced by the frequency-selective channels.
The design of efficient equalization techniques has been a subject of interest for re-
searchers, and many equalization techniques have been proposed, several of which
have been used in communication transceivers. Some of the most widely used equal-
izers are the zero-forcing and minimum mean squarc crror (MMSE) linear equalizers.
and the zero-forcing and MMSE decision feedback equalizers (DFEs) [2,3]. While
these equalizers are quite effective for communication systems with low to moder-
ate bandwidths, as the frequency-selectivity of the channel increascs, the complexity
of the required cqualization scheme increases rather quickly. In fact, the complex-
ity of cqualizers required in single-carricr transccivers for highly frequency-sclective
channcls limits the achievable data rates in such transceivers.

Multi-carrier communication schemes have been proposed as effective solutions to
this problem. The fundamental idca bchind multi-carrier schemes is to divide the
frequency-selective wideband channel into several narrowband subchannels, and to
scparately transmit and receive data on each subchannel. Indeed, if the subchanncls
arc orthogonal, communication of data through each subchannecl will be independent
of other subchanncls. Since each of the subchanncls has a much narrower band-
width than that of the whole channel, compensation of the distortion caused by cach
subchannel can be performed with a much lower complexity than that required for
cqualization of the whole wideband channel.

The basic principle of multi-carrier communication has a long history. For in-
stance, it was uscd in Collin’s Kineplex system {4] in 1957. A multi-carrier com-
munication scheme called orthogonally multiplexed QAM (O-QAM) was proposed
by Saltzberg [5] in 1967. The application of the discrete Fourier transform (DFT)
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for frequency-division multiplexing (FDM) systems was proposed by Darlington [6]
in 1970, and was uscd in practice [7] in 1978. Hirosaki [8] proposed a DFT-based
structure for the O-QAM system in 1981 and demonstrated that a reduction in com-
plexity could be achieved by employing digital signal processing techniques in the
implementation of the O-QAM system. Kalet [9] showed that for frequency-selective
channels, when the available transmit power is appropriately divided among the sub-
channels, multi-carrier communications offers a considerable gain in the achievable
bit rate compared to the cquivalent single carrier lincarly equalized system [9].

While the most desirable characteristic of multi-carrier communication systems
is that they can efficiently overcome the ISI caused by frequency-selective wideband
channels, they also have other desirable characteristics. One attractive characteristic
of multi-carrier schemes is their immunity to impulse noise and fast fades [10-12].
Indeed, since the symbol period in multi-carriecr modulation is much longer than
that in single-carrier modulation schemes, the impact of impulse noise on a multi-
carrier system is substantially less than that in a single-carrier system. Flexibility of
duplexing is also an attractive property of multi-carrier schemes. Duplexing in multi-
carrier systems is usually done by devoting a number of subchanncls to one direction
of communication, and devoting the rest to the opposite direction. This way. echo
cancellation is a significantly easier task than in single-carrier systems.

Due to their desirable features, multi-carrier communication schemes have found
extensive applications in the emerging technologics of the recent vears. Discrete mul-
titone (DMT) [13,14] has been one of the most widely-used multi-carrier modulation
schemes. DMT is the modulation method in digital subscriber line (DSL) transceivers
which communicate over twisted pair phone lines [15,16]. Several standards for differ-
ent types of DSL transceivers have been established by the standardization scction of
international teleccommunication union (ITU-T), and they use DMT as the modula-

tion method [15,16]. This includes asymmetric DSL (ADSL) which is the most widely
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uscd broadband service in the world at the time this thesis is being written [17]. The
ITU-T has recently approved the very high-speced DSL (VDSL) standard as well, in
which DMT has been considered as the modulation method. DMT modulation has
also been adopted by the power line communications (PLC) [18] standard bodics,
such as the Home plug standard [19].

Multi-carrier transmission is implemented in DMT transceivers using the inverse
fast Fourier transform (IFFT) at the transmitter and fast Fourier transform (FFT)
at the receiver. In DMT modulation, a cyclic prefix is added to the data sequence at
the transmitter. This redundant sequence is chosen to be at least as long as the order
of the impulse response of the discrete-time cquivalent model of the communication
channel, and it is removed at the receiver. The usc of cyclic prefix in DMT systcm
prevents ISI at the subchannel outputs. In DMT modulation, different numbers of
bits are loaded onto different subchannels based on the signal to noise ratio (SNR)
of cach of the subchannels at the receiver. Moreover, the available transmit power is
cfficiently divided among the subchannels. e.g., using the water-filling power loading
algorithm [9, 15]. Because cfficient bit loading and power loading algorithms are
based on the subchannel SNR values at the receiver, in DMT transccivers there
is a feedback from receiver to the transmitter by which the rccciver provides the
information regarding the number of bits and the amount of power to be allocated to
cach subchannecl.

Orthogonal frequency division multiplexing (OFDM) is an other widely used
multi-carrier modulation scheme. It is similar to DMT, except that in the OFDM
scheme, a constant power and a constant number of bits is assigned to cach of the
subchannels, and this removes the need for feedback from the receiver to the transmit-
ter regarding the information on bit and power allocation. OFDM has been adopted
by several standards for the cxisting and emerging wireless technologies, including

the digital video broadcasting-terrestrial (DVB-T), which is the European terrestrial
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digital television standard [20], the IEEE 802.11e standard for wircless local arca net-
works (WLAN) [21], and the IEEE 802.16 standard for fixed and mobile broadband
wircless access systems [22].

DMT and OFDM are particularly attractive multi-carrier schemes due to their
rclatively low complexity. They have an FFT-based implementation which makes
their implementation cost-efficient. even when the number of subchannels is large.
Moreover, if they use a cyclic prefix with a length larger than or equal to the order of
the channel impulse response, the subchannel outputs are free from IST and free from
intersubchannel interference (ICI), and thereby, DMT and OFDM schemes practically
transform the frequency-sclective channel into a number of orthogonal frequency-flat
subchannels. The equalization of each subchanncl is then simply done by multiplying
the subchannel output by a complex number.

Multi-carrier communication can also be used as a multiple access method. This
is usually referred to as orthogonal frequency division multiple access (OFDMA) [22],
in which, each user is assigned one or more subchannels for transmitting data. Multi-
carrier schemes can also be combined with other multiple access methods, including
time division multiple access (TDMA) and code division multiple access (CDMA). A
combination of multi-carricr modulation and CDMA, known as multi-carriecr CDMA
(MC-CDMA) [23,24] has been proposed for the fourth generation (4G) mobile com-
munication systems.

While DMT and OFDM are the most widely-used types of multi-carrier modu-
lation schemes, they do have some shortcomings. In practice, some communication
channels have very long impulse responses, or even infinite impulse responses (1IR),
c.g., the DSL channel. In order to achieve the zero ISI and zero ICI conditions, a
DMT system uses a cyclic prefix which is at lecast as long as the order of the chan-
nel. When the order of the channel is very large, a very large cyclic prefix has to be

used, which in turn, reduces the bandwidth efficiency. To avoid this problem, DMT
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and OFDM systems usc a so-called time-domain equalizer (TEQ) at the receiver to
shorten the cquivalent channel impulse response. But, the implementation of TEQ
can significantly increase the complexity of the overall system. Other shortcomings
of DMT and OFDM systems include their poor subchannel spectral characteristics.
In these systems, the subchannel pulse shaping filters and also the subchannel re-
ceiver filters have a rectangular time-domain shape and thus they have a sinc shape
in the frequency domain. Conscquently, the spectra of adjacent subchannels overlap
in the frequency domain, the subchannel sidelobes are large and they decay slowly.
As a result, these systems have poor subchanncl spectral containment at the trans-
mitter and poor subchannel spectral selectivity at the receiver. The poor spectral
containment of the subchannels at the transmitter makes it quite awkward to design
schemes that have to satisfy the egress standards. For example, the ITU-T specifies
that the power spectral density (PSD) of DSL transmitters has to be below a certain
level in the amateur (HAM) radio bands [15,25]. The HAM radio bands are rather
narrow, but, since the subchannel sidelobes in DMT transmitters arc large and de-
cay slowly, in order to satisfy the egress standards a large number of subchanncls
have to be turned off. The poor spectral containment at the transmitter also gener-
ates a significant amount of near-end crosstalk (NEXT), which is one of the harmful
sources of interference in DSL channcls. At the receiver side, the large sidelobes of
the subchanncl spectra make DMT and OFDM systems susceptible to both NEXT
and narrowband interference, such as the radio frequency interference (RFI) emerging
from amplitude modulation (AM) broadcast and HAM radio signals. Indeed, since
the sidelobes of the subchannels spectra are large and roll off slowly. a narrowband
interference can impact a large number of subchanncls. Moreover, because of the
poor subchannel spectral characteristics of OFDM transceivers, impcerfections such
as a frequency offset between the local oscillators at the transmitter and recciver,

phase noisc. and Doppler spread (in mobile transceivers) can result in large amounts
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of intersubchannel interference (ICI) among the subchannecls.

The shortcomings of DMT and OFDM schemes mentioned above reduce the
achicvable bit rate of these systems. Finding methods to mitigate these problems
has been the subject of research and study by a number of researchers in the re-
cent years, and scveral approaches have been considered to improve the performance
of these systems. Those approaches can be categorized into two main groups. In
one category, multi-carrier schemes that have better spectral characteristics at the
transmitter and receiver than DMT and OFDM have been proposed. Onc of such
schemes is the filtered multitone (FMT) modulation [26], which offers a high level of
subchannel spectral containment at the transmitter and a high level of spectral sclec-
tivity at the receiver. In the second category, DMT and OFDM systems have been
considered, but different techniques have been applied to improve their performance.
These include techniques for improving the subchannel spectra at the transmitter or
receiver, and also methods for combatting near-end crosstalk and echo.

In the research reported in this thesis, different methods for improving the perfor-
mance of multi-carrier transceivers were investigated using the achievable bit rate as
the performance measure. The thesis is outlined as follows. In Chapter 2, an overview
of multi-carrier communication systems is presented. First, several multi-carrier
schemes, including DMT, OFDM, FMT, and discrete wavelet multitone (DWMT) [27]
arc described and their points of strength and shortcomings arc compared. Then, we
review different time domain equalizer (TEQ) methods that are used for impulse
response shortening in multi-carrier communication systems. Among different TEQ
methods, the minimum mean square error TEQ, which is the most widely used TEQ,
is analyzed. Bit loading and power loading methods for DMT transceivers are stud-
icd next, and the water-filling algorithm, which is the optimal loading method in
the absence of IST and ICI, is presented. The established windowing techniques for

DMT and OFDM systems are also studied in Chapter 2. Windowing techniques can
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be considered as some of the most efficient methods for improving the performance
of DMT and OFDM transceivers, and several transmitter and receiver windowing
methods are described. While our results obtained in Chapters 3 and 4 are valid for
all communication environments, including wircless and wireline channels, in the nu-
merical examples that will be presented in those chapters, we will consider a realistic
modecl for the digital subscriber line (DSL) environment. Therefore, in Chapter 2 an
introduction to the fundamentals of DSL communication is provided. The DSL fun-
damentals section is followed by a bricf outline of a cyclic suffix scheme for elimination
of near-end crosstalk in DSL systems.

While most of the material presented in Chapter 2 is based on the results obtained
by other researchers, Chapters 3 and 4 consist of the major contributions of this thesis.

In Chapter 3, filtered multitone (FMT) systems are considered. We quantify
the inherent trade-off between the channel-independent measures of ICI and ISI in
FMT systems and propose an efficient channel-independent design method for the
prototype filter of the FMT transceivers. We demonstrate the significant improvement
that is offered by this method. Morcover. using the insight gained from this design,
we explain the trade-off that has to be considered when choosing the appropriate
number of subchannels in the FMT systems. As was mentioned earlier, the achicvable
bit rate of multi-carrier systems depends on the distribution of the available power
among the subchanncls. While the water-filling algorithm provides the optimal power
loading method for DMT and OFDM systems, the presence of non-negligible ISI
in the outputs of the FMT subchannels renders water-filling suboptimal for FMT
applications. We proposc an iterative power loading algorithm for FMT systems
that incorporates the effects of ISI. We demonstrate performance achievements of the
proposcd prototype filter design and the proposed power loading algorithm using our
numecrical results which are obtained for a realistic model for the DSL environment.

In Chapter 4, we consider a general filter bank structurce that can model DMT

10
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and OFDM systems, as well as FMT and DWMT systems. We derive the channel-
independent necessary and sufficient conditions for this filter bank transceiver to be
free from ISI, and we propose a family of bi-windowed discrete multitone transccivers
that provide improved subchannel spectral characteristics at both cnds of the
transceiver, without requiring the cyclic prefix to be longer than the order of the chan-
ncl impulse response. The windows are designed in a channcl-independent manner
and they satisfy the ISI-free conditions. Moreover, we explain how the design allows
the ICI to be controlled in such a way that it can be mitigated using a relatively
simple minimum mean square error successive ICI canceller. We demonstrate the
performance of the proposed bi-windowed DMT system through numerical analysis
using a recalistic model for the DSL environment, and we show that the achicvable bit
rate of the proposed system is significantly higher than that of the conventional DMT
systcm and the cstablished windowed DMT systems with receiver-only windowing.
Finally, concluding remarks and suggestions for future work arc presented in Chap-

ter 5.
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Chapter 2

Overview of multi-carrier

communication systems

In this chapter, an overview of multi-carrier communication systems is presented, in
which the cstablished multi-carrier modulation schemes are described and compared
to cach other. In addition, several algorithms and techniques specific to multi-carrier
communication systems are studicd. These include the time domain cqualizers (TEQ)
that are used for channel impulse response shortening; loading algorithms that are
used for assigning the appropriate number of bits and appropriatc amount of power
to different subchannels; windowing techniques that are used to improve the spectral
characteristics of transmitter or receiver subchannel spectra; and other techniques

associated with multi-carrier communication systems.

12
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2.1 Major multi-carrier modulation schemes

The most prominent members of the class of multi-carrier modulation schemes are
discrete multitone (DMT), orthogonal frequency division multiplexing (OFDM), fil-
tered multitone (FMT), and discrete wavelet multitone (DWMT) [28-34]. In this
section, these schemes are described and analyzed. We start the scction by describing
a general filter bank transceiver which, as will be seen later in this section, can model
each of these schemes. In addition, in Chapter 4 a new windowed DMT system is pro-
poscd which has the same general structure as in the filter bank transceiver described

in this scction.

2.1.1 General filter bank transceiver

Figure 2.1 shows a filter bank transceiver with A/ subchannels, where x,[n] and y,[n],
i=0,1,---, Al — 1, denote the input and output symbols of the 2th subchanncl at
instant n, respectively. In this system, sequences of complex-valued symbols chosen
from not necessarily identical constellations arc input into the system at a symbol
rate 1/T.' The inputs to the subchanncls are first upsampled by a factor of N,
and then filtered by the corresponding subchannel transmitter (pulse shaping) filters.
In Figure 2.1, the impulse responscs of the subchannel transmit filters are denoted
by hn}, 0 < i < Al — 1. The outputs of the subchannel transmit filters are then
added togcther. converted to an analog signal using a digital to analog converter
at a sampling ratc of 1/T, = N/T, and transmitted through the communication
channel. At the rcceiver, after analog to digital conversion of the received signal,
it is sent to Al branches corresponding to the Al subchannels. In each branch, the

reccived signal is first filtered by the corresponding subchannel receiver filter, denoted

L Although the size of constellation used for different subchannels is generally different. the con-
stellation family of choice is usually the quadrature amplitude modulation (QAM).

13
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Figure 2.1: Al-subchannel filter bank transceiver.

in Figure 2.1 by g,[n], 0 <4 < M — 1, and then it is downsampled by a factor of
N. In Figure 2.1, ¢[n]| denotes the impulsc response of the equivalent discrete-time
channel impulse response corresponding to the combination of the digital to analog
converter, the analog channel, and the analog to digital converter. The additive noise
in Figurc 2.1 models all external additive noisc and interferences. The filter bank
transceiver of Figurc 2.1 is called a critically sampled filter bank if N = A, and is
called an oversampled filter bank if N > M.

In the following, the relation between the subchannel inputs and outputs of the
filter bank transceiver of Figure 2.1 is derived. By applying the time-domain equation
for upsampling [35] and convolution of the transmitter filters, the digital signal to be

transmitted, i.e., :I:T[n] in Figure 2.1, can bc written as

M-1 o
erln) = > " mklhn — kN]. (2.1)
=0 k=—c

cln]=0. n¢l0,1], (2.2)

the received signal, zg[n] of Figure 2.1, is given by

L AM-1 oo
rrin] =) «p Z Z x,[klh,[n —p— kN] + ([n]. (2.3)
p=0 1=0 k=-o0

14
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where ([n] represents the external additive noise and interference signals. The mth
subchannel output, y,,[n], is obtained by filtering zg[n] by gm[n] and downsampling

by N. Therefore, yp,[n] is given by

Ym | i G|l Zc[p] Z_ i &, [kJhNn — € —p — EN] + vy, [n] (2.4)

L
I=—nc p=0 1=0 k=—o00
where v,,[n] represents the additive noisc after being filtered by g,,[n] and downsam-
pled by factor N, that is,
vtmin] = Y gmlk([Nn — ] (2.5)
k=—x

The result in (2.4) can be cquivalently written as

M-1
Z lz Tl *leln +Um[ ] (26)
1\}l1 (o0}

= Z Iz sz[k] + Tm[n]* (27)
1=0 k=-o00

where x denotes the convolution operator, and
Q1) = [N (2.8)

where

Cma[n] = Rhy[n] * c[n] x gm[n]. (2.9)
Notice that (2.4)-(2.9) represent the input-output formulas for the general filter bank
transcciver of Figure 2.1. From (2.4), it can be seen that, in general, the output of cach
subchannel at an instant n can depend on all subchannel inputs at all time instants.
Thus, in general. at each subchanncl output, both intersubchannel interference (I1CI)
and intrasubchannel intersymbol interference (ISI) are present. More specifically, if
ko denotes the synchronization delay of the system, then, for subchannel m, the term

Zk?gko TN — K|@mm|k] in (2.7) is the ISI, and Z#m > op Tt — klGm k] s the ICL
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Figure 2.2: The basic DMT system with A subchannels and a cyclic prefix of length

P=N—- AL

2.1.2 DMT and OFDM transceivers

Fig. 2.2 shows the basic DMT communication system. Recall from Chapter 1 that

DMT and OFDM systems arc similar except that in OFDM systems a fixed number of

bits and power is assigned to the subchannels while in DMT system different number

of bits are assigned to different subchannels based on the signal to noise ratio (SNR)

of the subchannel outputs at the recciver. Therefore, Fig. 2.2 models both DMT

and OFDM systems. In the rest of this section we will use the term DMT for the

system of Fig 2.2. In this system, sequences of complex-valued symbols chosen from

16
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not necessarily identical constellations are input into the system at a symbol rate
1/T. The symbol z;[n] denotes the input to the ith subchiannel at instant n. In
other words, at each instant n, a symbol block of size M is input to the system.
Therefore, we can refer to n as the block index. At the transmitter, an AJ-point
inverse Fouricr transform (IFFT) is applied to the inputs, 2,[n}, i =0,1,--- , M — 1.
which results in Xy[n], k =0.1,--- . M — 1. A cyclic prefix? (CP) of length P is then
added which produces ugfn}, k =0,1,--- . N — 1, where N = M + P. The result is
transformed to a serial sequence using a parallel to serial converter (P/S), then it is
converted to an analog signal using a digital to analog converter (D/A) at a sampling
rate of 1/7T, = N/T, and the analog signal is transmitted over the communication
channel. The received signal is transformed to a discrete-time sequence using an
analog to digital converter (A/D), then using a serial to parallel converter (S/P) it is
transformed to the parallel form, the cyclic prefix is removed, and an A/-point fast
Fourier transform (FFT) is applied. The relationship between inputs and outputs of
this system is analyzed below. Notice that the equivalent of the cascade of the D/A,
the analog channel impulse response, and the A/D is denoted by the discrete-time
channel impulse response ¢[-]. We assumc that the discrete-time channel impulse

response is of order L, specifically, we assume that
clk] =0, k¢][0.1] (2.10)

The most convenient way to analyze the DMT system of Fig. 2.2 is to use the
matrix form [29]. Denoting the input block at instant n by the M x 1 vector x,, we
have

x,, = (xo[n]. z1[n}, - - 7371\1—1[’”])T (2.11)

where the superscript 7 denotes the matrix transpose. After applying the AJ-point

2The structure of this cyclic prefix will be defined later in this section: see {2.17) and (2.18).
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IFFT, the M x 1 vector X, is obtained where

X, = (Xo[n]. Xi[n], - »XM—1[nDT (2.12)
and -
nl = L o1 In]e? TR

Equivalently, in matrix form, X,, can be computed from x, as
X, = Ffx, (2.14)

where the superscript H denotes the matrix Hermitian (conjugate transpose) and F

is the M-point FFT matrix (M x M) in which the (k, n)th entry is given by

1 2
= eI arkn,

Fliw = Nivi

(Since the FFT is an orthogonal transform, FF# = FHF = I,;, where I, is the

(2.15)

M x M identity matrix.) After applying the IFFT, a cyclic prefix of length P is
added to the signal which results in the N x 1 vector u,, where N = M + P,

w, = (uo[n], waln]. -+ ;un_1[n]) (2.16)

and

un = TXn (217)

where T is the N x Af matrix defined as
T —= (2.18)

which is a concatenation of the Al x A identity matrix I5; and Icp which consists of
the last P rows of I;. In other words. the CP adder module adds the last P samples
of the IFFT output to the beginning of the block. Specifically,

w, = (XNp—plnl, Xappi[n), -+ Xaroa[n], Xoln], Xa[nl, -, X [n))T 0 (2.19)
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Denoting the outputs of the serial to parallel converter at the receiver by the N x 1
vector z,, the combination of the parallel to serial conversion at the transmitter, the
convolution performed by the channel impulse response ¢[-], and the serial to parallel

conversion at the receiver can be represented in the matrix form as [29]
z, = Cou, + Ciu,—y + 1, (2.20)
where Cy and C; arc the N x N channel matrices defined as
(Colue = cli — (2.21)

and

[Cilik =[N +1— K] (2.22)
and n,, represents the N x 1 vector of the additive noise, that is.
M, = (mo[n],mln]. -+ n-a[n])” (2.23)
The removal of cyclic prefix at the recciver can be written in the matrix form as
Y, =Rz, (2.24)

where Y, is the Al x 1 vector representing the output of the CP removal module and
is given by

Yn - (Yo[n], Yl[n], e ,Y]\[‘l[n])T (225)
and R is thc A/ x N CP removal matrix given by

R = (OpxpIap) (2.26)

where Opr«p is the M x P matrix with all entries equal to zero. Finally, the FFT

transform at the receiver can be represented in the matrix form as
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where F is the FFT matrix defined in (2.15) and y,, is the A/ x 1 output vector given
by
Yn = (yo[n]. MmN [n], e ’yM—ﬂnD (2.28)

Substituting (2.20) into (2.24) and the result into (2.27), it can be seen that
Yn = FR(Coun + Clun—l + nn) (229)

Referring to the structure of R defined in (2.26) and that of C; defined in (2.22), and
recalling the non-zero interval of the channel impulse response given by (2.10). one
can verify that if P > L, i.e., if the cyclic prefix length is at least equal to the order
of the channel impulse response, we have RC; = Oy« n. In that case, (2.29) can be
simplified to

v» = FRCyu, + FRn,, (2.30)

Substituting (2.14) into (2.17) and the result into (2.30), the following is obtained
v. = FRC,TF"x, + FRn, (2.31)

It can be shown [29] that RC,T is a circulant matrix. Moreover, it is well known
that a circulant matrix can be diagonalized by pre- and post-multiplication with FFT

and IFFT matrices. Specifically, it can be shown that [29]
FRC,TF¥ = D = diag (C(pfo), Ce3), - ,C(()J%W-“) (2.32)

where C(e’*) is the Fourier transform of e[k], i.e., C(e?) = S°p_, c[k]e 7*. Substi-

tuting (2.32) into (2.31), we get
y» = Dx,, + 7, (2.33)

where 7, = FRn,,. Since D is a diagonal matrix (defined in (2.32)), (2.33) can be

equivalently written as
y[n] = C(eJ%L)xl[n] +n), 1=0,1,--- M -1 (2.34)
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where 7),[n] is the ith entry of 7,,, and therefore

AM—1

1 prid
hn] = — el n 2.35

The formula in (2.34) defines the input-output relation for the ith subchannel in
the DMT system of Fig. 2.2. From (2.34) it can be scen that in the DMT system,
the whole frequency-sclective channel is divided into A/ frequency-flat subchannels,
where x,[n], 2 = 0,1,---, M — 1, arc the subchannel input sequences and y,[n], 7 =
0,1,---, A — 1, arc the subchannel output scquences, and C(¢’ %’) is the (complex)
gain of the 1th conscquent frequency-flat subchannel. From (2.34) one can sce that
the output of the ith subchannel consists of two terms, a signal term and a noise term,
where the signal term is equal to the transmitted symbol through that subchannel,
i.c., z,[n], multiplied by the 1th entry of the discrete Fourier transform (DFT) of the
channel impulse responsc. Notice from (2.34) that the output of each subchannel at
a specific time instant, depends on the input signal of that subchanncl at the same
time instant, but there is no interference from other subchanncls, i.e., no ICI, and that
there is no interference from the input sequence of that subchannel corresponding to
other time instants, i.e., there is no ISI. Recall that this zcro ISI and zero ICI property
of the DMT system was obtained under the assumption that the length of the cyclic
prefix is larger than or equal to the order of the channel impulse response., i.c., P > L.

Since the subchannel outputs of the DMT system (when P > L) are free from ISI
and ICI, one-tap per subchannel equalization is sufficient for channel equalization.
Specifically, from (2.34), it can be seen that for the ith subchannel. if C (e2%Y) £ 0,
the channel effect can be equalized by multiplying y,[n] by 1/C(e?5*). This one-
tap per subchannel equalization in DMT systems is referred to as frequency-domain

equalization (FEQ).% If C(ej%i) = 0, no data should be transmitted on the ith

3Since this equalization takes place after the FET module, it is known as the frequency-domain
cqualizer (FEQ). This is in contrast to the time-domain equalization which takes place before FFT
module. Time-domain equalizers are studied in Section 2.2.
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subchanncl, as the receiver will not be able to recover it.

The architecture that was presented for the DMT system in Figure 2.2 represents
an efficiently implementable structure for DMT system. In addition, in the litera-
turc this is the structure that is usually used to describe the DMT system. On the
other hand, in the following it is shown that the DMT system of Figure 2.2 can be
equivalently represented using the general filter bank transceiver of Figure 2.1.

Consider the filter bank structure of Figure 2.1 with the paramecters Af, N, and
L being the same defined in the above discussion; that is, M is the number of sub-
channels and N = Al + P, where P is the cyclic prefix length, and L is the order of
the channel. where it is assumed that L < P. Moreover, assume the following DFT

modulated structure for the transmit and receive filters

h,[n] = h[n]e’ 3™, (2.36)
Gm[n] = glnle? ¥ ™, (2.37)
where*
1/VM, ne|-N.-1
hln] = / | ] (2.38)
0, n¢ [-N.-1]
and
1/vVM, ne(l,AM
gln] = / [ ] (2.39)
0, n ¢ (1, M)]
Substituting (2.36)-(2.39) into (2.4), one can verify that
M—1 L Mo
Ymin] = Z z,[n] Z Cme—j%’;m ﬁpﬂ%g(m_l) + ] (2.40)
=0 p=0 =1
Ou the other hand,
M 1 1, m=
Z el Em—y) _ ’ (2.41)
—1 M 0, m=#£i

4Here. h[n] and g[n] are chosen so that the filter bank transceiver of Figure 2.1 modcls the DMT
system. Consequently, hn] 1s chosen to be a non-causal filter in order to achieve an input-output
equation for the filter bank model identical to that for the DMT system.
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Therefore,
L
= 2 [n] Y elple 7 FHM 4 van] (2.42)

p=0
which can be further simplified to

Um[n] = 2 [P]C(VF™) + vpa[] (2.43)

where C'(e?¥) = Z;L;:o c[ple” P is the Fourier transform of ¢[n]. Comparing (2.43)
with (2.34) it can scen that if v,[n] = 7,[n], the DMT system of Figure 2.2 is
cquivalent to the filter bank transceiver of Figure 2.1 when (2.36)-(2.39) hold. In the
following it is shown that v,,[n] = 7,,[n]. Recall that v,,[n] is given by (2.5). After
substitution of (2.37) and (2.39), (2.5) simplifies to

Al
N ]. 27
Umln] = —— § & H™(C[Nn — k] (2.44)
VM &

On the other hand, from (2.35) 7,,[n] is given by

AM—1

757 2 e (2.5

Since n in 7y [n] denotes the nth block transmission of size N, ng[n] in Figure 2.2 is

related to ([-] in Figure 2.1 as
mn] =¢N(n—1)+i¢, i=0,1,---,N—1 (2.46)

Substituting (2.46) into (2.45) and defining k = —¢ + M will result in

firln] \/_ Z RN — k] (2.47)

comparing (2.47) with (2.44) it can be seen that v,,[n] = 9,,[n].
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2.1.3 FMT transceivers

DMT and OFDM are the most widely-used multi-carrier systems due to their rela-
tively low complexity. They have an efficient FIT-based structure (see Figure 2.2)
which allows a cost-effective silicon implementation as a system on chip (SOC). even
for large number of subchannels. Moreover, they enjoy very simple per subchannel
cqualization, as was cxplained in the previous section. Finally, the most attractive
feature of DMT and OFDM is that these systems provide ISI-frec and ICl-free out-
puts for any FIR channel with an order less than or equal to the length of the cyclic
prefix used in those systems.

That said, DMT (and OFDM) systems have some shortcomings. First, DMT rc-
quires a cyclic prefix which is not smaller than the order of the channel. This reduces
the bandwidth efficiency °, especially when the channel impulse response is long. In
such cases, insertion of the cyclic prefix would either impose a significant reduction of
bandwidth efficiency or it would require the use of a very large number of subchannels.
which in turn increases the complexity of the system. Another shortcoming of the
DMT system is its poor spectral characteristics at the transmitter and receiver. It was
mentioned in Section 2.1.2 that the DMT system can be equivalently modelled with
a filter bank transceiver in which the transmitter pulse shaping filters and receiver
filters of the subchannels have rectangular time-domain impulse responses. Therefore,
the frequency response of the transmit and reccive filters of the subchannels are sinc
functions.® It is well-known that the sinc function has large sidclobes which decay
slowly. Consequently, the DMT system suffers from poor subchannel spectral con-
tainment at the transmitter and poor subchannel spectral selectivity at the receiver.

The poor spectral characteristics of DMT and OFDM systems at the transmitter

5The bandwidth efficiency is defined as the communication binary data rate divided by the used
bandwidth. Denoting the binary data rate in units of bit per second (bps) by r, and the transmission
bandwidth in units of Hz by B, the bandwidth efficiency is defined as r/B (bps/Hz).
sin(mx)

SThe sinc function is defined as sinc(x) = =27
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makes it quitc awkward for these systems to meet some of the cgress requirements sct
in the communication standards. Moreover, the poor spectral characteristics of DNT
and OFDM systems at the receiver makes these systems susceptible to narrowband
noise, near-end crosstalk, and imperfections. such as frequency offset between the
local oscillators at the transmitter and receiver, phase noise and Doppler spread.

Filtered multitone (FMT) [26] is an alternative multi-carrier communication
scheme with somewhat different characteristics and trade-offs than those of the DMT
scheme. FMT is a filter bank transceiver in which the pulse shaping filter for each of
the subchannels at the transmitter is a frequency-shifted version of a prototype filter
and the receiver filter of each subchannel is the matched filter of the corresponding
transmitter filter.” In an FMT system, the prototype filter is designed so that a high
level of subchannel spectral containment is achieved, and hence the ICI is negligible
comparcd to other noisc and interference signals [26].

Recall the filter bank transceiver modecl in Figure 2.1. For that transcciver to
model an FMT system, the impulse response of the subchannel filters at the trans-
mitter, h,[n], 0 < < Al — 1, and that of the subchannel filters at the receiver, g,[n],
0 <i<AI—1, are given as

h.[n] = hin)e’ 5 (2.48)
and
a.n] = B[] (2.49)

where h[n] is the impulse response of the prototype filter of the FMT system, and
the superscript * denotes the complex conjugate operator. Denoting the Fourier
transforms of h,[n|, hln], and g,jn] by H,(¢?*), H(e’), and G,(e?*), respectively,

(2.48) and (2.49) arc translated into the frequency domain as

H,(e”) = H(e'™)) (2.50)

A filter bank in which the branch filters are frequency-shifted versions of a prototype filter is
often called a DFT modulated filter bank [35].
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and
G (e7*) = H* (2@ (2.51)
where
2r
=22 2.52
oy = (2.52)

As mentioned earlicr, in an FMT transceiver, the prototype filter has to be designed
in a way that a high level of subchannel spectral containment is achieved so that at
the subchannel outputs, ICI is negligible compared to other noisc and interference
signals [26].

Recall the filter bank structure of the FMT system in Figure 2.1. By upsampling
cach subchannel input by a factor of N in the time domain, the Fourier transform
of the corresponding signal is shrunk by a factor of N. Let us denote the Fouricr
transform of z,[n] by X,(e’*). Since X,(e’) is periodic in frequency with period 2,
after upsampling by N, the consequent signal is periodic in frequency with period
27 /N. In an idcal FMT system, H(e’%) is an ideal lowpass filter with the passband
w € [—m/M,w/A]. This is shown in Figure 2.3. With such a prototype filter, if we
choose N = M, since H,(e’*) is the frequency shifted version of H(e/*) by the amount
of w, = ?\—7}2', the whole 27 bandwidth is divided into M orthogonal subchanncls.
With this ideal prototype filter, the receiver filter of the ith subchannel, G,(e’?).
would filter out all other subchannel signals and the signal corresponding to the ith
subchannel would be passed through. In that case, because of the orthogonality of
the subchannels, there will be no intersubchannel interference (ICI). Therefore, the
equalization of each subchannel can be done independently, i.e., at the receiver, only
per subchannel equalization will be required. Notice that since the ideal prototype
filter has a frequency-flat transfer function in the passband, no ISI will be imposed

by the filter bank. The only ISI incurred on each subchannel will be the ISI created

by the portion of the channel that resides in the subchannel bandwidth.
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Figurc 2.3: Ideal lowpass filter with a bandwidth 27 /A/.

However, the ideal prototype filter of Figure 2.3 has an infinitclv long impulsc
response and it is not realizable in practice. A practical FMT system has an FIR
prototype filter, which inevitably, has a non-rectangular frequency response. Such a
frequency response has two shortcomings. Firstly, it is not flat in the passband, and
as a result some ISI is imposed to the subchannel outputs by the transmit and reccive
filters, in addition to the ISI created by the communication channel. Secondly, the
cnergy of an FIR prototype filter in the stopband is not equal to zero, and this causes
ICI.

In order to allow per subchannel detection while using a prototype filter with a
limited complexity, in the FMT gystems over-sampled filter banks are usually em-
ployed. In an over-sampled filter bank, the up- and down-sampling factor is chosen
to be larger than the number of subchannels, i.e., N > M. This creatcs an excess
bandwidth equal to

N
E s bandwidth = —
xcess bandwid i

1 (2.53)

which provides a guard band for the subchannel spectrum. While the excess band-
width reduces the bandwidth efficiency. it allows the possibility of suppressing the
ICI when the prototype filter is appropriately designed. Notice from (2.50)-(2.52)
that since therce are Af subchannels in the system, the bandwidth allocated to cach
subchannel is cqual to 27/M. On the other hand, after upsampling the subchanncl

inputs by a factor of N, the subchannel signals will have a bandwidth of 27 /N. which
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is smaller than the available bandwidth of 27/A{. This excess bandwidth makes it
possible for the frequency response of the prototype filter to have a smoother tran-
sition from the passband to the stopband. Recall that a sharper transition in the
frequency response requires a longer impulse response in the time domain [36]. Thus,
by allowing a non-zero excess bandwidth, it becomes possible to implement the filter
bank with lower complexity. On the other hand, by introducing a nonzcro excess
bandwidth, a redundancy is introduced which reduces the bandwidth efficiency. The
larger the excess bandwidth, the smaller the bandwidth efficiency. Thus an appropri-
ate value should be chosen for the excess bandwidth to keep a balance in the trade-off
between the cost of implementation and the reduction in the bandwidth efficiency.
Some typical values for the excess bandwidth in FMT systems are 6.25%. and 12.5%.

In an FMT system, the design of the prototype filter is a key design challenge.
Onec of the contributions of this thesis is a new design method for the prototype filter
of the FMT system that is based on the trade-off between the ISI and ICT caused by
the filter bank. This is presented in Chapter 3; see also [37, 38].

Recall the input-output equation for the filter bank transceiver of Figurc 2.1 given
by (2.4). From that equation, it can be seen that for the mth subchannel the output
at an instant n depends on all subchannel inputs at all time instants. Thus, in general,
at each subchanncl output, both ICI and ISI are present. As was mentioned earlier,
in an FMT system, the subchannel transmit and reccive filters arc designed so that
[CI is negligible. In order to get a better understanding about the mechanism of 1CI
removal in FMT, we point out that the equivalent of (2.9) in the frequency domain
is given by

Crna(€7) = H,(e7*)C(e?) G, (e7¥) (2.54)

where (7, (¢?¥) is the Fourier transform of ¢,,[n]. Recall from (2.50)-(2.52) that

H,(e?*) is shifted version of H(e/*) by w, = 'iﬁ—}r and G,(e?%) is the shifted version

of H*(¢#) by wn, = m2Z, and recall that the passband of H(e*) is defined as
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—n/M < w < w/M. Therefore. if the encrgy of the prototype filter in its stopband is
small enough, the product of H,(e’*)G,,(e?*) is negligible unless i = m. In that case,
from (2.54) it can be seen that C,,,(e?*) will be negligible for m # i, and thus, in
(2.6), among all the terms in the summation, only the term corresponding to i = m

will be non-negligible. In that casc, (2.6) simplifics to
ym{n} X Tm {)’I] * Qmm [n] + U [n] (255)

which implies that ICI will be negligible. That said, the convolution of u,[n] and
gmm[n] in (2.55) implics the existence of ISI terms in the subchannel outputs. How-
cver, because of the subchannel transmit and receive filtering, only a bandwidth cqual
to 27 /AI of the channel is scen by each subchannel. Thus, if the number of subchan-
nels is large cnough, the frequency selectivity of the portion of the channel seen by
each subchannel will be much less than that of the whole channel, and the amount of
IST at the output of cach subchannel can be small. In Chapter 3, we will see that in
order to maximize the achicvable bit rate in FMT systems, the prototype filter has
to be designed so that at the same time that 1CI is forced to be small, a balance is
obtained between the ISI and 1CI imposed by the prototype filter.

As an example, Figure 2.4 shows the frequency response of a prototype filter for an
FMT system with A = 32 subchanncls, up- and down-sampling factor N = 36 (excess
bandwidth 12.5%), and a length of 320 for the impulse responsc of the prototype
filter. This prototype filter has been designed by the design method which will be
presented in Chapter 3 and, as shown in that chapter, it provides an appropriate
balance between the ISI and ICT created by the prototype filter. For comparison, the
frequency response of an ideal prototype filter is also plotted in that figure. Morcover,
a sinc function, corresponding to a rectangular impulse response of length N = 36
is also shown in Figure 2.4. This corresponds to the transmitter prototype filter of

a DMT system with M = 32 subchannels and a cyclic prefix of length P = 4, i.c..
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Figure 2.4: Frequency responsc of a typical prototype filter for an FMT system with
M = 32 subchannels and an excess bandwidth of 12.5%, i.e. N = 36 (hpyt). For
comparison, the frequency response of the transmitter prototype filter in a DMT
system with the same number of subchannels and excess bandwidth is also shown
(hpmt), as is the frequency response of an ideal prototype filter.

transmission block size of N = M + P = 36.8

In Figure 2.4 the frequency response of the ideal prototype filter can be used
as a reference to distinguish the passband and the stopband (see Figure 2.3). From
Figurc 2.4 looking at the frequency response of the FMT prototype filter it can be seen
that the level of sidelobes in the stopband are more than 40 dB below the maximum
level in the passband. In comparison, it can be seen that the transmitter prototype
filter of a DMT system has very large sidelobes which decay slowly, and even its main

lobe is not confined within the passband.

8Recall from Section 2.1.2 that the DMT transceiver can be modelled by the filter bank transceiver
of Figure 2.1 in which the transmitter filters have rectangular impulse responses of length N = A+ P,
and receiver filters have rectangular impulse responses of length Af.

30



Ph.D. Thesis - Bahram Borna McMaster - Electrical & Computer Engincering

The improved spectral characteristics of FMT compared to DMT provide a num-
ber of advantages for FMT systems. Specifically, the small stopband energy of the
prototype filter in the FMT transceivers, makes these systems robust to narrowband
noise and interferences, such as the radio frequency interference (RFI) emerging from
the amplitude modulation (AM) broadcast and amateur radio (HAM) signals in dig-
ital subscriber lines. Moreover, small stopband energy of the prototype filter of FMT
systems, reduces the impact of near-end crosstalk (NEXT) in these systems. In some
applications, such as in digital subscriber lines, NEXT is one of the very harmful types
of noise and interference affecting the transmitted signal. In addition, the high level
of subchanncl spectral containment in the FMT systems makes FMT systems robust
against other imperfections such as frequency offset between the local oscillators at
the transmitter and receiver, phase noise, and Doppler spread.

That said. FMT has a few shortcomings compared to DMT. First of all, as can be
scen from (2.55), some ISI is present at the subchannel outputs of an FMT system.
Consequently, per-subchannel equalization is required. Typically, decision feedback
cqualizers (DFEs) are used for per-subchannel equalization in FMT systems [26, 37
39]. Somec other cqualization approaches for the FMT system have been developed
and studied in {40,41]. A second shortcoming of the FMT system is that in order
to obtain a negligible level of ICI, the length of the prototype filter has to be quite
large, typically about ten times the number of subchannels [26,37]. In the example
of Figure 2.4, Al = 32 and the impulse response of the prototype filter is of length
320. Finally. although the FMT system can be realized using an efficient FFT-
bascd polyphase implementation [26, 35, 42. 43], its implementation remains more

complicated than that of DMT [26. 28]
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2.1.4 DWMT transceivers

Discrete wavelet multitone (DWMT) represents another family of multi-carrier com-
munication systems [27]. The DWMT transceiver has the general filter bank struc-
ture of Figure 2.1, and to allow an efficient polyphase-based implementation. its filter
bank is usually a DFT modulated filter bank [27,35,43], a cosine-modulated filter
bank [27,44,45], or a binary tree structured filter bank [46,47]. In DWMT systems,
in order to allow a large bandwidth efficiency and efficient implementation, critically-
sampled filter banks are used, i.c., M = N [35,48].

The criteriou for the design of the prototype filters in DWMT systems is to achicve
the perfect reconstruction condition [35,48] in the absence of channcl distortion.?
Consider the filter bank transcciver of Figure 2.1 and recall that the relation between

the subchannel outputs and subchannel inputs is given by (2.4)-(2.9). To obtain a

perfect reconstruction filter bank, it is assumed that the channcl is ideal, i.c.,
c[n] = d6[n] (2.56)

where 4[] is the Kronecker delta function. The filter bank of Figure 2.1 is called a per-
fect reconstruction filter bank if, assuming the ideal channel of (2.56), the subchannel
outputs are free from ICI and free from ISI. From (2.6), the perfect reconstruction

condition can be written as
Q0] = B8Im —4]d[n] (2.57)

where /3 is a non-zero constant. Using (2.7), (2.9), and (2.56), the perfect reconstruc-

tion condition in (2.57) can be cquivalently written as

i h.(klgm[Nn — kl = 36im — i]6[n] (2.58)

k=-o00

9The perfect reconstruction condition is a well-known condition in the design of filter bank
transceivers [43,49].
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In {27], matched filtering is uscd at the receiver. In that case, we have
gk[n] = hil—n] (2.59)

Even with the assumption of matched filtering at the receiver, the answer to (2.58)
is not unique. This degree of freedom allows to design filters with different spectral
characteristics. The prototype filter in DWMT system is usually designed so that the
perfect reconstruction condition in (2.58) is satisfied and the stopband cnergy of the
prototype filter is minimized [27].

Compared to DMT, DWMT system can provide improved subchannel spectral
characteristics and ISI-free and ICI-free outputs for an ideal channel. However, when
the channel is frequency-selective, the subchannels will no longer be orthogonal, and
both ISI and ICI will appear in the subchannel outputs. It has been proposed [27,50]
that a time-domain cqualizer be used at the receiver, right before the receiver filter
bank, to shorten the impulse response of the channel, so that smaller values of ISI
and ICI appear at the subchannel outputs. Yet, even with the use of TEQs, in
practical broadband scenarios, e.g., in very high-speed digital subscriber line (VDSL)
systems, a considerable amount of ISI and ICI can appear in the subchannel outputs
of the DWMT systems. Therefore, in a DWMT system, ISI and ICI terms have to
be mitigated at the subchannel outputs.

Unfortunately, there is no simple method for simultancous mitigation of ISI and
ICT in DWMT systems. In [27], in order to detect the transmitted symbol on the mth
subchannel at instant n, i.c., to detect z,,[n], a linecar combination of the received
signals from several subchannels at a number of time instants is considered, i.e.,

nln] =) > Am(R)uli] (2.60)
JES keQ(m)
where Q(m) denotes a set that contains the indices of the subchanncls that interfere

with the mth subchannel, and S is a set of time instants. Assuming that S includes
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¢s indices and Q(m) includes £, indices, to detect ,[n| using (2.60), the outputs
from ¢, subchanncls are used, and for each of these subchannels, the outputs at #g
instants are employed. The coeflicients A,,(j, k) arc chosen based on the minimum
mean square error (MMSE) criterion [27]. Obviously, it can be seen that the detection
process in DWMT system (e.g., using (2.60)) is a complex task.

The DWMT scheme has a number of attractive features which are summarized
below. Firstly, DWMT scheme docs not employ redundancy; recall than in DWNMT,
critically-sampled filter banks are used. In contrast, DMT needs redundancy in the
form of cyclic extension and FMT nceds redundancy in the form of redundant filter
banks. Secondly, DWMT provides improved spectral characteristics at both the trans-
mitter and recciver compared to DMT systems. The improved spectral characteristics
of DWMT make it more robust against narrow band noise, near-cnd crosstalk, and
imperfections such as frequency offset between the local oscillators at the transmitter
and recciver, phasc noise and Doppler spread.

On the other hand, DWMT has a much higher complexity than DMT. The high
complexity of DWMT arises because it requires a complex detector module that has
to suppress both ISI and ICT at the subchannel outputs. Morcover, in order to have
desirable spectral characteristics, the prototype filter in DWMT system has to be
much longer than the prototype filters in the filier bank equivalent of a DMT system,
typically about ten times the number of subchannels [27].

To compare DWMT with FMT, we notec that the spectral containment obtained
by FMT is stronger than that obtained by DWMT. On the other hand, FMT systems
use oversampled filter banks which reduces their bandwidth efficiency in comparison
with DWMT systems.  From the complexity point of view, for a given number of
subchannels, the typical length of the prototype filter used in FMT is similar to
that used in DWMT system. However, in FMT systems, the ICI at the subchannel

outputs is negligible and per-subchannel equalization is used to remove the ISI. In
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contrast, in DWMT system, a considerable amount of both ICI and ISI is present
at thc subchannel outputs and in order to suppress these interferences, a complex
post-detection combining scheme which includes both intra-subchannel and cross-

subchannel cqualization has to be uscd, c.f.,(2.60).

2.2 Time-domain equalizer (TEQ) schemes

In Section 2.1.2 we observed that in a DMT (or OFDM) system if the cyclic prefix
length is at least as long as the order of the channcl impulse response the subchannel
outputs will be ISI-free and ICI-free. In some practical scenarios, e.g.. in digital
subscriber lines, the channcl length can be very large. In such situations, a long
cyclic prefix would be required to avoid ISI and ICI. However, a large cyclic extension
would cither require the employment of a large number of subchannels, which would
in turn result in high complexity, or it would impose a large redundancy ratio, which
would result in a low bandwidth efficiency.

To avoid this problem, in the applications where the channel impulse response is
too long, an cqualizer is used right after the analog to digital converter at the receiver.
to shorten the impulse response of the cquivalent channel. This type of cqualizer is
called a time-domain equalizer (TEQ) [51-54]. If the cyclic prefix of the DMT system
is of length P, the role of the TEQ is to cqualize the channel so that the impulse
responsc of the combination of the channel and the TEQ is of length P + 1 or less
(i.e., of order P or less).

As was described in Scetion 2.1.3, in FMT transccivers there is no constraint on
the length of the channel impulse respousc. Therefore, FMT systems do not require a
channcl impulse response shortening mechanism. On the other hand, we recall from
Section 2.1.4 that in DWMT systems. when the channel is not ideal, regardless of
the length of the channel impulsc response. both ISI and ICI will be present at the
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subchanncl outputs, and a very high complexity post-detection scheme (c.f., (2.60))
is required to mitigate ISI and ICI. Thercfore, DWMT systems, in general, do not
requirc channcl impulsc response shortening techniques.l® However, if the channcl
is shortened using a TEQ, the complexity of the post-detection scheme in DWMT
system can be reduced. In [27], the same type of TEQ usced for DMT is used for
DWMT to shorten the channel impulse response. In the rest of this section, TEQ
schemes for DMT systems are reviewed.

Several methods have been proposed for the design of time-domain equalizers in
DMT systems [51-60]. The most widely used TEQ is the minimum mean square error
(MMSE) TEQ [54,56,60], duc to its good performance, comparatively low complexity.
and straightforward design procedure. In [53] and [59] impulse response shortening
mecthods based on bit rate maximization criterion have been proposed. However,
those methods result in non-convex optimization problems for which complicated
numerical methods arc required, e.g., using iterative numerical techniques [53, 59].
Unfortunately, these methods do not guarantee a globally optimum solution. In [52],
impulse response shortening for the DMT transceiver is performed by an equalizer
that ignores the additive noise and minimizes the ISI energy, where the ISI compo-
nents are defined as the coefficients of the impulse response of the combination of the
channel and the TEQ that do not lic in the interval [0, Pl, where P is the cyclic prefix
length. Indeed, the TEQ of [52] can be considered as a zero-forcing TEQ [56]. Since
the additive noise is not taken into consideration in the impulse response shortening
of [52], the consequent TEQ is suboptimal compared to the MMSE-TEQ. However,
if the signal to noisc ratio (SNR) at the receiver is large enough, the performance of
the TEQ of [52] and the MMSE-TEQ will be similar [56].

In the following subsection, the details of the MMSE-TEQ design method are

O%n the DWMT system, if the TEQ reduces the length of the cquivalent channel to one, ISI and
ICI will be climinated, but in that case, the TEQ will be very complicated.
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Figure 2.5: The discrete-time channel followed by the time-domain equalizer (TEQ).

presented [54-56].

2.2.1 MMSE-TEQ

Figure 2.5 shows a discrete-time channel with impulse response ¢[n] and additive noise

n[n], cascaded with a TEQ with impulse responsc ¢[n]. It is assumed that
cn) =0, n¢l0,1] (2.61)

and

gn]=0. n¢l0,L,—1] (2.62)

The objective in the MMSE-TEQ design is to find a target impulse response
(TIR), t[n] of length Ly, i.e.,

tln] =0.n ¢ [0, Ly — 1]. (2.63)

so that the mean-squared value of the difference between y[n] in Figure 2.5 and y[n]
in Figure 2.6 is minimized. In other words, the objective is to find t[n] of length L,

so that the mean-squared error, J, defined as

J = Elen]|” = Elyln] — g[n]}®

=F qz qlk]z[n — k] — 3 tlklen — A — k] (2.64)
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Figure 2.6: Target equivalent channcl.

is minimized, where A denotes the equalizer delay [54.61] and E denotes the expected
value operator.

Assuming the joint wide sense stationary condition [62] for the input signal z[n]
and the additive noisc n[n] in Figure 2.5, the MSE value in (2.64) can be written in

the matrix form as
J=q"R,q+t"R;t —t"R2.q - q"Rt (2.65)

where the superscript ' denotes the matrix Hermitian (conjugate transpose), and q
and t are the L, x1 and L; x 1 vectors that consist of the iinpulse response coefficients

of the TEQ and TIR as
a = (0. y[1],- -, g[Lg — 1)F (2.66)

and
t = (t[0),¢[1],--- ,t[L = 1T (2.67)

A

2T

respectively, and R,, R,, R2, and R, are correlation matrices of size Lg X L.

Ly X Ly, Ly X Lg, and Ly x Ly, respectively, which are defined as

Relps = razfm — &, (2.68)
[Ru)imk = rezlm — k], (2.69)
R Jmk = rzalm — k + A, (2.70)
R Jmk = Tas[m — k — A, (2.71)

respectively, where 4[] denotes the correlation function defined as
raolk] = E{a[n + k]b*[n]} (2.72)
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where the superscript * denotes the complex conjugation. The MMSE-TEQ is ob-
tained when J in (2.65) is minimized. In order to find the MMSE solution, the

orthogonality principle [62] can be used, i.c., the following must hold
Eleln|z*ln-£A} =0, ¥=0,1,---,[,-1 (2.73)

Substituting e[n] from (2.64) into (2.73), the MMSE condition in (2.73) is simplified

to
Lg—1 Li—1
S ikt - k=Y tiklrel(—k— Al W=0,1,- L, —1 (2.74)
k=0 k=0

which, can be written in the matrix form as

R.q =Rt (2.

[N
=1
1]
S

and thus
q=R; R4t (2.76)

The result in (2.76) provides the MMSE-TEQ coefficients as a function of TIR coct-
ficients. By substituting (2.76) into (2.65). the MSE value is obtained as

J=t7 (R, - RLR;'RE)t (2.77)
By defining R2 as
R? =R, - R4R]'R2. (2.78)

the MSE valuc in (2.77) can be written as J = tZR2t. The MMSE TIR function is
thus the solution of the following optimization problem
minimize t7TR%¢ (2.79a)
subject to  tHt =1 (2.79b)
where the constraint t7t = 1 has been added to avoid the trivial solution of t = 0.

The solution for this optimization problem is well-known [54,63,64]. and is the unit-

norm eigenvector corresponding to the minimum eigenvalue of R®. After the optimum
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TIR is found (t in (2.79)), the optimum TEQ is found by substituting the optimum
t in (2.76).
We have used the MMSE-TEQ of this section to shorten the impulse response of

the DSL channcls in the numerical examples of Chapter 4.

2.3 Bit and power loading in multi-carrier
transceivers

In a multi-carrier transceiver, the symbols that are transmitted through different sub-
channels can be chosen from different constellations. Therefore. the number of bits
assigned to different subchannels are, in general. different. Moreover, the power as-
signed to each subchannel can vary for different subchannels. The process of assigning
power and the number of bits to cach subclhiannel is called loading. In a communi-
cation system with a given total transmission power, it is desirable to maximize the
data rate at which a reliable communication can be achieved. Therefore, in a multi-
carrier transceiver, an appropriate loading method is onc that would maximize the
achievable bit rate.

Consider a multi-carrier transceiver with A/ subchannels in which the noise on cach
subchanncl is Gaussian and is uncorrelated in time and across subchannels. Based on
Shannon’s capacity formula [65], for the ith subchannel, the maximum information

transfer per dimension per channel use, or capacity, is cqual to
1 . . . .
=g logy(1 + SNR,) bits/dimension/channel use (2.80)

where SNR, is the signal to noise ratio at the ith subchanncl output. While (2.80)
provides an upper bound on the data rate in bits per dimension, in practice, for a
given signaling, i.e., a given modulation and channel coding scheme, the number of

bits per dimension that can be communicated with a given reliability through the ith
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subchannel is [15]

1
b, = 5 log, (1 + g?) bits/dimension/channcl use (2.81)

where T' is the SNR gap which depends on the signaling scheme used for communi-
cation over the eth subchannel and on the desired bit crror probability. The smaller
the gap, the closer the data rate to the capacity. For example, the SNR gap for QAM
constellations (with no channcl coding) at a bit error probability of 1077 is cqual to
9.8 dB [15].

Since (2.81) provides the number of bits per dimension that can be communicated
with a given reliability, for two-dimensional constcllations, such as QAM, the number

of bits per channcl usc that can be loaded on the ith subchannel is given by [15,26,66]

SNR,
r

3, = log, (1 + > bits/channel use (2.82)

Digital communication systems usually employ channel coding techniques to com-
bat the additive noise and interference signals [2,15,67], and thereby, improve the
achievable bit rate.!' In that case, the coding gain should be considered in the bit
loading formula in (2.82). Morcover, most communication standards mandate the
consideration of an SNR margin [15]. An SNR margin is defined as the amount
of the increase in the power of noise that should be tolerated by the system, while
maintaining the desired reliability. While the effect of the coding gain and the SNR

margin can be included in I' in (2.82) as T' = Tconstellation/ Yeode X Ymargins WHCTC Yeode

denotes the coding gain and Ymargin denotes the SNR margin, some authors prefer to

1At the time this thesis is being written, most of the multi-carrier systems adopted by global
standards use a combination of linear block codes, e.g., Reed Solomon codes, and trellis codes to
provide a coding gain and thus improve the achicvable bit rate [15,22]. On the other hand, more
advanced coding methods, such as turbo codes and low density parity check (LDPC) codes have
been accepted as optional coding methods in some globally standardized systems [22]. or they are
candidate coding schemes for future generations of multi-carrier transceivers [68 70]. At a given bit
error probability, turbo codes and LDPC codes provide larger coding gains compared to conventional
linear block codes and convolutional caodes. However, the increased coding gain in these schemes is
achicved at the price of increased complexity and delay in the encoder and decoder.
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emphasize on them by rewriting (2.82) as

SNR’I’Y(‘OdQ) (283)

= logs (1 T Tmargn
In this scction, for simplicity, we use (2.82) and we assume any coding gain or SNR
margin is included in the SNR gap I'. In Chapters 3 and 4, we will use the form
in (2.83) to emphasisc on the values assumed for the coding gain, veoqge, and SNR
margin, Ymargin-

In duplex multi-carrier communication systems, in order to reduce the impact
of echo and near-end crosstalk (NEXT), duplexing is usually done by assigning a
number of subchannels only for downstream communications and assigning the rest
of the subchannels only for upstream communications [15,21,26]. The achicvable bit
rate for downstream or upstream communication is obtained by adding the number of
bits per symbol interval, given by (2.82), over the subchannels corresponding to the
downstream or upstream communications and multiplying the result by the symbol
rate. Thus, the achievable bit rate for downstream or upstrcam communications is

given by

1 SNR, .
R= 7 lEZAlogz (1 + T > bits/sccond (2.84)

where 1/7 is the symbol rate, and A dcnotes the set of subchannel indices used for

the corresponding direction of transmission, i.e., downstrcam or upstream.

2.3.1 Optimal power loading

In multi-carrier transccivers, the total transmit power is normally constrained to a
maximum value. An optimal power loading is onc that maximizes the achicevable
bit rate for a given transmit power. Denoting the total transmit power for down-
stream (or upstream) communication by Pigar, and assuming that A denotes the sct

of subchannel indices used in that communication direction, and denoting the power
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assigned to the ¢th subchannel by P,, using (2.84), the optimal power loading can be

formulated as

N
maximize Z log, (1 + %) (2.85a)
e A
subject to Y P, = P (2.85b)
€A
P>0, VicA (2.85¢)

When the subchannel outputs are ISI-frce and ICl-free, as in a DMT system with a
cyclic prefix at least as long as the ordcer of the channel, the water-filling power loading
algorithm provides the solution for the optimal power loading problem in (2.85) [9,15,
66]. While that algorithm will be discussed in more detail below, it is worth noting
that the optimal power loading formulation in (2.85) is with the assumption that the
bit distribution given by (2.82) can be realized. However, gencrally, (2.82) results in
a rcal number that may not be an integer. In practice, realization of bit distributions
with arbitrary non-integer values can be complicated. A sub-optimal approach is to
use the power distribution obtained from (2.82) and for each subchannel. round 3,
given by (2.82) to the closest integer value. On the other hand, there have been a

number of other solutions for discrete bit loading, e.g., see [15,66,71,72].

Water-filling power loading

When there is no ICI and no ISI at the subchannel outputs, the SNR at the ith

subchannel output is cqual to
P,

2
ot

where o2 denotes the noise power at the ith subchannel output and £, denotes the

SNR, = (2.86)

power loss over the ¢th subchannel. The water-filling algorithm is an iterative algo-

rithm for solving the optimal power loading problem in (2.85). The algorithm begins
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by solving (2.85) in the absence of (2.85c¢), i.e., by solving the following optimization

problem
maximize Z logy, | 1+ i (2.87a)
20,7
€A t
subject to Y P, = Pogal (2.87h)
€A

The optimization problemi in (2.87) is a convex optimization problem with a single
cquality constraint. Therefore, a closcd-form solution can be found for it using the
classical Lagrange multiplier method [73]. By applying that method, it can be shown

that the optimal solution for (2.87) is the solution to the following set of linear

equations
Pi+oih T =v, Vke A v (2.88a)
Z P, = Potal (288b)
€A

where v is the Lagrange multiplier. From (2.88) one can sec that for the subchanncls
that o7/ is larger, the assigned power, P. should be smaller. If we add the terms

in (2.88a) for all k € A and substitute Y _, P, with P, from (2.88b), v can be

computed as

1 .
V= ]\—1; (Rotal +T Zoﬁfk) (289)

keA
where it has been assumed that the number of elements in A is cqual to Al;. After

computing v using (2.89), from (2.88a) it can be seen that the power assigned to cach
of the subchannels is

Po=v—0iT. Ykc A (2.90)

The power values obtained by (2.90) can be negative. This is because in (2.87) there
is no constraint that P, > 0. If onc or morc of the values computed for Py, k € A

arc negative, the equation with the largest o7, has to be eliminated from the sct of
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linear equations in (2.88a) and the corresponding Py should be set to zero, and the
cquations in (2.89) and (2.90) have to be modified accordingly, and solved for the

new set of power values. This itcration continues until no negative power occurs.

2.4 Windowing for DMT transceivers

As discussed in Section 2.1.2, the transmitter and receiver filters of the DMT filter
bank have a rectangular shapc in the time domain and their corresponding frequency
responses arc sinc functions. These filters have large sidelobes in the stopband and
their stopband energy is relatively large. As a result, DMT systems suffer fromn poor
spectral characteristics both at the transmitter and at the receiver. The poor sub-
channel spectral containment at the transmitter makes it difficult to design schemes
that have to satisfy the cgress standards, and the high level of subchannel spectral
sidelobes at the transmitter makes DMT system susceptible to near-end crosstalk
(NEXT). On the other hand, the poor subchannel spectral selectivity of DMT system
at the receiver, makes DMT system vulnerable to NEXT and narrowband interference
signals.

Windowing methods [25, 74-80] can be considered as one of the most practical
solutions for improving the spectral characteristics of the DMT system. Windowing
schemes have the attractive feature that they allow for efficient FFT-based implemen-
tation similar to that in conventional DMT scheme. Moreover. they can be designed
in a channcl-independent manner. In this scction, a number of receiver and trans-
mitter windowing schemes for DMT systems arc studied. One of the contributions of
this thesis is a new windowing technique for DMT systems that will be presented in

Chapter 4; see also [81].
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2.4.1 Nyquist windowing at the receiver

In the DMT system, if the cyclic prefix length is greater than or equal to the order of
the equivalent discrete-time channel, the subchannel outputs will be ISI-free and ICI-
frec. If the length of the cyclic prefix is larger than the order of the channel, the cxcess
cyclic prefix can be employed to improve the subchannel spectral characteristics at the
receiver, using the Nyquist windowing method [74-76]. In this section, the Nyquist
windowing scheme is studied and it is shown how the extra cyclic prefix can be used
to improve the subchannel spectral sclectivity at the receiver while maintaining the
ISI-free and ICI-free characteristics of the DMT system.

Figure 2.7 shows the DMT transceiver with Nyquist windowing at the receiver.
Notice that this system is similar to the conventional DMT system of Figure 2.2
except that the cyclic prefix (CP) removal block is replaced by the windowing block
in Figure 2.7. Recall from Secction 2.1.2 that in the DMT system, for the nth reccived
block, i.e., zn], k =0.1.--- . N — 1, the DMT rcceiver discards the first P samples
and applies an M-point FFT on the result. Therefore, the subchannel outputs of the

DMT system (with no windowing) can be written as

M1

1 2n
> aplle M k=01 M-1 (2.91)
¢=0

Y[n] = \/T
It was observed in Section 2.1.2 that if the order of the channel impulse response,
L, is less than or equal to the cyclic prefix length, i.c., if L < P, the combination
of the cyclic prefix removal matrix at the recciver, the channel, and the eyclic prefix
adder matrix at the transmitter, makes a circulant matrix which is diagonalized by

the FFT and IFFT matrices, and thercfore, (2.91) simplifics to!?
ukln] = C(&/ %) zen] + f[n], k=0,1,--- M —1 (2.92)

where C(e7*) is the frequency response of the channel and 7 represents the effect of

127 detailed mathematical derivation of (2.91) was presented in Section 2.1.2.
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Figurc 2.7: DMT system with Nyquist windowing at the receiver.
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the additive noise and interference signals of the channel at the subchannels outputs.
Comparing (2.91) and (2.92), we have that

A -1

1 27 . 27, -
N ceeplnle 3 = OB )0y n] + ] (2.93)
=0

vavi

Now consider the DMT system with Nyquist windowing at the receiver shown in
Figure 2.7, where the cyclic prefix removal module of the conventional DMT system
is replaced with the windowing module. In Nyquist recciver windowing, a windowing

parameter W is considered which satisfies the following constraint
O<W<P-L (2.94)

From (2.94) it is implied that the Nyquist windowing can be applied only if P > L,
i.e., the cyclic prefix length is larger than the order of the equivalent discrete-time
channel. In this scction we assume that this is truc.

In the system of Figure 2.7, the windowing module at the recciver discards the
first P — W samples of the received sample block (of size N) and applics a window,

Wk, to the other samples in the following manncr
Yk[n} = Wg4+w Z]H_p[ﬂ} + W W -A Zk_,_p_j\[[’n] s k= 0, 1, - M1 (295)

where the Nyquist window, wy, is defined as

Yk ng‘ng‘l
1, W<<E<M-1
wy, = (2.96)
1—-’}/;;_1\[, ]\{S}CSAI—kM/—l
0, k<0 or k>M+W-1

\
where 7 is an arbitrary function defined on the interval k € [0, W — 1] and is chosen

in accordancc with the desired spectral characteristics.
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After Nyquist windowing at the recciver, an M-point FFT is applied to Yi[n].

k=0,1,---, A — 1, which results in the subchannel outputs
M1
Zyk nle %% 0=0,1,--- A —1 (2.97)

By substituting (2.95) into (2.97) we have that

A—1 A1

ok = of;
E Wiw Zkepnle L AL p— \/W E Wk W =1 ket P—M )€™ 75 (2.98)

Substituting (2.96) into (2.98) results in

M-MW-1 A—1

1 27

yeln)] :ﬁ< E Zpip[nle Rk E (1 = Yirw—nr)zesp[nje 78 “)
k=0 k=AW

A1
1

t—= Z Ve W0 Sk p-pr[n]e” 73tk (2.99)
M k=A-W

Furthermore, (2.99) can be simplified to

M1
1 27
Yeln] :\/—— Z “/’k+W—M€V]Hk£ (Zkr-p-prr[n] — 2kt p[n))
=M-W
=
27 oL
+ —= E Zhypn]e? 3tk (2.100)

Lt

By substituting (2.93) into (2.100), we have that

M—1
1 _,2m
yeln] = Z Yi4+W —AIC Akt (2k+P—1\1[71] — ziyp[n])

Vi k=MW
+ C(ejﬁe):rg[n] + 7] (2.101)
On the other hand, with the assumption that (2.94) holds, we have

L
zp[n] = Zc[i]uk_z[n] +m[n], P-W<E<N-1 (2.102)
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By substituting (2.102) into (2.101) the following is obtained
M—1i
2k

n] =C(e? 5 2,n] + filn] + —— W€ I M
yeln) { Jaeln] + fieln] NI Z Tk4-W - M

k=AM-W

<Z e[ (uprp-nr—[n} — werp_u[n]) + Merp-arfn] — 7)k+P[n}> (2.103)

1=0
Because of the cyclic property of the transmitted signal (c.f. (2.17)), the term
(Ugsp_pr—[n] — upsp—.[n]) in (2.103) is equal to zcro. Thus, (2.103) simplifics to

A —-1

1 _,2m
Yeln) =—== Z Yhyw-pr€ M H (Mex-p—nr[n] — v p(n])
v k=0T —W

+ C(e2 T2y [n] + figln] (2.104)

Notice that in (2.104), the term C(ef%’)l'g[n] represents the desired signal and
other terms represent the impact of the additive noisc. From (2.104) it can be seen
that by applying a Nyquist window at the receiver, as defined by (2.96) and (2.95),
the ISI-free and ICI-free properties of the transcciver are maintained, as long as the
condition in (2.94) is satisfied. Therefore, similar to the DMT system with no win-
dowing, x¢[n] can be recovered from ye[n] in (2.104), using a one-tap per-subchanncl
equalizer.

Notice that in order to satisfy (2.94), the cyclic prefix length needs to be longer
than the order of the discrete-time channel. In this case, the excess cyclic prefix can
be used for improving the spectral characteristics of the subchannels at the receiver,
using the window defined in (2.96). Recall that v in (2.96) is an arbitrary function
defined on the interval & € [0.W — 1] which is chosen so that the desired spectral
improvements are obtained for the subchannels spectra at the recciver. A typical
application of Nyquist receiver windowing in DSL transceivers is described in the
following cxample from [76].

Consider a DMT system with A = 512 subchannels and a cyclic prefix of length

P = 32 used in a communication channe! of order L = 24. Since P > L. the receiver

o0
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Nyquist windowing can he applied (sce (2.94)). In order to extract the greatest
advantage of the difference between the cyclic prefix length and the order of the
channel, the maximum value for W is chosen, i.e., W = P — L. = 8. Recall from the
structure of the window given in (2.96) that +, is an arbitrary function. Some typical
choices for the window, wy, are raised cosine!® | trapezoidal, and piccewisc constant
window. Notice that when wy is a raised cosine window, v is part of a Hann window.
when wy, is a trapezoidal window, ~, is a lincar function, and when wy, is a piecewise
constant window, 7 is a constant function. The ~v; functions corresponding to the
raised cosine. trapezoidal. and piecewise constant windows arc plotted in Figure 2.8

and are given by

%:.5<1—003%>, 0<k<W-—1.
L+ 1
,yk__-I/IIL/Ti—l 0<k<W-1.

and

=25 0<k<W-1

respectively [74-76]. Figure 2.9 shows the (magnitude) frequency response of the
window wy when it is a rectangular woindow corresponding to conventional DMT, a
raised cosine window, a trapezoidal window, or a piecewise constant window.

In order to demonstrate a typical application of the Nyquist recciver windowing,
in the following, we report some of the numerical results obtained by Redfern in [76].
Consider the DMT system of the above example, i.e., with A/ = 512 subchannels and
a cyclic prefix of length P = 32. Redfern [76] used a time-domain equalizer to shorten
the DSL channel to length 25, i.c., order L = 24, and considcred QQAM constellations.
a sampling rate of 2.208 MHz, 26-gauge twisted pair model for the channel, AWGN
noise with power spectral density of -140 dBm/Hz, and an RFI model including

¥While in soine publications this may be referred to as a ~cosine roll-off” window. in tlus thesis
we refer to this window as a “raiscd cosine” window to comply with the terminology in [74].
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Figure 2.8: Receiver window shapes.
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Figure 2.9: Frequency response of the receiver window, wy.

53



Ph.D. Thesis - Bahram Borna McMaster - Electrical & Computer Engineering

Window Achicvable bit rate (Mbit/sec) | Achicvable bit rate (Mbit/sec)
6-kft cable length 12-kft cable length
None 9.947 1.469
Piecewise constant 10.734 1.749
Raised cosine 11.763 2.156

Table 2.1: Achievable bit rates for the DMT system with no window, piecewisc con-
stant window, and raised cosine window for cable lengths of 6 kft and 12 kft 2.1.

scven AM interference signals [76]. He considered a coding gain of 5 dB and an SNR
margin of 6 dB. Table 2.1 shows the achievable bit rates obtained in [76] for the
conventional DMT system (no windowing), and the windowed DMT system with the
raised cosine window and the piecewise constant window of Figure 2.8. The results
shown in Table 2.1 correspond to the achievable bit rates for a cable length of 6 kft
and 12 kft. In both cases it can be scen that the achicvable bit rates can be improved
by windowing. The improvement in the achievable bit rates is due to the improved

robustness against narrowband noise (RFI) offered by the windowing [76].

2.4.2 Transmitter windowing

For DMT systems with applications in ISI chaunels, two windowing methods have
been proposed for the improvement of the subchannel spectral containment at the
transmitter. A transmitter windowing method that requires extra cyclic prefix was
proposed in [78]. In other words, this method requires the cyclic prefix length to be
larger than the order of the channel. When there is no extra cyclic prefix, windowing
will require extra post-processing at the recciver. In [25,79,80], a windowing method
that improves the subchannel spectral characteristics at the transmitter and does not
require extra cyclic prefix has been proposed, but requires extra processing at the
receiver.

In the first part of this section, we describe the transmitter windowing method with

excess cyclic prefix [78]. In the sccond part of this section, we study the transmitter
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windowing method for DMT systems without excess cyclic prefix [25,79, 80].

Transmitter windowing using the extra cyclic prefix

Consider the DMT transceiver in Figure 2.2 of Section 2.1.2. A transmitter window
for this system is applied after the cyclic prefix is added. In this section we will
use the same matrix formulation and notation as in Section 2.1.2. The transmitter

windowing can be modeclled by a diagonal matrix W defined as
W — diag (wg, wy, -+, un_1) (2.105)

where wg, k = 0,1,--- , N — 1 are the window coefficients. Figure 2.10 shows the
DMT system with the transmitter windowing. The transmitter windowing method
that is studied in this scction requires the cyclic prefix length to be larger than the

order of the channel. Thercfore, in this section we assume that
P—L>0 (2.106)

In the following. we study how the extra cyclic prefix can be exploited to improve the
spectral characteristics of the subchannels at the transmitter while maintaining the
zero 1SI and zcro ICI properties of the DMT system.

Recall from Section 2.1.2 that for the nth transmitted block of symbols, the sub-
channel outputs of the DMT system with no windowing are given by (2.30). A similar
equation holds for the windowed DMT system of Figure 2.10 with a minor modifica-
tion to account for windowing. Considering the effect of the transmitter windowing.

the transmitted block w,, is related to the subchannel input vector x,, by
u, = WTFx, (2.107)
Substituting (2.107) into (2.30), we obtain
y. = FRCoOWTF %, + FR7), (2.108)
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Figurc 2.10: The DMT system with transmitter windowing using extra cyclic prefix.
The windowing module is labclied as W.
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Using the definition of the cyclic prefix adder matrix T defined by (2.18) in Scc-
tion 2.1.2, it can be shown that the product of W and T is an N x M matrix given
by

0 0 .. 0 Uy g --- 0
0 0 -0 0 w - 0
0 0O .- 0 0 0 - we
WT = e (2.109)
wp 0 -0 0 0 - 0
0 wp 0 0 0 0
0 0 -0 0 0 - wyy

In addition, using the definition of R given in (2.26) and that of Cqy given in (2.21),

onc can verify that the product of these two matrices, RCy, is the A/ x N matrix

c[P] [P —1] 0] 0 0
RC, - o cP] - i c1] o] 5 0 (2.110)
0 0 0 0 -+ ¢[0]

where, as in Section 2.1.2, ¢[k] denotes the impulse response of the cquivalent discrete-
time channel. Recall from Section 2.1.2 that for the DMT system with no windowing
(i.e., when W = Iy), when the cyclic prefix length is larger than or equal to the order
of the channel (P > L), the matrix RCyT is a circulant matrix and therefore it is
diagonalized using the FFT and IFFT matrices. Now, for the windowed DMT system
under discussion, by looking at WT in (2.108) and RCy in (2.110), one can see that if
¢[P] = 0, the matrix RCoWT will not depend on wg. Moreover, if ¢[P] = ¢[P—1] = 0,

the matrix RCoWT will neither depend on wy nor on w;. Similarly, if

(Pl=cP=1=---=c[L+1]=0, (2.111)
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the matrix RCoWT will not include any of wq, wy, -+ ,wp_p 1. Thus, when P > L,
the window coeflicients uy, k € [0, P — L — 1] can be chosen arbitrarily, without
affecting the output values of the transceiver. On the other hand, if the rest of the

window coefficients are chosen to be unity, i.e.,
wy=1, Vke[P—-LN-1], (2.112)

we will have RCoWT = RC,T, and thereforc, RCoWT will be diagonalized using
the FFT and IFFT matrices and the relationship between the subchannel outputs and
subchannel inputs of the system will be identical to that for the DMT system with
no windowing, which was given by (2.34). As a result, the subchannel outputs will
be ISI-free and ICI-free, and the subchannel equalization from the conventional DNT
can be used to recover the transmitted symbols. Although the subchannel outputs
do not depend on wyg, wy, - - - ,wp_g.1, these cocficients do appear in the transmitted
signal, u,, and they can be appropriately chosen to improve the subchannel spectral
characteristics at the transmitter. Notice, however, that the improvement in the
spectral characteristics of the transmitter is obtained at the cost of a longer cyclic
prefix.

In the windowing technique that was described above it was assumed that the
channel impulse response, c[k], can be non-zero only on the interval [0, L], and it was
obscrved that if the cyclic prefix length, P, is larger than L, the first P — L coefficients
of the window can be chosen arbitrarily which allows them to be chosen in a manner
that the transmit subchannels spectra are improved. Now let’s assume c[k] =0, k ¢
(L1, Lo}, where Ly > 0 and Ly, — Ly = L.} Moreover, assume that P > L. As
was described carlicr, in this case, wg,unq, -+ ., wp_r,—; can be chosen arbitrarily
to improve the transmit subchannel spectra. Moreover, by looking at (2.109) and

(2.110), it can be seen that since c[0] = ¢[1] = --- = ¢[L; — 1] = 0, the window

4For a given channel of order L, the condition of clk] =0, k ¢ [L1.La], Ly — L1 = L, can be
achieved by considering the appropriate amount of delay at the recciver.
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Wnp
0 P-L, N-Li N-1 n
Figure 2.11: Transmitter window.
coefficients wy_;, wy_s. -+, wy—_gz, will have no effect in the matrix RCoWT, and

thus, they too, can be chosen arbitrarily to improve the transmit subchannel spectra.
As long as wy = 1, Vk € [P — Ly, N — L1 — 1], we have RCyWT = RCyT, and
therefore the zero ICI and zero ISI conditions of the conventional DMT system will
be maintained. Indeced, while the midpoints of the window have a constant value.
ic, wy=1,Vk € [P — Ly, N — Ly — 1], if extra cyclic prefix is available, the extra
cyclic prefix can be used to smoothen the transition of the window at both sides
of the window. This is shown in Figure 2.11, where the first P — L, and the last
L; coeflicients of the window are chosen so that a smooth transition is obtained for
the window (compared to the rectangular window in the conventional DMT system).
Notice, again, this is possible only when P > Ly, i.e., when P > L + L, where L +1
is the length of the channel.

As a numerical example, assume an cquivalent discrete-time channel ¢[k] where
clk] =0, k ¢ [5,35], and consider a DMT transceiver with A/ = 512 subchannels and
a cyclic prefix of length P = 40. The raised cosine window given by

;

1, 5 <n <546
.5(1—005@), 0<n<b

(2.113)
5 (1 — cos M) , 546 < n < 551

Uy =
6

0. otherwise

was used to improve the transmit subchannel spectra. Figure 2.12 shows the trans-

mitter power spectral density of the system when subchannels 0,1, .- .49 arc used
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and the rest of subchannels are turned off. The results arc obtained assuming uncorre-
lated subchanncl inputs and uniform power distribution among the used subchannels.
For comparison, the power spectral density of the DMT system with no windowing
(rectangular windowing) is also shown in Figure 2.12. It can be seen that the out of

band radiation is considerably decreased by windowing.

T T T T T T T

\‘CJ'(f”f

DMT

y, Windowed DMT

PSD of transinitter output, dB
S
T

L i " 1 1 [ 1 ll
20 40 60 80 100 120 140 160

Subchannel index

Figure 2.12: Power spectral density of transmitter output when the subchannels 0-49
are used and the rest of subchannels are turned off.

For reference, the (magnitide) frequency response of the raised cosine window of
(2.113) along with that of the rectangular window of the conventional DMT arc shown
in Figure 2.13.

Transmitter windowing with post-processing at the receiver

If no extra cyclic prefix is available, windowing at the transmitter requires extra pro-

cessing at the recciver in the form of ICI cancellation. In [25,79,80], a transmitter
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Figure 2.13: Frequency response of the transmitter window, wy.

windowing method that improves the subchannel spectral containment at the trans-
mitter without using extra cyclic prefix and requires relatively simple post-processing
at the recciver has been proposed. It was first realized by Cuypers et al. [25] that
the post-processing will be channel-independent if the window itself possesses cyclic-
prefix property. In this section, the transmitter windowing method of [25,79,80] is
studied.

Recall Figure 2.2 in Section 2.1.2. In this section we will use the same notations
as in Section 2.1 2. Similar to the previous section, the transmitter windowing is
applied after the cyclic prefix is added, and the window can be represented by the
N x N diagonal matrix W, where

W = diag (wo, wy,- -+ cwn_1) (2.114)
where wy, £ = 0,1,--- , N—1, represent the transmitter window coefficients. In order
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to ensure a cyclic structure for the transmitted signal, which is required for a reduced
complexity ICI cancellation at the receiver [25,79,80], the window is constrained to

satisfy the following cyclic prefix property
W = Wr4 AL k’ZOI P-1 (2115)

Due to the cyclic property in (2.115). applying the window W after the cyclic prefix
adding module in Figure 2.2, is equivalent to applying the window W hefore the
module that adds the cyclic prefix, where the window W is the A/ x A/ diagonal
matrix

W = diag (g, dn. -, ¥ar_1) (2.116)

where

’I,l/’k:u’k_;_p, ]i:O,l.'-~ ,Af—l (2117)

Recall that for the DMT system with no windowing, the vector of subchannel
outputs is given by (2.31). After applying the window of (2.116), the subchannel
outputs are given by

yn = FRCoTWFx, + FRn,, (2.118)

It is known [82] that the product of a diagonal matrix and the IFFT matrix can be
written as the product of the IFFT matrix and a circulant matrix. Specifically, it can
be shown that

WFY = FH g (2.119)

where W is the Al x AT circulant matrix defined by

Wy Wy e Wy
Wor 1 Wy oo- Wy,
e (2.120)
\I}l lI}2 e \I}O
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and W, is the ith component of the IFFT of yy, i.e.,

L A
U, = —— Z Ae? TR (2.121)
VM D
Substituting (2.119) into (2.118). we get
y. = FRC,TFf¥x, + FR (2.122)
YD

Recall from (2.32) in Scction 2.1.2 that FRCyTF# = D, wherc D is the diagonal
matrix defined in (2.32). Therefore, (2.122) simplifies to

yn = D¥x, + FRn, (2.123)

The first step in the recovery of x,, from y,, is to apply the per-subchannel one-tap
equalization «s in the DMT system with no windowing, i.e., by multiplying y, by the
matrix inverse of D, which we denote by D!, where D! is the M x A diagonal

matrix defined as

1 1 1
DAlzd' R RERIN 2124
e (C(eﬂo) C(er%) C(eji—wv-m)) (2124)

Multiplying both sides of (2.123) by D!, and denoting the result by y,,, we get

V. =D 'y, = ¥x, + D"'FRy, (2.125)

In order to recover x, from y, in (2.125), notice that from (2.119) we have ¥ =

FWFH, Thus, the matrix inverse of W is given by
Ul = FAF? (2.126)

where A is the M x M matrix given by

: 1 1 1
A= (G5 ) 120
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multiplying both sides of {2.125) by ¥™! given in (2.126), we have
FAFYy, =x, + 7, (2.128)
where 7 is the noise vector given by
9, = FAFYD™'FRn, (2.129)

Figure 2.14 shows the DMT system with the transmitter windowing mcthod of this
section. It can be seen from (2.128) that x, can be recovered with a relatively
simple receiver. The simplicity of the receiver of this system can be seen both from
(2.128) and Figurc 2.14. Indeed, comparing this system with the DMT system with
no windowing, the extra processing required at the receiver consists of an A/-point
IFFT, M scalar multiplications (captured by A). and an AM-point FFT, all of which
can be done efficiently. Recall that since no extra cyclic prefix is used in this method,
if this extra processing is not done, ICI will appear in the subchannel outputs. Notice
that the relatively simple FFT-based ICI cancellation of the system in this section
becomes possible because of the cyclic-prefixed structure of the window, as defined
in (2.115). On the other hand, the coeflicients vy, k € [0, A/ — 1], can be chosen in
a manner such that the spectral characteristics of the subchanncls at the transmitter
are improved. In [79,80], the transmitter window with minimum stopband cnergy

has been used, where the stopband cnergy of the window is defined as
Egp = — W (&)} dw (2.130)

where W (e?*) is the Fourier transform of the window defined in (2.115) and wy is a
parameter that has been considered for defining the stopband. From (2.130), it can

be shown that
Ey=v"Qy (2.131)
where 9 is the A/ x 1 vector

Y = (o, )T (2.132)
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Figurc 2.14: Transmitter windowing in the DMT system without using extra cyclic
prefix. The efficient FFT-based ICI cancellation is possible at the receiver duc to the
cyclic-prefixed structure of the window (see (2.115)).

and Q is the N x N matrix defined as

Qu={ (2133)
Lk — .
? in((t—k)ws) B

—* w(i—k) ? ?é k

The window coefficients in [79.80] are designed using the following optimization

problem

minimize w7 Qu (2.134a)
subject to  fap =1 (2.134b)
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Since Q is positive semi-definite, the solution for the optimization problem in
(2.134) is the cigen vector corresponding to the smallest eigen value of Q.

In order to evaluate the performance of the windowed DMT system of Figure 2.14,
Lin et al. [79] have considercd two parameters. One parameter is the spectral leak-
age, 8, which is defined as the ratio of the stopband energy (dcfined in (2.130)) of
the optimal transmitter window obtained by (2.134) to the stopband cnergy of the
rectangular window of DMT system with no windowing. The other parameter con-
sidered for the evaluation of this system is the SNR loss, . To define the SNR loss,
Lin et al. [79] have considered the same transmission power in both the windowed
and nonwindowed DMT systems, and have defined the SNR loss as the ratio of the
total output noise power in the windowed system to the total output noise power in
the non-windowed DMT system, where the total output noise power of the system of
Figurc 2.14 is defined as E(f*7), where [2 denotes the expected value operator and
7) is the output noise vector, as defined in (2.129).

Consider a DMT system with A/ = 512 subchannels and a cyclic prefix of length
P = 32. For these parameters and a few different values for the stopband parameter,
ws, the optimal windows, which are obtained through the optimization problem in
(2.134) arc plotted in Figure 2.15. Figure 2.16 shows the spectral leakage, 3. and
the SNR loss, a for the windowed system with A = 512 and P = 32. This figure
is extracted from the numerical results in [79]. From this figure it can be seen that
as wy increascs, the spectral leakage decrcases, but the SNR loss increases. It is
also scen that for all the shown w, values, the SNR loss is larger than one and the
spectral leakage is smaller than one. Thercfore, it can be scen that although the
windowed system has less spectral leakage than the DMT system with no window,
this improvement is achicved at the price of an SNR loss. Moreover, in this windowing
scheme, the smaller the spectral leakage, the larger the SNR loss.

In order to further illustrate the reduction in spectral leakage achicved by the
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Figure 2.15: The optimal windows obtained by solving (2.134) for three different
values of the parameter w;.
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Figure 2.16: Specctral leakage, &, and SNR loss. «, as a function of wy, for the win-
dowed system with A/ = 512 and P = 32 [79)].
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Figurc 2.17: Transmitter output power spectral density (in dB) for the conven-
tional DMT system and the windowed DMT system obtained by (2.134) when
ws = 1.87/M [79].

windowing scheme of this section, following numecrical example is presented which is
reported from the numerical results obtained in [79,80]. Figurc 2 17 shows the power
spectral density at the transmitter output for the conventional DMT system with no
windowing and for the windowed DMT system with the window obtained by (2.134)
with wy = 1.87/A]. The subchannels 38 to 99 and 111 to 255 arc used, while the
subchannels 0 to 37 and 100 to 110 are left blank (not used). It can be seen that the
spectral leakage in the frequency bands in which the corresponding subchannels arc
off is considerably reduced by the transmitter windowing. Recall that, however, this

reduction in the spectral leakage is obtained at the price of a loss in SNR.
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2.5 DSL fundamentals

In Chapters 3 and 4, the schemes proposed in this thesis for improving the achicv-
able bit rate in multi-carrier communication systems will be presented. While those
schemes arc valid for applications in any communication environment, including wire-
less and wircline channels, the numerical examples that will be presented will consider
realistic models for digital subscriber line (DSL) channels. In this scction, the basic
characteristics of DSL channels are studied and the practical challenges encountered
in the design of transccivers for these channels are described. The background infor-
mation presented in this section will allow a more efficient exposition of the numerical
examples in Chapters 3 and 4.

DSL technology enables high data rate communications over telephone subscriber
lines. Although telephone twisted wire pairs were originally deployed to carry voice
signals with a bandwidth of less than 4 kHz, they are capable of carrying much broader
bandwidths. In recent ycars, advances in silicon technology, digital communications
engineering, and digital signal processing have made it possible to communicate over
DSL lincs outside the voiceband at data rates of several megabits per second. Several
DSL standards have been established and arc used by tens of millions of customers
throughout the world [83]. These are generally referred to as xDSL, and include basic
rate DSL (ISDN), high bit rate DSL (HDSL), asymmetric DSL (ADSL), and very
high-speed DSL (VDSL) [84]. Among different DSL standards, ADSL is the one which
is used most widely. In fact, according to the DSL Foruin {17], ADSL is currently the
most chosen broadband option in the world. ADSL is used for internet services and its
newest standard version, ADSL2plus, is capable of providing services with maximum
downstream and upstream rates of 24 Mbit /scc and 1 Mbit/sec, respectively [17]. On
the other hand, in response to the increasing demand for services with cven higher

data rates, the VDSL standard has been cstablished with the potential maximum
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Figure 2.18: Frequency responsce of the DSL channel for a cable length of £ = 1 km.

downstream and upstream data rates of 100 Mbit/sec. In the rest of this scction, the
major characteristics of DSL channels are studicd.
The frequency response of a voice-grade unshielded twisted pair (UTP-3) is rea-

sonably accurately modelled by [26]
C(j2r f) = e~ 381070 0HVfE (2.135)

where j = /=1, f is the frequency in Hz, ¢ is the length of the cable in mecters, and
the constant propagation delay has been ignored. Notice that the frequency response
in (2.135) is a function of both frequency and the cable length. Figure 2.18 shows
the magnitude response of a DSL channcl for a cable length of # = 1 km. From this
figurc it can be seen that the DSL channel is highly frequency-selective. Figure 2.19
shows the magnitude response of the DSIL channel versus different cable lengths. at
a fixed frequency of f =1 MHz. From Figure 2.19 it can be seen how increasing the

length of the cable increases the attenuation over the DSL channel.
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Figure 2.19: Variation of the magnitude response of the DSL channel as a function
of the cable length at the frequency f = 1 MHz.

As can be seen from (2.135) and Figure 2.18, the DSL channel is highly frequency-
selective. Indeed, a major challenge in transceiver design for DSL channels is to
overcome the ISI caused by these channels. Multi-carrier modulation schemes have
been considered as efficient methods to overcome the ISI caused by this frequency-
sclectivity. On the other hand, in addition to the ISI, which is one of the major
challenges in DSL transcciver design, there are a number of other noise and inter-
ference signals that have to be considered in the design of DSL transccivers. These
include additive white Gaussian noisc (AWGN), near-end crosstalk (NEXT), far-end
crosstalk (FEXT), echo, narrowband noise, and impulse noise.

Crosstalk noise in DSI. channcls is created among the wires in a cable binder
because of the coupling of signals from the data-carrying wires to cach other. Fig-
ure 2.20 shows the two types of crosstalk in a typical DSL channel. Transceiver 1 at
the central office (CO) is connected to Transceiver 2 at the customer end, which in

the DSL terminology is often referred to as the customer premises equipment (CPE).
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Similarly, Transceiver 3 is connected to Transceiver 4 via a wire pair, and it is as-
sumed that the two wire pairs are in the same cable bundle. Crosstalk, by definition,
is the interference from one wire pair to another wire pair. If the signal transmitted
by a transcciver at one end, interfercs with the signal received by another transceiver
at the same end, that interference is called near-end crosstalk (NEXT). If the signal
transmitted by a transceiver at one end interferes with the signal received by another
transceiver at the other end (other than the one targeted for the transmitted signal),
it is called far-end crosstalk (FEXT). Crosstalk can be the most disturbing type of
noisc in twisted pair channels, and can considerably reduce the performance of the
DSL transceivers if it is not suppressed or eliminated [15]. Based on the empirical
studies in [15], the power spectral density (PSD) of NEXT and FEXT signals in a
50-pair binder caused by n disturbers, all having the same power spectral density

PSD(f). can be modelled as

n 0.6
PSDyexr(f) = PSD(/) (4—9) 10718 15, (2.136)

and
PSDrex(f) = PSD() (15) ICG2n ) (3% 107%) 177, (2.137)

respectively [15,26]. In (2.136) and (2.137), f is the frequency in Hz, ¢ is the cable
length in meter, and C(j27 f) is the frequency response of the DSL channel given by
(2.135). Figure 2.21 depicts the coupling functions of NEXT and FEXT when n = 49
and the cable length is ¢ = 1 km.

Another type of interference that affects DSL transceivers is narrowband radio
frequency interference (RFI), which is mainly caused by AM broadcast and amateur
(HAM) radio signals. In DSL terminology, radio frequency interference is also referred
to as radio frequency (RF) ingress, or narrowband noisc. Twisted pair phone lines
make relatively good antennas for AM and HAM signals [15], and thus. thesce signals

appear at DSL receivers. AM radio signals typically have a bandwidth of 10 kHz and
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Figure 2.20: The two types of crosstalk, NEXT and FEXT, in a DSL system.

Frequency | Differential mode power
kHz dBm
660 -60
710 -30
770 -70
1050 -55
1130 -30
1190 -60
1280 -9
1330 -60
1480 =70
1600 -60

Table 2.2: Model 1 radio noise of [85] for AM radio signals.

are broadcast in the frequency band 560 kHz to 1.6 MHz. While many AM radio
signals are gencrally active in an urban arca, ADSL and VDSL test specifications
consider a 10-frequency model for AM radio noise [15,85]. Table 2.2 lists the frequency
and power values for these AM signals [85]. Amateur radio signals, on the other
hand, are transmitted in the frequency bands shown in Table 2.3 [15]. Amateur radio
transmitters use a bandwidth of 2.5 kHz, and generally usc frequency shift keying
(FSK) modulation.

Impulse noise is another type of interference that has to be considered in the

design of DSL transceivers. Impulse noise is a nonstationary interference signal which
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Figurce 2.21: The coupling functions for NEXT and FEXT for a cable length ¢ = 1 km
when there are n = 49 disturbers.

is usually generated by electromagnetic-based systems in the vicinity of the phone
lines [15]. For instance, in buildings, impulse noise could be created by the elevator
electrical systems. turning on and off of the electric motors of refrigerators, washing
and dryer machines, and also by the ringing of phones that share the same cable
binder. Each of these noises is transient. Indeed, the impulse noise is considered to
be a burst noise, and therefore, in ADSL and VDSL standards, a combination of crror
correction coding, such as Reed-Solomon codes, and interleaving is used to overcome
the impact of impulsc noise [16, 86].

Another disturbing interference in DSL transceivers is echo. Each DSL transceiver
simultancously transmits data in onc direction, and receives data in the opposite
direction. To avoid echo, DSL transceivers use hybrid circuits [15]. If the perfect
impedance matching in the hybrid circuit is achieved, echo will be climinated. In
addition to hybrid circuits which arc generally analog circuits [15], DSL transceivers

often use digital echo cancellation schemes to suppress the residual echo which is
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Band lowest frequency | Band highest frequency
MHz MHz
1.81 2.0
3.5 4.0
7.0 7.1
i0.1 10.15
14.0 14.35

18.068 18.168
21 21.45

24.89 24.99
28.0 29.7

Table 2.3: Amateur radio bands

caused because of the imperfect impedance matching in phone line analog circuits. For
instance, in [87], the authors have proposed a high-speed echo cancellation technique

for DMT transceivers.

2.6 Near-end crosstalk cancellation using cyclic
suffix extension

It was mentioned carlier that in DMT systems, near-end crosstalk (NEXT) is one of
the most significant types of interference degrading the achievable bit rate of these
systems. This is especially the case in DSL channels, where scveral twisted pair wires
arc bound together in a single cable.

While windowing methods can be ecmployed to mitigate NEXT in DMT
transceivers, they do not completely climinate NEXT. In this section, a NEXT can-
cellation method is studied which totally eliminates NEXT. In this method, proposed
by Sjoberg et al. in [88], in order to climinate NEXT, in addition to a cyclic prefix
with a length larger than or equal to the order of the channel, a cyclic suffix of an

appropriate length is applied to the transmitted DMT signal.
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Figurc 2.22: A schematic diagram of the DSL transceivers and their connection via
twisted pairs. Transceivers 1 and 3 at the ceutral office (CO) are connected to the
Transceivers 2 and 4 at the customer premises end (CPE), respectively.

Figure 2.22 shows a schematic diagram of the transceivers of two users at the
customer premises end (CPE) connected to their corresponding transceivers at the
central office (CO), in a typical DSL application [15]. Each pair of transceivers are
connected using a twisted wire pair, and it is assumed that the twister pairs of the
two users are in the same cable. Consider Transceiver 3 at the CO side in Figure 2.22.
The received signal at this transceiver will have three components. One component
is the desired upstream signal transmitted by Transceiver 4 at the CPE side. An-
other component is the NEXT signal emerging from the downstrcam transmission
by Transceiver 1 at the CO side, and the third component consists of other noise
and interference signals. Notice that in multi-carrier systems, in general, in order to
reduce the impact of NEXT and echo, distinct subchannels are used for downstream
and upstream transmission. Yet, because of the high level of subchannel spectral
sidelobes in DMT systems, NEXT can significantly degradc the performance of the
system. In the rest of this section, it will be shown that if the transmitters are syn-
chronized and a cyclic suffix of appropriate length is added to the transmitted signal
of each transmitter (in addition to the eyclic prefix of length at least equal to the

order of the channel), NEXT will be eliminated [88].
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Recall the basic DMT system of Figure 2.2 in Section 2.1.2. In the following, we
consider the same structurce for the DMT transcciver, except the CP adder and CP
removal modules will be different from those in the basic DMT system, as will be
described later. Also, in this section, we will use the same notation as in Section 2.1.2
and the DMT system equations presented in Section 2.1.2 will be frequently used.

In Figure 2.22, the upstrcam signal arriving at the receiver of Transceiver 3 gocs
through a larger delay than the NEXT signal arriving at that recciver. We denote
this difference in the delays by A. Denoting the nth upstream transmitted block of
data transmitted by Transceiver 4 as u, (see Figure 2.2), and the nth downstrcam
transmitted block of data transmitted by Transceiver 1 as v,,, because of the existence
of a difference of A in the delays of the two paths, when u, is received at Transceiver
3, the NEXT signal that is reccived at that transceiver will be v& which is an N x 1

vector with Ath entry

v2ln] = Uk 1] Gsk<N-4 (2.138)
UkAN+A{‘Il +1. N-A <k<N

where wvg[n] is the kth entry of v,,. Denoting the impulse response of the upstream
channel by c[k| and that of the NEXT channel by ¢[k], using (2.20), the nth received

symbol block can be written as
z, = (Cou,, + Ciu,_;) + (éovnA + élvnﬁl) + v, (2.139)

where Cy and C; arc the N x N channel matrices defined in (2.21) and (2.22),
respectively, corresponding to the upstream channel, éo and 61 arc the channel

matrices corresponding to the NEXT channel which are defined as
[Colux = &2 — &, (2.140)

and

[Cilok = &[N 4 1 — K], (2.141)
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and ~y,, denotes the N x 1 vector which represcnts other noise and interference signals.
Recall from {2.10) that c[k] = 0, k£ ¢ [0, L], where L is the order of the upstrcam
channel. Denoting the order of the NEXT channcl by L, we assume &k] = 0. k ¢
[0, L]. Since the physical length of the NEXT channel is much shorter than that of
the upstrecam channel, as a practical assumption, it is assumed that L < L. In order
to eliminate NEXT, in addition to a cyclic prefix of length P (where P > L), a cyclic
suffix of length S is added to the transmitted signal. Therefore, the system equations
of Section 2.1.2 have to be modified accordingly. First of all, each transmitted block of
data is of size N where N = M + P+ S. For the nth transmitted block of symbols the
cyclic prefix and suflix are created by multiplying the Al x 1 vector X, in Figure 2.2

by T, where T is an N x A matrix given by

I, (2.142)

where Icp and I;; remain as they are defined in Section 2.1.2 and Igg is the S x A
matrix consisting of the first S rows of the identity matrix In,. The cyclic prefix and
suffix are removed at the receiver by multiplying z, (sce Figure 2.2) by R, where R

is the M x N matrix given by
R = (0a7xp Ins Oarxs) (2.143)

Looking at R in (2.143) and C; in (2.22), it can be scen that if P > L, we have
ﬁCl = 0. Moreover, by considering the definition of 61 in (2.141), since L < L, if
P > L, we also have ﬁél = 0. Recall from Figure 2.2 that at the rcceiver, after
the removal of cyclic prefix (and suffix), the FFT is applied. Thus, the vector of the
subchanncl outputs is given by

Yn= Fﬁ'zn (2144)
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Substituting z, from (2.139) and replacing ﬁCl =0 and RC; = 0 in the result, we

get
yu = FRCou,, + FRCov2 + FRA, (2.145)
Recall that
u, = TFx,, (2.146)
and
v, = TFY%,. (2.147)

where x,, is the A x 1 subchannel input vector corresponding to the upstrcam trans-
mission, transmitted by Transceiver 4, and X, is the M X 1 subchannel input vec-
tor corresponding to the downstream transmission, transmitted by Transceiver 1.
From (2.145) it can be seen that y, consists of three components, the desired sig-
nal, the NEXT interference, and other noise and interference signals. The desired
signal in (2.145) is equal to FRCou, which, using (2.146), is cquivalently given by
FRCOTFHX,,. It can be shown that ﬁCO’T is a circulant matrix and thus it is

diagonalized by FFT and IFFT matrices. Specifically, it can be shown that!®
FRCyu, = FRC,TF¥x, = Dx, (2.148)

where D is the diagonal matrix defined in (2.32). The NEXT term in (2.145) is equal
to FRCov2. By looking at R in (2.143) and Cy in (2.140), it can be scen that the
last S columns of RCy are all-zero columns. Therefore, recalling the structure of v
in (2.138), it can be seen that if S > A. in v2, the last A entries will not have any
effect in the NEXT term, and consequently the orthogonality among the subchannels
will be maintained. In order to further analyze the NEXT term, if we denote the nth

subchanncl input vector of the downstream transmission of Transcciver 1 by X, and

the resulting M x 1 vector after IFFT module by )Ain, the N x 1 vector v, will be

15The proof is similar to that for the conventional DMT systen.
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cqual to v, = Tf(n, which using (2.142) can be written as

- . . T
Vy = (XAFP[‘H}- Tt HYM—I[n]» XO[TLL T «XM—ﬂn], Xo[’ﬁ], T =JX'S~1[W]> (2-149)
Using (2.149) and recalling the structure of v from (2.138), it can be seen that

. . . N _ N T
vh = (XM‘PJrA[n]"" Xar—1[n], Xolnl, -, Xar-1[n], Xo[n], - - ,XS~1[71],"')
(2.150)

Notice that we assume S > A and therefore, as mentioned earlier, the last A entries

A

mn)

of v, or v;* will not have any effect in the result of ﬁéovn and ﬁéov respectively.

Now, similar to the identity in (2.148), we know that Fﬁéovn = I~)5cn, where
D = diag (C'(eﬂo),é(ei%?). . ,C‘(eﬂi‘?W—“)) (2.151)

where C' (7%} is the Fourier transform of ¢[k]. Now, while noticing from comparison
of (2.149) and (2.150), that cach cntry of v is a shifted version of the corresponding
entry of v, by the amount of A, recall that since X,[n] is the inverse discrete Fouricr
transform of #[n], we have that X,,a[n] is the inverse discrete Fourier transform of
Zx[n]e? 2. Thus, we have

FRC,v2 = Dx2 (2.152)

where x5 is the A/ x 1 vector where its kth entry is
P2 [n) = d[n]e’ RS (2.153)

Substituting (2.152) and (2.148) into (2.145), we get
¥n = Dx, + DX2 + FRy, (2.154)

Notice that x,, is the A x 1 subchannel input vector of upstream transmission by
Transceiver 4, and X, is the A/ x 1 subchannel input vector of downstream trans-
mission by Transceiver 1 (the NEXT signal source in Figure 2.22). and X2 is related

to X, as described by (2.153). From (2.154) it can be seen that since D and D
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are diagonal matrices, if distinct subchannels are used for upstream and downstream
transmissions, the downstream transmission (NEXT signal) will have no interference
with the upstream signal. Thus, NEXT will be totally climinated.

Notice that in a communication network, e.g., the DSL network, there are several
transceivers which can be sources of NEXT for cachother. In order to eliminate
NEXT, synchronization should be provided among all the transmitters at both ends
(both at CO and CPE), and a cyclic suffix which is at least as long as the delay in
the longest channel in the network has to be used.

The cyclic suffix technique described in this section is a useful approach for remov-
ing near-end crosstalk, but the requirement of a cyclic suffix in this scheme reduces
the bandwidth efficiency. In addition, as mentioned earlier, this technique requires
synchronization among all transceivers that can impose NEXT on each other. The
messaging required to achicve such a synchronization increases the complexity of the
system and can further reduce the bandwidth efficiency. Therefore, the schemes that.
mitigate NEXT via spectral containment and do not require a complicated synchro-
nization, such as FMT and windowed DMT schemes, remain attractive, and hence,

they remain as the main focus of this thesis.
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Chapter 3

Efficient Design of FMT Systems

In this chapter an efficient channel-independent design method for the prototype
filter in the FMT filter bank is proposed. This method allows efficient evaluation of
the inherent trade-off between the subchannel spectral containment provided by the
prototype filter and the intersymbol interference (ISI) that the filter generates. An
appropriate operating point on this trade-off curve is then identified by computing the
achievable bit rate for FMT systems with prototype filters which lie on the curve. The
numerical results indicate that careful exploration of the filter design trade-off results
in a considerable gain in the achievable bit rate. Furthermore, the insight gained from
this design can be transferred to the choice of the optimal number of subchannels.
Finally, since the presence of ISI in FMT subchannels renders the conventional water-
filling power loading algorithim suboptimal. an efficient power loading algorithm for

FMT that cnables higher achievable bit rates is proposed.

83



MeMoster - Electrical & Computer Engineering

Ph.D. Thesis - Bahram Borni\;

3.1 Introduction -

R Py )

In Chapter 2, the FMT scheme was studied ‘ag s multi-carrier modulation scheme that
offers improved spectral characteristics compared te DMT. This makes FAMT a poten-
tial candidate for applications where & high leve' of subchannel spectral containment
is required at the transmitter and a high level of subchanncl frequency selectivity is
necded at the receiver. An exampic of such application is DSL, in which it is re-
quired to mitigate narrowband noise and near-ond crosstalk (NEXT), and satisfy the
egress stondards. Indeed, it has been shiown that FAM'P-based DSL systems offer the
potential for larger achievable bit rates thaie DMT-based DSL systems [26].

In Section 2.1.3, it was indicated that vhe FMT transceiver is implemented using a
modulated filter bank structiire. The prototype filter for this filter bank is a key design
parameter. and some preiindnary design methods have been proposed [26,28,89,90].
In this chapter, we develop a more comprehensive approach to the design of prototype
filter, in which we quantify an innerent trade-oil between channel-independent mea-
sures of intersymbol interference (IS8I) and intersubchannel interference (IC1), and we
demonstrate the enginecering insight that this method generates. Since our proposed
prototype filter design inethad ig a chunnpel-independent approach, the subchannels
are synthesized in a chaunclindepentent maaner. This allows a cost-efficient imple-
mentation of the proposed FMT fitter bank. The proposcd filter design approach
begins with thie derivation of design criteria which tead to incrcased subchannel sig-
nal to interference and noise ratios (SINRs) at. the recewver. The design of the filter
requires a compromise between ihese criteria and therefore there is a trade-off to

be explored. In ordes to explove the trade-off we formaly cast the design problem

'Some filter bank iransceiver design schemes for time-varving frequency-sclective
fading wireless clunels can be found in 191,92, whick are based on time-frequency
localized pulse shaping ana fitering design. 1n these schemes. the filter bank desig
relies on the channel information. and thus, adaptive schemes for the synthesis of
their filter banks are required, which imposes sigaificant impicnmientation complexity.

o
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as an optimization problem. As we will show, the direct formulation of that opti-
mization problem is non-convex in the design variables and hence the exploration of
the trade-off is hindered by the intricacies of dealing with the potential for locally
optimal solutions. However, we will show that the design problem can be precisely
transformed into a corvex optimization problem from which a globally optimal so-
lution can be found. The convex formulation allows us to efficiently compute the
inherent trade-off between the competing design criteria. Further nunerical analysis
then allows us to determine points on the trade-off curve that provide a large achiev-
able bit rate. While the focus of our design examples will be on VDSL systems, FMT
is also attracting attention as a candidate technology for certain wireless communi-
cation applications [39,93]. The design methods developed herein remain valid for
those applications.

To demonstrate the versatility of the proposed prototype filter design technique.
we also use it to cvaluate the trade-offs between ISI, ICL and fransceiver complexity
that arise when choosing thc number of subchannels in an FMT system. These
evaluations provide important guidelines for the design of FMT systems.

As was explained in Section 2.1.3, one of the key differences between DMT and
FMT systems is the high level of subchannel spectral containment provided by FMT.
However, this spectral containment is achicved at the cost of ISI within each sub-
channel. (The trade-off between these criteria is a key component of our design ap-
proach.) The presence of ISI means that the conventional water-filling power loading
algorithms deveioped for DMT systems yield suboptimal results unless a relatively
high complexity decision feedback equalizer (DFE) is used in each subchannel of the
recelver. For applications in which only simple DFEs arc employed, we proposce an
efficient power loading algorithm that iteratively accounts for the residual ISI and

hence enables higher achicvable bit rates than conventional water-filling.
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Figure 3.1: An Al-channel filtered multitone (FMT) communication system. We will
focus on systems in which the detector incorporates a decision feedback cqualizer
(DFE).

3.2 System description

The block diagram of an Al-channcl FMT system in which the upstream and down-
stream subchannels are interlcaved is shown in Figurc 3.1. The filter bank is con-
structed from a single recal finite impulse response (FIR) prototype filter with im-
pulse response hln| and frequency response H(e’*). The transmission filter for cach
subchannel is a frequency-shifted version of the prototype filter and the first step
performed by the receiver is matched filtering of each subchannel (the superscript
* denotes complex conjugation). The separation between the centre frequencies of
adjacent subchannels is equal to 27 /M, where M is the number of subchanncls. For
easc of exposition, in Figure 3.1 we have considered an equal number of subchan-
ncls for upstream and downstream directions (symmetric communication) arranged
in a “zipper-like” duplexing pattern [94]. However, the discussion in this thesis is
applicable to other carrier arrangements as well (e.g., asymmetric communication).
We now provide a brief review of the opcration of this system in the downstream

direction (the upstream direction is analogous). Sequences of complex-valued symbols
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7, [n| are choscr. from not necessorily ientical constellations at the svmbol rate 1/7.
These symbols are then procossed using an elficiens FFT-Lased polyphase implemen-
tation [26.35,95 of the upsapiing aod filteriug operatiors illustrated in Fig 3.1.
The transmit signal is then formed by adding all the filtered sequences and applying
digital to analog conversion (D/A) at a sawplivg rate of 1/T, = N/T. This sig-
nal is then transmitied over the channel (with impulse response h.(t)) that forms
the subscriber line. The received sigual is sampled every T, scconds and is passed
through (an efficient impleinentation of) a hank of subchanncl maiched filters and
then downsampled by a factor of N. Since the combined frequency response of the
subchannel filters anc the chaunel is not necessarily flat over the bandwidth of the
subchannels, intersy bl interference (1ST) is present at the subchannel outputs. In
order to matigate the cffceis of slis I5] withous incurring large compusational ¢x-
pense, FMT schemes typroally incorporate a symbol-rate decision feedback equalizer
(DFE) into the detector in cach subckanncl [26,39.97]. We focus our attention on
such systemns in this chapter. Although not shown in Figure 3.1, thermal noisc is
modelled as additive white Gaussian voise { AWGN) at the receiver input and colored
interference from other sources is also considered at the receiver. The blocks marked
by “H” in Figure 2.1 arc line hybrids {15], whicl are used to provide isolation be-
tween the vransmitier and ~he near-end receiver and thereby suppress self-echo. The
cquivalent discrete-time chavnel imipulse response for the concatenation of the /A,
the analog charnel. and the A/1) is dencted by <nl.

The fundamental idea behind FMT modulation s subchannel separation via fil-
tering. This enables effective detection of the transreitted svimbols using a per-
subchannel detector rather than jeint detection  Tn order to provide sufficient sub-
channcl sepuration with fitiers of reasonable complexity. redundant filter banks are

T~ R

usually cmployed: e, N > &/, This cesuits in o digital analogue of conventional

20
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frequency division multiple access techniques with guard bands. In the following sec-
tion, we derive design criteria for the prototype filter of the filter bank which measure

the degree of subchannel separation and the ISI induced by subchannel filters.

3.3 System analysis and filter design

To simplify the analysis of the system of Figure 3.1 we assume that the input data
sequences of different subchannels are uncorrelated and that the symbols for each

input sequence are uncorrelated with cach other; i.e.,
E{x,In1]x}[na]} = P, 8li — £]6[n1 — nal. (3.1)

where E{-} denotes the statistical expectation operation, 4[] is the Kronecker delta.
and P, is the power of the ith input sequence z,[n]. In the following analysis we
will study the input-output equations for downstream communication. A similar
analysis applies in the upstrcam case. For easc of exposition, the initial analysis
in this section will be done in the absence of external noisc/interference (including
AWGN of the analog channel, ccho, NEXT, and FEXT). Thus, the output signal for
each subchannel will include only components due to the desired symbol, intersymbol
interference (ISI), and intersubchannel interference (ICI). Later, we will comment on
the effects of external interference.

Let A denote the set of carrier indices used for downstream communication. (In
Figure 3.1, A = {1.3,--- , A — 1}.) For the mth subchannel at the recciver, m € A,
the signal at the input to the detector in Figure 3.1 depends on the downstream input
sequences through the following equation

Yym[n] = ZULL[nJ * foma[n] . (3.2)
€A

where 2 denotes the index of the subchannel at the transmitter, the symbol x denotes
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convolution, and

fralnt] = gma[Nn| (3.3)

where
gm[nt] = hu[n] * c[n]« I, [—n], (3.4)
h.[n] = h[n]e?*™ is the inverse Fourier transform of H(e/®~)), and for notational

convenience we have allowed non-causal (matched) filtering at the receiver. For data

symbols that satisfy (3.1), the power spectral density (PSD) of y,,[1n} can be written

as
?Jn FJW Y\Plr‘mz PJ“J I (35)
€A
= Pl B )+ 3 P Ea() P, (3.6)
ziA

where Fi,(e?*) is the Fourier transform of f,,,[n]. In (3.6), the first term on the right
hand side is the PSD of the matched filtered signal from the mth transmitter, i.c.,
the component of S, (e’*) due to the desired symbol and the ISI. The sccond term
is the PSD of the signals from other downstream subchanncls at the mth subchannel
output, i.c., the component of S, (¢?*) due to ICL

If we let Sicr(€?¥) denote the PSD of IC1. the power of ICI can be written as
By = ——/ Ster(e?) dw = / ZP|Fm,(eJ“’ lzdu (3.7)
z#m

In Appendix A, we show that Pior can be bounded by
Pie1 < PU (l]2E b+ UL Ey + U3 Eg), (3.8)

where Pr = max,c4{P,}, Eq is the stopband energy of the prototype filter,
1 2r— 4

- 39Y 12 do
b= |H ()2 du, (3.9)
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B is the energy of the prototype filter, B, = 5 '027T |H(e’)|? dw, and U, and Uy, arc
the maximum values of |H (e’*)] in the passband (w € (—n /AL 7/Al). and stopband
(w € [7/M,2m — 7 /M]), respectively. In (3.8), U, is an upper bound for |C(e?¥)|, Vw.

The value of (3.8) is that it provides an upper bound on the power of the ICI
in terms of standard characteristics of the prototype filter. A similar analysis can
be performed for NEXT and echo, since both of these effects can be modelled in a
similar way but with a different channel model replacing c¢[n]. Thus, corresponding
upper bounds hold for the power of NEXT and echo. but with different models for
c[n].

Another performance measure that we consider in filter design is ISI. From (3.2),
we have that the power of the desired signal component at the input to the detector is
Pl fmm [d]|?, where the delay d is typically chosen to be d = arg maxy, | fum[n]|. The
power of the 1SI component is

Bt = P Y _ | fumln] . (3.10)
n#d
In the FMT system of Figure 3.1, ISI is introduced both by the filter bank and the
channel. To study the ISI which is introduced by the filter bank alone, we assume
that the frequency responsc of the channel is ideal over the subchannel bandwidth.
In that case, the appropriate delay is d = 0 and the signal to ISI power ratio is
Signal power E?

ISIpower  3,.0(3 hIkIA[k — Nn])2

where the denominator is obtained by substituting (3.3) and (3.4) into (3.10). Com-

(3.11)

bining equations (3.8) and (3.11) we obtain the following design criteria for the pro-
totype filter of the filter bank in Figure 3.1:

1. Small values of the stopband encrgy, E,;, the maximum stopband level, Uy, and
the maximum passband level, U, of the prototype filter will guarantce that the

power of the ICI, NEXT and ccho at the input to the detector are small.
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2. When the energy of the prototype filter (£)) is normalized, small values of the
ISI factor >, .0 (D MEIR[k — Nn))?, will guarantce that the power of ISI at

the input to the detector is small.

Therefore, a natural design problem for the prototype filter would be to minimize
the stopband energy of the filter, subject to upper bounds on the stopband level, the

passband level, and the ISI power when the filter energy is normalized. That is,

1 2w —7 A

minimize — [H (e7))? dw (3.12a)
T n/A
subject to | H(&%)| < L. % <w<m, (3.12b)
|H(e’)| <t, Vw, (3.12¢)
2
> (Z hlkhk — Nn]> <t (3.12d)
n,n#0 k

> (hlk])? = By, (3.12¢)

k
where #4, t,, and t3 arc positive 1cal numbers that constrain the stopband level,
passband level and IST power, respectively. In (3.12¢), Ej, is a positive real number
to which the encrgy of the prototype filter is normalized.

Unfortunately, the constraint in (3.12d) is not convex, and hence algorithms for
solving (3.12) are complicated by the need to deal with the intricacies of potential local
minima. However, by using the autocorrelation function of h[n| as the design variable,
the problem in (3.12) can be precisely transformed [96] into the following convex
optimization problem which can be efficiently solved for a globally optimal solution.
In order to state the convex problem explicitly, we let L denote the length of the
prototype filter and 7, [n] denote the autocorrelation function rp[n} = >, h[(]h[—n+(].
We also let Ry, (e?*) denote the Fourier transform of r4[n], and define b[0] =1 —1/M
and b[n] = —=2/(mn)sin(mn/M), n=1,2,---, L — 1. The problem in (3.12) can then

be precisely transformed into the following convex optimization problem
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L-1

minimize Z ri[n]bn] (3.13a)
n=0

subject to Ry (e?) < #2,, % <w<m, (3.13b)
Ry(e?*) <82, Vw. (3.13¢)

2

D rhNn] < f2_4 (3.13d)
n>1
1[0] = Eh (3.13¢)
Rp(e*) > 0. Vw. (3.13f)

While the problem in (3.13) is convex, equations (3.13b), (3.13¢c) and (3.13f) gener-
ate an infinite number of constraints (equations (3.12b) and (3.12c) also gencrate an
infinite number of constraints). These constraints can be approximated by discretiza-
tion or preciscly enforced using lincar matrix inequalities [98]. Once formulated in
one of those forms. the problem in (3.13) can be efliciently solved for the optimal
T[] using general purpose imiplementations of interior point methods, such as [99].
We can then extract a corresponding h[n] using standard spectral factorization tech-
niques [100.101].2 As we will demonstrate below, the convexity of the transformed
optimization problem in (3.13) allows effective evaluation of the trade-off between

subchannel separation and the ISI induced by the filter bank in an FMT system.

2While the application of the results in [96,98,101] has enabled us to transform the non-convex
design formulation in (3.12) into the convex formulation in (3.13), the key contribution of the
proposed prototype design lies in the derivation of the channel-independent design criteria for FMT
prototype filter that appear in (3.12). In addition, (3.13) is only part of the prototype filter design
procedure. In the numerical results section (Section 3.3.1) it is shown how the optimization problem
(3.13) is uscd as part of the prototype filter design procedure in the FMT systems.
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3.3.1 Numerical results for the filter design scheme

In this section we present numerical results for an FMT system with A7 = 32 subchan-
nels, an up/down-sampling factor of N = 36 (for an cxcess bandwidth of 12.5%), and
a prototype filter of length L. = 320. For different values of the ISI factor, t;4, we found
a prototype filter with minimum stopband energy by solving the convex optimization
problem in (3.13). The resulting inherent trade-off is shown in Figure 3.2, where the
normalized minimum stopband cnergy is plotted against the normalized ISI factor
Lg/Ey. (In order to focus on the trade-off between the stopband energy and the IST
factor, the maximum stopband level, ¢, and the maximum passband level, ¢,, were
chosen large enough so that these constraints were inactive.) Figure 3.2 represents
the inherent trade-off in the sense that no point below this curve is achievable with
a length 320 filter, and points on the curve are achieved by solving (3.13). From this
figure, it can be seen that smaller values of the stopband energy can be achieved at the
price of imposing larger ISI Smaller values of stopband energy arc desirable becausce
they result in improved subchannel isolation and hence smaller values for the power
of NEXT, ICI, and echo at the rcceiver. On the other hand, smaller valucs of the
ISI factor, t4, result in less ISI. Now that we have an efficient method for computing
this inherent trade-off, an important engineering design question is: At which point
on this trade-off should the system operate? To provide an answer to this question.
we will calculate the achievable bit rate for the system of Figure 3.1. An appropriate
operating point on the trade-off curve would be the one that maximizes the achievable
bit rate.

As described in Section 2.3, the number of bits per symbol interval that can be
loaded on the ith subchannel is given by [15], [26]
SINR, eode )

r A/margin

3, = log, (1 + (3.14)

where SINR, is the signal to noise pius interference ratio of the 1th subchannel at the
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Figure 3.2: Trade-off curve for the normalized stopband energy against the normalized
ISI factor of the prototype filter for an FMT system with A/ = 32 subchanncls,
up/down sampling factor N = 36. and a prototype filter of length 320.
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Figure 3.3: Achicevable bit rate versus normalized ISI factor of the prototype filter
for an FMT system with A = 32 subchannels, up/down sampling factor N = 36, a
prototypc filter of length 320, a sampling rate of 11 Msample/sec, and a cable length
of 1 km.
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input to the symbol detector embedded in the detector block® in Figure 3.1; I denotes
the SNR gap, which for QAM modulation at a symbol crror probability of 1077 is
about 9.8 dB [15]; Yeode is the coding gain; and Ymargin is the additional SNR margin
which accounts for inaccuracies in the system model. For simplicity, we will assume
that the coding gain is equal to the required additional margin in our example, i.c.,
Yeode/ Ymargm = 1, but other values for this ratio can be easily incorporated. The
achievable bit rate for assigned transmission is obtained by summing the values given
by (3.14) over the assigned subchannels and then multiplying the result by the symbol
rate 1/T". For the downstrcam casc we have

1 ,

1€A

We computed the achievable bit rates for the filters on the trade-off curve for a
voice-grade unshiclded twisted pair cable (UTP-3) model [26] for the DSL channel.
Power spectral densities of NEXT and FEXT were computed based on the model
for a 50-pair binder [15], [26], and the ccho signal was deemed negligible compared
to the other disturbances. The results were obtained for symmetric transmission
with a sampling rate of 11 Msample/sec, a transmit signal power of 10 dBm, and
an AWGN power spectral density equal to -140 dBm/Hz. The transmit power was
uniformly distributed among all operating subchannels; i.c., no power was assigned
to the subchannels that were not capable of carrying at least one bit per symbol
interval.? In cach subchannel, symbol-spaced minimum mean squarc crror (MMSE)
decision feedback cqualization was applied, with 20 taps in the feedforward section
and 15 taps in the feedback section. The equalizer was assumed to be frec of error
propagation. (The performance obtained under this assumption resembles that ob-

tained with the corresponding Tomlinson-Harashima precoding [103, p. 365] at the

3 As mentioned earlier, we will focus on symbol rate decision feedback detectors in this chapter.

4This is a simple power allocation scheme. While it is not optimal, in DMT systems its perfor-
mance is close to that of the optimal scheme [102] at high SNRs. In Section 3.5 we will present a
power allocation algorithm that is tailored to FMT.
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transmitter; see, e.g. [26,104].) Figure 3.3 contains a plot of the achievable bit rate
against the normalized ISI factor of the prototype filter for a cable length of 1 km.
It is observed that the achicvable bit rate varics substantially as the designed filter
traverses the trade-off in Figure 3.2. For a given filter length and DFE structure, re-
ducing the normalized ISI factor ¢4/ Ej, reduces the impact of ISI on the achievable bit
rate. However, this reduction in ISI comes at the price of an increase in the stopband
energy of the prototype filter, which reflects a reduction in the subchannel spectral
containment and hence an increase in the impact of ICI and NEXT on the achicvable
bit rate. In contrast, allowing a larger normalized ISI factor enables the designer to
achicve a smaller stopband energy and hence lower levels of ICI and NEXT, at the
price of incrcased ISI. The position of maximum achievable bit rate on the trade-off
curve is dependent on the DSL environment and the structure chosen for the DFE.
However, that position can be found in a straightforward manner by traversing the
trade-off curve that is efficiently gencrated by our design method.

To explore this trend in more scenarios, achicvable bit rates for cable lengths of
600, 800, 1200, 1400, and 1600 meters were also computed (for different normalized
ISI factors). They are plotted together with that of the 1 km cable in Figurc 3.4.
It can be scen that while the general trend is the same, there is a slight movement
of the pcak when the cable length changes. For the 600-meter cable, the peak has
moved to smaller values of the ISI factor, ¢4, and for the 1600-meter cable the peak
has shifted marginally towards larger valucs of the ISI factor. The movement of the
peak towards larger t4 values for longer cables is becausc the NEXT power at the
receiver is independent of the cable length, whereas the signal itself suffers from a
higher level of attenuation in longer cables. Thus, the signal to NEXT power ratio at
the receiver is smaller for longer cables. Consequently, longer cables require greater
spectral containment; i.e., smaller stopband encrgy for the prototype filter. From

the inherent trade-off curve in Figure 3.2 it is clear that in order to provide smaller
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Figure 3.4: Achievable bit rate versus normalized ISI factor of the prototype filter
for different cable lengths. The FMT system has the characteristics of M = 32
subchannels, up/down sampling factor N = 36, a prototype filter of length 320, and
a sampling rate of 11 Msample/scc.

stopband e¢nergy, the prototype filter is forced to generate more ISI. Although the
optimum level of spectral containment depends on the cable length, in our cxample
it can be seen that choosing an average cable length (e.g.. 1 km), and picking the
optimum filter for that cable length, provides close to optimum performance for a
variety of cable lengths.

As mentioned earlier, in the numerical example above a prototype filter length of
ten times the number of subchannels was used, i.e., L = 10Af = 320. Whilc the design
procedure is valid for other filter lengths as well. the length of L = 10A/ was used as it

provides onc of the appropriate choices for the length of the prototype filter [26,28].
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Recall that in the FMT system, subchannel separation is obtained via subchannel
spectral containment. For this to happen, the prototype filter length has to be much
larger than the number of subchannels. If the prototype filter length is small, a
larger amount of ISI must be imposed on the system in order to achieve sufficient
subchannel separation, and therefore the achicveable bit rate of the system will be
decreased. The longer the prototype filter the better the performance. However.
longer prototype filters impose larger implementation complexitics, and hence the
choice of L = 10M as a reasonable trade-off. As an extreme case. if the length
of the prototype filter is allowed to grow without bound, the ideal prototype filter
(Figure 2.3 of Chapter 2) is approached.

3.4 Number of subchannels

In Section 3.3.1 we observed that in the FMT system there is a trade-off between ISI
and the combination of ICI and crosstalk. In particular, we observed that the optimal
prototype filter for the system was the one that achicved the best balance between
these competing characteristics. In a similar way, the trade-off between ISI and ICI
also impacts the choice of the number of subchannels. If the number of subchannels
is small, the wide-bandwidth subchanncls will expose the system to a high level of ISI
generated by the variation of the frequency response of the channel over cach band.
On the other hand, as the number of subchannels grows, the spectral containment
required from the prototype filter in order to keep ICI and crosstalk to a manageable
level increases. According to the trade-off curve obtained in Section 3.3.1, the system
will therefore suffer from an increasing amount of ISI generated by the prototype fil-
ter. As one might expect, the optimal choice for the number of subchannels requires
a balance between these two sources of IS, and in the following example we demon-

stratc how the tools that were developed in Section 3.3 can be used to determine the

98



Ph.D. Thesis - Bahram Borna McMaster - Electrical & Computer Engineering

appropriate number of subchannels.

We considered the FMT system in Figure 3.1 in which the prototype filter had
a length I = 320, the channel model was that in Section 3.3.1 with a cable length
of 1600 meters, and thce MMSE DFE in each subchannel had 20 feedforward taps
and 15 feedback taps. The redundancy of the filter bank is also fixed to 12.5%,
ie, N/M = 1.125. By applying the design method of Sections 3.3 and 3.3.1 we
found the optimum prototype filters (and their corresponding achievable bit rates)
for a few different values of M, the number of subchannels. In order to comply with
efficient structures for implementing the FMT system we chose Al = 8,16.32, 64,
and 128. Table 3.4 provides the maximum achievabic bit rates versus the number
of subchannels. As expected, the highest bit rate is achieved by using a moderate
number of subchannels. In particular, it can be seen that for a fixed length for the
prototype filter, increasing the number of subchannels does not necessarily improve
the performance of the system. As stated above, this is because the high spectral
containment required for large values of A/ can only be achicved by a prototype filter

which generates a substantial amount of ISI.

Table 3.4: Maximum achievable bit rate versus the number of subchannels for a cable
length of 1600 mcters.

M N | Maximum achicvable bit rate
Mbit/sec
B 2.07
16 | 18 4.89
32 | 36 10.33
64 | 72 8.96
128 | 144 3.68
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3.5 Power loading

To compute the achievable bit rates in Section 3.3.1, a simple loading algorithm was
used: the total transmit power was uniformly distributed among the subchannels that
were capable of reliably transmitting at least one bit per symbol interval. Although
that algorithm performs reasonably well, in this scction we will present a loading
algorithm that is tailored to the FMT system. We will compare the performance
of this algorithm with that of the algorithm used in Section 3.3.1 and that of the
conventional water-filling approach. For DMT systems it is well known [15] that
watcr-filling provides the optimal power loading. However, as we will sce below, the
cxistence of non-negligible ISI at the inputs to the detectors means that water-filling
is not necessarily the optimal loading method in the FMT system.

The conventional power loading problem is to maximize the achievable bit rate

subject to a fixed transmit power, i.c.,

maximize Z 3 (3.16a)
€A

subject to Z P, = Pl . (3.16b)
€A
P,>0,i€ A, (3.16¢)

where ,3, is given by (3.14) and A is the set of carrier indices used for communication.
Recall that SINR, in (3.14) is the signal to interference plus noise ratio at the input
to the symbol detector embedded in the decision feedback equalizer in the detector
block for the ith subchannel. Our numerical computations show that for the well-
designed prototype filters (e.g., the optimum filters found in Scetion 3.3.1) the ICI
power is negligible compared to the other noisc and interferences. We emphasize that

while the ICI is negligible, the ISI can be quite large and cannot be ignored. With
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the assumption of negligible ICI, the SINR, can be expressed as
P\ fuldl?

+ Pawen, + Pyvext, + PrexT,

SINR, = (3.17)

R Ek<dl |fu[k] 2

where f,,[n] is the sequence resulting from the convolution of f,,[n] (which is described
by (3.3) and (3.4)) with the impulse response of the feed-forward filter of the MMSE
decision feedback equalizer for the ith subchannel, and d, is the “cursor position™ [103,
p. 360] of the DFE. Note that we have assumed that there is no crror propagation in
the DFE, and hence, that the ISI from the previously detected symbols is eliminated.
The terms Pawen,, Pvexr,, and Prgxr, represent the power of the AWGN, NEXT,
and FEXT components of the received signal at the output of the feed-forward filter
of the DFE of the ith subchannel.

A key observation from (3.17) is that due to the non-negligible ISI term, both the
numerator and denominator of SINR, depend on P,. Therefore, conventional water-
filling [15] does not provide the optimum power loading. In the subsections below we
will develop a power loading algorithm that explicitly incorporates the ISI. Our nu-
merical results will show that the resulting algorithm can provide significantly higher
achicvable bit rates than those obtained by ignoring the ISI term and performing

conventional water-filling.

3.5.1 Power loading algorithm

For the sake of notational simplicity, we re-write (3.17) as

Pa,

SINR, = ——-
Pb, + ¢

(3.18)
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where

a, = |fuld]. (3.192)

bo=>_|fulkl, (3.19b)
k<d,

¢; = Pawen, + Pvexrt, + Prexr,. (3.19¢)

For a given set of feedforward filters in the DFEs, the terms a,, b,, and ¢, arc constant,
and hence the numerator of SINR, is linear in P, and the denominator is affine. Since
log(+) is concave, it can be shown that the objective function in (3.16a) is a sum of
concave functions and is thus concave. Furthermore, the constraints in (3.16b) and
(3.16¢) arc lincar. Therefore, for fixed a,, b,, and ¢, the problem in (3.16) is convex
in the allocated powers, F,s, and can be efficiently solved (using. e.g.. interior point
methods) to find the optimum subchannel power allocation. Once the subchannel
powers are found and allocated to the FMT subchannels, the DFE coefficients have
to be readjusted. When the DFE coefficients change, a,, b,, and ¢; may change; c.f.,
{3.19). Thus, we propose the following iterative algorithm for power loading in an

FMT system:

1. Starting point: Distribute the total transmit power uniformly among all the

available subchannels.
2. Calculate the DFE coeflicients for each subchannel.
3. Compute the power distribution by efficiently solving (3.16).

4. Asscss progress via the two-norm of the update to the vector of power allocations

and return to step 2 unless progress is negligible.
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Distribute the total transmit power
uniformly among all the available

subchannels

Compute DFE coefficients

Compute al®) b*) and ¢

Compute power distribution by

efficiently solving (3.16)

iptY) — pW|5 < €Piotal

End

Figure 3.5: The proposed power loading algorithm for the FMT system.
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A flow diagram for this algorithm is provided in Figure 3.5, where

a® =[P o ... Q¥ ], (3.20a)
b®) = bk ) L k) T (3.20b)
) [ 0L (3.200)
p® =[p® p# o PR (3.20d)

represent the vectors of the coeflicients a,, b,, ¢,, and P, at the kth iteration of the
algorithm, ||.||2 denotes the two-norm, and ¢ denotes the stopping parameter. A
typical value for ¢ is 0.001. An important property of this itcrative algorithm is that

it is guaranteed to converge.
Theorem 3.1 The algorithm of Figure 3.5 converges.

Proof. The proof is available in Appendix B.

3.5.2 Numerical results for the loading algorithm

In this section we compare the performance of the following three loading schemes by
computing the achievable bit rate for the FMT system when cach of these schemes is

used as the power loading method in the system. The three schemes are
1. The power loading algorithm proposed in Figure 3.5;

2. Uniform distribution of the transmit power among the subchannels that arc ca-
pable of carrying at least one bit information per symbol interval (this technique

was used in Section 3.3.1);
3. Water-filling power loading in which the IST component of the SINR is ignored.

Figure 3.6 shows the achievable bit rates for the FMT system with parameters as

in Section 3.3.1, for different cable lengths using cach of the threc loading schemes.
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For the proposed loading algorithm, the stopping criterion was chosen to be € = 0.001,
and for different cable lengths of Figure 3.6, it was observed that the proposed loading
algorithm converged in four or five iterations. For this system, the MMSE-DFE on
each subchannel had 20 taps in the feedforward filter and 8 taps in the feedback filter.
It can be seen from the figure that the new loading scheme offers larger achievable bit
rates than the other two schemes. The key factor in this rate gain is the appropriate
treatment of ISI. To demonstrate this fact, in Figure 3.7 we provide the numerical
results for the achievable bit rates in the same environment as in Figure 3.6 but with
a stronger MMSE-DFE in each subchannel. This stronger DFE had 15 feedback taps
rather than the 8 taps in Figure 3.6. This stronger DFE provides much greater ISI
suppression, and hence the difference between the achievable bit rates provided by the
three loading schemes arc much smaller. However, the proposed algorithm continues
to provide the highest achievable bit rates. (Observe that the greater ISI suppression
provided by the stronger DFE results in cach loading method achieving a higher bit
rate than in Figure 3.6.)

Figures 3.6 and 3.7 expose a trade-off between design and implementation com-
plexity. If the designer chooses a lower complexity receiver (i.e., fewer taps in the
DFEs), then considerable achievable rate gains can be obtained by using the power
loading algorithm developed in this section. On the other hand, if the designer chooses
a higher complexity receiver, as we did in the examples of Sections 3.3.1 and 3.4, then

a simple power loading algorithm will suffice.
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Figure 3.6: Achievable bit rate versus cable length for the three loading schemes. The
FMT system had the following characteristics: M = 32, N = 36, prototype filter of
length L = 320, and a sampling rate of 11 Msample/sec. DFE for the subchannels
had 20 taps in the feedforward scction and 8 taps in the feedback section.
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Figure 3.7: Achievable bit ratc versus cable length for the three loading schemes. The
FMT system had the following characteristics: M = 32, N = 36, prototype filter of
length L = 320, and a sampling rate of 11 Msample/sec. DFE for the subchannels
had 20 taps in the feedforward section and 15 taps in the feedback section.
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Chapter 4

Bi-windowed discrete multitone

transceiver design

In Chapter 2 it was explained that while DMT systems are the most widely used
multi-carrier transceivers due to their desirable properties and, especially their com-
paratively low complexity, they suffer from poor spectral characteristics. It was also
mentioned in Section 2.4 that windowing techniques can be considered as one of the
most practical methods for improving the spectral characteristics of DMT system. In
this chapter, a family of bi-windowed DMT transccivers is proposed which improves
both the subchannel spectral containment at the transmitter and the spectral selec-
tivity at the receiver. These systems have the attractive feature that they provide
spectral shaping at both ends of the transceiver without requiring the cyclic prefix
to be longer than the order of the channel impulse response. The windows arc de-
signed in a channel independent manner and are constrained to produce subchannel
outputs that are free from (intrasubchannel) intersymbol interference (ISI). Further-
more, the design allows the intersubchannel interference (ICI) to be controlled in
such a way that it can be mitigated using a relatively simple minimum mean square

error (MMSE) successive interference cancellation scheme. Under a realistic model
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for a digital subscriber line (DSL) environment, the achievable bit rate of the pro-
posed system is significantly higher than that of the conventional DMT system and
some established windowed DMT systems with receiver-only windowing. This perfor-
mance gain is a result of the capability of the proposed system to combat the near-cnd
crosstalk (NEXT) at the transmitter and receiver and to mitigate the narrowband

noisc at the receiver, without the requirement of excess cyclic prefix.

4.1 Introduction

It was stated in Chapter 2 that among different classes of multi-carricr communication
schemes, DMT and OFDM have attracted more attention, mainly duce to their com-
parativcly low complexity, and it was discussed that the (implicit) pulse shaping and
receive filters in DMT and OFDM ! systems are rectangular windows, and hence they
suffer from rather poor spectral characteristics. The poor spectral containment at the
transmitter can make it quite awkward to design schemes that are required to satisfy
certain egress standards, such as those rclated to the amateur radio (HAM) bands
in very high speed digital subscriber line (VDSL) transceivers [15,16]. This poor
spectral containment also makes the system susceptible to performance loss caused
by near-end crosstalk (NEXT). The poor spectral selectivity at the recciver makes
the systemn susceptible to NEXT and to narrowband noise, such as radio frequency
interfercnce (RFI) emcrging from AM broadcast and HAM radio signals. Thercfore,
there is the potential for significant performance gains if one can improve both the
subchannel spectral containment at the transmitter and the spectral selectivity at the
receiver.

Various schemes have been proposed to improve the spectral characteristics of

1For simplicity, we will use the term DMT for the systems of interest, but the proposed designs
apply equally well to OFDM.

109



Ph.D. Thesis - Bahram Borna McMaster - Electrical & Computer Engincering

N
noise N

N

UAHI[”]
’]M—l[”] @

Figure 4.1: Al-subchannel filter bank communication system.

DMT. These schemes involve different trade-offs between the redundancy of the trans-
mitted symbol stream, the complexity of the transmitter and receiver, and the amount
of information about the channel (and the noise) that is required to synthesize the
subchanncls. The approach that will be proposed herein will have the same trans-
mission redundancy as DMT, essentially the same transmitter complexity, and the
synthesis of the subchannels will be independent of the channel (as in DMT). Conse-
quently, there will be a moderate increase in the complexity of the receiver, but we
feel that the performance gains offered by the proposed design make this a compelling
trade-off.

A convenient framework for comparing the proposed trade-off with those (im-
plicitly) chosen in some other schemes is that of the filter bank transceiver in Fig-
ure 4.1, [27,28]. (Recall from Chapter 2 that DMT is a special casc of this framework.)
For this system, the interference components of the subchannel outputs can be clas-
sified as being either intersubchannel interference (ICI), which arises from symbols
transmitted on other subchannels, or (intrasubchannel) intersymbol interference (ISI),
which arises from other symbols transmitted on the same subchannel. In the follow-
ing discussion we will focus on schemes in which the subchannels are synthesized in

a channel-independent manner.
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As was studied in Chapter 2, DMT opcrates on a block-by-block basis, in the
scense that the blocks of transmitted symbols generated by subchannel inputs at con-
secutive instants do not overlap. One approach to achieving better spectral properties
than DMT js to allow the transmitter filters to be longer than N, and hence allow the
transmitted blocks to overlap; c¢.g., DWMT [27] and FMT [26]. Recall from Chapter 2
that in DWMT, the subchanncls are synthesized using a “critically sampled” perfect
reconstruction filter bank. This provides a considcrable improvement in the spec-
tral properties at both transmitter and receiver without requiring redundancy in the
transmitted symbol stream; i.e., N = M. However, the lack of redundancy in DWMT
makes it sensitive to channcl distortion. Indeed, when the channel is frequency selec-
tive, the high levels of ISI and ICI require the use of complicated cqualization and ICI
cancellation schemes. In contrast to DWMT, recall from Chapter 2 that the FMT
scheme retains the redundant DFT modulated filter bank structurc of DMT. As was
studied in Chapter 3, the prototype filter in the FMT filter bank can be designed in
a channcl-independent manner to provide excellent spectral properties and negligible
[CI. However, recall from Chapters 2 and 3 that the FMT prototype filter is usually
quite long—often of the order of ten times the number of subchannels—which in-
creascs the complexity of the transceiver. Furthermore, in order to achieve negligible
ICI, some residual ISI is incurred, and hence significant per-subchannel equalization
is required. Consequently, while FMT provides subchannels with desirable spectral
properties and systems with large achievable rates, its implementation is significantly
more complex than that of DMT. Therefore, multi-carrier communication systems
with a complexity comparable to that of DMT, but with improved spectral char-
acteristics are of significant interest. Recall trom Chapter 2 that windowed DMT
schemes represent category of such systems. Like FMT, these schemes can be viewed
as redundant DFT modulated filter bank transceivers, but they typically have a
shorter prototype filter. As was studied in Chapter 2, some of the windowed DMT
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schemes involve v;findowing at the transmitter to reduce the out of band encrgy of
the transmitter subchannel signals [25,77,78,80], while others involve windowing at
the receiver to improve the robustness of the transmission scheme to narrowband
interference [74-76]. As was discussed in Chapter 2, in most of these techniques,
the design is contingent on the cyclic prefix being longer than the channel order, in
order to avoid window-induced ISI and ICI. Unfortunatcly, this requirecment reduces
the spectral efficiency of the transmitied symbol stream. It was also discussed in
Chapter 2 that there has been some progress in the design of transmitter or receiver
windowed DMT schemes without the requirement of excess cyclic prefix [25,80], but
these schemes only operate at one end of the transceiver, and additional processing
in the form of equalization and ICI cancellation is required at the recciver.

A shortcoming of the cxisting channel-independent windowing mecthods is that
they require excess redundancy, in the form of a cyclic prefix that must be longer
than the order of the channel, and/or they arc designed to improve the subchanncl
spectrum only at onc end of the transceiver. In this chapter, we propose a channcl-
independent windowing method that improves both the subchannel spectral con-
tainment at the transmitter and the subchannel spectral selectivity at the receiver,
without the requirement of excess redundancy. Since improved subchannel spectra
arc obtained at both ends of the transceiver, the egress standards are easier to meet,
NEXT is reduced, and mitigation of narrowband noise is improved. As we will show
in our numerical results, the reduction of NEXT, the mitigation of narrowband noise,
and the absence of a requirement for excess cyclic prefix can result in a significant gain
in the achievable bit rate. The proposed bi-windowed DMT system preserves many
of the desirable features of DMT. In particular, block-by-block transmission is main-
tained at the same level of redundancy, the subchannel outputs are free from ISI, no
knowledge of the channel is required in the design of the windows, and a closed-form

cxpression for the designed window can be obtained. In order to achieve the desired
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spectral characteristics while preserving these featurcs, some ICI is allowed, but the
ICI is controlled in such a way that it can be mitigated using a relatively simple min-
imum mean square crror (MMSE) successive interference cancellation scheme. While
this interference canceller docs increase the recciver complexity to some degree, our
numerical results suggest that in a realistic DSL environment, the proposed scheme
provides a significant increasc in the achicvable bit rate over that of the standard
DMT.

This chapter is organized as follows: In Section 4.2, the system is analyzed and
the channel-independent ISI-free conditions are derived. The proposed window design
is presented in Scetion 4.3, and Scction 4.4 contains the description of the MMSE
successive ICI canceller. In Section 4.5, we provide numerical results which illustrate

the performance achicved by the proposed system in a realistic DSL environment.

4.2 System analysis

In order to facilitate comparisons to a broad range of multi-carricr systems, we will
develop our windowed transceiver within the framework of the filter bank transceiver
in Figurc 4.1. Recall from Chapter 2 that DMT and OFDM arc special cases of this
framework in which N = A + P, wherc P is the length of the cyclic prefix, and
the transmit and receive filters are obtained by DFT modulation (of fundamental
frequency 27 /A7) of rectangular windows of lengths N and M, respectively. We will
denote the impulse response of the equivalent discrete-time channel (including any
time domain cqualization) by c[n], and it will be assumed that c¢[n] can be non-zero
only for 0 < n < L. The additive noisc in Figure 4.1 represents all external noise

and interferences, including additive white Gaussian noise (AWGN), radio frequency

interference (RFI), and crosstalk. Recall from (2.4)-(2.9) in Section 2.1.3 that the
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output of the mth subchannel of the receiver in Figure 4.1 can be written as

Ymn] = Z Gm K] Z(’[p] z_: Z x, [ [N(n — ) — k — pl + vi[n] (1.1)
k=—x p=0 1=0 f=—c
= 3 il — Klen VK] + vl (4.2)
where
cma[n) = hu[n] x c[n] * gm[n], (4.3)

the symbol » denotes the convolution operator, and vy, [n] represents the (zero-mean)
additive noise of Figurc 4.1 after being filtered by g,.[n] and downsampled by a
factor of N. If kg denotes the synchronization delay of the system, then as in Sec-
tion 2.1.1, the term >, 7,[n ~ K]y [Nk] in (4.2) is the ISI on subchannel m, and
D it 2k Tl — k]em, [NE] is the ICL.

The first goal of our design is to preserve the property of standard DMT systems
that the subchannel outputs are free from IS for any channel ¢[n} of order 1, as long
as the order of channel is not longer than the cyclic prefix length, i.e., L < . Assume

the transmit and receive filters arc FIR filters with the following support intervals
hn] =0, n ¢ [ni,na) (4.4)

and

gulk] =0, k¢ [k k] (4.5)

In Appendix C we show that with the parameters defined in (4.4) and (4.5), the
transceiver of Figure 4.1 has zero IST at its outputs for any given channcl of order at

most L if and only if one of the following conditions holds:

(ko — k1) + (na—mny) < N—1L, if ki +ny; = jN, (4.6a)

N—-L<(ks—k))+(ng—ny)+d<2N-L, ifk +n =jN+d (4.6b)
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where j is an arbitrary integer value and d € [1, N —1]. While both (4.6a) and (4.6b)
imposc upper bounds on the total length of the transmit and receive filters, it can be
secn that (4.6b) allows longer transmit and reccive filters. Since longer filter lengths
allow for better spectral characteristics for the transmit and receive filters, from these
two possible choices for the channel-independent zero ISI conditions, we will imposc
(4.6b) in our design. Without loss of generality, we choose j = 0. Moreover, in order
to maximize the lengths of the filters while keeping the channel-independent zero ISI
property of the system, we choose d in (4.6b) to be equal to one. That is, we will

impose the following condition on our design

ny+ky =1,
P (4.7)
N—-L<(ng—ny)+(ks—k;)+1<2N— L.
With this assumption, the expression in (4.1) reduces to
AM-1 ks L
Ymln] = Yz =11 gulk] Y clplmN —k = pl + vl (4.8)
1=0 k=k1 p=0
M-1
= Z To[n — 1em [N] + v [n], (4.9)
=0

As cxpected, from (4.9) it can be secn that if the transmitter and receiver filters
satisfy (4.7), the subchannel outputs are ISI-frec for any FIR channel of order at
most L. Notice from (4.9) however, that although y,,[n] is ISI-free, in general it is
not free from ICI. Indeed, from (4.9) onc can see that in general, the output of cach
subchannel at instant n is a weighted sum of all subchanncl inputs at instant n — 1,
but it does not depend on the subchannel inputs at other instants.

The channcl-independent zero-ISI property of the system at hand holds for a
variety of choices for the support intervals of the transmitter and recciver filters,
so long as (4.7) is satisfied. However, in order to involve all the coefficients of the

transmitter filters in the spectral shaping of the transmitted subchannel signals, and.
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at the same time. ensure that all the coefficients of the receiver subchannel filters are
used in the filtering of the received signal, we choose the limits of the support of 1,[-] to
ben; = N—ky—L, no = N—k;. Thercfore, (no—nq)+(ka—k1)+1 = 2(kg—k;)+L+1.
In order to obtain the maximum number of degrees of design freedom. we choosc
ks — k1 so that the length of the windows that satisfy (4.7) is maximized. That is, we
choose ko — k; = N — L — 1. All that remains is to determine ky. To that end, we
note from (4.7) that we have n; + k; = 1, and that without loss of generality we can
choose n; = 0. Thercfore, the longest support intervals for transmitter and receiver

windows that retain the channel-independent zero ISI property of DMT are
h,n] =0, n¢[0,N—1], (4.10)

gm[k] =0. k & [1,N — L. (4.11)

These conditions arc satisfied in the conventional DMT system and in the windowed
DMT systems based on Nyquist windowing [74-76]. For the rest of this chapter we
assume that (4.10) and (4.11) hold.

Recall from (4.9)-(4.11) that with the assumption made for the length of the
transmit and receive filters a channel-independent zero ISI property is achicved, but,
in general, the ICI is not zero. To simplify the analysis of the ICI of the system, we
define

Jfmaln] = i [n] % gm[n]. (4.12)

Substituting (4.12) into (4.3}, the ICI coefficients in (4.9) can be written as

L
CmaNT =Y c[k] frma [N — K. (4.13)
k=0
This expression makes it clear that if we wish to ensure that the ICI coefficicnts,

cm[N]. © # m, are small for any channel of order at most L, we must ensure that

fmi[n] coefficients are small for all N — L < n < N and + # m. Moreover, the
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channcl-independent zero ICI condition reduces to  fo,[n] = 0 for all ¢ # m and

N-—-L<n<N.

4.3 Window design

Having cstablished the conditions for an ISI-free filter bank transceiver, we now de-
velop a channel-independent design method for the transmitter and recciver windows.
The goal is to obtain both a high level of subchanncl spectral containment at the
transmitter and a high level of spectral selectivity at the receiver, while limiting the
impact of ICI. The windowed DMT system is embedded in the filter bank model in
Figurc 4.1, and is cxposed when the filter bank has the following DFT modulated

structure:

h.fn] = hln]e! 5m, (4.14)

gmln] = gln]erFm, (4.15)

where h[n] and g[n] are the transmit and receive windows, respectively. In that case,
the term fi,,[n] in (4.12) can be written as

N-—-1
Jonln] = 5™ N " hlk]gln — k)e? 5k, (4.16)

k=0

In the case that L = P, (i.c., N = A + L), and h[-] and g[-] are rectangular windows
supported on the intervals in (4.10) and (4.11), respectively, we have a standard DMT
system.? In that case, it can be verified that fmiln] =0forall N — L <n < N and
all i # m. Hence, ¢, [N] = 0 for all i # m, and there is no ICI at the receiver. When
the cyclic prefix is longer than is required for the given channcl (i.e., when P > L),

the excess redundancy in the transmitted signal can be exploited to design systems

2In systems in which the actual length of the channel is not known (e.g., wireless OFDM systems),
the appropriate statement is Lyax = P. where Lpax is the order of the longest channel that is
postulated in the design.
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with zero ICT and a spectral shaping window at the receiver (c.g., the receiver Nyquist
windowing in [74-76]), or a spectral shaping window at the transmitter (c.g., [77,78]).
The goal of the present chapter is to design systems with spectral shaping windows
at both the transmitter and receiver, without requiring the cyclic prefix to be longer
than the order of the channel.

Sceing as the goal for our window design is to improve the spectral properties of the
system without requiring excess redundancy, we will set the length of the cyclic prefix
to be equal to the order of the channel; i.e., P = L. We will ensure that the subchanncl
outputs arc free from ISI by constraining A[-] and g[-] to comply with (4.10) and (4.11),
respectively. Our design strategy is to seck a pragmatic channel-independent design
procedure, and to show (in Section 4.5) that this procedure provides substantial
performance improvement. We will adopt a sequential design procedure? in which we
first design a receiver window, g[-], supported on the interval in (4.11) with desirable
spectral characteristics; i.e.. with small stopband energy and rapid spectral roll-off.
This can be done using standard window design techniques, such as those in [36,105].
We will then design the transmitter window in a way that balances the objectives of
transmit subchannel spectral containment and ICT suppression. The design procedure
begins with the design of the receiver window because the receiver must mitigate both
NEXT and narrowband noise.

In the design of the transmitter window, we will measure spectral containment
using the energy in the stopband of the window, and we will measure ICI suppression

using the sum of the squares of f,,[n] in (4.16) for N — L < n < N. Therefore, a

3Although a joint design procedure can be conceived, fm,[r] in (4.16) is a bilinear function of the
windows, and hence the formulation of joint design problems is usually non-convex. As a result, joint
design procedures may require careful management of locally optimal solutions in order to obtain a
solution that is sufficiently close to a global optimum.
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nalural formulation of the design problem is

o A\ 27r—6H gt 1 /\\1\1—1 N N—1}k ) J%kpz
minimize 5= [ H(E) P o+ DDV IMILTIEL
(4.17a)
N-1
subject to Zh[n]:l, (4.17b)
n=0

where H(e’*) denotes the Fourier transform of h[n], 6 is a constant which defines the
stopband for H (%) as [#,2m — 6], and A € [0,1] weights the objectives of spectral
containment and ICI suppression. The constraint in (4.17b) fixes the DC gain of
the transmitter window, 17(¢?°); to one. The optimization problem in (4.17) is a
(strictly) convex quadratic program with a single lincar equality constraint, and hence
a closed form solution can be easily obtained using the classical Lagrange multiplier
method [73]; the details are provided in Appendix D.*

It is clear from the formulation in (4.17) that the parameter A allows the designer
to adjust the relative importance of ICI suppression and spectral containment in the
design of the window. Although A provides some control over the level of ICI, our goal
of improving the spectral containment at the transmitter over that of the conventional
DMT scheme while retaining a cyclic prefix length that is equal to (not greater than)
the order of the channel means that ICI is inevitable. In order to mitigate the effect
of the residual ICI, we propose the use of minimum mean square error (MMSE)

successive ICI cancellers.

*An alternative to (4.17b) is energy normalization, Y, A[n]> = 1. The closed-form solution of
that problem is also well known (e.g., [106]). and is the eigenvector that corresponds to the minimum
cigenvalue of the matrix ¥ given by (D.5) in Appendix D. In the design examples in Section 4.5, the
spectrum of the optimal window for the DC constraint of (4.17h) and that of the optimal window
for the encrgy constraint are indistinguishable.
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4.4 ICI Cancellation

The behavior of the intersubchannel interference (ICI) of the proposed system is
captured by the ICI coeflicients ¢, [N]; c.f., (4.9). Since we have a DFT modulated
filter bank (c.f., (1.14), (4.15)), the frequency domain counterpart to (4.3) can be

written as

sz (egw) — H(e](w—2ﬂ'1/1u))O(ejw)G(ej(w—Qﬂnl/Af))‘ (4.18)

where X (¢7*) denotes the Fourier Transform of z[-]. Since g[] is chosen so that G/ (¢?*)
has a small stopband energy, and h[-] is designed using (4.17) which ensures a small
stopband cnergy for /1(¢?*), onc can see from (4.18) that (', (¢?*) will have non-
negligible values only if [m —i| is close to zero or close to A/. In order to suppress
the non-negligible ICT terms at the subchannel outputs, we propose the use of MMSE
successive ICI cancellers. Since the output of each subchannel at instant n depends
on subchannel inputs at instant n — 1, but not on subchanncl inputs at other instants,
we will simplify our notation by dropping the time arguments n and n — 1 in (4.9)

and rewriting it as

M-1
Ym = Z x,6(m,4) + Vs (4.19)
=0
where
¢(m, i) = cou[N]. (4.20)

Since only a few of the A/ — 1 ICI terms in (4.19) will have non-negligible values.
we will only take those non-negligible values into account in the design of the ICI
cancellers. In other words, we will assume that

moy

Ym R Z L, (1) + Vg, (4.21)

1=moy
where it has been assumed that 2v ICI terms have non-negligible values, and ¢ and

© represent the module-M addition and subtraction operators, respectively.
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Figure 4.2: Successive ICI canceller with decision feedback.

To detect x, from ¥, we employ an MMSE successive ICI canceller with Ay 41
“feedforward” coeflicients, and R, “feedback” coefficients. (These terms are borrowed
from the terminology of decision feedback equalization.) A block diagram of such an

ICT canceller is shown in Figure 4.2, where the input to the symbol detector is

v K-_g
Ty = Z A Ymck + Zbk'%me*k . (4.22)
k= -K;4+v k=1

and I, denotes the decision made on the symbol in subchannel k. An intcresting
featurc of this schemc is that it operates within each block of the received symbols,
and independently of other blocks; c.f., (4.19). To compute the feedforward and
feedback coefhicients of the ICI canceller, we make the standard assumption that
in the system of Figure 4.1 the input data sequences of different subchannels are
uncorrelated, and we will denote the power of the <th input sequence z,[-] by F,. By
applying the orthogonality principle [2] for MMSE estimation, it can be shown that

the feedforward coefficients can be obtained from the following set of linear equations

Z Aty = Ppé™(m S j,m). j=—-Ki+v,--- . v—1v (1.23)
n=—Ki+v
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where

—J
Y = Z crtmojm—j—riémn,m—j—1r)Pneer

+ R, (mon,maSj), jn=-Ki+v,---,v—1v, (4.24)
and R,(k,¢) = E{vv;} is the noise covariance at the subchannel outputs. The

feedback coefficients are given by

by=— Y afmejmsl). (=12 K. (4.25)

j=—Ki+v

In Section 4.5, examples of the proposed bi-windowed DMT system arc presented
for a realistic digital subscriber line (DSL) environment, and we will see that for values
of v, Ky, and A, as small as 3, 6, and 6, respectively, significant performance gains
can be achieved. Being ablc to obtain a high level of subchannel spectral containment
at the transmitter and a high level of subchannel spectral selectivity at the receiver
with such small values of v, K, and K, is an attractive feature of the proposed
System.

Recall from (4.22) that for the detection of the symbol transmitted on a given
subchannel, the previously detected symbols on Ay subchannels are used. Thus,
for each block of the received signal, the process of detection and successive ICI
canccllation requires a starting point. If we assume that this process starts from the
Jth subchanncl, the symbols that are sent through subchannels j © 1, j =2, -,
j & Ky have to be known symbols for the receiver. In other words, among the A/
subchannels of the system, the symbols transmitted on a contiguous set of K of them
are assumed to be known at the start of the detection and ICI cancellation procedure.
Fortunately, most DMT systems use digital duplexing [16], in which the upstream
and downstream frequency bands are specified by dividing the A/ subchannels into

a number of groups, each representing an upstream or downstream band. A typical
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cxample of such subchannel grouping into downstream and upstrcam bands is given
in Section 4.5; sce Figure 4.6. In such scenarios, the detection for the subchanncls of
each downstream or upstream frequency band can be performed independently of the
other bands. Morcover, in each frequency band, one can choose to start the detection
procedure at the lower edge of the band. In this case, the A5 subchannels that lie
below the subcarrier on the lower edge of the band belong to a band that is assigned
to the opposite direction of communication. Therefore, the corresponding symbol
values in the current direction can be set to zero, and hence, it will not be necessary

to restrict K subchanncls to carry known symbols.

4.5 Numerical Results

In this section we will provide examples of the subchannel spectra that can he achieved
by the proposed system. and will provide a numecrical comparison of the achievable
rates of the proposed system and those of receiver-only Nyquist windowed DMT
schemes [71,75] in a realistic model for a digital subscriber line (DSL) environment.
We consider windowed DMT systems with A/ = 512 conjugate symmetric subchannels
and a cyclic prefix of length P = 40; i.e., N = 552. These values represent one sct of
valid values for A/, P, and N adopted in the VDSL2 standard [16].

Recall from Section 4.3 that in the proposed method, the receiver window is
designed using existing techniques or is chosen from the set of standard windows,
and we design the transmitter window using the optimization problem in (4.17),
for which the closed-form solution is provided in Appendix D. Among the standard
windows [36,105,107], the Hann and Blackman windows have small stopband cnergics
and a rapid spectral roll-off, and hence we chose the Haun and Blackman windows as
the candidate receiver windows for the proposed system.

In the examples that we will present for the bi-windowed system, we assume
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that the shortest admissible cyclic prefix is used. Therefore, we assumc that the
channel (if not alrcady short enough) is shortened using a time-domain cqualizer
(TEQ) [52,54,60] to length L +1 = P+1 = 41. Hence, the recciver window will be of
length N—L = 512; c.f,, (4.11). The receiver-only Nyquist windowing schemes [74,75]
require extra redundancy, and for those schemes we will usc a TEQ with a shorter
target impulsc response length.

In our first design, we chose the receiver window, g[-], to be a Hann window {36} of
length 512, and we designed the transmitter window, h;[-], of length N = 552 using
the closed-form solution for the optimization problem in (4.17) with the parameters
A = 0.5 and 6 = 47 /M. The power spectrum of the designed transmitter window
is shown in Figure 4.3, along with the power spectrum of a length-N rectangular
window, which is the (implicit) transmitter window of the conventional DMT system.
Similarly, we designed the transmitter window, hol-], of length 552 for the case in
which the recciver window is the Blackman window [36] of length 512, using the
same valucs of A and 8. The power spectrum of that window is shown in Figure 4.4,
Figure 4.5 shows the time-domain shapes of the designed transmitter windows.

In order to illustrate the performance improvement that can be achieved by the
proposed transceiver, we will evaluate various system characteristics in a realistic
model for a DSL environment. The voice-grade unshielded twisted pair cable (UTP-
3) model [26] was used as the channel model, and an MMSE-TEQ [52,54,60] was uscd
to shorten this physical channel to a given target length. Near-end cross-talk (NEXT)
and far-end crosstalk (FEXT) were simulated using the model for a 50-pair binder [15].
Symmetric transmission with a sampling rate of 1/T; = 2.208 Msamplc/sec was
implemented using digital duplexing [16] with the spectrum plan shown in Figure 4.6.
The transmit signal power was 10 dBm, the additive white Gaussian noise (AWGN)
power spectral density was -140 dBm/Hz, and it was assumed that ccho was perfectly

cancelled. Model 1 radio noise from [15,85] was used for the simulation of the RFI
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20log |H{e™)|, dB

w, radians/sample
Figurc 4.3: Frequency response of the designed transmitter window of length N = 552
(solid line) when the receiver window is a Hann window of length A = 512, A = 0.5
and 6 = 47 /M. The dashed curve is the frequency response of the rectangular window
of length N = 552.

w, radians/sample

Figurc 4.4: Frequency response of the transmitter window of length N = 552 (solid
linc) when the receiver window is a Blackman window of length The dashed curve is
the frequency response of the rectangular window of length N = 552.
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Figure 4.5: Time-domain shapes (interpolated) of the designed transmitter windows
for the proposed system. For comparison, the rectangular transmitter window of the
conventional DMT system is also plotted.

0 50 100 150 200 228 255

Figure 4.6: The spectrum plan used in the numerical examples. Subchannels 0-49,
100-149, and 200227 are assigned for downstream communication (marked by “D"),
and the remaining subchannels arc used for upstream (U) transmission.

causced by the AM radio signals. Only the four of the ten AM signals of that model
that lie below 1.104 MHz were used. Table 4.5 lists the frequency and power for these
RFI signals.

Qur first investigation concerns the ICI characteristics of the proposed system. In
order to visualize the localized nature of the significant ICI components, in Figure 4.7
we have depicted the normalized magnitudes of the ICT coefficients, ¢(m, ), for three
representative subchannels, m = 20,60 and 100. This figurce is for the case of the
first design (c.f., Figure 4.3), and the length of the cable is 2000 m. If we dcem an
ICT componeut to be negligible if its power is at least 60 dB below the power of the

desired component, then it can be scen from Figure 4.7 that for each of the illustrated
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Table 4.5: Model 1 radio noise of [85] for AM radio signals for frequenciecs below 1.104

MHz.
Frequency | Differential mode power
kHz dBm .
660 -60 |
710 -30
770 -70
1050 -55
& - |
35
ZIE o
| . e o LI
-—O-u ¢ . ® 3 ¢ .
= -7# o . N
_ ;_l—.,—gih—!;o*‘eo;;;%——_ez ;.o 100 —1}3—

subchannel index, 7

Figure 4.7: Normalized ICI factors corresponding to the subchannels m = 20, 60 and

100; see (4.19).

subcarriers, the number of non-negligible ICI terms is 6. In fact, this holds truc for

all subcarriers in both example designs of the proposed system. Therefore, in the

implementation of the ICI cancellers, we chose v = 3 in (4.21), and hence the number

of coeflicients for the feedforward and feedback sections of the MMSE successive ICI

cancellers at the subchannel outputs were chosen to be 7 and 6, respectively.

Our second performance evaluation is that of the achicvable bit rate for the down-

strcam communication. This was cvaluated using the standard expression (c.f., Sec-

tion 2.3)

SINRz /code

ZlogQ( >,

€A 1—"Ymargln
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where SINR, is the signal-to-noise-plus-interference ratio of the 1th subchannel at
the input to the symbol detector in the ICI canceller, and I' denotes the SINR gap.
which for QAM modulation at a bit error probability of 1077 is 9.8 dB, [15]. The
parameter Yeode is the coding gain, which is assumed to be 3 dB, and Vmargin is the
additional SINR margin, which, in the absence of error propagation, is chosen to be
3 dB. For the two examples of the proposed system, our simulation studics show that
at a bit error probability of 1077, error propagation can result in a maximum SNR
loss of 0.52 dB. Thus, for the two examples of the proposed system we will choose
an SNR margin of 3 + 0.52 = 3.52 dB. In (4.26), A denotes the set of downstrcam
subchannel indices, and 1/T = 1/(NT,) = 4 kHz is the symbol rate. The SINR
of cach downstream subchannel of the proposed system was obtained in the above-
mentioned DSL environment, and the achicvable rate was computed using (4.26) with
Ymargin = 3.92 dB. The achievable rates of the two examples of the proposed system are
plotted against the cable length in Figure 4.8. In order to indicate the improvement
that can be obtained by the proposed system, we also provide in Figure 4.8 the
achicvable bit rates for the standard DMT system, and for the Nyquist recciver-
only windowed DMT systems with a piecewise constant window [75], and a raised
cosine window [74,75]. {Notice that for these schemes Ymargin = 3 dB.) These Nyquist
receiver-only windowing schemes require excess redundancy. We considered an excess
redundancy of length p —= 10 and we realized this excess redundancy by setting the
target length for the TEQ-shortened channel to P+ 1 — u = 31. (For the proposed
bi-windowed system, the TEQ need only shorten the channel to a length of L = 41.)°
From the comparisons in Figure 4.8 it can be scen that the proposed bi-windowed

DMT system provides a considerably higher achievable rate than the receiver-only

"We used an MMSE-TEQ [51] with 15 taps for the target impulse response (TIR) of length 41
and an MMSE-TEQ with 20 taps for the TIR of length 31. This choice was made in order to obtain
similar values for the residual mean square error. Moreover, the syuchronization delay for each of
the TEQs was optimized by numerical search.
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Figure 4.8: Achievable bit rate versus the cable length for the downstrecam commu-
nication.

windowing schemes for all the considered cable lengths, with the proposed system
that employs the Hann window at the receiver providing a slightly higher rate than
that based on the Blackman window. Figure 4.8 also suggests that the achicvable
rate gain obtained by the proposed system is morce significant for longer cables.

The increased achievable rates obtained by the proposed system are a consequence
of two mechanisms. First, in addition to the mitigation of the narrowband noise and
the ncar-end cross-talk (NEXT) by the receiver window, NEXT is also mitigated
by the transmitter duc to the small stopband enecrgy of the transmitter window.
Secondly, in the proposcd system the receiver window is not constrained to satisfy
the time-domain Nyquist condition [74,75], and hence windows with smaller sidelobes
and smaller stopband cnergy can be obtained. In order to illustratc the ability of
the proposed system to suppress NEXT and narrowband noise, we have plotted in
Figures 4.9 and 4.10, respectively, the NEXT-to-signal and RFI-to-signal power ratios
at the receiver outputs of three systems for downstream transmission over a cable of

length 2000 m. (Recall the downstream bands from the spectrum plan in Figure 4.6.)
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The three systems are the proposed bi-windowed DMT system with Hann window
at the receiver, a receiver-only windowed DMT system with a raised cosine window,
and the standard DMT system with its rectangular windows. From Figurc 4.9 it can
be scen that the bi-windowed DMT system provides much stronger suppression of
NEXT interference, due to the fact that it uses windowing at both the transmitter
and the recciver. Figure 4.10 shows that the proposed system also provides stronger
suppression of narrowband interterence than the recciver-only windowing approach
with a raised cosine window. As mentioned earlicr, this is because in the proposed
system, the receiver window is not constrained to satisfy the time-domain Nyquist
condition [74.75], and therefore receiver windows with smaller sidelobes and smaller
stopband encrgy can be used.

From a complexity point of view, comparing the proposed bi-windowed DMT
systcm with the conventional DMT system, it can be seen that due to the usage of
the successive ICI cancellation in the bi-windowed DMT systemn, this scheme has a
larger complexity than conventional DMT. However, as was expained in the previous
scctions and demonstrated in this section, the ICI is controlled by the proposed
design method so that only a few non-negligible ICI terms exist at the input to the
ICI canceller. In the cxample of Figure 4.7 it was seen that while the system had
M = 512 subchannels, for cach of the subchanncls, the number of non-negligible ICI
terms was equal to 6, and the number of coefficients for the feedforward and feedback
sections of the MMSE successive ICI cancellers at the subchannel outputs were 7 and

6, respectively.
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Figure 4.9: NEXT-to-signal power ratios at the subchannel outputs (interpolated)
for the downstream transmission bands, with a cable length of 2000 m.
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Figure 4.10: RFI-to-signal power ratios at the subchannel outputs (interpolated) for
the downstrecam transmission bands, with a cable length of 2000 m.
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Chapter 5

Concluding remarks and future

work

In this chapter, some concluding remarks, and some suggestions for future work arc

prescnted.

5.1 Concluding remarks

In this thesis, multi-carrier communication systems were studied and several methods
for improving the achicvable bit rate in these systems were proposed.

In Chapter 1, the motivation for using multi-carrier communication schemes was
studied, the historv of multi-carrier communication systems was reviewed, and the
major advantages of multi-carrier communications over single-carrier communications
were discussed. In addition, in that chapter. the most popular multi-carrier commu-
nication schemes, i.c., DMT and OFDM, were briefly described and their applications
and the standard bodies that have adopted these schemes as the modulation method
were discussed. Finally, in Chapter 1, the major shortcomings of DMT and OFDM

schemes were briefly described.
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In Chapter 2, an overview of multi-carrier communication systems was presented.
A unifying filter bank framework was used to facilitate comparisons between different
multi-carrier schemes, including DMT. OFDM, FMT, and DWMT. The structure
of each of these schemes was described in the context of the filter bank model, and
the points of strength and shortcomings of each scheme were compared. Then, we
reviewed different time domain equalizer (TEQ) methods that arc used for impulse
response shortening in multi-carrier cominunication systems. Among different TEQ
methods, the minimum mean squarce error TEQ, which is the most widely used TEQ),
was analyzed in detail. Loading methods for DMT transceivers were also studied in
Chapter 2 and the water-filling algorithm, which is the optimal loading method in
the absence of ISI and ICI, was presented. The cstablished windowing techniques for
DMT and OFDM systems were also studied in Chapter 2. Windowing techniques can
be considered as some of the most efficient methods for improving the performance of
DMT and OFDM transceivers, and several transmitter and receiver windowing meth-
ods were described. Since our numerical examples in Chapters 3 and 4 were developed
under a modecl for the DSL environment, the fundamentals of digital subscriber lines
were studied in order to provide the required background.

In Chapter 3, we proposed several signal processing schemes for improvement of
the achievable bit rates in filtered multitone communication systems. A key contri-
bution was the development of an efficient technique for the design of the prototype
filter. The design criteria were derived based ou channcl-independent measures of the
intersubchannel interference (ICI) and intersymbol interference (ISI) generated by
the filter bank. It was argued that these criteria compete with cach other and hence
an effective design technique ought to enable efficient qualification of the inherent
trade-off between these criteria. We were able to achieve this goal by transforming
the direct formulation of the design problem into a convex optimization problem that

can be efficiently solved. The resulting trade-off curves quantify the basic intuition
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that obtaining the optimal performance from an FMT system requires a compromise
between ICI and ISI. Furthermore. this trade-off curve was shown to enable the de-
signer to efficiently determine the appropriate compromise for a given scenario. As
we demonstrated in our examples, the choice of an appropriate compromise between
ICI and 1SI offers a significant increase in the achievable bit rate. Furthermore, it was
shown how the availability of an efficient method for obtaining an optimal prototype
filter enables quantification of other design trade-offs, such as the appropriate number
of subchannels in an FMT scheme.

One of the outcomes of our prototype filter design technique in Chapter 3 was
that the most effective prototype filters gencrate a non-negligible amount of ISI at
the subchannel outputs. As a result, the conventional water-filling algorithm for the
allocation of the transmission power to the subchannels is suboptimal. The final
contribution in that chapter was the development of a convergent itcrative algorithm
for power loading in the FMT system. This algorithm provides higher achicvable
bit rates than both conventional water-filling and a simpler loading algorithm that
allocates power uniformly to those subchannels that can reliably support at least one
bit per subchannel use. The improvement in the achievable bit rates was shown to
be significant in scenarios in which implementation constraints significantly restrict
the complexity of the decision feedback equalizer in each subchanncl.

In Chapter 4, we proposed a family of bi-windowed DMT systems that provides
improved subchannel spectral characteristics at both ends of the transceiver without
the requirement of excess cyclic prefix. The development of this family of systems
involved the derivation of the channel-independent necessary and sufficient conditions
for the filter bank transceiver of Figure 4.1 to be free from ISI. Compared to the
standard DMT system and to windowed DMT systems with recciver-only (Nyquist)
windowing, the proposed system provides a considerable gain in the achicvable bit

rate in the presence of narrowband noise and crosstalk. The proposed design does
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not require the knowledge of the channel, other than the assumption that the order
of the shortened equivalent discrete-time channel is not larger than the cyclic prefix
length. In the proposed transceiver, the received signal in each subchannel is frec
from ISI and has only a small number of non-negligible ICI components. Successive
ICI cancellers were proposed to suppress the non-negligible ICI terms that exist at the
subchannel outputs. Numerical results demonstrated the capability of the proposed
system to provide a significant increasc in the achievable bit rate in a realistic DSL

environment.

5.2 Future work

In Chapter 2, we explained the mechanism by which the DMT scheme achicves sub-
channel outputs that arc both ISI-frcc and ICI-free when the length of the cyclic prefix
is at lcast as large as the order of the channel, i.e., when P > L. Recall that TEQs
are typically used in DMT transceivers to cnsure this condition holds. However, if the
condition of P > L doesn’t hold, both ISI and ICI will be present in the subchannel
outputs of the DMT system. In contrast, the FMT scheme is robust to this problem.
Indeed, the FMT scheme does not require the order of the channcl to be constrained
to a maximum value. As a future research work, it is suggested to investigate signal
processing techniques that would make the DMT system more robust for applications
in which the order of the channel exceeds the cyclic prefix length. This would include
investigating signal processing techniques that can prevent (or reduce) ISI and ICI
that appear at the subchannel outputs at the recciver, as well as techniques that will
mitigate ISI and ICI.

Another suggestion for a future work is to implement cach of the proposed systems
of Chapters 3 and 4 on hardware, e.g., on field programmable gate arrays (FPGA),

and verify the performance of these systems in practice. While theses systems were
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analyzed in this thesis, efficient methods for their hardware implementation need to
be further investigated.

One other potential future work will be to combine channel coding schemces with
the bi-windowed DMT system of Chapter 4 and evaluate the performance of the whole
system. A challenge will be to look for appropriate coding schemes and especially
for appropriate approaches for concatenating the coding scheme and the bi-windowed
DMT system.

While the proposed systems of Chapters 3 and 4 were derived for general appli-
cation, the numerical examples considered in this thesis werc mainly for DSL envi-
ronment. A suggested future work is to cvaluate the performance of these systems
in wireless environments.! A major challenge in wireless environment is the Doppler
spread encountered in mobile applications. The presence of Doppler spread in mo-
bile applications produces ICI. In Chapter 4, it was observed that, compared to the
conventional DMT system, the proposed bi-windowed DMT systemn has improved sub-
channel spectral containment at the transmitter and improved subchannel spectral
sclectivity at the receiver. Because of these improvements in the spectral characteris-
tics, it is likely that, in the presence of Doppler spread, the bi-windowed DMT system
would offer more robustness compared to conventional DMT system. In addition, the
application of successive ICI cancellation in the bi-windowed DMT system is expected
to increasce its robustness against Doppler spread.

In Chapters 1 and 2, the established multi-carrier communication systems includ-
ing DMT, OFDM, FMT, and DWMT were studied. In all of these systems, the
frequency bandwidth assigned to all the subchannels is of the same width. A morc
general multi-carricr system would be one in which different subchannels can use dif-
ferent bandwidths. It is likely that such a system could result in an improvement

of the achievable bit ratc in specific applications. This needs to be investigated and

!Some results on the performance of FMT in wireless channels are available in [108].
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verified. A major challenge will be to find an efficient implementation method for
that system.

It was studied in Chapters 2 and 3 that in the FMT system, while ICI is negli-
gible at the receiver, ISI is present and needs to be mitigated using per subchannel
equalization. In Chapter 3, per subchannel decision feedback equalization was uscd
for this purpose. As an alternative method for per subchannel 1SI mitigation, it is
suggested to use DMT. In this system, cach subchanncl of the FMT system will be
considered as an independent channel?, and for transmission over that channcl, DMT
scheme is exploited. The overall system will be a combination (cascade) of FMT
and DMT systems®, and the only equalization used would be one-tap per subchannel
cqualizers used in DMT recciver (c.f. Section 2.1.2). Therefore, the advantage of this
system over FMT system will be that it will not need per subchannel decision feed
back equalization. The advantage of this system over DMT system will be that it will
not require time-domain equalization. A challenge will be to find appropriate valucs
for system paramecters such as the number of subchannels in the FMT and cach of
the DMT subsystems. In addition, deriving the appropriate design method for the
overall system, and efficient implementation of it will be some of the major challenges

in that research work.

2This is a reasonable assumption when ICT is negligible.
3Some results on such a system can be found in [109].

137



Appendix A

Derivation of the upper bound for

the 1CI power

In this appendix, it is shown that the power of ICI can be bounded as in (3.8). Using

(3.3), the Fourier transform of f,,[n] can be written as

N-1
w 1 Y w=2km
Fon(7) = > G @), (A1)
k=0
where G,,,(¢7*) is the Fourier transform of g,,,[n]. Using (3.4) we have that
G (€7) = H(? W) H* (2 @0mom)) O (). (A.2)

Applying the triangle inequality to the magnitude of (A.1) we have that

and using the inequality | 3"  a,]2 <n 37 |a,|? in (A.3) we have that

| B 1 Nl w—2k7
Fon£)* < 5 3 Gl (A1)
k=0
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If we let U, denote an upper bound on the magnitude of the channel spectrum, i.c.,

|C'(e2)] < U,, then from (A.2) and (A.4) we conclude that

DY2 gy w—2km w=2k7
[Fre()[* < 8 D [H(& N7 HP (e 2 (A.5)
k=0
To calculate the bound for fo% | Frno(67-)|? dw, we define the new variable 2 = £=251

which in combination with (A.5) allows us to write

2n— 2l.7r

27
/ | i (7)) dw < U2 Z/ H (790 2| H (76 m))|2 4. (A.6)
0
Combining the summation and the integral in (A.6) we obtain the bound
2 27
/ | Fo ()% dw < Uf/ | H (e 12| H (¥ m)) 2 4. (A7)
0 0

If we define P; to be Pr = max,c 4{ P}, then using (3.7) and (A.7) we have that

Uzp
13ICI IZ/ ej (Q—w)) ’2|H(6] (Q2— .u,,))| d0

€A
1#Em

U2
< PIZ/ ejszu; l |H(€J£2 .um)|2dQ (A.S)
z#m

Recall that w, = (i — 1)27/M Therefore, (A.8) can be simplified to

UQP AM-1 .
P < =21 Z/ H(e™)2 H (e 502 duw. (A.9)

In order to simplify the remaining analysis, the spectral mask of the prototype
filter is depicted in Figure A.1. The integral in (A.9) can be calculated as the integral
over the passband of H(¢7*) plus the integral over the stopband of H(e?¥), i.e.,

AM-1

2
>y / | H(e?) P H(E@W 5502 dw =1, + I, (A.10)
0

¢=1"
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H(e¥
v, |H ()]
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-7 x| T
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Figure A.1: Prototype filter spectrum mask.

where Vel
h=3. / I H ()P H ()P du, (A11)
=1 Y11
and
A1 277_7\"7 o
L= [ e e R (A12)
=1 %

In the passband of the prototype filter, the spectrum is bounded by U,. Therefore,

A1

i w
I, < U;z Z /A |H(€J(w43i—,))lz dw
e=1 73

=21 U2 Eg, (A.13)

where Eg;, is the stopband cnergy of the prototype filter and is given by (3.9). On the
other hand, the stopband magnitude of the prototype filter is bounded by Ug,. Thus,
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from (A.12) we have that

M-1

2n— I )
L<UZ Z/ T (@S EDVP dw
=1 V37

27(—‘;—!
_2 / H ()2 duw

27r+%’11

< 21U (En + Eg). (A14)

where E, is the energy of the prototype filter, Ey = 5= OZW |H(e’*)|*dw. The last

inequality in bounding /5 (in (A.14)) can be simply verified using Figure A.1.
Finally, using (A.9), (A.10), (A.13), and (A.14) we conclude that

Pict < PUZ(UZEgy + UL Ey + UL Eg). (A.15)
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Appendix B

Proof of Theorem 1

Refer to the flow diagram of the power loading algorithm given in Fig. 3.5. When
the kth iteration of the algorithm beging, the subchannel powcrs are given by the
vector p®*). Once the MMSE-DFE coefficients are adjusted for the given p®), the
achievable bit rate of the system can be calculated as a function of a®), b®), ¢*) and
p'® using (3.15). We denote this rate as R(a®), b®. c®) p(}), In the next stage of
the algorithm, for the given a®, b®) ¢®) the optimization problem (3.16) is solved

(k+1

which results in p**Y. Obviously,

R(a®, b® c®) pi+Dy > pa®) bR c®) )y, (B.1)

In the next iteration, the MMSE-DFE coefficients are calculated for the new power
allocation vector p*+1 | resuiting in a®+1), b®*+1 ¢+ Since the adjustment of the
MMSE-DFE coefficients for the new power vector p**1 results in an improvement in
the SINR of the subchannels, we obtain an incrcase in the achievable bit rate. More
precisely,

R(a®+D) plktD) ¢+ phD)y 5 p(a®) bk b pl+D)y, (B.2)

Equations (B.1) and (B.2) show that the achievable bit rate of the system increases

monotonically. On the other hand, we know that the achicvable bit ratc of the system
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is bounded above. say by the capacity of the system. Thus, the algorithm converges.
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Appendix C

Derivation of the
channel-independent zero ISI

conditions

In this appendix it is shown that the filter bank transceiver of Fig. 4.1 has zero ISI at
its subchanncl outputs for every channel of order at most L (i.e., with the condition
¢[n] =0, n ¢ [0, L]) if and only if either (4.6a) or (4.6b) is satisfied.

Recall that for the transceiver of Fig. 4.1 the output of the mth subchannel is

given by (4.1). Substituting (4.5) into (4.1) we have that

M1 x ks L
Ym|n] = Z Z x, [/ Z Gk Z cplhN(n —¢) = k — p] + vy [n). (C.1)
1=0 f=—-c k=k1 p=0

In order for the subchannel outputs to be frec from ISI, y,,[n] should depend on
x,[¢] for only onc instant {. To determine conditions for that to hold, we recall that
h,[n] is supported on [n1, ns], and hence y,,[n] depends on x,[¢] only if there exists a

k € [ki. ko] and a p € [0. L] such that

k+p+n < Nn—-4»0)<k+p+n,. (C.2)
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For the system to be ISI-free for any channel of order at most L, for cach value of n
and for all k € [ky, ko] and p € [0, L] there must be only onc valuc of # that satisfies
(C.2). Thercfore, considering the support intervals of ¢,,[k] and ¢[p], the system is
free from JSI for any channel of order at most L if and only if therc is one, and only

one, integer ¢ that satisfics
ki+ny S NO<ky+ny+L. (C.3)

To find conditions on k1, ks, 71 and no such that this relation holds, we will consider
two cascs. In the first casc, k; + ny is an integer multiple of N, and in the sccond

case, k1 + n; is not an integer multiple of N.

C.1 First case: k1 +ny =JN
In this casc, there exists an integer j such that
]\Tl +n; = j]V (04)

In this case, one can simply verify that £ = j satisfics (C.3). Now, the channel-
independent zero ISI condition is achieved so long as no other value for ¢ satisfics
(C.3). If ¢ <, obviously N¢ < N j and therefore ¢ will not satisfy (C.3). In order to
prevent any £ > § + 1 from satisfying (C.3), the following must hold

ke +no+ L < ()+1)N. (C.5)
Using (C.4), the condition in (C.5) can be equivalently written as

(ko — k1) +(ng—ny) < N— L. (C.6)
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C.2 Second case: k1 +n;=jN +d

In this case, k; + n1 is not an integer multiple of N. Thercfore, therc is an integer

and an integer d € [1. N — 1] such that

Considering (C.7), for ¢ to satisfy the lower bound in (C.3), it must satisfy £ > j + 1.
In order to obtain the channel-independent zero ISI condition, among these values for
(., onc and only one of them should satisty the upper bound for N¢ in (C.3). Thus,
we must have N(j+1) < kg +no+ L and N(j+2) > ky +ng9 + L. Using (C.7), thesc

two conditions can be simplified to
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Appendix D

Closed form solution for the

optimization problem (4.17)

A closed form solution to (4.17) can be obtained using the classical Lagrange multi-
plier method [73]. Let h denote the N x 1 vector h = (h[0], R[1],- -+ , R[N —1])T, and
let d denote the N x 1 vector d = (1,1,---,1)7. The constraint (4.17b) can then be

written as dT h = 1. Using the fact that H(e/) = i,vz_ol hlkle=’“*. we can write
1 2n—0
— |H(e?*)|2 dw = h? Uh, (D.1)
21 J,

where U is an N x N matrix with entries

We can also write
M~1 N

oy Zh gln — k]e?4%?| = hTVh, (D.3)
p=1 n=N-L
where V is the N x N matrix with entries
M-1 N
_ _ _ —_ D.
Vi ;n%:L i[n — €)g[n l\]cos(M(k /)p) (D.4)
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Using (D.3) and (D.1). the objective function in (4.17a) can be written as h” ¥h,
where

T = \U+(1-\V. (D.5)

Hence, the optimization problem in (4.17) can be written as

minimize h”¥h (D.6a)

subject to dTh = 1. (D.6b)

Using the classical Lagrange multiplier optimality method [73], it can be shown that

the optimization problem (D.6) has a closed form solution given by

h,
"l =Aq (D.7)

~
where 7 is a rcal scalar, q is the (N + 1)th column of the identity matrix of size

(N +1), and
2¢ d
A= . (D.8)
al o
From (D.1) it can be seen that U is symmetric positive definite, and from (D.3) it
can be seen that V is symmetric positive definite. Since A € [0,1]. ¥ is symmetric

positive definite, and therefore, it is full-rank. Using this fact and the structurc of A

given by (D.8) it can be shown that A is also full-rank and thus invertible.
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