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Abstract 

In this thesis we consider the problem of managing an array of sensors in order to 

track multiple targets in the presence of clutter in centralized, distributed and decen­

tralized architectures. As a result of recent technological advances, a large number 

of sensors can be deployed and used for multitarget tracking purposes. Even though 

a large number of sensors are available, due to frequency, power and other physical 

limitations, only a few of them can be used at anyone time. The problem is then 

to select sensor subsets that should be used by fusion centers at each measurement 

time step in order to optimize the tracking performance subject to their operational 

constraints. 

In general, sensor management is performed based on the predicted tracking per­

formance at the future time steps. In this thesis, the Posterior Cntmer-Rao lower 

bound (PCRLB), which provides a measure of the optimal achievable accuracy of 

target state estimation, is used as the performance measure. We derive the multi­

target PCRLB and show the existence of a multitarget information reduction matrix 

(IRM), which can be calculated off-line in most cases. First, the sensor subset se­

lection problem for centralized architecture is considered for two different scenarios: 

(i) fixed and known llumber of targets; (ii) varying number of targets. Then, in the 
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distributed architecture, in addition to assigning sensor subsets to local fusion cen­

ters (LFCs), the transmission frequencies and powers of active sensors need to be 

assigned. In this thesis, we assume that the transmission power of the sensors will be 

software controllable within certain lower and upper limits. Finally, we consider the 

decentralized architecture in which there is no central fusion center (CFC), each fu­

sion center (FC) communicates only with the neighboring FCs, and communications 

are restricted. In this case, each FC has to decide which sensors should to be used 

by itself at each measurement time step by considering which sensors may be used 

by neighboring FCs. 

We give the optimal formulations for all of the above problems. Finding the opti­

mal solutions to the above problems in real time is very hard in large scale scenarios. 

We present algorithms to find suboptiIllctl solutions in rectI time. Simulation results il­

lustrate the performance ofthe algorithms, both in terms of their real-time capability 

for large scale problems and the resulting estimation accuracy. 
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Chapter 1 

Introd uction 

1.1 Motivation and Contribution of the Thesis 

1.1.1 Sensor management 

Sensor management has become a crucial part of tracking because of technological 

advances in recent years. The use of a large number of sensors, which can be deployed 

all over the surveillance region, in tracking applications has become feasible because 

of the availability of cheap sensors (e.g., a large number of sonobuoys used in anti­

submarine warfare (AS'\!)). In the context of target tracking, major issues in sensor 

management are optimal path selection [30, 62, 68], optimal sensor placement [32, 

31,45, 55] and optimal sensor selection [38, 46, 49, 70]. 

In optimal path selection, the objective is to find the optilllal and safe (if there is 

any threat) path of a moving sensor, such as unmanned aerial vehicle (U AV), under 

the given constraints, such as, for example, maximum velocity and turn rate, to 

monitor the surveillance region [30]. In the optimal sensor placement, the objective 

is to decide where, when and how many sensors must be placed such that the target 
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CHAPTER 1. INTRODUCTION 2 
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state estimation errors remain below a certain threshold level [32J. In the optimal 

sensor selection, we have to decide which of the already deployed sensors must be 

used at each measurement time step in order to maximize the tracking performance 

[13J. In this thesis, we consider the problem of optimal sensor selection in centralized, 

distributed and decentralized tracking systems for multitarget tracking purposes. 

In the literature, sensor subset selection problems are considered under limited 

cases. In most of the papers, only single target tracking or fixed and well separated 

targets are considered [6, 38, 46, 59, 81]' while some others considered only the area 

coverage problem [7, 18, 34], where objective is to cover each point in the surveillance 

region by certain number of sensors. Note that in the area coverage problem, only the 

detection probabilities of the targets are considered, not the tracking accuracies. In 

addition, only small scale problems, where complete enumeration is possible to find 

the optimal solutions, are considered in many of the literature [16, 38, 49J. In this 

thesis, we consider multiple, possibly time varying, number of targets, which may be 

closely spaced, in large scale problems. We give the mathematical formulations, which 

are missing in most papers, of sensor selection problems, and the solution techniques 

to find suboptimal solutions in real time. 

1.1.2 Posterior Cramer-Rao lower bound 

In general, sensor management decisions, such as deploying new sensors or activat-

ing existing ones must be made with a lead time that is needed to carry out the 

necessary operations. Hence, sensors must be managed in order to control the es­

timated/predicted future performance of the trackers. The Posterior Cramcr-Rcw 

lower bound (PCRLB) gives a measure of the achievable optimum performance and, 

importantly, this bound can be calculated predictively [32, 72, 73, 83J. Furthermore, 
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the PCRLB is independent of the filtering algorithm employed, and is therefore not 

constrained by the idiosyncrasies of allY particular filtering methodology. Hence, in 

this thesis we use the PCRLB as the measure of tracking performance. 

Only recently have expressions for multitarget PCRLBs been presented [42]. In 

[42] the PCRLBs were given under three different measurement/association assump­

tions, and the necessary simulation techniques are computationally expensive. In 

this thesis we show that, in the case of unknown associations and a maximum of 

one target generated measurement per target per time step, the measurement origin 

uncertainty can be expressed as an information reduction matrix (IRM) [33, 83]. The 

calculation of this IRM is computationally more expensive than calculation of the 

single target IRM. However, we present some approximations that help to reduce the 

computational load. In addition, the calculation time of the PCRLB can be further 

reduced by calculating the measurement contributions (to the PCRLB) of each sensor 

in parallel. 

In the single target case, the IRM depends on the measurement noise covariance, 

false alarm rate, field of view of the sensor and probability of detection. If all of 

the dependent variables are constant, the IRM can be calculated off-liue [83]. How­

ever, if the probability of detection is range (sensor-to-target) dependent, the IRM 

is also range dependent [32]. The relationship between the range and the IRM can 

be ('alculated off-line in a table format. The linear interpolation can then be used to 

approximate the IRM for a particular range [32]. However, in the multitarget case, 

the IRM is a function of not only the range of each target from the sensor but also 

the distances between the targets in the measurement space. Hence, the number of 

dependent variables of the IRM increases exponentially with the number of targets. 
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The ofl-line calculation of the IRM is viable only in small scale (in terms of the num-

ber of targets) problems because of memory limitations. However, even if there are 

many targets in the surveillance region, most of the time, only a small number of 

targets will be close to one another. Hence off-line calculation of the IRM may still 

be viable in most scenarios. 

1.1.3 Centralized tracking 

In this thesis, first we consider the sensor selection problem for centralized tracking 

system, in which all the deployed sensors are connected to a central fusion center 

(CFC) [4, 8]. In order to get maximum information, we want to use as many sensors 

as possible at each time step. Note that the information from any sensor is always 

positive as long as we know the accuracy of its measurements. However, because of 

physical limitations (e.g., limited frequency channels, limited capacity of processor) 

only a subset of sensors can be used at anyone time [33]. Then, the problem is to 

select a subset of sensors that gives the optimal tracking performance. 

In general once a sensor subset is activated, it remains active for some more time 

until the next sensor subset becomes active. That is, measurements are received from 

a sensor subset for a number of consecutive sensor revisit times. Although a particular 

sensor subset may be optimal at the time of initial activation, due to target motion, 

it may not remain optimal throughout the entire activation period. In order to get a 

sensor subset that remains optimal during the entire activation interval and not just 

at the time of activation, the overall tracking performance over the entire activation 

period is optimized. 

In this thesis, two different scenarios are considered under the centralized archi-

teetme. III the first scenario, we assume that the total number of targets in the 
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surveilla,ll(x~ region is known and fixed. The problem is then to select the sensors 

that allow one to best alleviate the measurement association ambiguities and there-

fore provide accurate target state estimates. Next we consider a scenario in which 

the number of targets in the surveillance region is unknown and time varying. The 

problem is then to select sensors to both accurately track existing targets and quickly 

detect new ones. This problem can be formulated as a bi-criterion optimization: one 

objective is to provide accurate state estimates of existing targets and the other is to 

maximize the probability of detecting new targets. 

We present strategies for selecting the optimal sensor subset (n out of N) based 

on the multitarget PCRLB. If the total number of possible combinations (~) is small, 

then we can evaluate each and every combination and select the best one. However, 

in large scale problems, finding the optimal sensor subset by complete enumeration 

is not viable. We present a search technique to obtain a suboptimal solution in real 

time. Local searches are typically sensitive to the initial guess, and an intelligent 

choice for the initial guess is proposed. 

1.1.4 Distributed tracking 

Next we extend the work of centralized architecture to distributed architecture, which 

has few local fusion centers (LFCs) and one CFC [8, 29]. In distributed architecture, 

each LFC uses a certain number of sensors at each time steps to get the information 

about the surveillance region. LFCs update the estimates of their local tracks using 

the measurements that are received from their local sensors via wireless channel and 

then report their estimates to CFC, which will combine all of these information to 

form the global tracks. Then, the problem is to decide which of the available sensors 

must be used by each LFC, and decide what frequency channel and transmission 
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power (if controllable) should be used by each active sensor. 

In the literature, it is generally assumed that the LFCs are not fixed, l.e., the 

locations or the number of LFCs can be changed [39, 51]. This might be true if 

all the deployed sensors can act as a LFC and/or the LFCs are moving platforms. 

However, this is not always possible. Hence, in this thesis we consider the scenario 

where the LFCs are different from the sensors. After the deployment of all the sensors 

and the LFCs, the locations and the number of them arc fixed. 

In the literature, in order to reduce the computational load, sensors are clustered 

based on target or LFC locations and each cluster is handled separately [12, 79]. 

However, target based clustering is not possible for two reasons: first, the number of 

targets may be different from the number of LFCs; second, targets may be closely 

spaced. In those papers, it is assumed that a particular number of sensors is required 

to track each target and one sensor can detect only one target [6, 54, 59]. This is not a 

valid assumption in practice. If we have a good estimate for one target at the current 

time, we could track that target even with one sensor at the next measurement time. 

In addition to that, if there are many targets in the coverage region of a sensor, then 

that sensor can detect all of them with corresponding detection probabilities. LFC 

based clustering is also not optimal if many targets are in one LFC's field of view 

while no or very few targets are in the fields of view of other LFCs. Hence, in this 

thesis we do not use any clustering for distributed architecture. 

In general, sensors and fusion centers communicate through wireless frequency 

channels. Hence, the bandwidth limitation, which limits the communication, is an 

important issue [77]. In centralized tracking, we do not need to consider about the 

co-channel interference since all the sensors are connected to one fusion center and 

each sensor uses a different frequency channel. The advantage of distributed tracking 
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is the reusability of the frequency channels. However, there is a trade-off between 

reusability and reachability. The transmission power of the sensors can be software 

controllable with a minimum and maximum limit [14J. This will enable us to save the 

power as well as to increase the reachability of each sensor. However, in the literature 

there has been no consideration of the variable transmission power and the frequency 

reusability issues. 

In this thesis, we consider the following scenario: the sensors and the LFCs are al­

ready deployed and their positions are known; each LFC can use a certain maximum 

number of sensors because of the physical limitation [11 J; only a limited number 

of frequency channels are available; transmission power of each sensor is software 

controllable within certain lower and upper limits; in order to extract the signal, 

signal-to-noise ratio (SNR) at each LFC for each frequency must be greater than or 

equal to a known threshold level; LFCs communicate with CFC at each measurement 

time steps; active sensors are changed at every measurement step. In order to elim-

inate the redundancy, we force an additional constraint that one sensor can be used 

by at most one LFC. 

First, we show that the PCRLB for the above architecture is same as the one for 

the centralized architecture. Then, we give the optimal formulation for the sensor 

management for the above scenario based on the PCRLB. This is an NP-hard multi-

objective mixed-integer optimization problem, and very hard to find the optimal 

solution in real time. We propose an algorithm to find a suboptimal solution in real 

time by decomposing the original problem into subproblems. Subproblems are easier 

to solve using algorithms like CPLEX solver [17J. 
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1.1.5 Decentralized tracking 

Finally, we extend the above two works to decentralized architecture [4]. In the 

distributed architecture, CFC can perform sensor selection for all the local fusion 

centers by considering whole surveillance region information and then instruct the 

LFC to use the selected sensors. Even though this is the optimal way to select the 

sensors, this may not always be feasible due to computational and communication 

constraints. Hence, we consider the decentralized architecture, which does not have 

any CFC and each fusion center (FC) can communicate only with its neighbors [4, 50]. 

Since each FC communicates only with its neighbors, no FC has the global picture of 

all the targets and the sensors in the surveillance region. Hence, each FC must select 

its own sensors by considering which sensors are/may be used by its neighbors. 

The main challenge in decentralized tracking is to decide what type of track in­

formation to communicate between the FCs so that communication requirement is 

low, fusion can be made easily and the result will be close to optimal. The possible 

options are measurements, tracks and tracklets [4, 24]. Even though communicating 

the measurements is the optimal way, it requires a lot of communication. Commu­

nicating tracks requires less communication compared to measurements. However, 

in this architecture a track information from a FC can reach another fusion center 

via multiple FCs directly or indirectly, and avoiding multiple counting of that infor­

mation is difficult. Tracklet, which is a track for a target based on only the most 

recent measurements from its local sensors since the data from the tracker was last 

communicated for that target, is a good choice for solving the above problem [24]. In 

addition, tracklets require less communication and easy to fuse. Hence, in this thesis 

we assume that tracklets are communicated among the fusion centers. 

In this thesis, we consider two different scenarios under decentralized tracking. In 
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the first scenario, we assumed that COlllmunicc1tion and sensor selection are synchro-

nized over the FCs. That is, all the fusion centers change their sensors at the same 

time, send their tracklets just before sensor selection, and their sensor change inter­

vals are equal and known. In this case, each fusion center has to decide its sensors by 

considering which sensors may be used by neighbors. Note that no FC exactly knows 

which sensors will be used by its neighbors. 

Even though avoiding clustering, as explained for distributed tracking, will help 

improve the tracking performance, there is a possibility for a sensor to be selected 

by more than one fusion center. Using one sensor by more than one fusion center 

will introduce redundancy as well as correlation between tracklets. Hence, in order 

to avoid this problem sensors are clustered based on FCs, i.e., a sensor can only be 

used by the nearest FC. 

The optimal PCRLB for decentralized architecture is not available yet, and we 

derive a suboptimal PCRLB for this architecture, and then formulate the problem 

as a combinatorial optimization problem. We propose a sequential sensor selection 

technique, in which FCs are numbered and perform the sensor selection in the number 

order, to improve the performance. The advantage of sequential sensor selection is 

that the effect of any mistake made by earlier FCs can be reduced by later FCs. In 

addition clustering can also be avoided, since later FCs can avoid the sensors used by 

prior FCs. However, the disadvantage of sequential sensor selection is that it requires 

more communication and the lattor FCs must wait until others select their sensors. 

In the second scenario, we assume that FCs may change their sensors at different 

time steps, and exact sensor change times of neighbors are not known, instead only 

an interval is known. It introduces additional uncertainties, such as when new sensor 
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subset will be used by neighbors and when tracklets will be received, and these un-

certainties must be incorporated in the objective functions. We derive the objective 

functions for already detected targets and possible new ones by incorporating all un­

certainties. In addition, sensors are typically disposable and last until their energy 

drA,illS. Hence, sensors must be used efficiently in order to extend their life time for 

the duration of tracking [18, 58]. However, if a replacement is available for a partic­

ular sensor, then it can be used without considering its remaining energy. Then, we 

derive an object function based on the remaining energies of the sensors, and their 

neighboring sensors. 

In most cases, we may need more precise estimates for some high-priority targets 

than the others based on target types and states [76]. Then, we introduce weights to 

each target in the cost function so that we can give more weights to the obtainable 

accuracies of the high priority targets. Also, accuracies of predicted target states, 

which are used in PCRLB calculation, diminish with time. Hence, we propose to use 

weights for each time step based on the uncertainties in predicted target states. 

In this architecture, the track estimates of neighbors at any time are not ex­

actly known, since only the tracklets are received from them. Incorrect predictions 

of neighbors' estimates will result in erroneous sensor selection. In order to know 

the exact estimates of the neighbors, we may need to request updated tracks from 

neighbors just before selecting the sensors. In addition, in the asynchronous case we 

can avoid the clustering easily since FC knows which sensors are used by its neigh­

bors. However, if two FCs decided to change their sensors at the same time, then 

we need clustering or collaboration to avoid using one sensor by more than one FC. 

Collaboration always leads to better sensor selection, with additional communication 

and computation loads. 
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III both cases, finding the optimal solutions of the problems in real time is pro-

hibitively expensive, and we propose an iterative local search technique to find a 

suboptimal solution in real time. Also, we compare the performance of the proposed 

technique with those of genetic algorithm (GA) [27, 36, 53] and ant colony optimiza­

tion (ACO) algorithm [21,69]. 

1.2 Organization of the Thesis 

This thesis is structured as follows: Chapter 2 describes the general sensor manage-

ment and target tracking problem. Chapter 3 explains the derivation of the PCRLB 

for multitarget tracking. Chapters 4, 5 and 6 provide algorithms for sensor subset 

selection for centralized, distributed and decentralized architectures, respectively. We 

conclude with some thoughts on future directions in Chapter 7. 
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Chapter 2 

Multitarget Tracking and Sensor 

Management 

2.1 Target Tracking 

The process of determining the likely value of a quantity of interest from incomplete, 

inaccurate and uncertain observations is called estimation. The task of continuous 

estimation of the state of a moving object (also called target) with time is called track­

ing. The estimation of the current state of a dynamic system from noisy measurements 

is called filtering and estimating the future state using current measurements is called 

prediction. The tracking system should produce the measure of the accuracy of the 

state estimates in addition to the state estimates [5, 8]. 

A tracking system typically operates in the manner shown in Figure 2.1 with 

the objective of getting more accurate estimates by managing the sensors. Targets 

are tracked using the measurements received from the sensors that are managed by 

the sensor manager, which uses the past estimates of the tracks as the input. The 

13 
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Figure 2.1: A tracking system with sensor management 

following sections describe how target tracking is performed. 

2.1.1 Models 

In order to track a target, at least two models are required [5]: 

Target 
State 

Estimates 

1. System model: a model describing the evolution of the state with time. 

2. Measurement model: a model relating the noisy measurements to the state. 

The possible system models are: 

• nonlinear system model 

(2.1) 

• linear system model 

(2.2) 

The possible measurement models are: 
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• nonlinear measurement model 

(2.3) 

• linear measurement model 

(2.4) 

where !k and hk are nonlinear functions, Fk and Hk are known matrices, Xk is the 

state of the target, Zk is the measurement vector, Vk is the process noise and Wk is 

the measurement noise at measurement time k. In this thesis, we assume that Vk is 

Gaussian with zero mean and covariance fk' and Wk is Gaussian with zero mean and 

covariance Z=k. 

2.1.2 Filtering algorithms 

In the Bayesian approach to dynamic state estimation, we want to construct the 

posterior probability density function (pdf) of the state given all the received mea­

surements so far. Since this pdf contains all available statistical information, it may 

be said to be the complete solution to the estimation problem. In principle, an op­

timal estimate of the state may be obtained from the pdf. In recursive filtering the 

received measurements are processed sequentially rather than as a batch so that it is 

not necessary to store the complete measurement set nor to reprocess existing mea-

surelllellt if a new measurement becomes available. Such a filter consists of essentially 

two stages: prediction and update. 

The prediction stage uses the system model to predict the state pdf forward from 
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one measurement time to the next. Suppose that the required pdf p(.TkIZk) at mea­

surement time k is available, where Zk = [Zl' Z2, ... , Zk]' The prediction stage involves 

using the system model (2.1) to obtain the prior pdf of the state at measurement time 

k + 1 and given by 

(2.5) 

The update stage uses the latest measurement to modify the prediction pdf. At 

next measurement time k+ 1, a measurement Zk+l becomes available and will be used 

to update the prior via Bayes' rule: 

(2.6) 

In the above the likelihood function p(zk+llxk+l) is defined by the measurement model 

(2.3). 

The above recursive propagation of the posterior density is only a conceptual 

solution, and in general it cannot be determined analytically. Analytical solution 

exists only in a restrictive set of cases. 

2.1.2.1 Kalman Filter 

The Kalman filter assumes that the state and measurement models are linear and the 

initial state error and all the noises entering into the system are Gaussian. Under the 

above assumptions, if p(xkIZk) is Gaussian, it can be proved that P(Xk+lIZk+l) is also 

Gaussian, and can be parameterized by a mean and covariance [5]. 

If the state and measurement equations are given by (2.2) and (2.4) respectively, 

then the Kalman filter algorithm can be viewed as the following recursive relationship 
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[5]: 

p(xkIZk) 

p(xk+lI Zk) 

p(Xk+lI Zk+l) 

where 

Xk+llk 

Pk+1lk 

xk+1lk+l 

Pk+1Ik+l 

with 

- -- - - --- -- -

N(Xk; xklk, Pkl k) 

N(Xk+l; Xk+llk, Pk+1Ik ) 

N(Xk+l; Xk+llk+l, Pk+1lk+l) 

Fk+1Xklk 
, 

f k+1 + Fk+lPklkFk+1 

Xk+llk + Kk+l (Zk+l - H k+1Xk+llk) 

Pk+1lk - K k+1Hk+l Pk+llk 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

In the above, N(x; x, P) is a Gaussian density with argument x, mean x and covari­

ance P, and [.j' denotes the transpose. 

This is the optimal solution to the tracking problem if the above assumptions hold 

[5]. The implication is that no algorithm can do better than a Kalman filter in this 

linear Gaussian environment. 

In many situations of interest the assumptions made above do not hold. Hence the 

Kalman filter cannot be used as described above, and approximations are necessary. 
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2.1.2.2 Information Filter 

I11fonn<1tion filter is <111 <11temtive form of K<11lllan filter [5, 29]. Information state 

vector Yklk~t and information matrix Yklk~t <1re defined as: 

Yklk~t 

p~l 
klk~t 

The measurement information vector and corresponding matrix <1re defined as: 

Then the estimate is given as: 

Yklk 

H
,,,,~l 

kUk Zk 

(2.16) 

(2.17) 

(2.18) 

(2.19) 

(2.20) 

(2.21 ) 

The <1dv<1ntage of information filter is that llle<1Snrelllcnts from multiple sensors 

C<111 be filtered e<1sily by summing their information matrices and vectors: 

Yklk 

where n is the number of sensors. 

n 

Yklk~l + L ik,J 

j=l 

n 

Yklk~l + L h,J 

J=l 

(2.22) 

(2.23) 
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2.1.2.3 Extended Kalman Filter (EKF) 

If the state and measurement equations are given by (2.1) and (2.3) respectively, then 

a locallineari,,"atioll of the t~quati()ns lllay be a sufficient description of the nonlinearity. 

Local linearizations of the above functions are 

(2.24) 

(2.25) 

The EKF is based on that P(Xk!Zk) is approximated by a Gaussian. Then all the 

equations of the Kalman filter can be used with this approxilllation and the linearized 

functions [5]. 

If the true density is substantially non-Gaussian, then a Gaussian can never de-

scribe it well. In such cases, particle filters will yield an improvement in performance 

in comparison to the EKF. 

2.1.2.4 Particle Filtering 

The Particle Filter [28] (see also [3] and [23]) provides a mechanism for representing 

the density P(Xk!Zk) of the state vector Xk at sampling time k as a set of random sam­

ples (particles) {xiz) : i = 1,2, ... , m}, with associated weights {wkz
) : i = 1,2, ... , m}, 

where m is the number of particles. It then uses the principle of Importance Sampling 

to propagate and update these particles and their associated weights as and when new 

measurements become available [22]. 

We take the Importance Density to be the prior P(Xk!Xk-l) and use the method 

of Sampling Importance Resampling (SIR) to produce a sample of equally weighted 
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particles that approximate P(Xk!Zk), i.e., 

(2.26) 

where 5(.) is the Dirac delta function. The SIR method works as follows: 

• Prediction: For each particle Xi1~1' generate l/k~l according to the known 

distribution of the transition noise and then a sample X~?k-l from the prior 

distribution P(Xk !Xk-l) can be obtained using the state propagation equation 

(2.1 ). 

• Weighting: The information given by the observation can be utiliz;ed to find 

the importance weights. Each particle is given an importance weight wk1
) using 

the formula 

(2.27) 

• Resampling: The weighted samples will be resampled to eliminate those with 

low weights, multiply those with high weights and regenerate those with equal 

weights. The new m particles are sampled with replacement from {X~~Ll' Xm-l' 

... ,X~I~?_l} so that the probability of sampling particle i is proportional to w~. 

Then new samples {xi1),xi2), ... ,xim )} will have equal weights (11m). 

At each stage, the mean of the posterior distribution is used to determine an 

estimate Xk of the target state Xk, i.e., 

(2.28) 

(2.29) 
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The strength of the technique is that we are not restricted by the assumptions of 

linearity and Gaussian noise that are necessary in implementiug Kalman filter based 

techniques. 

2.2 Multitarget Tracking 

Figure 2.2 illustrates the basic elements of a conventional multitarget tracking system. 

Sensor Data Processing Observation-to Track Maintenance 

and Measurement -Track (InItiation. 

Processing Association 
Confirmation and 

Deletion) 

i ~ 
Gating Filtering and 

Computation Prediction 

Figure 2.2: Basic elements of a conventional multitarget tracking system. 

A signal processing unit converts the signals from the sensor to measurements, 

which is the input of the multiple target tracking system. In the tracking system, 

track is a symbolic representation of a target moving through the surveillance region 

and it is represented by a filter state. The incoming measurements are used for the 

track maintenance, which refers to the functions of track initiation, confirmation, and 

deletion [4, 8]. Measurements, which are not assigned to any of the existing tracks, 

can initiate new tentative tracks, and it becomcs confirmcd when the measurements 

included in that track satisfy the confirmation criteria. Similarly, a track that is 

not updated becomes degraded, and it will be deleted if not updated within some 

reasonable interval. 

For existing tracks, a validation procedure is used to limits the reglOn m the 

measurement space wlwre the tracking system looks to find the measurement from 
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the targets. Measurements outside the validation region can be ignored, since they 

are very unlikely to have originated from the target of interest. It is possible to have 

more than one measurement in the validation region, and a more detailed association 

technique is used to determine the final pairings. After updating the tracks with 

associated measurements, tracks are predicted ahead to the arrival time for the next 

set of measurements. Gates are placed around these predicted positions and the 

processing cycle repeats. 

If the true measurement conditioned on the past is normally (Gaussian) distrib­

uted with its probability density function given by 

(2.30) 

where Zk+llk is the predicted (mean) measurement at time k + 1 and Sk + 1 is the 

measurement prediction covariance given by (2.14), then the true measurement will 

be in the following region 

(2.31 ) 

with the probability determined by the gate threshold 1. The region defined by (2.31) 

is called gate or validation region, 

Figures 2.3 and 2.4 illustrate the gating for two well-separated and closely-spaced 

targets, respectively. In the figures, • indicates the expected measurement and the * 
indicates the received measurement. 

Any measurement falling inside the validation region is called a validated mea­

surement. Since more than one measurement is validated in Figure 2.3, there is an 

association ambiguity as to which, if any, of the validated measurements is target 
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Figure 2.3: Validation regions of two well-separated targets. 

Figure 2.4: Validation regions of two closely spaced targets and the measurements 
inside those validation region 
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originated, assuming that at most one measurement is target generated. 

If the targets are well separated in the measurement space, i.e., the validation 

regions are not overlapping as shown in Figure 2.3, the problem is basically same as 

the single target tracking. However, if the targets are closely spaced, which causes the 

corresponding validation regions to overlap (see Figure 2.4), the validation region for 

a particular target may also contain detections from nearby targets as well as clutter 

detections. Hence, there is a need for a data association technique in order to resolve 

the measurement origin uncertainty. 

2.2.1 Data association 

2.2.1.1 Well-separated targets 

The problem of tracking well-separated multiple targets in clutter considers the situ­

ation where there are possibly several measurements in the validation region of each 

target. The set of validated measurements consists of: 

• true measurement (if detected and falls within the gate) 

• false alarms 

The common mathematical model for such false measurements is that 

• their spatial distribution is uniform within the surveillance region 

• they are independent across time. 

Then the problem, which is called as data association, is that of associating the 

measurements in each validation region with the corresponding track (target). The 

possible approaches are [4]: 
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• Nearest Neighbor (NN): this is the simplest possible approach, and uses the 

measurement nearest to the predicted measurement as if it were the correct 

one. 

• Strongest Neighbor (SN): select the strongest measurement among the validated 

ones. 

• Probabilistic Data Association (PDA): this is a Bayesian approach, and asso­

ciates probabilistically all the validated measurements to the target of interest. 

PDA is the standard technique used for data association in conjunction with 

the Kalman filter or the extended Kalman filter. In most of the partide filteriug 

algorithms, NN is used since it requires less computation. 

2.2.1.2 Closely-spaced targets 

When the target are closely spaced, one measurement could be originated from any 

one of the target or clutter. Then the following assumptions are made 

• one measurement is originated from at most one target 

• one target can generate at most one measurement 

Under the above assumptions, following approaches are possible for data associa-

tion: [4] 

• Joint Probabilistic Data Association (JPDA): This is a target oriented approach, 

and it is an extension of PDA. 

• Multiple Hypothesis Tracking (MHT): This is a measurement oriented ap-

proach, in which probability that a measurement sequence is originated from 

an established target or a new target is calculated. 
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ENVIRONMENT 

Figure 2.5: Centralized architecture 

JPDA can only be applied to already established tracks, while MHT can be used 

for track initiation as well. Even though MHT is the optimal approach, it is not 

feasible when a large number of measurement steps are considered. Then, subopti-

mal version of MHT, called S-D assignment, is the widely used technique for data 

association [19, 57]. 

2.3 Architectures 

Three major types of architecture are commonly used in mUltisensor-multitarget 

tracking applications. Those are centralized, distributed and decentralized archi­

tectures, and explained in detail in the following sections [4, 50, 78]. 
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ENVIRONMENT 

Figure 2.6: Distributed architecture 

2.3.1 Centralized tracking 

[n the centralized architecture, shown in Figure 2.5, in general more than one sensor 

are monitoring the region of interest for detecting and tracking the targets in that re­

gion. All the sensors generate the measurements at each revisit time and report those 

measurements to a central fusion center that fuses all the measurements and updates 

the tracks. This is the optimal architecture in terms of tracking performance. How­

ever in a very large surveillance region with many sensors, this architecture may not 

be feasible because of limited resources, e.g., communication bandwidth, computation 

power etc. 

2.3.2 Distributed tracking 

In order to avoid the heavy communication and computation requirement of central­

ized architecture, an alternative architecture called distributed architecture (some 

authors use the term "hierarchical architecture" instead) is used, and it is shown in 



CHAPTER 2. MULTITARGET TRACKING AND SENSOR MANAGEMENT 28 

Figure 2.7: Decentralized architecture 

Figure 2.6 [78]. In this architecture, sensors are connected to LFCs and LFCs are in 

turn connected to a CFC. Each LFC updates its local tracks based on the measure­

ments from the local sensors and sends its tracks to CFC. Then, the CFC performs 

the track-to-track fusion and may sends back the updated tracks to the LFCs, if 

feedback path is available. 

2.3.3 Decentralized tracking 

In some cases, neither centralized nor distributed tracking is possible, if there is 

no central fusion center that can communicate with all the sensors or LFC in a 

large surveillance region. In these cases, another architecture called decentralized 

architecture, in which one has multiple FCs and no CFC, is used, and it is shown 

in Figure 2.7 [78]. In this architecture, each FC gets the measurements from one or 

more sensors that are connected to it, and uses those measurements to update its 

tracks. In addition to that, tracks are also updated whenever an FC gets additional 

information from its neighbors. Note that even though many FCs are available, each 

FC can communicate only with its neighbors, the FCs within the communication 
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distance, every few measurement time steps. 

2.3.4 Track fusion 

The main challenge in distributed and decentralized tracking is deciding what to 

communicate between the FCs so that communication requirement is low, fusion can 

be made easily and the result will be close to optimal. Even though communicating 

the measurements is the optimal way, in general, it requires a lot of communication. 

Hence other approaches that require less communication must be considered. 

The first option is to COmlllUlllc<1te the tr<1cks instead of mw measurements. If 

the tracks are uncorrelated, then they can be fused easily at Fes [4J. However, 

due to common prior information and common process noise, they are correlated 

and fusion becomes more complicated. Hence, in order to avoid double counting of 

common information, the error cross-covariance must be calculated and accounted for 

during fusion. However, exact error cross covariance calculation needs the information 

about when a measurement update is made along with the Kalman gain used at each 

measurement step by each tracking platform. This imposes additional computational 

and communication load. 

The second option is to communicate tracklets. A tracklet is a track computed 

such that its errors are not cross-correlated with the errors of any other data in the 

system for the same target [24J. It is equivalent to a track for a target based on only 

the most recent measurements since the data from the tracker was last communi-

cated for that target. The main advantages of tracklet are reduced communication 

and computation requirements. Hence, in this thesis, we assume that tracklets are 

communicated between the fusion centers. The calculation of tracklet is explained 

below. 
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The state and measurement equations are given by (2.2) and (2.3) respectively. 

Suppose last communication was performed at time k -l and the next communication 

is at time k. The state estimates and its covariances of a target just after the last 

communication and just before the next communication are Xk-llk-l, Pk-llk-l and xklk, 

Pk1k . Then the information filter based trac:klet is given by [25, 71]: 

where 

Pkl~ xklk - PklLI xklk-l 

P -1 p-l 
klk - klk-l 

Fk,k-l Pk-ll k- l F~,k-l + r k,k-l 

(2.32) 

(2.33) 

(2.34) 

(2.35) 

In (2.2), Fk means the state transition matrix from time step k -1 to k. In the above 

equations Fk,k-l is the state transition matrix from time step k - l to k, and rk,k-l is 

the corresponding process noise covariance. 

If the particular target has been initialized only after last communication, then 

Pkl~ xklk 

Pkl~ 

(2.36) 

(2.37) 

Fusion centers must update their tracks whenever they get tracklets from other 

fusion centers. As the first step, they have to associate the tracklets with existing 

tracks. To check whether the tracklet j is corresponding to track i, the errors in the 

difference between the estimates and the corresponding covariances are calculated as 
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follows [4]: 

(2.38) 

(2.39) 

If /}.~J Ti-/ /}.~J :s: D, where D is the threshold, then we accept that both estimates 

belong to same target. 

by: 

After a tracklet is associated with a track, that track is updated as follows: 

(
pfused)-l 

klk 

(
pfused) -1 Xfused 

klk klk 

Pkl~ + Yk 

Pkl~ xklk + Yk 

(2.40) 

(2.41) 

If no target is associated to a tracklet, then a new track is formed and it is given 

y;-1 
k (2.42) 

(2.43) 

2.3.4.1 Performance of distributed tracking with full feedback at every 

measurement step 

In this section, let us see the performance of distributed tracker, if LFCs send their 

tracks at every measurement steps, and CFC send the updated tracks back to LFCs. 

If the estimate and corresponding covariance of the j-th LFC at time k is given 

by xtlk and Pi1k' j = 1,2, ... ,lvI, respectively, the central estimate in terms of the 
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local estimates is given by [4, 15] 

M 

P -1 ~ ""' [(Pj )-1 ~J (pj )-1 ~J ] klk-1 Xklk-1 + L klk Xk1k - klk-1 Xk1k - 1 (2.44) 
j=l 

and the corresponding covariance is given by 

M 

PklL1 + L(Pklk)-l - (P~lk_J-1 (2.45) 
J=l 

where !'vI is the number of LFCs. 

Under the assumption that the LFCs have the feedback from the CFC at every 

measurement step, Pkl k-1 = Pk1k - 1 for all j. Then (Pkl k)-l - (P~lk_1t1 gives the 

information gained from the j-th LFC's sensors. 

Hence, the performance of distributed tracking with feedback at every measure­

ment time step is equivalent to the performance of centralized tracking. 

2.4 Sensor Management 

Popoli [60]: "Sensor management is really just the study of ways to improve or opti-

mize the measurement process in a tracking system". In sensor management, one has 

to decide how to use the sensor resources efficiently ill the future time steps in order 

to achieve the better tracking performance, given the current target estimates [78]. 

Major issues in sellsor management for target tracking are optimal path planning, 

sensor placement, and sensor selection. 

In the optimal path planning, we have to decide the states of the moving sensors 

in the future revisit time steps by considering the maximum velocities and turn rates 

of the sensors [30, 62, 68]. 
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The objectives of optimal sensor placement are to decide [2, 32, 61, 82, 84]: 

• the time at which new sensors should be deployed, given the current estimate 

of the (distribution of the) target state . 

• the size and configuration of the next deploYlllent. 

An optimal sensor selection algorithm, the major topic of this thesis, selects which 

of the sensors already deployed should be used at each measurement time [38, 49J. 

Sensor subset selection is crucial in tracking applications in which a large number 

of sensors are available, however only a limited number of sensors can be used at any 

one time step due to physical limitations. For an example, within the domain of Anti-

Submarine Warfare, because of physical and communication bandwidth limitations, 

at anyone time the central tracker may only be able to receive measurements from a 

limited number of the total deployed sensors (sonobuoys). 

In this thesis, we consider the problem of sensor subset selection for multitarget 

tracking under centralized, distributed and decentralized architectures. PCRLB [72J, 

which gives a lower bound of estimation error covariance, is used as the performance 

measure of tracking systems. 



Chapter 3 

Posterior Cramer-Rao Lower 

Bound 

3.1 Background 

Let X k be an unknown and random state vector, and let Xk(Zk) be an unbiased 

estimate of X k based on the measurement data, Zk. The peRLB, which is defined to 

be the inverse of the Fisher Information Matrix (FIM), J (k) [75], then gives a lower 

bound of the error covariance matrix, i.e., 

(3.1) 

where IE denotes expectation over (Xk' Zk). The inequality in (3.1) means that 

C(k) - J(k)-l is a positive semi-definite matrix. 

34 
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A recursive formula for the evaluation ofthe posterior FIM, J(k), is given by [73]: 

J(k + 1) = DZ2 - DZ1 (J(k) + D~l) -1 D~2 +Jz(k + 1) (3.2) 
,--------__ v J 

Jx(k+1) 

where 

Dll 
k IE { -6~: lnp(Xk+1IXk)} (3.3) 

D12 
k IE { _6~:+1 lnp(Xk+1IXk )} (3.4) 

D21 k (D~2)' (3.5) 

D22 k IE {-6~::~ lnp(Xk+1IXk)} (3.6) 

Jz(k + 1) IE { -6~::~ lnp(Zk+1IXk+1) } (3.7) 

and 6~ is a second-order partial derivative operator whose (i, j)th term is given by 

82 

6~(i, j) = aa(i)8(3(j) (3.8) 

o:(i) and (3(i) are the i-th components of vectors a and (3, respectively. In the above, 

Zk+l = [Zk+1(1), Zk+1(2), ... , Zk+l(n)] , where zk+l(i) is the measurement vector at 

sensor i at sampling time k + 1 and n is the number of sensors utilized at sampling 

time k + 1. 

3.2 PCRLB for Multitarget Tracking 

Let the state vector at time k, obtained by stacking the state vectors of all targets, 

be denoted by X k = [xl, x~, ... , xr]', where x~ is the state vector of target t and T is 

the total number of targets in the surveillance region. If we assume that targets are 
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moving independently and the state equation of each target is linear, then the overall 

state equation is given by 

where 

(3.9) 

(3.10) 

(3.11) 

In the above, Fk is the state transition matrix and vk is the process noise of target 

t. If vk is Gaussian with zero lIlean and covariance rL then the covariance matrix of 

Vk, r k , is given by 

r k = diag (rl, r~, ... , rn (3.12) 

It can easily be shown that in the case of linear, Gaussian dynamics (e.g., [65]) we 

have: 

D22 
k 

-F'r- 1 
k k 

r-1 
k 

(3.13) 

(3.14) 

(3.15) 

Using the Matrix Inversion Lemma and (3.13) - (3.15), it can then be shown that 

(3.16) 
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The matrix J x (k) gives the prior information regarding the target states at time 

k. The measurement contribution is then given by Jz(k). We note that Jz(k) is 

dependent on the states of the operational sensors. The derivation of Jz (k) is the 

focus of the next section. 

3.2.1 Measurement contribution to the PCRLB 

Consider the general case in which there is measurement origin uncertainty, with mea-

surements originating from one of the targets or from clutter. The j-th measurement 

at the i-th sensor is given by 

if originated from target t 

if false alarm 
(3.17) 

where hk is (in general) a nonlinear function, w~(j) is a zero mean Gaussian random 

variable with covariance ~k and vk(j) is uniformly distributed across the surveillance 

region A (with hyper-volume, V). The probability mass function of the number of 

false alarms, {LFA(m) , which is Poisson-distributed with mean AV, is given by 

(3.18) 

where m is the number of false alarms and A is the spatial density of the false alarms. 

When multiple targets are present, the association between the measurements 

and the targets is not known and must be considered in the PCRLB calculation. The 

following assumptions are made regarding the measurements: 

• Each measurement can be generated by one of the targets or the clutter. 

• Each target can produce zero or one measurement at anyone time. 
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If sensors have independent measurement processes, Jz can be written as 

n 

Jz(k) = L Jz,(k) (3.19) 
t=l 

where 

CXl 

Jz, (k) L p(mk(i))Jz,(mk(i), k) (3.20) 
mk(t)=O 

Jz, (mk(i), k) IE { -~~: lnp(zk(i)IXb mk(i)) !mk(i)} (3.21 ) 

In the above, n is the number of sensors used at time k and mk (i) is the number of 

measurements at sensor i at time k. 

The probability of receiving mk (i) measurements, p( mk (i)), from sensor i is given 

by 

min(T,mk(t)) ( ( T ) ) i; /-LFA (mk(i) - d) ~ g (Pb(i))D',,(t) (1- Pb(i))(l~Dk(t)) 

(3.22) 

where Dk is the detection vector that indicates which targets are detected at sensor i 

(at time k)l. The total number of targets that are detected is d, i.e., 'L'[=1 DtJt) = d. 

P1(i) is the probability of detection of target t by sensor i. 

The probability density function ofthe measurement zk(i) conditioned on Xk and 

md i) is given by [42] 

p(zk(i)IXk, mk(i)) = L p(zk(i)IXk, mk(i), ak(i))p(ak(i)lmk(i)) (3.23) 
ak(t) 

1 D'k (t) takes the value 1 if target t is detected and 0 otherwise. 
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where ak (i) is the association vector that indicates which measurement originated 

from which target. Each element ak(j, i) of ak(i) is a random variable that takes 

a value in [0, 1, ... , TJ, with 0 indicating a false alarm. ak(j, i) = t indicates 

that the measurement j originates from target t. If the targets are well separated 

in the measurement space, there is no measurement origin uncertainty in terms of 

targets and anyone measurement can be originated from a known target or clutter. 

However, if the targets are closely-spaced or cross one another, it is hard to find the 

association vector and all possible associations must be considered in the calculation 

of measurement information }z (k ). 

In the Appendix A, we show that the (t1 ,t2 )th block of }z,(k) is given as follows: 

where 

8hk(a, xU 
EJxU(3) 
00 

L p(mk(i)) [Qk(mk(i))L1t2 
mk(~)=O 

(3.24) 

(3.25) 

(3.26) 

and [HkL(a, (3) denotes the (a, (3)th element of matrix [HkL. Qk is the information 

reduction matrix (IRM) for sensor i and [Q1L
1

t2 is the (tl' t 2)th block of the IRM. 

[Qk(mk(i))L1t2 is given in (A.9) ofthe Appendix A. No closed form analytical solution 

exists for the IRM QL which must then be calculated using a numerical integration 

technique. 

Now, in general the probability of detection depends on the range of the target 

from the sensor. As a result, the IRM is also a function of the target range. In the 
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single target case, the relationship between the IRM and range can be determined 

off-line during a pre-processing stage [32J. Importantly then, real-time sensor man-

agement can be performed because the one-time computational "hit" has already be 

taken, prior to online implementation. 

However, in the multi target case, the IRM depends not only on the range of 

each target from the sensor, but also on the distances between the targets in the 

measurement space. Hence, the number of variables on which the IRM depends 

increases exponentially with the number of targets. Even though off-line calculation 

is viable in small scale problems, it is difficult for large scale problems because of 

memory limitation. However, even if we have many targets, frequently only a few 

will be in close proximity to one another (i.e., be in one group), and off-line calculation 

is again viable. This idea is explored (along with other potential simplifications) III 

the next section. 

3.2.2 Reducing the computational complexity 

We propose the following approximations in order to reduce the computational load 

of the ensuing calculation . 

• Approximation 1: Measurements can be restricted to the validation gate of 

each target. We can then group the targets whose validation gates overlap with 

one another. After that, each group can be treated separately. For example, 

in Figure 3.1, there are 8 targets and the ellipses indicate the corresponding 

validation gates. Only targets 2 and 3 affect target 1, hence they are considered 

as a group. Note that even though target 1 does not overlap with target 3, they 

arc connected by target 2 and they affect each other indirectly. Similarly, targets 

5, 6, 7 and 8 are in one group and target 4 is alone in another group. Hence, in 
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Figure 3.1: Target grouping 

order to calculate [Q1Ll t2' we check whether the corresponding targets (t1 and 

t 2 ) are in the same group, If they are, then all the members in that group are 

considered in calculating [Q1] ht2' otherwise [QiLlt2 = 0 . 

• Approximation 2: The IRM is a symmetric matrix, i.e., [QlJ - [QtJ 
k tl t2 - k t2tl' 

Hence, we can reduce the computational burden by calculating only the upper 

or lower triangular entries of Q1 . 

• Approximation 3: A validation matrix is used to reduce the joint association 

events, by eliminating the ones with negligible probabilities [4]. The validation 

matrix is defined by 

n = [wJt] j = 1, 2, ... , m; t = 0, 1, ... , T (3.27) 

where WJt( E {O, I}) indicates whether measurement j lies inside the validation 

region of target t. 
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In addition to the above simplifications, the computation time can be further reduced 

by calculating the Jz , (k) values for each sensor in parallel. 

3.3 PCRLB for Distributed Tracking 

In this thesis, for distributed tracking we assume that LFCs communicate with CFC at 

each measurement time steps. In section 2.3.4.1, we have shown that the performance 

of distributed tracking with communication at every time step is equivalent to the 

centralized tracking. Hence the equation derived for centralized can be still used for 

the distributed architecture under the assumption considered in this thesis. 

An approximate PCRLB for a generalized, decentralized, architecture is shown in 

the next section. 

3.4 PCRLB for Decentralized Tracking 

In the decentralized tracking, equations derived for centralized tracking will be used 

to update the PCRLB whenever a FC gets measurements from its local sensors. 

However, if a FC gets a tracklet from its neighbor, then we cannot use the equations 

derived so far, and an approximate PCRLB updating equation for track fusion is 

given below. 

Suppose, the neighbors of FC I are FCs Irq, In2' ... , In), and their last com­

munication time steps are lnl' ln2' ... , In], respectively. The FIMs at last com­

munication time steps are Jfnl(lnl),Jfn2(ln2), ... ,Jfn](lnJ. The FIMs, which are 

updated using only their local sensor measurements, at current time step k are 
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JIn 1 (k), JIn 2 (k), . .. , JIn) (k). An approximate peRLB equation, based on informa-

tiOll filter (see sectioll 2.3.4), for track fusion at Fe f is: 

j 

Jlused(k) = JI(k) + LCt (JIn'(k) - J{"1 (kllnJ) (3.28) 
~=l 

where 

(3.29) 

and C~ takes one if Fe f received tracklets from neighbor n~ at time k, and zero 

otherwise. 

3.5 Scaler Performance Measure 

Since the PCRLB, which is the primary performance criterion in our optimization, 

is a matrix, it needs to be converted into a corresponding scalar quantity for ease of 

operation. Possible scalar performance metrics based on the peRLB are its trace, de­

terminant or the maximum eigenvalue [37]. The trace of peRLB (i.e., trace(J-l)) and 

the determinant of the peRLB (i.e., det(J-l)) are proportional to the circumference 

and the volume of the rectangular region enclosing the minimum achievable covari­

ance ellipsoid, respectively. The maximum eigenvalue of PCRLB (i.e., Amax(J-1
)) is 

the maximum distance of any point in the minimum achievable covariance ellipsoid 

from its center. 

In case the smallest principal axis shrinks to zero while the uncertainties along the 

remaining principal axes might remain large, the volume of the uncertainty ellipsoid 
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IS zero. Hence, the sensor manger with determinant of PCRLB as the scaler perfor-

mance measure may select sensors, which give poor tracking accuracy. In addition, 

calculation of the determinant or the maximum eigenvalue of a matrix is computa­

tionally more expensive than calculating the trace of a matrix. Hence, in this thesis 

the trace of the PCRLB is used as the scalar performance metric. But our algorithm 

is not tied to the trace of the PCRLB or any other scalar metric. 



Chapter 4 

Sensor Array Management for 

Centralized Tracking 

4.1 Problem Description 

[n this section we present the sensor subset selection problem for multi-target tracking 

for centralized architecture. 

A large number of sensors are already deployed through out the surveillance region 

in order to monitor the surveillance region, and we assumed that the sensor locations 

are fixed and known. Multiple, possibly time varying, number of targets are present 

in the surveillance region. A sample scenario, in which 3 targets are present and each 

(~lltcr the surveillance region at diffcn~nt tillle steps, is shown in Figure 4.1. Even 

though large number of sensors available to use at any time, due to physical limitations 

(such as available communication bandwidth, central fusion center capacity, etc.) only 

a certain number of sensors can be used at anyone time step. Then the problem is 

to select a subset of sensors such that tracking performance is optimized. 

45 
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Figure 4.1: A sample scenario 
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Formulation of the above problem based on PCRLB is given in the next section. 

4.2 Problem Formulation 

Suppose, a total of N sensors are available in the surveillance region. Out of these N 

sensors, only n can be utilized at anyone time. Measurements are received at time 

intervals of Ts. A sensor lead time, TL (= p x Ts), is needed to activate a sensor 

subset, i.e., the sensor subset that is to be activated at sampling time k has to be 

selected at or before sampling time k - p. Furthermore, the active sensor set can 

only be changed every Tc = l x Ts (l 2: 1) time interval. Hence, once activated, a 

particular sensor subset remains active for one or more revisits. 

4.2.1 Sensor subset selection for fixed number of targets 

In this section we consider the sensor selection problem for a fixed and known (say 

T) number of targets. The problem is then to select a subset consisting of n sensors 
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from the N available in order to optimize the tracking performance of the T targets 

over the activation period of a particular sensor set. 

Sensors are selected based on the predictive PCRLB, which is dependent on the 

predicted target states. III order to minimize the difference between the predictive 

PCRLB and the true value given the measurements were available, we wait until 

the latest possible sampling time, k - p before selecting the sensors that are to be 

activated at sampling time k. The target states in the time interval k - p to k + l- 1 

are then predicted and used to calculate Jx(k) and Jz, (7) for i = 1, 2, ... , N; 

7 = k, (k+ 1), ... , (k+I-1) . The values of Jx(k) and Jz,(7) do not depend on the 

sensors that are to be selected at sampling time k. Hence, they need to be calculated 

only once. 

4.2.1.1 Formulation 1 

Let Stk be the indicator of the state of sensor i at sampling time k that takes value 1 

if that sensor is active at that time and 0 otherwise. Because the active sensor set is 

only changed every I time steps, Stk = St(k+l) = ... = Si(k+l-l)' The optimal sensor 

subset S* (k) is then given by 

subject to: 

t=l 

n 

Stk E { 0, I}, i = 1, 2, ... , N 

(4.1) 

( 4.2) 

( 4.3) 
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where 

_ { 1 if target t is within the coverage region of sensor i at time step T 

CTh -

o otherwise 

r is the dimensionality of the state vector of each target1
. 
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( 4.4) 

(4.5) 

Jx(k) is calculated using the PCRLB at sampling time k - p, together with the 

expected measurement information in the time interval k - p to k based on the current 

active sensor set. Jx(k + 1), Jx(k + 2), ... are then calculated using the following 

recursion 
N 

Jx(k + 1) = (rk + Fk [Jx(k) + L S~kCktJz,(k)] ~l F~) ~l (4.6) 
t=l 

In the objective function minimized in equation (4.1), equal weights are given to 

all time steps. However, the accuracy with which we can predict the target states 

decreases with time. Hence, the accuracy with which we can predict the PCRLBs 

also decreases with time. Therefore, we may give different weights to each time step. 

These weights may, for example, be inversely proportional to the prediction interval 

and also dependent on the process noise covariance. 

4.2.1.2 Formulation 2 

If the targets are well-separated 111 the state space, even if they are close in the 

measurement space, the above formulation gives impressive results. However, if the 

IThe dimensionality is the same purely for brevity, and the general approach is in no way re­
stricted by this assumption. 
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targets are close in the state space, in addition to minimizing the trace of PCRLB, 

we also attempt to reduce the error covariance in the direction of the vector that 

connects the state estimates of each two targets. This approach helps to reduce the 

possibility of track swapping. 

The vector that connects the predicted states of target tl and t2 at time T is given 

by 

(4.7) 

where xt (T I k - p) is the predicted state of target t at time T, given estimate at time 

k - p. 

If the PCRLB at time T, B ( T ), is given by 

(4.8) 

then, btlt2(T)'[B(T)]tltlbtlt2(T) gives the (mean square) error bound in estimating tar­

get tl'S state in the direction of target t2 (at time T). In the above, btl t2 (T) is a unit 

vector along Yi lt2(T) and [B(T)]tt is the t-th block diagonal matrix of B(T) that gives 

the covariance of target t. 

Now, we can modify the optimization as follows 
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where 

. {I 9 x (Jb~lt2[JX(T)-lltlhbtlt2 + Jb~lt2[JX(T)-llt2t2btlt2 ) 1 10) 
Wtlt2 mm, II Yt l t2(T) II f' 

Wtl 1 - max { Wtl t21 t2 E {I, 2, ... , T}, t2 f. t 1 } ( 4.11 ) 

9 is the number of standard deviations of the measurement gate. The constraints are 

again given by (4.2) and (4.3). 

The weights in the objective function, Wtl and Wtlt2' are selected based on the 

distances between the targets and the predicted covariances. If there are no targets 

in close proximity to target t l , then Wtlt2 approaches zero and Wtl approaches one. 

Conversely, if there is a target, t 2 , close to target t l , then Wh approaches zero and 

Wtlt2 approaches one. 

If we are only interested in estimating the locations of the targets, we need to 

consider only the PCRLB terms relating to the target locations in the above equations. 

4.2.2 Sensor subset selection for a varying number of targets 

In the previous section we assumed that the total number of targets in the surveillance 

region is fixed and known. However, in most realistic scenarios the above assumption 

is not valid. In this section we present a sensor subset selection algorithm for a 

scenario in which the total number of targets in the surveillance region is not known 

and may vary with time, i.e., either some new targets may enter or some existing 

targets may leave the surveillance region. The problem is then to select a sensor 

subset in order to: (i): optimize the tracking performance of existing targets and (ii): 

quickly identify new targets. 

The following assumptions are made: 
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• New targets appear by passing through the perimeter of the surveillance region 

(i.e. they do not "pop-up" in the interior of the surveillance region). 

• The probability mass function of the number of new targets, MNT(T), at any 

one time has a Poisson distribution with mean Ab Vp, and given by 

( 4.12) 

where T is the number of new targets, Ab is the spatial distribution of the new 

targets and Vp is the volume of the perimeter. 

• The targets die (disappear) only when they leave the surveillance region. 

The sensor selection algorithm presented herein can, with slight modification, cater 

for a different set of assumptions. 

When a target leaves the surveillance region its track is deleted and the PCRLB is 

adjusted by removing the entries that relate to this target. A bi-criterion optimization 

approach with two objectives, one to accurately track existing targets and the other 

to quickly identify new ones, is then used to select the sensors. 

The first objective is to minimize the PCRLB (see (4.1)) for established (i.e., 

detected) targets that are still within the surveillance region. If we have T targets in 

the surveillance region at sampling time k - 1, then the prior information matrix of 

those targets at sampling time k, JXo1d(k), is a Tr x Tr matrix, and can be calculated 

using the PCRLB at sampling time k - 1 and the state transition matrices. If a new 

target is initialized at sampling time k, then the updated prior information matrix is 
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augmented as follows 

( 4.13) 

where JXnew is the prior information matrix of the new target, initialized as: JXnew = 

diag {1/Vx
2
1 , 1/~22' ... , 1/~2r}. Vxz is the surveillance volume, the size of the range 

of possible values, of the i-th component of the state vector. If a target, t leaves 

the surveillance region, then J x (k) is adjusted by eliminating the rows and columns 

corresponding to target t. The adjustments above are modified in an obvious manlH~r 

if more than one target enters or leaves the surveillance region at anyone time. 

The second objective is to maximize the probability of detecting new targets. 

First, let us assume that only one new target may enter the surveillance region at 

any OIle time. To find the probability of detecting this new target, Pnew particles, 

each of which represents a possible state of the new target, are uniformly distributed 

along the perimeter of the surveillance region2. We note that we could distribute the 

particles non-uniformly if certain points on the perimeter are more likely entry points 

for new targets (e.g., based on some prior threat assessment). After selecting a point 

on the perimeter, we have to determine the distance that the target could potentially 

have travelled inside the surveillance region. If the velocity of the new target in the 

direction perpendicular to the perimeter is uniformly distributed between 0 and Vrnax , 

then the probability density function of the distance of the new target's position from 

2If new targets can appear anywhere in the surveillance region, particles should be placed uni­
formly all over the surveillance region. 
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the perimeter, q, is given by: 

(4.14) 

where Ts is the sampling time. The velocity components of the particles are uniformly 

distributed between the known lower and upper velocity limits. The probability of 

detection of the new target at sampling time k, p'D, is given by 

(4.15) 

where PD (i, j) is the probability of detecting, at sensor i, a target whose state is given 

by particle j. In general this probability of detection depends on both the sensor state 

and the target state. 

We can improve the performance even further by considering the possibility that 

a new target had entered the surveillance region at sampling time k - 1 but had not 

been detected at that time. The probability of not detecting a new target at sampling 

time k - 1 is given by 

( 4.16) 

In order to incorporate the missed target, while Pnew particles are used for the new 

target that enter the region at sampling time k, P~Il X Pnew particles are used for the 

new target that was not detected at sampling time k - 1. The particles representing 
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the new target that enters the region at sampling time k are uniformly distributed 

along the perimeter of the surveillance region. However, the particles representing 

the missed target are distributed according to the probability of missing a new target 

at each point on the perimeter of the surveillance region. After selecting a point on 

the perimeter, the probability density function of the depth at which the target could 

now lie is given by 

p(q) l
illin(Vmax, q/Ts) 1 1 

---dv 
q/2Ts vTs Vmax 

Vm~xTs In(2) 

-1-111 ( 2VmaxTs) else l'f q < 2V: 'T' 
V. T max.! s max s q 

o otherwise 

( 4.17) 

Now, the number of particles representing both a new detected target and a missed 

target (that entered on the previous time step) is Pnew = (1 + P~I 1) X Pnew . Hence, 

the second objective function now becomes 

OBJ(2) ( 4.18) 

In the above equations we have considered only one new target. However, if 

we consider many new targets, then under the assumption that the new targets are 

moving independently, the above objective function can be modified CtS follows 

OBJ(2) ( 4.19) 

where TN is the maximum number of new targets that can enter the surveillance 

region at anyone time. 
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Finally, the bi-criterion optimization problem is given as follows 

S*(k) 

( 4.20) 

In the above, Wb is the weight applied to target birth function. This weight both 

baltinces the units and specifies the relative importance of the two objectives. 

III the above equations, we have considered the effect of missed detections only 

at sampling time k - 1. The performance can be improved by considering the effect 

of missed detections at earlier time steps (k - 2, k - 3, etc.) as well. However, the 

discounted effects do indeed become negligible very quickly, and our approach is a 

reasonable approximation. 

4.3 Solution Technique 

The optimization problems formulated in the previous two sections are all NP-hard 

[35, 56J. Enumerating every possibility ill order to find t he optimal solution is feasible 

only in small scale problems. Complete enumeration is not viable when the number of 

possibilities is very large. However, for large scale problems, an iterative local search 

technique is used to find a near optimal solution [43]. This is given as follows: 

• Step 1: Select an initial solution as follows: 

- Select the sensor that gives optimal performance when only one sensor is 

used. 
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Select a second sensor that results in optimal performance when only two 

sensors are used: including the first selected sensor. 

Continue adding sensors until we have a total of n sensors. 

At each stage, a complete enumeration is performed to determine which sensor 

should be added to the selection . 

• Step 2: Search for better solutions in the neighborhood (until we reach some 

I)l"C-specified tillle limit). Initially, form the neighborhood by swapping only 

one sensor from the current solution. If the current solution is optimal in the 

above neighborhood, then form a new neighborhood by swapping two sensors. 

Keep on increasing the number of sensors that are swapped for forming the 

neighborhood until the time limit is reached. 

The local optimum of a certain neighborhood can be obtained quickly by swapping 

the sensors in the order of their rank, where the rank of each sensor is based on its 

individual performance. A detailed explanation of local search technique is given in 

Appendix B. 

4.4 Simulation 

In the following scenarios, we assume that the targets move according to indepen-

dent constant velocity models [5]. The state of target t at time k is given by 

t [ ct it t . t ] I h ct d t h d d f x k = "'k' "'k' TJk' TJk , were "'k an TJk are t e x an y coor inates 0 target t, 

respectively, and ~k and rlk are the velocities of target t in the corresponding di­

rections, respectively. The sensors have independent measurement processes. The 

instantaneous probability of detection of each target at each sensor is given by a 
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Swerling I model [4], i.e., 

(4.21) 

where Rt is the target range from the sensor and So is the signal to noise ratio at a 

nominal range Ro. 

In simulations, we use either an array of bearings-only sensors or an array of 

range-only sensors. The j-th measurement at sensor i is given by 

if bearing-only } 

V(~k - ~~)2 + (7]k - 7]~)2 + wl(j) if range-only 

where (~!, 7]~) is the i-th sensor location, wl(j) rv N(O, 0-
2 ) and 

Rc is the coverage range of the sensor. 

if bearing-only 

if range-only 

if target t generated 

if false alarm 

(4.22) 

( 4.23) 

We also include a nominal minimum detection range of 1m, inside which the 

target cannot be detected. This is necessary because, otherwise, as shown in [38J, 

the bearing-only PCRLB is noninformative and approaches zero as the number of 

Monte Carlo samples tends to infiuity. For brevity, the llliuimum detection range is 

not included in the notation. 

Because the measurement equation is nonlinear, we use a stacked single particle 

filter to track the targets. The reader is referred to [41, 48J for details of the approach. 
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4.4.1 Measurement contribution to FIM 

For both types of sensor, the (t1' t2)th block matrix of Jz(k) , [Jz(k)L
1
t2' is given by 

llt2 
11 a llt2 

13 a 

[Jz(k)L
1 t2 = 

a a a a 
( 4.24) 

llt2 a llt2 a 31 33 

a a a a 
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and for range-only sensors 

4.4.2 Simulation results 

4.4.2.1 Fixed number of targets 

In order to test the performance of the formulations presented in section 4.2.1, the 

following scenario is considered. A total of 15 sensors are in the surveillance region, 

but only two of them can be used at anyone time. Measurements are available at 

l111inute intervals. The active sensor subset can be modified at 1 minute intervals 

(i.e., at every revisi1G). The sensors are selected with a lead time of TL = 1 minute, 

SoR6 = 3.2 x 109 m2
, PF = 10-3

• The particle filter uses 1000 sample points. 

We first consider a scenario with a known number (= 2) of targets. We use bearing-

only sensors, with the measurement error of target generated measurements set at 

0.1 radians (= 5. r). The measurement contribution to the PCRLB decreases with 

range because of both increasing bearings cross-section (making targets unobservable 

at long ranges) and the range dependent PD - Therefore Formulation 1 (defined in 
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Section 4.2.1) is likely to select sensors in close proximity to the targets, irrespective 

of the affect this has all our ability to resolve measurement association ambiguities. 

Hence results can be expected to be similar to those obtained using the formulation 

in [74] where the measurement origin uncertainty is neglected, and this was indeed 

the case. A better comparison is obtained when using range-only sensors (with a 40m 

range error standard deviation). The root mean square error (RMSE) values of the 

state estimates based on 100 Monte Carlo runs are shown in Table 4.1. 

Table 4.1: RMSE values of state estimates when ignoring and accounting for mea­
surement origin uncertainty 

Sensor selection strategy Position RMSE (m) 
Target 1 Target 2 

Neglecting measurement origin uncertainty 89.68 86.54 
Accounting for measurement origin uncertainty 75.11 75.59 

(Formulation 1) 

Comparison of the performances of Formulations 1 and 2, in a scenario with two 

closely-spaced (but, resolved) targets is considered next. Bearing-only sensors are 

again used. The sensors selected at sampling time k = 1 under these two formulations 

are shown in Figure 4.2(a) and 4.2(b) respectively. The particle distributions obtained 

subsequent to resampling are then shown in Figures 4.3(a) and 4.3(b), respectively. 

We note that Formulation 2 reduces the association ambiguity, with the particle 

distributions relating to these two targets well separated after resampling. As a 

result, association ambiguities and estimation errors will be reduced at subsequent 

sampling times. Indeed, comparisons (based on 100 Monte Carlo runs each of 5 time 

steps) show that Formulation 2 significantly improves performance in tracking both 

targets (see Table 4.2). 
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Table 4.2: Rl'vISE values of state estimates using formulations 1 and 2 

Sensor selection Position RMSE (m) 
strategy Target 1 Target 2 

Formulation 1 33.393 33.053 
Formulation 2 25.192 23.029 

4.4.2.2 Variable number of targets 

We now analyze the performance of the formulation that allows for a time-varying 

number of targets (see section 4.2.2). In the focal scenario a total of 100 sensors are 

in the surveillance region, but only 12 of them can be used at anyone time step. 

Sensors give the target bearing (with a measurement error standard deviation of 0.05 

radians (~ 30) for target generated measurements). Measurements are available at 

30 seconds intervals. The active sensor subset is changed at 30 seconds intervals (i.e., 

again at every revisit). The sensors are selected with a lead time of TL = 30 seconds. 

The sensor field of view V = 2n radians, SoR6 = 3.2 x 107 m2 , PF = 10-3 , A = 

O. 004 / radian and At> = O. 0000 1 / m. The surveillance region is 5000 m x 5000 m. The 

partide filter uses 5000 sample points. The target trajectories and sensor positions are 

shown in Figure 4.4. There are three targets, and they enter and leave the surveillance 

region at different times. 

Figure 4.3 shows the sensors selected at time steps 13 to 18. At time step 13 there 

are two established targets (shown in pink and red) and one new target (in green), that 

has just entered the surveillance region. Because there was no information available 

regarding the new target when the sensor selection was performed, 9 sensors are 

assigned to cover the established targets and 3 sensors are assigned in an attempt to 

detect any new ones. Note that the sensors assigned to the established targets can 

also cover some parts of the perimeter through which new targets can enter. After 
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detecting the new target (at time step 14) a greater number of sensors are assigned to 

this target than to each of the other targets because the prior information regarding 

the state of this target is minimal. 

However, at time steps 15 and 16, the number of sensors that are assigned to the 

new target is reduced in order to balance the estimation uncertainties of all targets. 

Target 1 leaves the surveillance region at time step 17. However, 2 sensors were 

assigned to that target at that time step, as we did not know with certainty that the 

target was about to leave the surveillance region. At time step 17, the tracker deletes 

the track corresponding to target 1, and at time step 18 the sensors that would have 

been assigned to target 1 return to the surveillance task. 

In the above scenario, an average of 0.08 time steps are required to detect each new 

target. However when using Formulation 2 (that does not task assct~ specifically for 

surveillance: again see Section 4.2.1), an average of 1.4 time steps are required before a 

new target track is established. The improvement in performance (of the formulation 

ill Section 4.2.2) would have been (~vcn more significant had the surveillance region 

been larger, in which case scheduling some sensors to perform surveillance tasks would 

have been of even more critical importance. Indeed, in Figures 4.4 and 4.5 we have 

a large surveillance region (10000mx lOOOOm) with 400 sensors. The sensors selected 

using Formulation 2 and the formulation that allows for a time varying number of 

targets are shown in Figures 4.4 and 4.5 respectively. In the first case (Figure 4.4), 

the second target is never detected, because all of the active sensors are being used to 

track the established target, and the second target has entered the surveillance region 

through a point on the perimeter that is not within the coverage region of any active 

sensor. 
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4.4.2.3 Considering the effect of missed targets 

We now analyze the effect of taking into consideration the possibility that a target 

could have entered the surveillance region on the previous time step, but not been 

detected at that time. We consider a scenario in which there is no established target 

in the surveillance region and only three sensors can be used at anyone time. In 

Figure 4.6 we show the sensors selected at time steps k -1 and k when we do not give 

consideration to the possibility that targets could have been entered the surveillance 

region at time step k - 1 and not been detected at that time. However, in Figure 4.7 

we consider the effect (on the surveillance strategy) of possible missed detections. In 

Figure 4.6, the sensors selected at time step k are independent of the sensors selected 

at time step k - 1. However, in Figure 4.7 the sensors selected at time step k attempt 

to minimize the probability of again missing any target that could have entered the 

surveillance region on the previous time step, by prioritizing regions that were not 

covered well at time step k - 1. 
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Figure 4.2: Sensors selected at sampling time k = 1 
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Figure 4.3: Resampled particles at sampling time k = 1 
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Chapter 5 

Sensor Alrray Management for 

Distributed Tracking 

In the previous chapter we discussed the sensor management algorithms for centralized 

architecture, and in 1~his chapter we extend that work for a distributed tracking system 

that has a hierarchical level architecture with full feedback, as shown in Figure 2.6. 

A sample scenario with 3 targets, each enter the surveillance region at different time, 

100 sensors and 4 FCs is shown in Figure 5.1. The time steps at which targets enter 

the surveillance region are shown next to the initial positions (*). 

5.1 Problem Description 

There are 1\1 LFCs and N sensors, and we assume that the number of LFCs and 

sensors, and their locations arc fixed and known. Each LFC can handle a certain 

maximum number of sensors, nJ , because of physical limitations [11]. Sensors transmit 

their measurements to their LFCs through the allocated frequency channels. The 

available number of channels, F, is also limited. Thus, even though we have large 

74 
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number of sensors, only a few sensors can be used at anyone time. Hence, sensors 

will be activated or deactivated by a control message whenever we change the active 

sensors [80]. Any active sensor will be connected to one of the LFCs through a 

frequency channel. Note that one sensor can be connected to at most one LFC to 

avoid the redundancy and to reduce the correlation between the tracks from each 

LFC. The transmission powers of the sensors are software controllable within certain 

lower and upper limits. In order to recover the signals, which are sent by the sensors, 

at the LFCs, the signal-to-noise ratio at each LFC for each channel must be greater 

than or equal to a known threshold level. 

The objective is to maximize the tracking performance of the system. The tracking 

performance is measured by the accuracies of the existing targets' estimates and the 

detection probabilities of new incoming targets. Then, the problem is to assign the 

sensor subset for each LFC, and assign the transmitting frequency and the power to 

each sensor, such that SNR is above the threshold level, in order to maximize the 

tracking performance. 
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Since we consider a hierarchical architecture with feedback, each LFC has the 

knowledge of the entire system. Therefore, even if sensor management is performed 

at every LFC, the result will be the same. In order to avoid the redundancy and 

to reduce the workload of the LFCs, sensor management is performed at the CFC 

and the results, i.e., which sensors should be used by each LFC and what frequency 

channel and how much transmission power should be assigned to each sensor, are sent 

to all the LFCs. However, if a LFC does not receive any message from the CFC due 

to communication problems, it will perform the sensor management based on its own 

knowledge. 

5.2 Problelll Formulation 

In section 3.3, we have shown that the PCRLB for the architecture considered in this 

chapter is same as the PCRLB of centralized tracking. Hence, centralized PCRLB 

equations are used in formulation. Note that the ensuing algorithm is not restricted 

to the architecture with feedback at every measurement step. We can still use the 

proposed algorithm by deriving and replacing the PCRLB equations for the scenario, 

in which feedback is not at every measurement step. 

5.2.1 Objectives 

Let Silf be the indicator function that takes the value 1 if sensor i is assigned to LFC 

j through the frequency channel f and 0 otherwise. 

The first objective is to minimize the PCRLB of existing targets and given by 

{ [ 

NAIF ]-1} 
min trace Jx(k) + ~ ~ f; S~lfJz,(k) (5.1) 
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The second objective is to quickly detect the new incoming targets. We assume 

that the new targets appear only through the perimeter of the surveillance region. 

As explained in section 4.2.2, we distribute Pnew particles along the perimeter of the 

surveillance region to represent the possible states of the new target. Then the second 

objective, which is similar to (4.18), is given by 

mm 
1 P

new 
N ( M F ) 

P
new 
~ g 1-~ ~ Stj!Pd(i,p) (5.2) 

The objectives are slightly modified in order to avoid wasting a lot of power for 

marginal improvement in the tracking performance. The modified objectives are 

(5.3) 

(5.4) 

where at = "2..:~~1 "2..:~=1 Stl!' VL is the tolerable variance of the estimation error of 

a target, Ah is the tolerable missing probability of a new target and [·It is the t-th 

block diagonal matrix that corresponds to target t. 

5.2.2 Constraints 

In this section, we will see the constraints that has to be used in our model. First 

constraint is that a sensor either connected to a LFC through a frequency or not, i.e., 

Stl! can take only one or zero, 

V i,j and f (5.5) 
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Since we introduce Ctt in the objective for simplificatioll, the relationship of O:t with 

the StJt's must be added as a constraint and it is 

M F 

LLStJJ Vi (5.6) 
J=l J=l 

From (5.5),(5.6), O:t is an integer, takes zero if it is not used by any fusion center. If 

a sensor is used by more than one LFC, then duplicate information will be sent to 

CFC from those LFCs and it is useless. And also the tracks from those LFCs will be 

correlated, and must be considered in fusion. Hence, a sensor can be assigned to at 

most one LFC, 

Vi (5.7) 

We have already seen that at is an integer, and now from the above constraint Ct t is 

a binary integer. 

Due to physical limitations, a LFC can handle a maximum of certain number, nJ , 

of sensors: 

N F 

LLStJJ < nJ Vj (5.8) 
t=l J=l 

Note that there is no need to use two channels to connect a sensor to a LFC, and in 

the above equations we used that a sensor will be connected a LFC through at most 

one frequency channel. 

Two sensors tha1~ are connected to the same LFC cannot use the same frequency 

since both information will be interfering with each other. Hence at most one sensor 
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can be connected to one LFC through one frequency: 

v j and f (5.9) 

We assumed that transmitting power of the sensors are software controllable with 

a minimum and maximum limit. Hence, if a sensor is not active then transmitting 

power should be zero, otherwise its transmission power should be greater than the 

lower limit, PI, and less than the upper limit, Pu: 

pt < 
t 

where P/ is the transmitting power of sensor i. 

Vi 

Vi 

(5.10) 

(5.11) 

The last constraint is that, in order to extract the signal, SNR at each LFC for 

each frequency must be greater than or equal to the threshold level, 0" min [47]: 

> Stlf O"min V i,j and f (5.12) 
",N "\.""""AI pxS ->.. 7\T 
L,.,x=l L~y=l t xyfr X) + iVo 

X#t y#j 

where rtJ is the distance between sensor i and LFC j, A is the decaying factor and 

No is the environmental noise. 

As a summary, the optimization problem that we have to solve is 

(5.13) 

(5.14) 
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Subject to 

StjJ E {O, 1} V i,j and f (5.15) 
M F 

LLStJJ - at Vi (5.16) 
J=l J=l 

at < 1 Vi (5.17) 
N F 

LLStJJ < n J Vj (5.18) 
t=l J=l 

N 

LStJJ < 1 V j and f (5.19) 
t=l 

pt 
t < Pu ai Vi (5.20) 

pt 
t > PI ai Vi (5.21) 

ptS ->.. 
t tJJrt) > StlJ {}"min V i, j and f (5.22) I:N I",M pxS ->.. + AT, x=l ..ty=l t xyJr xj 0 

xi-t yi-J 

The solution methodology to this problem is given in the next section. 

5.3 Solution Technique 

The original problem is a multi-objective NP-hard combinatorial optimization prob­

lem [56]. Finding the optimal solution in real time is not easy for large scale problems. 

Hence, we propose an algorithm to find a suboptimal solution in real time. The fiow-

chart of the proposed algorithm is shown in Figure 5.2. 

III the algorithm. first we select Will (I:;~1 nj, F) optimal or suboptimal sensors 

from the available sensors by considering only the objective function. Note that even 

though we do not consider the constraints to select the above sensor subset, this 

solution will always satisfy all the constraints. Then we will add the sensors one by 
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one so that the objective value is minimized and all the constraints arc satisfied. After 

adding a sensor to already selected sensors, feasibility check is performed as follows: 

1. Sensors are assigned to LFCs. Note that this assignment has to be performed 

from the beginning whenever a new sensor is added to the selected sensor subset. 

2. After sensors are assigned to LFCs, the transmitting frequencies will be assigned 

to each sensor. 

3. Finally, transmitting power is assigned to each sensor. However, if no feasible 

solution is found for power assignment, the selected sensor subset is not feasible 

and the sensor that was added last is removed from the selected sensors. Note 

that this removed sensor is not needed to check for feasibility in the future after 

adding one or more sensors to current sensor subset, since this is obviously 

infeasible. 

After adding possible maximum number of sensors, we will perform local search to 

find a better solution by swapping the sensors in and out until the stopping criteria 

is satisfied. While performing the local search, all the remaining sensors including 

sensors that were ended up with infeasible solutions should be considered. 

The detail explanations of the above steps are given next. Let 52)! = 02 * f3!) * 12j, 

where O:i takes the value 1 if that sensor is selected and 0 otherwise, (32) takes the 

value 1 if sensor i is assigned to LFC j and 0 otherwise, and I!! takes the value 1 if 

sensor i is assigned to frequency f and 0 otherwise. 

The original problem is decomposed into four subproblems: 

1. Finding 0:2 (explained in section 5.3.1) 

2. Finding f32J (explained in section 5.3.2) 
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3. Finding lif (explained in section 5.3.3) 

4. Finding ~1 (explained in section 5.3.4) 

5.3.1 Active sensor selection 

In this section, we describe briefly how to select the sensors that should be active. 

Since handling multiple objectives is difficult, we combine both objectives, by giving 

suitable weights to each objective, to form a single objective which is easy to handle. 

The weights can be selected based on the requirements. The combined objective is 

where Hid is the weight given to the detection function. 

To find at, first we have to decide how many sensors to select. The maximum 

number of sensors that can be active at anyone time is 2:;~1 min(nJ' F). However, 

if we select 2:;~1 min( nJ , F) sensors by considering only the objective, we might not 

be able to find a feasible {3tJ' Itf and Pt! with selected sensors, at. Hence, first we 

will select min (2:;~~1 nJ , F) sensors, which definitely give a feasible solution to the 

original problem, by finding a better initial solution followed by a local search. The 

solution consists of the following steps: 

1. Select the best sensor that gives the minimum objective value when only one 

sensor is used. 

2. Keep on adding sensors one by one until min (2:;~1 nJ , F) sensors selected. If 
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n sensors are already selected, then the (n + 1 )th sensor is the one that gives 

the minimum objective value when added with the already selected sensors. 

3. Perform a local search by swapping sensors in and out such that the objective 

value is minimized. 

After finding a better solution with min (2..::~1 nj, F) sensors, add sensors one 

by one until no more sensors can be (or need to be) added. The steps to select the 

(n + 1 )th sensor are: 

1. Rank the remaining sensors based on their performances combined with already 

selected sensors. 

2. Select the bes1~ one as the (n + 1 )th sensor and solve for i3!], Ilf and ptl as 

explained in sections 5.3.2, 5.3.3 and 5.3.4. If there is no feasible solution for 

ptl, select the next best sensor as the (n + 1 )th sensor and do the feasibility 

check again. Keep on changing the sensor in the rank order until get a feasible 

solution. 

After selecting the maximum possible number of sensors, a local search is per­

formed by swapping the sensors in and out such that the objective value is minimized 

and a feasible solution is obtained for i3lj, lif and pr 
Note that the alg;orithm is interrupted at any stage if the time limit is reached. 

5.3.2 Sensor-to-LFC assignment 

After selecting the active sensors, we have to decide to which LFCs the selected 

sensors should be connected. In order to improve the SNR at each LFC for each 

frequency, the distances of the sensors from the assigned LFCs must be minimized 

while the distances from other LFCs are maximized. 
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Then, the sensor--to-LFC assignment, f3t]' can be formulated as: 

(5.24) 

Subject to 

N 

Lf3t] < n] Vj (5.25) 
t=l 
111 

Lf3t] at Vi (5.26) 
.1=1 

f3t] E {O, I} V i and j (5.27) 

The above problem is a linear binary integer programming, and it can be solved 

using CPLEX solver [17]. 

5.3.3 Sensor-to-frequencyassignment 

After finding; the i3tj values for the selected sensors, at, the remaining problem is 

to assign the transmitting frequencies, It]' and transmitting powers, pL to all the 

selected sensors. Since the sensor battery energies are limited, we have to minimize 

the power consumption to increase the sensor's life time. The remaining problem is: 

min (5.28) 
t=l 
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Subject to 

"M E {O, I} V i and f (5.29) 
N 

La~ {3~J"'M < 1 V j and f (5.30) 
~=1 

p~ 
t < Pu a~ Vi (5.31) 

p~ 
t > PI a~ Vi (5.32) 

N 

( N AI ) L a~ {3~J I~J Pt~ r~)... > (]'m~n ~ Pt
X ~ IxJr~)... + No V j and f (5.33) 

~=1 
x#~ 

This is also a NP-hard problem. If the transmission power is fixed, the above 

problem can be solved easily. However, in order to incorporate the advantage of the 

variable transmission power, I~J and Pt! have to be considered together. The following 

approximation is used to solve the above problem. 

1. All the LFCs arc arranged in all order. Lct the first LFC be the one in anyone 

corner. The next LFC is the one closest to the previous LFC form the remaining 

LFCs. 

2. Assign the frequcncies to the first (j = 1) LFC's sensors. Since the number of 

sensors assigned to this LFC is less than or equal to F, simply assign anyone 

frequellcy, but different, to one sensor. 

3. Assign the frequencies to the j-th LFC's sensors by solving the following opt i-

mization problem: 

mm max C~J 1~J 
~=l .... ,NJ 

(5.34) 

J=l, ... ,F 
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Subject to: 

1!f E {O, 1} V i and 1 (5.35) 
F 

L11f 1 Vi (5.36) 
f=l 
N J 

L1if < 1 VI (5.37) 
1=1 

where N j is the number of sensors assigned to the j-th LFC and G!f is the cost 

of assigning frequency 1 to sensor i. 

Note that 1 is used instead of ,{, since only the subset of sensors that are assigned 

to the j-th LPC is considered. However after finding the solution to 1, '{ will 

be updated. 

To find the value of G!f' the cost of assigning frequency 1 to sensor i, we first 

find the transmission powers correspond to the sensors that use frequency 1, 

including sensor i, by using the formulation given in the next subsection (5.3.4), 

and then we calculate Gtf by 

(5.38) 

where if indicates the sensors that are using frequency 1 including sensor i, N f 

is the number of sensors using frequency 1 and jy is the LPC to which sensor y 

is assigned. 

The Gtf gives the maximum of the noise-to-signal ratio for frequency 1 at any 

LFC, if frequency 1 is assigned to sensor i. In order to improve the possibility 
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of getting a feasible solution for P!, the maximum value of the noise-to-signal 

ratio over all the frequencies is minimized in (5.34). 

The above problem can be reformulated as a linear integer problem: 

mm T (5.39) 

Subject to (5.31:», (5.36), (5.37) and: 

Vi, f (5.40) 

This problem can also be solved using CPLEX solver [17]. 

4. Continue this process until no more LFC remains. 

5.3.4 Transmission power assignment 

After finding the G: l , (3zj and lif' the remaining problem is to find the trallsmissioll 

power for each active sensor. In order to increase the life time of the sensors, trans­

mitting powers must be minimized while satisfying the constraints. 

Transmitting power assignment, Ptz, can be formulated as 

(5.41) 



CHAPTER 5. DISTRIBUTED TRACKING 

Subject to 

Vi 

Vi 

> amm (t, P," t 1xjr:;f + NO) 
xi=~ 

N 

L at (3ij "!'!! P; r~>' 
~=1 

89 

(5.42) 

(5.43) 

V j, f (5.44) 

The above problem is a linear convex problem [10], and can be solved easily using 

the CPLEX solver [17]. 

Note that for some a~, (3~J and "I~f, there will not be any feasible solution for power. 

In that case, ai, (3~J or "Iif has to be changed so that a feasible solution is found. 

5.4 Simulation Results 

In the simulation scenario, the number of targets T = 2; the number of LFCs .M = 4; 

the number of sensors N = 100; the maximum usable sensors by each LFC nJ = 4; 

the available number of channels F = 5; the measurement interval is 30 seconds; 

measurements are the bearing from the sensors to targets; measurement standard 

deviation JE = n.05 radians; the field of view of the sensor V = 27r radians; the 

transmission power bounds pz = 0 and Pu = 1 Watts; the threshold of SNR amm = 10 

dB; the probability of false alarm is 0.001. 

Since the measurement model is nonlinear, EKF based information filter (see 

section 2.1.2) is used to track the targets at each LFC [4, 5]. Because of the existence 

of multiple targets and false alarms, measurements must be associated to already 

established tracks, new tracks or a dummy track that corresponds to tracks due to 

false alarms. First, we used the (S+l)D (or multiframe) assignment algorithm to 
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associate the measurements with the already established tracks [66]. The remaining 

measurements, which are not associated with any of the already established tracks, 

are associated with new tracks or dummy track using the S-D algorithm [57]. New 

tracks are formed with the associated measurements using Iterated Least Squares 

(ILS) estimator [5]. 

Estimation at the CFC is performed using (2.44) and (2.45) that consider a single 

target. However, multiple targets can be tracked by each fusion center, and the 

estilllate of each target has to be updated. Hence, first CFC will group the estimates, 

that belong to same target, from all the LFCs. Since LFCs get the feedback from the 

CFC, track ID can be used to identify the target that corresponding to each estimate 

[67]. However, track ID will be the same only for the already established tracks. If 

new tracks are formed by LFCs then the technique explained in section 2.3.4 is used 

to decide if they are from the same target. 

The solution for the sensor management using the proposed algorithm is shown in 

Figure 5.3. We have shown the selected sensors, their LFC and frequency assignments. 

In that figure, '.' indicates the LFC and the capital letter (e.g., A, B, ... ) near to 

it indicates its name .. The '.' indicates the sensor, '.' indicates the selected sensor 

and the small letter (e.g., a, b, ... ) near to it indicates that the sensor is assigned 

to the corresponding capital letter LFC (e.g., sensor 'a' is assigned to LFC 'A'). The 

number near the selected sensor indicates the frequency channel that is assigned to 

it. The '*' indicates the target. When the decaying factor is high, the co-channel 

interference is less. Hence we could use more sensors with decaying factor 4 than 

decaying factor 2. However, even with decaying factor 2, the proposed algorithm 

assigns enough sensors to the already exiting targets and other sensors to cover the 

boundaries through which new targets can enter the surveillance region. Since we 
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could not find any other method that can handle similar type of sensor selection 

problem in the literature, we could not compare this result to any other method. 

In order to compare proposed method with some existing methods, we used a 

slightly different scellario. The differences are: the sensors are randomly distributed 

in the surveillance region; the number of targets T = 3; the available number of 

channels F = 20. Since the available number of channels (20) is greater than the 

maximum usable sensors by all the LFCs (4x4) , the frequency assignment is not an 

issue here and the solution can be found easily. However, we do not use any clustering 

in the proposed algorithm. 

In the literature, sensors are clustered based on target or fusion center [79]. Target 

based clustering cannot be applied to our scenarios, since number of target is time 

varying and a sensor can get measurements from more than one target. Fusion center 

based clustering is applicable to the above scenario, and an algorithm using clustering 

is explained next. 

First sensors are clustered based on the LFCs, i.e., a sensor can be used only by 

the closest LFC. The clustered sensors are shown in Figure 5.4. Clustering helps to 

perform the sensor-to-LFC assignment, and it is performed prior to selecting the ac-

tive sensors. The remaining problem is to select the active sensors. In the literature, 

an LFC considers only its region to select its sensors. However, to reducc thc diffcr-

ence between proposed algorithm and this algorithm, we assume that whole region is 

considered to select the active sensors. Also in many papers in the literature, tracking 

and coverage problems are considered separately [6, 7, 18, 34, 59]. That is, either 

they considered only the tracking accuracy of the existing target or the detection 

probability of existing and newly appearing targets. However, here already existing 

targets as well as the possible new targets are considered in sensor selection. 
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The comparisons of proposed algorithm with the algorithm [79] that used LFC 

based clustering are shown in Figures 5.5, 5.6 and 5.7. Figure 5.5 shows the selected 

sensors and their LFC and frequency assignments. The symbol notations in this 

figure are same as ill Figure 5.3. There arc three targets around the LFC B. In 

proposed algorithm, enough sensors are assigned to those targets and others sensors 

are assigned to catch the new targets. In the algorithm with clustering, only four 

sensors, which are not enough to track all three targets, are assigned to the existing 

targets. Figure 5.6 and 5.7 show the comparison of the RMSE and the PCRLB, 

respectively. Proposed algorithm gives more than 30 percent improvement than the 

algorithm that used clustering. 

The average computation time of the proposed algorithm for the above scenario 

is 4.2 seconds. The corresponding time for LFC based clustering algorithm is 3.1 

seconds. Both algorithms are coded in Matlab and run on a 2.4 GHz Pentium 4 

processor. The proposed algorithm gives around 30 percent improvement in the 

performance than the algorithm that used clustering with around 35 percent more 

computation time. Computation time is not much important as long as it is smaller 

than the allocated time, and it can be further reduced by coding the algorithms in C. 

Even though no paper in the literature consider the frequency and transmission 

power assignment with active sensor selection, to see the affect of clustering on com­

putation and the performance we consider the following scenario: the number of 

targets T = 3; the available number of channels F = 6, the maximum usable sensors 

by each LFC nJ = 4; decaying factor A = 4. In the algorithm with clustering, LFC 

based clustering is used instead of 5.3.2. Algorithms are stopped if either allocated 

time is reached or a local optimum is found with one sensor swapping. 

The best objective function values found by both algorithms in the allocated times 
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Table 5.1: The best objective function values found using clustering and proposed 
algorithms 

Allocated Scenario 1 Scenario 2 
time Algorithm Proposed Algorithm Proposed 

(seconds) with clustering algorithm with clustering algorithm 
5 1222 5851 7214 10966 
15 929 5831 6926 10964 
25 929 715 6926 3285 
35 929 668 6926 3285 

are shown in Table 5 . .1. When the allocated time is less than or equal to 15 seconds, 

the algorithm that used clustering gives the better solution. However, with more 

allocated time proposed algorithm find a better solution alld it is (30-50 percent) 

better than the solution obtained by the algorithm with clustering. Note that the 

computation times can be reduced significantly by codillg the algorithm in C, and in 

most cases we will have enough time to reach a better solution using the proposed 

algorithm. 
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Figure 5.4: A sample scenario with clustered sensors 
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Figure 5.5: Sensors selected with proposed algorithm and an algorithm that used 
LFC based clustering. 
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Chapter 6 

Sensor A .. rray Management for 

DecentraLlized Tracking 

In this chapter, we extend the works of previous two chapters to decentralized archi­

tecture, shown in Figure 2.7, in which there is no central fusion center and each FC 

gets information only from its neighbors. 

6.1 Problern Description 

In our problem, there are few fusion centers in the surveillance region. Each FC can 

communicate only with its neighbors. The FCs that are in the communicable distance 

from a FC are considered as its neighbors. There are a large number of sensors, 

which are already deployed, and their locations are fixed and known. However, due 

to physical limitations, only a maximum of certain number of sensors, nj, can be 

used by each FC, j, at anyone time. In addition, the active sellsor subset can only 

be changed after a certain minimum number of time steps. The number of targets 

in the surveillance region is time-varying, i.e., a new target can appear or an already 

99 
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existing target can d.lsappear at any time. A sample scenario is shown in Figure 6.1, 

where· indicates sensor, • indicates FC and * indicates target. 
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Figure 6.1: A sample scenario 

The problem is to assign a sensor subset to each FC such that the tracking per-

formance is maximized, i.e., the already established tracks are maintained accurately 

and the newly incoming targets are detected immediately and accurately. Note that 

because of the additional difficulties due to lack of global knowledge, we assume that 

the frequencies are already allocated to each FC, and only problem is to find the 

active sensors. 

6.2 Probleua Formulation 

We can obtain the optimal solution, if there is a central fusion center and it performs 

the sensor selection considering all the possibilities. However, in the decentralized 

architecture this is not feasible, since FCs may not have the global knowledge, com­

munication might not be reliable, and it is computationally very demanding. Hence, 

each FC has to decide its own sensors. Even though each FC selects its own sensors, 
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it cannot make the decision based on its region only. In order to ensure better sensor 

selection and thus better tracking results, FCs have to consider which of the sensors 

will be used by other FCs, at least the neighboring ones, as well. Considering all 

other FCs is not feasible due to lack of global knowledge and heavy computation 

requirements in large scale problems. Hence, each FC considers only its neighbors 

while performing the sensor selection. 

First, in order to avoid one sensor being used by more than one fusion center, 

which will introduce redundancy as well as correlation between tracklets, sensors are 

clustered based on geographic location. That is, a sensor can only be used by the 

nearest FC. Then, each FC will select the sensors from its region. However, in the 

later sections we propose some techniques to avoid clustering, which will help to 

improve the performance as shown in the previous chapter. 

6.2.1 Synchronous sensor selection 

In this section, it is assumed that FCs exchange their information just before they 

select their sensors, and all the FCs change their sensors at the same time. Active 

sensor subsets of all the FCs are changed after every l measurement time steps. A 

sample communication and sensor change time steps with l = 5 are shown in Figure 

6.2, where 0 indicates the tracklet transmission and fusion, and 0 indicates the sensor 

change. 

Let us consider the sensor management at FC a. Suppose the next sensor change 

occurs at time k + 1, and the FIM, after fusing neighbors' information, at time k is 

Ja(k). Suppose it has M neighbors (including itself). It has to decide which of the 

sensors should be used at time steps k + 1, k + 2, ... , k + l. Note that the same sensors 
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Figure 6.2: A sample sensor change and communication time steps 

will be used in all these time steps. Then the objective is to: 

arg mm 
{sf ;f=1,2, ... ,M} 

(t (Wj t (w, f~rli~,M trace ([Jf(k + in,)) ) ) 
+ Wnew (IE ~min trace (J£ew(Xnewt1)) (6.1) 

f ~1,2, ... ,l\J 

where 

Nf 

[Fk+JJf (k + j - 1)-1 F~+J + r k+Jr1 + L sf J!, (k + j) (6.2) 
2=1 

Note that instead of Jf(k + I), Jlused(k + I) is used, and it is given by 

M 

Jlused(k + I) = Jf(k + l) + L (Jb(k + I) - Ji(k + Ilk)) 
b=l 
bi-f 

(6.3) 
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In (6.1), Wnew is the weight given to the new targets, Wj is the weight given to 

(k+ j)th time step and Nj is the number of sensors that belong to FC f. S( takes one 

if i-th sensor of FC f is selected and zero otherwise. The IE denotes the expectation 

over all possible new target positions. In general, the expectation has to be found 

numerically, as explained in the previous two chapters. 

The information about the new target, Jnew , is given by: 

Nf 

Jlew(xnew) = L sf Jz, (Xnew) (6.4) 
t=l 

Since there is no prior information about the new target, the information from the 

sensors is only considered in the above equation. However, if there is any prior 

information, that also can be added. If the velocity information of the new target is 

not available in one time step, then only the position PCRLB can be considered. 

Note that in the previous two chapters we used the probability of detection as the 

cost function for newly incoming targets. In those two chapters, we assumed that 

the new targets appear only through the boundaries. In that case, even one sensor is 

enough to initialize the new target. However, if the new targets can appear anywhere 

in the surveillance region, then, in general, more than one sensor may be necessary to 

initialize a track. For an example, if the measurements are the bearings from sensor 

to target, then at least two sensors are necessary to initialize the track. In that case, 

PCRLB of the new targets is the suitable and better choice for cost function, and used 

in this chapter. Even in the formulations of previous two chapters, we can replace 

the probability of detection with PCRLB, when new targets can appear anywhere in 

the surveillance region. 



CHAPTER 6. DECENTRALIZED TRACKING 104 

The constrains are: 

for j = 1, 2 ... , Al (6.5) 

sf E {0,1} \j j, i (6.6) 

Note that only the targets that are in the neighboring regions are considered in the 

above equations. Even for the new target, the IE is taken only over the neighboring 

regions. 

For the sensor management purpose, we assume that neighbors also have the same 

amount of information about all the targets at time k. Then, J1(k + 1) = Jx(k + 1) 

for all j. 

6.2.1.1 Sequential Sensor Management 

In the above algorithm, each FC selects its own sensors by considering which sensors 

will be used by its neighboring FCs. However, in the end, the neighbors might select 

different sensors than what a FC thought, since neighbors consider their neighbors 

that are not considered by the FC, and also they might have different estimates. 

That is, although a FC considers its neighbors' action in its sensor selection, it does 

not have all the information nor does it have the correct information of neighbors 

at all times. The effect of this problem can be mitigated by performing the sensor 

management in a predefined sequence. 

An example sequence corresponding to the architecture shown in Figure 2.7 is 

shown in Figure 6.3. First, the FCs with tag 1 will perform the sensor selection by 

considering which sensors will be used by its neighbors. After selecting their sensors, 

they will inform their selection to their neighbors. Then the FCs with tag 2 select 
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1 2 1 2 1 

2 3 2 3 2 

1 2 1 2 1 

2 3 2 3 2 

1 2 1 2 1 

Figure 6.3: Predefined sequence of fusion centers 

their sensors. However, now they do not need to find the sensors for neighbors with 

tag 1. Instead they will use the known values. Hence computational load of these 

FCs is less than FCs with tag 1. After they select their sensors, they will inform 

their selection to their neighbors with tag 3. Finally FCs with tag 3 perform the 

sensor selection using the information about the neighboring FCs. Computation load 

of these FCs is very low compared to others, since they have to find only their sellsors. 

Since the FCs with tag 2 consider the actual sensors that will be used by their 

neighbors with tag 1, they will select better sensors that will cover the uncovered areas 

by neighbors. Similarly, FCs with tag 3 will select the sensor subsets that overcome 

the neighbors mistakes. 

An additional advantage of sequential sensor selection is that clustering is not 

necessary, since FCs with tag 2 can avoid the sensors selected by FCs with tag 1, 

similarly FC with tag 3 can avoid the sensors already selected by its neighbors. 

However, the disadvantage of sequential sensor selection is that it requires more 

communication and Iater FCs must wait until others select their sensors. 
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6.2.2 Asynchronous sensor selection 

In the previous section, we assumed that communication and sensor selection are 

synchronized over the FCs, and scnsor change intervals are fixed and known. However, 

in general scenario FCs may not change their sensors at the same time, and sensor 

change interval may not be fixed. Hence, in this section we consider a more general 

scenario with an additional objective to maximize the sensor life times, when sensors 

have limited energy resources. 

The active sensor subset of each FC is changed if the estimation uncertainty of 

any target goes above a certain limit. However, there is a lower and upper limit for 

sensor change interval. Let say, last sensor change occurred at time step k and current 

time step is k + j, then a binary variable, c, that takes value 1 if need to change the 

current active sensor subset, and zero otherwise is given by: 

{ 

0 if j :s Cl or (j :s Cu and Ut < Lu for all t) 

c = 1 if j > Cu or (j > Cl and Ut > Lu for any t) 
(6.7) 

where C l and Cu are lower and upper limits of sensor change interval respectively, 

Ut is the uncertainty of state estimate of target t and Lu is tolerable estimation 

uncertainty. Thus, FCs may change their sensor subsets at difi"crcnt time steps and 

any FC cannot predict the exact next sensor change times of its neighbors. Rather, 

it will know only an interval, which can be calculated using the last sensor change 

time, lower and upper limit of sensor change interval of its neighbor. 

Fusion centers transmit the tracklets to their neighbors just before they change 

their active sensor subset. In addition to tracklets, the detail of new sensor subset is 

also transmitted at that time. Since the sensors are changed asynchronously and FCs 

send their track information just before they change their sensors, communication 
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times are also asynchronous. A sample sensor change time steps are shown in Figure 

6.4, where D indicates the track fusion, and <> indicates the sensor change and the 

transmission of tracklets. 

1 

.... - ----------

k=7 

k=8 
----------. 

Figure 6.4: A sample sensor change and communication time steps 

Let us consider the sensor selection at FC a at time k, at which sensor selection 

criteria is satisfi{~d. 

The objectives are: 

1. Optimize the tracking performance of existing targets: 

e
u 

T ( ) min I: 2= WJt _min max trace ([Jt(k + j)-lL) 
. J-1,2, ... ,1-.1 v=12 ... nf(k+J) 
J=l t=,1 " , v 

(6.8) 

where n~ (k + j) is the number of possible versions of FIMs at FC f at time step 
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k + j and WJt is the weight given to target t at time step k + j. It is possible to 

have more than one version of FIM at any time because of the uncertainties in 

sensor change times and tracklet transmission times. For an example, assume 

FC a has only one neighbor, last sensor change of neighbor occurred at k - 3, 

C1 = 5 and Cu = 7. 

FIMs at 
nelghbor 

FIMs at 
Fe a [ 

Figure 6.5: Possible versions of FIMs 

k+C" 

Figure 6.5 shows the possible versions of FIMs at neighbor and FC a. At time 

k, FIM of neighbor is updated using the tracklet from FC a, and FC a start to 

use the new sensor subset. At k and k + 1, only one version of FIM is available 

in both FCs due to no uncertainty in those time steps. However, at k + 2, k + 3 

and k + 4 there are possibilities for sensor change and tracklet transmission 

at neighbor. Hence, there are 2 possible versions of FIMs at time k + 2 and 

3 versions at k + 2 to k + C u , as shown in Figure 6.5. Note that multiple 

version of FIMs are possible at FC a due to uncertainty in tracklet receive time 

from neighbor, and at neighbor due to uncertainty in sensor change time. Even 

though, there is a possibility for sensor change at any time step between k + C1 

and k+Cu at FC a, in (6.8) we take the summation over Cu time steps under the 

assumption that the next sensor subset may be used until k + Cu' However the 

possibility of changing another new sensor subset before k + Cu is incorporated 
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Note that only the targets in the neighboring regions are considered in the above 

equation, under the assumption that other targets will be tracked by some other 

FCs. 

2. Detect the newly incoming targets quickly and accurately: 

Cu Pnew 

min L 2= Wjp _min max trace (Jtew(x~ew' Sf,j)~l) (6.9) 
f-l,2, .. ,!v! Sf-{sf Sf} 

J = 1 p== 1 - current' new 

where x~ew is the possible state of new target, Pnew is the number of particles 

used for representing possible new target states, S[urrent and stew are current 

and next sensor subsets of FC j, and WJP is the weight given to particle p 

at time step j. Note that new target particles are distributed only over the 

neighboring regions, and prior information about new target states are used in 

distributing particles. In the Jtew calculation, only the stew is used for FC a, 

and for others S[urrent is used if k + j - l f < Cz, both possibilities, i.e., S[urrent 

and stew, are considered if Cz :S k + j - If < Cu , and stew is used otherwise. 

3. Optimize the sensor life times: 

!vI Nf 

min L L cf sf (6.10) 
f=l t=l 

where cf is the cost of i-th sensor of FC j, which is the function of its remaining 

energy and the sensors close to it. If there is another sensor, which can give 

almost equal performance when replaced for the particular sensor, with enough 

energy, then the cost of particular sensor must be close to zero. On the other 
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hand if we do not have any sensor close by, then there is no replacement for it, 

and we want to use it for long time, and the cost must be high. The cost can 

be calculated as 

_ (min(D~eig, Dmax) _ B:em) 
c~ - max 0, D B 

max max 
(6.11) 

where D~eig is the distance of the nearest sensor, which has more energy than 

sensor i, B;em and Bmax are the remaining and initial battery energy of sensor 

i, respectively. Dmax is design parameter, and it should be decided based on 

sensor type. Note that the cost of each sensor can be calculated prior to sensor 

selection. 

Since it is hard to handle mUltiple objectives, we form a single objective by com­

bining the objectives with suitable weights, and given by 

arg min 
{sf ;f=1,2, .. ,M} 

111 N f 

+ WbLLc!sf (6.12) 
f=l ~=1 

where Wb is the weight given to the objective of sensor life times. 

The constrains are: 

Nf 

LS! < nf forj=1,2 ... ,J}I (6.13) 
~=1 

Sf 
! E {0,1} V j,i (6.14) 
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Note that, if Wb is zero, then the solution of the above problem will be same as that 

of the above problelJl with modified constraint 

for f = 1, 2 ... , A1 (6.15) 

instead of (6.13). 

Already we have mentioned that sensors are clustered based on FCs in order to 

ensure that no sensor is used by more than one FC. However, an advantage of asyn­

chronous sensor changes is that clustering can be easily avoided if any two neighbors 

are not changing the sensors at the same time. However, if two neighbors decided to 

change their sensors at the same time, then collaboration is necessary to avoid the 

clustering. 

6.2.2.1 Weight selection 

In this section, we describe how to select the weights, which are used in the objective 

functions, scenario dependently. 

The weights are: 

• Weight of target t at time k + j, ~t. 

We give the weight to each target according to the target type and the state. 

One might want to give more weight to enemy targets compare to friendly 

targets. Similarly, the state of the target is also an important factor in weight 

selection. Low speed targets are less dangerous than high speed targets. In 

addition to the speed, position of the target should also be considered in weight 

selection. We give more weights to the targets that are close to our important 

locations. 
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PCRLB of each target is calculated based on its predicted states. If we have 

accurate prediction over all the time steps, then we can give equal weight to all 

the time steps. However, prediction accuracy of target state diminishes with 

time, and hence the weight of time steps also should be decreased with time. 

In (6.8), we assume that the new sensor subset will be used up to k + Gu . 

However, another new sensor subset can be used at anytime after k + GI , and 

this uncertainty must also be incorporated into the weights. 

Then the weight is given by: 

Emax 1 ( 
Wjt = Wjt x . x r6.16) 

max (Emax, Jtrace ([Jx(k + Jlk)-llt)) max(l,j - Gt + 1} 

where w]t is the weight given to target t at time k + j based only on target 

type and state, as explained above, and Emax is a design parameter. Emax is 

the maximulll error in predicted state that may not effect the sensor selection 

significantly, and this is a function of measurement lllodels and sensor locations. 

For an example, if the measurements are angle only and sensors are placed 500m 

apart, then a suitable value for Emax can be 125. 

Finally, we normalize all the weights so that it is easy to define the weights of 

other objectives . 

• Weight of new target particle p at time k + j, W]p. 

Similar to existing targets, we can give more weights to the particles that are 

close to our important locations. In addition, we may want to give less or more 

priority to new targets compare to already established tracks. Then the weight 
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is given by 

W X 1 

W 
p max(1,J-C1+1) 

lP = W new X p C 1 
'\"' new '\"' u W X _~---=---::-;-
6 p=1 6 J =1 p max(1,J-C1+1) 

(6.17) 

where W new is weight given to new targets compared to already established 

tracks, wp is the weight given to particle p based on its state . 

• Weight of sensor life times, Wb . 

Siuce the uuit~: of first two objective functions are different from third objective 

function, we need a suitable weight to balance them. In addition, we can use this 

weight to specify how important is the sensors' life times compared to tracking 

performance. For an example, if we expect to have trace of each target PCRLB 

around 100, and equal importance given to tracking performance and sensor life 

times, then VVi, = 100. 

6.2.2.2 Collaboration 

In the above formulation, we assumed that PCRLB at neighbors are the same as at 

FC a at last communication time steps, since we do not know the exact values. Even 

if we predict the PCRLB based on the tracklets that are received from the neighbors, 

the prediction might not be accurate, since neighbors use their neighbors' tracklets, 

which are not available at FC a, to update their tracks. In addition to PCRLB, 

the estimates may also be different at FCs. Note that current estimates will affect 

the future PCRLB calculation, which is a function of predicted states. In order to 

mitigate the effect of this problem, we may request additional information, such as 

current estimates, corresponding covariances and any additional information about 

next sensor change time, from neighbors just before deciding the new sensor subset. 
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As we mentioned in the previous section, avoiding clustering will help to improve 

the tracking performance. However, if we avoid the clustering, then there is a possi-

bility that a sensor being used by more than one FC, which change their sensors at 

the same time. This problem can also be solved by collaboration. FCs can commu-

nicate their tentative selections with neighbors, and make the final s(~lectioll based 

on neighbor's selection. However, obviously it will require more communication and 

computation. 

6.3 Solution Technique 

The above problems are NP hard combinatorial optimization problems [56]. Finding 

the optimal solution in real time is really hard, since the complete enumeration is 

not viable when the number of possibilities is very large. However, for large scale 

problems, an iterativp local search technique is used to fiud a near optimal solution 

[43]. This is given as follows: 

1. Select an initial solution as follows: 

• Select a sensor for first FC that gives optimal performance when only one 

sensor is used. 

• Select a second sensor for second FC that gives optimal performance when 

only two sensors are used including the first selected sensor. 

• Continue to select one sensor for each remaining FCs. 

• Continue to add one sensor at time in the order described above until all 

FCs reach their limits. 
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At each stage, a complete enumeration is performed to determine which sensor 

should be added. 

2. Search for better solutions in the neighborhood until reach SOlIle prc-spccifi{~d 

time limit: 

• Step 1: Set 1 = 1, if = 1 for VI = 1,2, ... ,.111 

• Step 2: Remove the irth sensor selected for FC 1, and replace with another 

sensor. 

If the new sensor set give better performance, make this as the selected 

set and 

* if if = Nf , then set if = 1, otherwise set if = if + 1, 

* if 1 = .III, then set 1 = 1, otherwise set 1 = 1 + 1 

* go to Step 2. 

otherwise perform Step 2 with another replacing sensor until no more 

sensor is remaining. 

• Step 3: For (6.12) with Wb > 0, remove a sensor at a time from the selected 

sensors and then perform the local search with reduced number of sensors 

as explained in Step 2. Note that we do not need to search for better 

solution by removing any sensor with Ct = O. 

Initially, form a neighborhood by swapping only one sensor from the current solu-

tion. If the current solution is optimal in the above neighborhood, then form a new 

neighborhood by swapping two sensors. Keep on increasing the number of sensors 

that are swapped for forming the neighborhood until the time limit is reached. 
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The local optimum of a certain neighborhood can be obtained quickly by swapping 

the sensors in the order of their rank, where the rank of each sensor is based on its 

individual performance. 

6.4 Simulation Results 

6.4.1 Synchronous sensor selection 

In the simulation scenario, the number of FCs F = 9; the total number of sensors 

N = 400; each FC's capacity nj = 5; the measurement interval is 30 seconds; sensor 

subsets are changed every five measurement steps; the measurements are the bearing 

from the sensor to target; measurement standard deviation ~ = 0.01 radians; the 

field of view of the sensor V = 27r radians; new targets can appear anywhere in the 

surveillance region. Communication range of FCs = 4000m, and their neighbors are 

shown in Figure 6.6. The weights are: Wk+1 = Wk+2 = Wk+3 = Wk +4 = Wk+5 = 1; 

Wnew = 5. 

Figure 6.6: Neighbors of FCs 

The sensors selected at the beginning, when no tracks are initialized, are shown 
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in Figure 6.7. Since we assume that new targets can appear anywhere in the region, 

sensors try to cover the whole region. Note that at least two sensors are needed 

to initialize a track since the measurement is bearing only. Hence, each point in the 

surveillance region must be covered by at least by two sensors. In addition to that, for 

better initialization of X and Y coordinates, sensors have to look from perpendicular 

directions. Since we used the PCRLB that explicitly considers new target births in 

sensor selection, the selected sensors, shown in Figure 6.7, provide better coverage of 

newly emerging targets thereby resulting in superior estimation results later on. 

The sensors selected at k = 13, with 3 targets, are shown in Figure 6.8. Few 

sensors are assigned to track the existing targets while the others are assigned to 

initialize the new targets immediately and accurately. One of the targets has just 

appeared and, therefore, no sensor is assigned to that target particularly. However, 

that target is tracked by the sensors that are assigned for new targets. 

The position RMSE of all the targets at each FC is shown in Figure 6.9. The 

minimum RMSE of each target over all the FCs is shown in Figure 6.10. The RMSEs 

of some targets are high at some FCs since those targets are far away from those FCs. 

However, each target is tracked accurately at every measurement step by at least one 

FC. 

6.4.1.1 Comparison of proposed solution technique with GA and ACO 

In order to compare the proposed solution technique with other heuristic algorithms, 

we have considered g;enetic algorithm [40] and ant colony optimization algorithm [69]; 

see appendices C and D for detail explanation of GA and ACO algorithm, respectively. 

The parameters of GA are: population size = 50, crossover ratio = 0.9, mutation ratio 

= 0.001 and elitism ratio = 0.04. The parameters used for the ACO algorithm are: 
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number of ants, nArds = 50; pheromone trails lower and upper bounds, Tmin = 0.01, 

Tmax = 1, respectively; pheromone factor weight, a = 2; pheromone evaporation rate, 

p = 0.98. In order to match the proposed algorithm with other two, we represent 

50 sensor swaps by one cycle. All the algorithms are stopped after 500 cycles or 

30 minutes, whichever occurs first. In addition, the proposed solution technique is 

stopped if we reach the local optimum with swapping only one sensor at a time. The 

performances of all the algorithms in a typical run are shown in Figure 6.11. The 

proposed algorithm finds the local optimum in 75 cycles and it takes 2.9 seconds. 

GA takes 21.8 seconds for 500 cycles and ACO takes 30 seconds for 198 cycles. The 

suboptimal values found by the proposed technique, GA and ACO are 961.9, 1023 and 

1156, respectively. Hence proposed algorithm finds a better solution quickly compare 

to other two algorithms. ACO algorithm is the worst one, since it takes more time 

for each cycle and converges very slowly. 

6.4.2 Asynchronous sensor selection 

In the simulation the parameter settings are: the number of FCs F = 9; the total 

number of sensors N = 400; each FC's capacity nf = 5; the measurement interval is 

30 seconds; lower and upper limits of sensor change interval are C{ = 6 and Cu = 8 

time steps; the measurements are the bearing from the sensor to target; measurement 

standard deviation .~ = O.OI radians; the field of view of the sensor V = 27f radi-

ans; surveillance region is 10000mx10000m; new targets can appear anywhere in the 

surveillance region; New target weight W new = 1; High priority area is a circle with 

center [6000m 4000m] and radius 1000m; Communication range of FCs = 4000m, 

and their neighbors are shown in Figure 6.12; the weights of the targets in the high 

priority area is 4; Dmax = 1200m, Bmax = IOO measurement steps; weight of sensor 
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life times VVb = 0 (lc1tcr a different sccnario is considcred with Wb > 0 to see the effect 

of remaining sensor energies on sensor selection). 

Selected sensors at three time steps are shown in Figures 6.13, 6.14 and 6.15, 

where. indicate the selected sensors and 0 indicates the estimated target positions. 

In Figure 6.13, at k == 4, there is only one target in the surveillance region, and sensors 

of FC 4 are selected such that tracking performance of that target is optimized in the 

current and next few time steps. Three sensors of the FC 4 cover the target while 

other two are monitoring for new targets. There is no other target close to other FCs 

and sensors of those FCs are monitoring the surveillance region for new targets. Note 

that most of the sensors of FC 5 are covering high priority area. 

In Figure 6.14, at k = 8, FC 5 changes its sensors, and four of its sensors are 

covering the target that is moving into its high priority area. Two more new targets 

appeared in the surveillance region and those are tracked by FCs using the sensors 

that were monitoring for new targets. 

In Figure 6.15, at k = 11, FC 4 change its sensors for second time. Earlier, it 

allocated most of it sensors for first target (sec Figure 6.13), which has now moved to 

the region of FC 5 and tracked by that FC. Currently, there is no target in its area, 

however there is a target in the area of FC 1, and moving towards its area. Hence, 

FC 4 allocates 3 sensors for that target and other two for monitoring new target. 

Note that, even though we say that some sensors are allocated for a target and 

others are for new target, all the sensors give some information about new and already 

existing target. For an example, in Figure 6.15 even though 3 sensors are mostly 

monitoring existing target, those sensors can also monitor the some part of area for 

new targets. Similarly other two sensors, which are mainly monitoring for new targets, 

can generate measurements for existing target. 
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III order to see tht~ effect of remaining sensor energies on sensor selection, a different 

scenario with 40 sensors and 2 FCs is considered. Sensors selected with Wb = 0, 

Wb = 50 and Wb :::: 100 are shown in Figures 6.16, 6.17 and 6.18, respectively, 

where * indicate the target, and the numbers next to sensors indicate the remaining 

energies in term of number of measurement steps. When Wb = 0, sensors are selected 

to optimize the tracking performance without worrying about the remaining sensor 

energies (see Figure 6.16). With Wb = 50, only one sensor with low energy is selected 

(see Figure 6.17). However, the selected sensors still gives near optimal coverage. 

With Wb = 100, all the selected sensors have high energy (see Figure 6.18) and the 

tracking performance degrades slightly. 
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Figure 6.12: Neighbors of FCs 
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Figure 6.14: Selected sensors at k = 8 
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Chapter 7 

Conclusi«Jns and Future Work 

7 .1 Conclusions 

In this thesis, we have considered the problem of sensor selection for centralized, 

distributed and decentralized architectures for multitarget tracking with an unknown 

associations of measurements to targets, and also with unknown and potentially time­

varying number of targets. 

The Posterior Cr,~,lIler-Rao lower bound, which provides a measure of the optimal 

achievable accuracy of target state estimation, was used as the performance measure 

of the tracking systems. Only recently have expressions for multitarget PCRLBs been 

determined [42], and the necessary simulation techniques are computationally expen­

sive. However, in this thesis we showed the existence of a multitarget information 

reduction factor (IRM), which can be calculated off-line in most cases. Addition­

ally, we proposed some approximations that further reduce the computational load 

of PCRLB calculation. 

In the centralized architecture, the problem is to select a sensor subset that gives 

131 
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the optimal tracking performance through out the measurement steps. Although a 

particular seHsor subE;et may be optimal at the time of initial activation, due to target 

motion, it may not remain optimal throughout the entire activation period. In order 

to get a sensor subset that remains optimal during the entire activation interval and 

not just at the time of activation, the predicted tracking performance over all the 

active time steps was considered. The varying number of targets was handled using a 

bi-criterion optimization technique, where one objective is to maximize the estimation 

accuracies of established targets and the other is to maximize the probability of 

detecting llew targets. A search technique was presented to find a suboptimal solution 

in real time for large scale scenarios. 

In the distributed architecture, the problem is to select subsets of sensors, assign 

them to local fusion centers, and assign the frequency and transmission power to each 

active sensor in order to maximize the tracking performance. The frequency channel 

limitation and the advantage of the variable transmitting power were not analyzed 

well in the literature. We derived the optimal formulation for the sensor management 

for the above problem based on the PCRLB. Finding the optimal solution to the 

above problem in real time is very hard in large scale scenarios. We presented an 

algorithm to find a suboptimal solution in real time by decomposing the original 

problem into four subproblems, which are easy to solve, without using the simple 

clustering algorithms that are used in the literature. 

In the decentralized architecture, the problem is to select subsets of sensors for 

each FC in order to maximize the overall tracking performance. In the decentralized 

architecture, there is no central fusion center and each FC communicates only with 

its neighbors. Hence, the fusion centers do not have the global knowledge, and se­

lecting the optimal sensor subsets, by considering all the FCs at once, is not feasible. 
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We proposed algorithms to select suboptimal sensor subsets by considering only the 

neighboring fusion centers for synchronous and asynchronous sensor selection scenar-

ios. In addition to tracking performance, sensor life times, which are limited, were 

also considered in sensor selection. Several weights were used in the objectives to 

specify the important of each element, and we proposed how to select those weights 

scenario dependently. Finding the optimal solution in real time was really hard, and 

we proposed a solution technique based on iterative local search to find a suboptimal 

solution in real time for large scale problems. The performance of proposed solution 

technique was compared with genetic and ant colony optimization algorithms, and 

results showed that the proposed technique performs much better than those two 

algorithms. 

7.2 Future Work 

In this thesis, the PCRLB equations were derived under the assumption that the 

sensors make the measurements independently. In multistatic sensor networks, which 

have the potential to improve the tracking performance in ASW, we have few active 

sensors and many passive sensors [26, 44]. The passive sensors receive the signals 

that arc emitted by the active sensors and reflected from the targets. In this case, 

sensors' measurements are dependent, and hence we need modification in PCRLI3 

equations. In additLon, if the active sensors are movable, then one has to decide 

the future locations of active sensors while selecting the sensor subsets from passive 

sensors. Hence, it will be an interesting problem to consider the path planning and 

sensor selection together. 

In the peRLB calculation for distributed and decentralized architectures, we did 
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not consider the misassociation of tracks/tracklets, which may occur in closely spaced 

targets scenarios. By incorporating these uncertainties in PCRLB calculation, we may 

be able to select better sensor subsets, which will reduce the misassociation. 

Due to the additional difficulties of the decentralized architecture compared to 

distributed architecture, we assumed that the frequencies of each Fe are predefined. 

However, we can improve the performance by allocating the frequencies dynamically, 

as we did for distributed architecture. 

In this thesis, we proposed few collaboration techniques to improve the sensor 

selection. However, the required communication and computation loads are high, 

and may not be feasible in many cases. Then, we have to come up with systematic 

collaboration techniques, which require less communication and computation. 



Appendix A 

Calculation of Measurement 

Information, Jzi(k) 

The probability of having the association vector ak (i) conditioned on mk (i) measure­

ments is given by [42] 

(mk(i) - d(ak(i)))! . . 
( C)) C)' /-LFA(mk(z) - d(ak(z))) 

P mk Z mk Z • 

T 

X II ((Pb(i))D(ak(~),t) (1_Pb(i))(1-D(ad1),t)))(A.1) 
t=l 

where d(ak(i)) is the number of detected targets and D(ak(i), t) takes 1 or 0 depending 

on whether target t is detected or not, respectively. 

The probability of having zk(i) measurement conditioned on X k, mk(i) and adi) 

is given by 

mk(l) 

p(~'k(i)IXk' mk(i), ak(i)) = II Pak(j,i) (Zk (j, i)) (A.2) 
J=l 
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where Pt(>O) is the probability density function of a detection from target t and Po is 

the probability density function of the false alarm, given by 

- 127r~kI1/2 exp ( - ~[Zk(j,i) - hi(xUJ'~kl[Zk(j,i) - hk(xUJ)A.3) 

Po (zdj, i)) -
1 

1/ 

From (A.l) and (A.2), we can rewrite (3.23) as 

T 

X II ((Pb(i))D(adt),t) (1- Pb(i)) (1-D(a k (t),t))) 

t=l 

It can be shown that 

where the (a,;3)th element of matrix [HkL is given by (3.25). 

(A.4) 

(A.5) 
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From (A.5) and (A.6), it can be shown that 

(A.7) 

where jt is the measurement number that is associated to target t, i.e., ak(jil i) = t. 

Now, from (3.21) and (A.7), the (tl' t 2 )th block matrix of matrix Jz , (mk(i), k) can 

be written as 

[Jz, (mk( i), k) Llt2 - lE{ [V x11 In (P(Zk( i) jXk' mk( i))) ] [V x~2 In (p(Zk( i) jXk, mk( i))) J'} 
- lE{[H~J:l [Qt(mk(i))Llt2~kl[H~Jt2IXd (A.8) 

The expectations in (A.8) and (A.8) are over (Xk' Zk) and Xk, respectively, and 

(A.9) 

where 

(A.10) 
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and 

G~(t) 

x (D (p,,(i))D(a.(,j"j (1 - PDli)) (l-D(a,c,j,·11 ) 

x (zk(jt,i) - hk(xD)) 

From (3.20), it can be shown that 

where 

00 
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(mk(~) ) 

II Pak(j,l) (Zk(j, i)) 
)=1 

(A.ll) 

(A.12) 

[Q~Llt2 = L p(mk(i)) [Q~(mk(i))Llt2 (A.13) 
mk(i)=O 

and Qk is the information reduction matrix (IRM) for sensor i and [QkL
1
t2 is the 

(tl' t2)th block of the IRM. [Jz,(k)L
1
t2 gives the (tl' t2)th block of Jz,(k). 

The integral (A.10) is analytically intractable and therefore numerical integration 

must be performed. In performing numerical integration there is then no need to 

expand the product of Gk(t l ) and Gk(t 2 ), as their values at each sample point can 

be calculated independently. Even though some simplification is possible after the 

expansion of the produ('t, finding the values of ea('h term separately and then taking 

the product is easier and faster. 
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A.I Expanded forms 

The expanded form of (3.22) is given by 

min(T,mk(t)) 

L f.LFA(mk(i) - d) 
d=O 

The expanded form of (A.5) is 

T mk(t) mk(t) mk(t) (d PE (i) . . ) 

td=E+1 ~ ~ ... ~ Dr (1- PE(i))pdzk(Jll 1,)) 

T T 

xL L 
JdJl jdoFjr 1 

JdoFJl 

(A.15) 
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The expanded form of (A.l1) is 

GHt) 

T T T mk(~) mk(~) mk(!) 

xL L L L L ... L (Pt(zdjo, i)) 
T1=1 T2=T1+1 Td-1=Td-2+1 Jo=l J1=1 Jd-1=1 
T1=Ft T2=Ft Td-1=Ft J1=FJO Jd-1=FJd-2 

jd-dJO 

(A.16) 
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Local Search 

A local search algorithm improves the current estimate of the optimum point by 

searching for better solutions in a local neighborhood of the current solution and stops 

if the neighborhood does not contain an improving solution [1, 56]. A local search is 

sensitive to (the quality of) the initial solution and the choice of the neighborhood. 

The selection of the initial solution to the sensor subset problem is discussed in Step 

1 of section 4.3. The choice of the neighborhood has a very significant influence on 

the efficiency of local search heuristics and it also determines the computational time 

of one iteration [43]. A neighborhood structure to our problem is given next. 

Let Cs = [Cs(1), Cs(2), . .. , Cs(n)] be the current solution and Ns(i) = [n sl (l), nsl (2), 

... ,nSl(n)] for i = 1,2, ... , (Nn) be the i-th neighbor. In addition, q and r are the 

quotient and the remainder of the division of (i - 1) by n, respectively, and bs (q) is 

the q-th best sensor. Then 
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• If bs(q + 1) =I Cs(k) for k = 1,2, ... , n 

if j = r + 1 
(B.1) 

else 

for j = 1,2, ... ,no 

• Else 

(B.2) 

Here, the NULL set is not considered as an element of the neighborhood. In the 

above structure, only one sensor is changed from the current solution [64]. The size 

of the above neighborhood structure is (N - n)n = O(Nn). Another neighborhood 

structure can be created by changing at most two sensors from the current solution. 

The size of that structure will be O(N2n2 ). The second neighborhood structure might 

provide a better local optimum but it would take much longer to search. Hence, we 

use the first structure for real-time capability. However, if time permits we can use the 

second structure to search for better solution, after finding the possible best solution 

with one sensor swapping. 

There are two possible implementations for a local search procedure [56], namely, 

1) the first improving move ("first-fit") implementation moves the solution to an im-

proving neighbor first encountered during the search and 2) the best improving move 

("best-fit") implementation, on the other hand, moves the solution to the neighbor 

that improves the solution the most. In either case, the running time of each iter­

ation is bounded by O(Nn) if the function evaluation time remains constant. The 

"first-fit" strategy may result ill a smaller improvement of the current solution than 

the "best-fit" strateg;y. While every neighborhood needs to be searched completely 
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with the "best-fit" strategy, only the final neighborhood needs to be searched with 

the "first-fit" strategy. Thus, the fonner is used in our solution to find the local 

optimum, resulting in some computational saving. 

The order in which the neighborhood is searchnd also affects the computational 

time. Intuitively, the probability of having a high rank (based on the individual 

performance) sensor in the optimal sensor subset is higher than having a randomly 

selected sensor. Hence neighborhood is searched by swapping the sensors in the 

ranking order. 

The complete algorithm is as follows: 

• Step 1: Set the initial solution as a new subset, find the objective function 

value (LB) and assign i = 1, j = 1 and iter = O. 

• Step 2: Check whether the i-th best sensor is already in the new subset. If it 

is in the new subset, set i = i + 1 and repeat step 2. 

• Step 3: Remove the j-th sensor from the new subset and replace it by the i-th 

best scnsor and form a temporary subset. Then find thc function value (T LB) 

using the temporary subset. 

• Step 4: 

If (iter < maximum allowable iterations (a predetermined value)) 

* if (TLB < LB) 

change the temporary subset as the new subset and set LB 

TLB. 

i = 1, j = 1 and iter = iter + 1. 

go to step 2. 
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* else 

if (j < n), set j = j + 1 and go to step 3. 

else if (i < N), set j = 1, i = i + 1 and go to step 2. 

else, go to step 5 . 

• Step 5: Finish. 

The running time of the above algorithm can also be controlled by changing the 

stopping criterion. For example, the maximum running time can be bounded by a 

constant, instead of bounding the number of iterations. 

The computational time of the above local search algorithm is mainly determined 

by the number of iterations and the time used to calculate the first improving neighbor 

of the current solution. The computation time of cost of existing targets is very much 

higher than that of new targets. Hence, a function evaluation can be done in O(Tln) 

time. But, once we have calculated the function value of the given initial solution, 

the function value of a neighbor, formed by swapping only one sensor, can be found 

in O(Tl) time. For example, if sensor a is replaced by sensor b and we have the 

summation of the values of Jz , (T) for the current sensors for all T, then the new 

sum can be calculated by just subtracting JZa (T) and adding JZb (T). Since there are 

O(Nn) neighbors to test, the running time of each iteration is bounded by O(T Nln). 



Appendix C 

Genetic .Algorithm 

Genetic algorithm is a class of learning algorithms based on parallel search for an 

optimal solution, and is inspired by the biological processes of evolution [36, 52, 53]. 

The parallel searches, which are performed synchronously in time steps, are called 

generations. In each generation, a certain number of search paths are maintained, and 

these are called individuals. The whole set of individuals in a generation is referred 

to as the population. The main idea in genetic algorithms is to preserve and create 

variations of the individuals that seem most promising and remove the others. 

The general framework of GA is shown in Figure C.1 [52], and its steps are ex­

plained below with an example: 

• Initialize the population: individuals of initial population are generated at ran­

dom. To our problem initial individuals, which are strings of bits [52], are found 

by randomly selecting nf sensors for each FC. For an example, individual Vk, 

for a scenario with 3 FCs, 5 sensors are available for each FC and each FC can 

handle 2 sensors, is 00101 . 10010·01010. 

• Find the fitness: a fitness fuuction must be defined to gIve a score to each 
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C Initialize population 

Find the qualities of the solutions 

[ Select parents for reproduction 

Perform recombination and mutation 

[ Find the qualities of the solutions 

stopping condition 
satisfied? 

No 

Figure C.l: Framework of genetic algorithm 
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individual in the current population. Fitness of each individual, Vk, is given by 

1 
(C. 1) 

func(vk) - 0.5 * bestSoFar 

where fune refers the fuuction defined in (6.1) and bestSoFi:u refers the best 

function value found so far. 

• Select parent: selection is based on the fitness. Individuals that have high score 

will most likely be selected to reproduce, whereas those with low scores will be 

discarded. Selection probability Pk for each individual Vk is given by 

(C.2) 

where popSize is the size of the population. 

• Crossover: it is an operator that combines two parents to generate new a indi-

vidual. Randomly chooses a locus and exchanges the subsequences before and 

after that locus between two chromosomes to create two new individuals. For 

an example, consider the following parents and crossover at position 7: 

00101· 10010·01010 

10010·11000·01010 

00101 . 10000 . 01010 

10010· 11010·01010 

Crossover operation is normally performed with a certain probability, called 

crossover ratio. For an example, if the crossover ratio is 0.9, 90% of the new 

individuals are formed by crossover and remaining 10% are just copied. 

• Mutate: change the new individual by flipping each bit with some probability 

called mutation ratio. For an example, only one bit is flipped and that is 13th 

bit: 
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00101·10000·01010 -+ 00101 . 10000·01110 

• Repair: It is a process that rectifies infeasible individuals that may be produced 

during crossover and mutation [63J. Flip the random bits from the selected 

bits such that the individual become feasible. For an example, in the above 

individual that obtained after mutation, only 1 sensor is selected for second FC 

and 3 sensors are selected for third FC. In order to make the individual feasible, 

randomly select a 0 bit from 10th to 15th bits and change to 1, similarly select 

a 1 bit from 16th to 20th bits and change to 0: 

00101· 10000·01110 -+ 00101 . 10001·01100 

Elitism, in which we first copies a few of the top scored individuals to the new 

population and then continues generating the rest of the population by crossover, can 

also be used to improve the performance, and prevents loosing the few best found 

solutions [40]. 

Choosing the size of the population can be tricky since a small population size 

provides an insufficient sample size over the space of solutions and large population 

requires a lot of evaluation and will be slow. 
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Ant Colc)ny Optimization 

Ant colony optimization algorithms are stochastic search procedures [21, 69]. The first 

ACO algorithms were proposed in the early 1990's [20]. These algorithms are inspired 

by the bell,wior of real ants. Real ants are capable of finding the shortest path between 

their nest and a food source. While moving, ants leave a chemical (pheromone) 

trail on the ground. When choosing their path, they tend to choose the path with 

strong pheromone. This indirect communication among the ants via pheromone trails 

enables them to find the shortest path effectively. That is, information about an ant's 

experience is communicated via pheromone and utilized by other ants. 

The pseudocode of ACO algorithm is given in Figure D.l. 

The detailed algorithm, that is used for our problem, is explained below: 

1. Initialize the pheromone trails: 

2. Construct the solutions: 

for each ant a E [l...nAnts] 
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Initialize pheromone trials 

Construct solution for each ant 
using pheromone trails 

Find the qualities of the solutions 

Update the pheromone trails 

No 

Stop 

Figure D.l: ACO Algorithm 
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Set Candidates = all the sensors that belong to itself and the neighbors 

Choo:-;c the first sensor S2 from Candidates with probability 

(D.1) 

Set Sa = {S2} and remove S2 from the Candidates 

while candidates -=/:- 0 

Choose a sensor, S2' from Candidates with probability 

Add 8 2 to Sa and remove S2 from the Candidates 

if S2 belongs to FC f, and the number of sensors belonging to this FC 

from Sa is equal to nf 

Remove all the sensors that belong to FC f from Candidates 

end iif 

end whi1e 

Apply local search (optional) 

end for 

3. Trial Update: 

Order the solutions according to their qualities. 
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Update the pheromone trails using mBest solutions as follows [9]: 

(1 - p) . Tvertex(St) 

mft 1/(1 + func(Sb) - func(SBestSoFar)) (D.3) 

+ p. b=l 2::::~est(l/(l + func(Sc) - func(SBestSoFar))) 

Tclique (St, sJ) 

4. Termination: 

s,ESb 

(1 - p) . Tclique(St, Sj) 

mft 1/(1 + func(Sb) - func(SBestSoFar)) (D.4) 

+ (J' b=l 2:~est(l/(l + func(Sc) - func(SBestSoFar))) 
S,ESb 
SjESb 

If maximum number of cycles or allocated time is reached, return SBestSoFar' 

Otherwise go to step 2. 

In (D.2), ( is the heuristic factor that evaluates the promise of sensor St based on 

the sensors selected so far, Sa. This is an optional factor. It is not used always, i.e., 

((St, Sa) = 1, in our algorithm since it was difficult to find a computationally efficient 

way to define this factor. 

The parameters used in ACO are: number of ants, nAnts; pheromone trails up-

per and lower bounds, T max and T min, respectively; pheromone evaporation rate, p; 

pheromone factor weight, a; heuristic factor weight, (3. 

The quality solution from ACO can be improved by increasing the value of nAnts. 

However, after a certain limit, quality will not improve significantly, but computation 

time will increase significantly. In addition, this value must be calculated experimen-

tally. In ACO, Tmax and Tmin are used to avoid premature stagnation of search, i.e, a 

situation where all ants construct the same solution over and over again. Diversifica-

tion can be emphasized either by decreasing the value of a or by increasing the value 

of p. These values should be set according to the time available to find the solution. 
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