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PRELIMINARIES 

The notation to be employed is the usual one of set theory. 

Inclusion (::J ) will be taken in the broad sense and strict inclu­

sion will be explicitly stated or written i2 • The cardinal power of 

a set E will be denoted by IE I. 

DEFINITIONS. A partially ordered set is a pair (E,P) where E is a 

set and P is a reflexive, anti-symmetric, transitive relation on E. 

For example, if E is a set of subsets of a set X then (E,::J) is a 

partially ordered set. That is, for A,B E E, APB if and only if A ::J B. 

Let (E,P) be a partially ordered set. A chain CinE is a 

subset of E such that if A,B EC then APB or BPA. 

A graph X is a pair (V(X),E(X)) where VeX) is a set and E(X) 

is a set of unordered pairs of distinct elements of vex), that is, 

EeX) is a symmetric, irreflexive relation on VeX). The unordered 

pair of elements x,y will be denoted by [x,yJ. The elements of VeX) 

will be called the vertices of X and the elements of E(X) the edges 

of X. 

A subgrapR Y of a graph X is a graph whose vertex and edge 

sets are respectively subsets of the vertex and edge sets of X. An 

edge e is incident with a vertex x if and only if e = [x,yJ for some 

vertex y. Two edges e = [x,y]a.nd e ' = [x ',y 'J are adjacent if and 

only if exactly two of x,x ',y,y' are eq-u,aJ.. 

Let X and Y be graph3. By X U Y and X n Y we mean the graphs 

defined by: 



veX U Y) ::: vex) u Vey) 

E(X U Y) ::: E(X) U E(Y), and 

vex n Y) ::: vex) n V(Y) 

E(X n Y) ::: E(X) n E(Y) respectively. 

If x E VeX) then (x) denotes the subgraph of X for which V«x)) :::fx1 

and E«x)) ::: ¢. If e ::: [x,y] E E(X) then (e) denotes the subgraph of X for 

which V«e)) ::: [x,y] and E«e)) ::: (e}. If Y is a subgraph of X we define 

X\Y to be the smallest subgraph of X with E(X\Y) ::: E(X) - E(Y). 

Let X and Y be graphs. By a homomorphism ~ of X into Y we mean a 

function ~ : VeX) .... V(Y) such that [~(x) ,~(y)] E E(Y) whenever [x,y] E E(X). 
# 

This homomorphism is written ~ : X .... Y. ~ induces ~ : E(X) .... E(Y) as 

follows: for [x,y] E E(X), ~#([xIY]) ::: [~(x),~(y)]. ~ is an isomorphism 

if and only if ~ and ~# are one-one and onto. ~(e) will frequently be 

written for ~(e). 
Let X be a graph. A path P joining x and y is a subgraph of X such 

that V(P) is the set of elements of a finite sequence (X(pxl' ••• ,xn) with 

Xo ::: X and xn ::: y, and 

E(P) = ([x. ,x. lJ \ 0 :§ i :§ n-l} • 
l l+ 

We shall denote the path by [xO, ••• ,xn J• A graph is connected if any two 

vertices in X are joi'r'ed by a pa'C in X, otherwi.se it is disconnectej. A 

maximal connected subgr;cl, ph i.s cal.'ltJQ a component of X. 

Let X be a gr·aph. For' x E VeX) we let 

V(X;x) "~. [y\ [x,yJ EE(X)}, and 

d(X;x) ::: Iv(x;x) I. d(X;x) or <ix is called the degree of x in X. For x E VeX) 

(1"7) 



and dx ~ 3, x is called a branch vertex. If dx is finite for every vertex of 

X then X is said to be locally finite. 

An Euler graph is a graph with d posi:tive and even or inf'ini te for 
x 

every x E V(X). A circuit is a connected Euler graph where every vertex has 

degree 2. If the graph is finite we call it a finite circuit, otherwise it 

is an infinite circuit. A ray is a connected graph with a vertex xo such 

that d = {2' xi Xo' 
x 1, x = Xo • R is denoted by R = [xo' ••• ). Xo is called the 

origin or initial vertex of R. A path P = [xr., ••• ,x ], is non-degenerate if --v n-

it contains a circlat, closed if Xo = xn ' simple if ~. ::§ 2, 0 :§ i :§ n, and 
:L 

simple closed if it is a circuit. 

A tree is a connected graph with no finite circuits. A graph is 

circuit connected if and only if every edge is in a circuit. 

(v) 
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INTRODUCTION 

The term matroid was first introduced into the literature by 

Whitney rl2l as a pair (E,9~ where E is a finite set and 9( is a col-

lection of sUbsets of E with the properties 

(i) if A c B f ~ then A f ~, and 
I 

(ii) if A,B f~, lA' = n, IBI = n+l, then there is b f B such 

that AI = A U fb} r:~, IAI' = n+l. 

A member of 9f is called an independent set and a maximal such 

is a base. I(ii) occurs in a paper by Steinitz rll] and such a property 
-' -

is known as a Steinitz exchange relation, see for example Bleicher and 

Preston r6] (lemma 4). 

Whitney also shows that I is equivalent as an axiom system to 

let r be a function on the subsets of E to the non-negative 

integers such that 

(i) r(¢) = 0, . 

II (ii) r(A U {b}) = rCA) or rCA) + 1, and 

(iii) if rCA U fbl }) = rCA U (b
2
}) = rCA) then rCA U (bl ,b2 }) = 

r(A) • 

A f ~ if and only if rCA) = IAI. 

This form was extended to include infinite sets E" by Bado [lOJ by 

enlarging ~ to contain any set X c E for which every finite subset 

belongs to ~. Such a condition as this is known as one of finitary 

character. A basic property of these systems is that all bases have 

(ix) 



the same cardinality. 

Edmonds r2] (section 1.5, prop.l) shows that I(i) and the 

axiom that all maximal members of ~ have the same cardinality is again 

an equivalent axiom system to I. He further shows in proposition 3 that 

this is equivalent to the system 

III 
if A F 91 and B c A, B # A then B f-m' and 

(ii) if A,B F 91 with a E A-B and b E A n B there is C E ~ 

with a E C c A U B -[b}. 

III is the form used by Tutte r51. A property of matroids defined by 

scheme III that has been used to good advantage by Tutte is that of 

possessing a dendroid, a dendroid D being a subset of E such that 

DnA/I ¢ for A E ~ and is minimal such. Notethat one can always ask 

for this condition on an arbitrary collection of subsets and it would 

be reasonable to then call such a set a dendroid for that collection. 

As a result of the many eqUivalent forms developed by the 

authors there is some confusion in terminology and a section (1.4) of 

Edmonds r21 sorts out some of this terminology. For example, Tutte's 

dendroids occuring in III are the bases in I. 

Another form of generalization has been made by Dlab f7J who 

uses the following axiom scheme for a set E and system 9T on E : 

if A C B E ~ and A I B then A ~ ti, 

if A,B E ~ then for a E A there is b F B such that 

IV 
(A-fan u fb} E 9T, and 

(iii) for X C E there is Y F 9J, X c Y if for every finite sub-

set of X there is a member of ~ containing it. 

IV(iii) is also of finite character and IV is shown in r7J p.562 to 
(x) Lbe equivalent to 



\ Hado's extension of II. This is then equivalent to the system called 

proper depend«nce relations in r6l (lemmas 7 and 8). 

Among the many interesting properties that systems I and III 

have is that of possessing a dual. That is, if 9J is a matrOid then 

• • • there is a matroid ~ called the dual of 91 for which (~) = V, and 

• the dendroids for ~ are the compJements of the dendroids for ~l. This 

property of always having a dual is not shared by graphs as is shown 

by Whitney r13] (theorem 29). There is a remark in section 1.4 of [21 

to the effect that Whitney's dual using I is then Tutte's III using 

the correspondence between these equivalent systems. 

Our furpose in this thesis is to show that the concept of a 

matro}d can be extended to some infinite systems without the usual 

axiom of finite character and to obtain a dual with the properties 

given in the last paragraph. 

The pair (E,U) is an exchange system if E is a set and ~ is a 

non-empty collection of non-empty subsets of E satisfying III(ii). If 

in addition the system satisfies 111(i) and has a dendroid we call it 

a matroid. 

In chapter one some general properties of exchange systems are 

studied. 1.9 is an example of an exchange system without a dendroid. 

1.10 furnishes two ex~mples of exchange systems, one of which has only 

finite members and the other only infinite members .These were 

suggested by those of Minty r8J (p. 489 exercises ·2.2 and 2.3). 1.15 

and 1.16 show that these are matroids and characterize their dendroids 

While 3.17 and 3.18 show in What manner they are dual one to the other. 



For any exchange system with dendroids 1~i7 shows the manner in which 
" 

they satisfy the system IV(i),(ii) which is shown in [121 (section 7) 

to be equivalent to I. 1.31, 1.47 and 1.48 are concerned with the 

cardinality that a dendroid can have. One of the properties that one 

would like a dendroid to have is the local covering property (l.c.p.) 

introduced in 1.22. In 1.39 an equivalence relation on the set of 

dendroids for a matroid is defined and 1.45 shows that l.c.p. is com-

patible with this equivalence. For finite matroids there is just a 

single equivalence class. 2.61 implies that there are infinite systems 

with a large number of equivalence classes. 1.46 shows that each 

class determines a distinct submatroid of the system. 1.71 to 1.75 

are concerned with the relation between dendroids for the finite sets 

in a matroid'l and dendroids for'1 itself. 1.77 states that under 

suitable conditions there are matroids (E,tI) and (E,18) with II c: ~ I 

and 2.4 is a realization of this. 

The first part of chapter two develops examples of infinite 

matroids with considerably more structure than those of chapter one, 

while the second part shows for any graph X with a circuit that the 

collection of circuits is a matroid. We call this a circuit matroid 

to distinguish it from other possible excha~ge systems derivable from 

a graph. The essential steps are in 2.20 and 2.25. The third part of . 
chapter two characterizes the dendroids for the circuit matroid of any 

graph while the final section develops some of the special properties 

of dendroids for a circuit matroid. 

Chapter three is concerned with the duai of a matroid. The 

(xii) 



definition of a dual used by Tutte [51 and others does not readily 

lend itself to our systems. Hence we redefine the dual for a matroid 

9T and denote it bY~. After a few preliminaries we show in 3.14 that 

for any matroid whose elements are finite sets that ~# is a matroid 

with (~)# = 91 and that the dendroids for the one are the complements 

of the dendroids of the other. In particular for finite matroids we 

obtain ~ = w*. We next show that for the matroids constructed as exam-

pIes that the dual is again a matroid with the desired properties. In 

3.23 we show that a circuit matroid with the l.c.p. has as its dual 

a matroid again with the same properties and since 2.73 shows that 

circuit matroid of a tree has the l.c.p. Hence for this infinite system 

whos~,elements are infinite we have not only generalized the concept of 

a matroid but also that of the dual matroid • 

The final part of chapter three contains some scattered results 

on the dual of a circuit matroid. In particular 3.37 describes what 

the elementBof the dual look like in this case. 

There is the possibility that the method of contraction used 

in chapter two for a characterization of a dendroid for circui~ matroids 

can be extended to any graph since this is much the same idea as used 

by Nash-Williams [9](p. 227 and 230 ) for the decomposition of a graph 

into circuits and rays. 

(xiii) 



CHAPTER I 

EXCHANGE SYSTEMS 

DEFINITION (1.1) Let E be a fixed set. ~ is a system on 

E if and only if ~ is a non-empty collection of non-empty 

subsets of E, and is an inductive system if the partially 

ordered set (~, ~) is inductive, i.e., ~ E ~ for any chain 

l8 C ~. 

DEFINITION (1.2) A system ~ on E has the exchange property if 

for any A,B E ~ and a E A-B, b E An B there exists G E ~ with 

a E C C AU B - [b}. A system wi th the exchange property will be 

called an exchange system. 

DEFINITION (1.3) Let ~ be a system on E. A E ~ is a minimal 

~ in ~ if B C A and BfA implies B ~ ~. 

LEMMA (1.4) Le~ ~ be an exchange system on E. If A E ~ is not 

minimal and a E A then there exist proper subsets B §nd C of A 

such that a ~ B, a E C and B,C E ~. 

Proof. A not minimal in ~ means there is a member of ~ that is a 

proper subset of A. If r C .A, C t 1\, :~rd a E C, then there is 

b E A-C. By the exct.dr.~e prope.,.,tJ' there is B E ~ wi th 

b E B c AU C - [a} -:: A - fa.}. Similarly, if B C A, BfA, a ~ B 

then there is C E ~ wi t 1-. 1 E C C AU B - [b}, 8 E C C A - [b}, 

where b E AnB. 

\ 1 ) 



(2) 

LEMMA (1.5) If m is an inductive exchange system on E then 

for a E U m there is A E m wi th a E A and A minimal in m. 

Proof. a E U m implies a E B E m for some B. Take a maximal 

chain l8 in m such that a E B for each B E l8. Then a E nl8 = A 

which is in m. If A is not minimal then there is C E m with 

a E C C A, C f A by lemma (1.4). But then l8 U [c} is a chain in 

m properly containing l8 with a E C, a contradiction. 

LEMMA (1.6) Let m be an inductive exchange system on E. Then the 

collection of minimal sets of m is an exchange system on E. 

Proof. The minimal sets of m are the intersections of maximal 

chains from m and belong to~. Hence they are non-empty and by 

lemma (1.5) at least one such set exists. This collection is then 

a system on E. 

Now take A and B minimal in m wi th a E A-B and b E An B. 

By the exchange property there is aCE 5ll such that 

a E C c A U B - [b}. By the inducti veness of m there is a minimal 

C' Em with a E C' c C, so that a E C' c AUB - [b}, as required. 

Hence the system of minimal sets has the exchange property. 

NOTATION (1"7) If 5ll is a sys temn E tLen the collection of minimal 

sets of m will be denoted by 5ll . . 
mln 

REMARK (1.8) LeIG.ma (1 J' ':"early holds if m is an exchange system 

on E consisting of fim: €3ubsets of E. 



(3 ) 

The following examples show that there exist 

exchange systems which have no minimal sets. 

(i) Let E be any infinite set and take m to be the system 

m = [ACEIE-A is finite}. If A,B E m and a E A-B and b E AnB 

then AUB - {b} is in m for IE - (AUB - [b}) I :§ IE-AI + 1 < ~O. 

Thus m has the exchange property. If A E m and a E A then 

A - {a} E m; hence ~ has no minimal sets. 

(ii) Let m be the collection of all non-empty open sets of 

a T1-space E with no isolated points. Let A E m with a,b in A. 

Using the T1 property there is C in ~ with a E C and b ~ C. Hence 

a E AnC = C I C A - [b}, with C
I in m. Thus no member of ~ is 

minimal. Now if A, B E ~ with a E A-B and b E An B then this same 

set C 1 has a Eel C A - [b} C AU B - [b} and m has the exchange 

property. 

REMARK (1.10) The following examples show there are exchange systems 

all of whose members are finite and minimal and exchange systems all of 

whose members are infinite and minimal. The first is a well known 

example of an infinite exchange system 

(i) Let E be any infinite set and k any positive integer. 

Consider the system 

~k = [A C E I IAI = k}. 

Clearly every set in W~ is finite with exactly k elements and hence 

each member is miniIL::1l. If eli B E 7lk with a E An Band b E A-B then 

a E AUB - {b} which .t~:;l.~ dt least k elements. Thus there is a C 

contained in AU B - ["0} h'i tn a E C and I Cl = k. Thus C E ?lie and ?lie 

has the exchange property. 



(ii) Let E be any infinite set and k any positive integer. 

Consider the system 

71k = [ACE I IE-AI = k} . 

Clearly A E 71k implies A is infinite and if B C A, B 1 A then 

IE-BI > k, hence the members of 71k are minimal. Let A,B E 71k with 

a E A-B and b E An B. Since E-(A U B - {b}) has k or fewer elements 

there is C in AUB - [b} with a E C and IE-cj = k, so that C E 71k . 

Thus 71k has the exchange property. 

DEFINITION (1.11) Let m be a system on E, and 

~ = CD C EID n A 1 ¢ for each A Em}. 

For D E ~ let FD be the set of functions f:D - m with f(x) n D = {x} 

for each x E D.D is a dendroid if D is a minimal set in ~ (relative 

to inclusion). We shall denote the set of all dendroids for m by ~m' 

It is to be noted that E E ~ and that FD may be empty. If f E FD, then 

f is one-one. 

REMARK (1.12) If m C ~ are systems on E and D is a dendroid for m 

such that B n D 1 ¢ for each B E~, then D is a dendroid for ~. 

REMARK (1.13) If m is a system on E consisting of finite subsets of E, 

then dendroids for m exist. 

Take ~ as in (1.11), and partially order ~ by inclusion. Take 

any chain ~O in ~ and let D X r~ x. If DnA = ¢ for some a E m where 
o 

A = [a1 , ... ,an} then for each i there is Xi E ~O such that ai ~ Xi' 

1 :§ i § n. Now '1,).1< X. E ~ and (1,)1< X.) n A = ¢, which is a 
=l2ll l =l2ll l 

contradiction. Thus ~ is inductive and minimal sets exist. These 

minimal sets are the dendroids for m 



LEMMA (1.14) Let ~ be a system on E. D is a dendroid for ~ 

if and only if FD f ¢. Moreover, if ~ has the exchange property 

§nd n is a dendroid for ~ then IFDI = 1. When this is the case 

the single function in F is written as f D. 

Proof. Let D be a dendroid for ~ and take xED. Then 

(D - [x})n A = ¢ for some A E ~ so that the function f:D - ~ x x 

with f(x) = Ax for each xED belongs to FD. 

Conversely, if f E FD then for xED, f(x)n(D - [x}) = ¢ 

and f(x) E~. Thus D is minimal in E with DnA f ¢ for all 

A E~, that is, D is a dendroid for ~. 

Let ~ be an exchange system and D a dendroid for~. Suppose 

f and g are in FD with f f g. Then for some xED, f(x) f g(x) 

with Y E f(x) + g(x) and x E f(x)ng(x). Using the exchange 

property there is A E ~ with yEA C f(x)ng(x) - [x}, and as a result 

DnA = ¢, a contradiction. Hence f E FD is unique. 

REMARK (1.15) Using (113) the systems ~k of (1.10) (iJ have 

dendroids. For each k > 1 the dendroids of ~k are precisely the 

systems ~k-1' 

If D E ~k-1 then AcE with AnD = ¢ implies AcE - D and 

so IAI < k, and hence A ~ ~k' For each x in D the set 

{x} U (E-D) = A has IAI = k and AnD = {x}. Thus A E ~k and 

fD(x) = {x} U (E-D). 

Conversely, if D is a dendroid for ~k then for xED, 



(6 ) 

Because E-D ~ fD(x) - [x}, IE-D! ~ k-1. If E-D f fD(x) - [x} then 

there is AcE - D with IAI = k. i.e., A E ~k and AnD = ¢, a 

contradiction. 

REMARK (1 16) 

~~ = ?1k+1 . 
k 

Hence D E ~k-1' and ~~k = ~k-1' 

Th~tems ~k of (1.10) (ii) have dendroids and 

Let D be a dendroid for ~k' For xED there is fD(x) E ~k 

with Dc (E - fD(x)) U [x}. Hence IDI ~ k+l. If IDI ~ k then 

there is A E ~k with DeE - A, and so AnD = ¢. Thus 

IDI = k+l and D E ~k+l' 

Take any D E ?1k+l' (ID I == k+l). For xED consider A == (E-D)U[x}. 

IE-AI = ID - [xli = k. Hence A E ~k and DnA = [x}. If B E ~ 

with D n B == ¢ then D c E-B and so IDI ~ IE-BI = k, a contradiction. 

Hence D E ~~ and so ~~ == ~k+1 . 
k k 

LEMMA (1. 17 ) Le t ~ be_~n exchange sys tern on E §:.£<i 1) a dendroid 

for~. For each a ED, D' = (D - [a}"U [a'} isa dendroid for ~ 

if and only if a' E fD(a), and in this case fD(a) = f1,(a / ) while 

for xED - [a}, fn(x) == fD,(x) if and only if a' ~ fD(x). 

If D' n A == ¢ for some A E ~, then (D - [a}) n A = ¢ so 

that A == fD(a) and a' ~ fD(a). Hence if a' E fD(a) then D' n A ~ ¢ 

for any A E~. Now if a' E fD(x) let x E Ax c fD(x) U fr(a) - [a'} 

where Ax E ~ by the exchange property. If a' ~ fD(x) let Ax == fD(x). 

Then for x f a fr,(:q) n Dl = ta} and AnD' = [x}. Hence D' is a 
_i x 

dendroid with fD(a) == fD,(a'), fD(x) = ftilx) if a' ~ fn(x) and 

fD(x) of fD,(X) if a' E fn(x). 



Conversely, let D' be a dendroid. Then 

¢ f D' n fD(a) = «D - [a}) U [a'}) n fD(a) = [a'} n fD(a). 

Hence a' E fD(a) and fD(a) = fD,(a'). For xED - [a} with 

a' 1- fD(x), ¢ = (D - [x}) n fD(x) = (D' - [a' ,x})n fD(x) = 

(D' - [a' ,x}) n fD(X) = (D' - [xl) n fD(x). Hence fD(x) = fD,(x). 

If a' E fD(x) , xED - [a} then fD(x) n (D' - [x})= 

fD(x) n (D - [a,x}) U [a'}) f ¢ and so fD(x) t fD,(x). 

REMARK (1.18) Let D be a dendroid for an exchange eystem ~ QD E. 

If B = E-D and b E B, a ~ B then BO = (B - [b}) Uta} Js not the 

comEl&ment of a dendroid for ~ if and only if there is Y E ~ ~ 

Y C BO' In this case the set Y is unique and Y = fD(a). This 

follows from lemma (1. 17) because E - BO = DO = (E-B) - [a}) U {b} = 
(D - [a}) U [b} is a dendroid if and only if b E fD(a). Hence if 

DO is not a dendroid fD(a) C BO and is unique in ~ with this 

property because of the exchange property. 

LEMMA (1.19) Let ~ be an exchange system on E and D a dendroid 

Then fD(a) E ~. for each a E D. -- mln 

Proof. If fD(a) is not minimal in ~ then by (1.4) there is 

A E~, a ~ A C fD(a), which is a contradiction to D being a 

dendroid because DnA C D n(fD(a) - [a}) = ¢. 



(8) 

LEMMA (1.20; Let m be an exchange system on E and D a dendroid 

(i) If AnD is finite for some A E m then 

A c U (fD(a) la E AnD} 

with equality if IA n DI is least, the minimum taken over all 

dendroids for m. 

n 
(i) Let AnD = (a1 , ... ,an}, and suppose yEA -.U fD(a.). 

1.=1 1. 
Take AO = A and inductively define the sets Ak for 1 ~ k ~ n as follows. 

If ak ~ ~-1 take ~ = Ak_1• 

If ak E Ak_1 take Ak E m with y E Ak C (Ak_1 U fD(ak)) - (ak}· BW 

the exchange property this is possible since y E AO. For each k, 
k 

(a1, •.. ,ak} n ~ = ¢ while Ak C A U i~1fD(ai) by this construction. 
n 

In particular A C AU U fD(a.) so that DnA C (a1, ••• ,a } 
n i=1 1. n n 

while {a1 , •.• ,a } n A ::: qJ. Thus D fl A = qJ"which is impossible. 
n n n 

Thus A C U [fD(a) la E AnD}. 

Take D in ~m such that ID n AI is least. If for some 

a E DnA there is y E fD(a) - A then D' ::: (D - (a}) U [y} is a 

dendroid by (1.17) and IA n D'I < IA n DI, a contradiction. Hence 

for IA n DI least 

A = U [fD(a) la E AnD}. 

(ii) Let AnD::: [a1 ,a2}. Then A C f D(a1) U f D(a2 ). 

Without loss of generality suppose y E f D(a1) - f D(a2). 

D' ::: (D - {a1}) U {y} is a dendroid by (1.17) with f D(a1) = fD,(y) 

and f D,(a2) = f D(a2 ). Now AnD' = An ((D - [a1}) U [y}) = [a2} and 



so A = f DJ(a2 ) = f D(a2 ) and AnD = (a2}, a contradiction. Thus 

A ~ f
D

(a
1

) + f
D

(a
2
). 

REMARK (1.21) Let m be an exchange system, D a dendroid for m. 

Then given any A Em. with DnA finite then for each a J E A mJ.n --

there is a DJ E ~~ such that fDJ(a J) = A. 

Bw (1.20) for ID n AI least, A = U(fD(a) la E AnD}. 

Because A Em. , AnD = ta} and A = fD(a). Now a J E fD(a). mJ.n 

Hence DJ = (D - (a}) U (a / } is a dendroid and A = fD/(a / ) by (1.17). 

DEFINITION (1.22) A system m on E is weakly locally finite if for 

every A E ~ there exists a dendroid D for m such that AnD is finite. 

m is locally finite if there exists a dendroid D for ~ such that 

DnA is finite for every A E m. The term "locally finite" will 

also be applied to such a dendroid. A dendroid D for m will be 

said to have the local covering property (l.c.p.) if and only if 

(1.22.1) A c U [fD(x) Ix E AnD} 

for every A E m. If every dendroid for m has the l.c.p. then m 

itself will be said to have the l.c.p. 

DEFINITION (1.23) An exchange system m all of whose elements are 

incomparable and with~m 1 ¢ will be called a matroid. 

REMARK ("1.24) If m is a weakly locally fini te exchange system then 

m. is a matroid. mJ.n 
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REMARK (1.25) If ~ is an exchange system and D E ~~ is locally 

finite then D has the l.c.p. This is lemma (1.20) (i). 

REMARK (1.26) If ~ is a weakly locally finite exchange system 

then remark (1.21) is a converse to lemma (1.19). 

REMARK (1.27) If a system ~ 2Q E consists of finite subsets of 

E then every dendroid for ~ is locally finite. In particular this 

is true for the system ~k of (1.10). For the system ~k of (1.10) the 

dendroids are the members of ~k+1' which are finite, and so all the dendroids 

for ~k are locally finite. 

REMARK (1.28) Not all exchange systems have the l.c.p. Consider 

the graph X shown in figure 1. Let E be the set E(X) of edges in X. 

Each circuit (finite or infinite) in X has a unique set of edges E(C). 

Let the system ~ on E be 

~(X) = [E(C)IC a circuit in X}. 

~(X) is an exchange system called the circuit matroid for X. 

FIGURE 1 
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Let the edges be a i = [ai ,ai +1] and ~i = [b1 ,ai ] for i ~ 0, and 

~. = [b.,b.+1 ] for i > 1. 
1. 1. 1. 

Every finite circuit is of the form (a. ,b
1

,a.) i f j and every 
1. J 

infinite circuit is of the form ( ..• ,b , ... b1 ,a., .•. ). 
n 1. 

A dendroid for the circuit matroid is 

D = (aili ~ O} with fD(ai ) = E((ai ,b1 ,ai +1 )). 

The circuit ( •.. b , ... ,b1,a. , ... J meets every member of D while 
n 1. 

U fD(a.) = [a. Ii ~ O} U [y.li ~ O}::p [\3.}, j > 1. 
i~O 1. 1. 1. J 

Hence D does not have the l.c.p. 

LEMMA (1.29) Let D be a dendroid for ~ with the l.~ Then 

Proof. For A E ~, A c U [fD(a) la E AnD} C U [fD(x) Ix ED}. 

Hence U ~ C [fD(x)Ix ED} and the equality holds. 

COROLLARY (1.30) If ~ is an exchange system and D is locally 

finite then U ~ = U (fD(x) Ix ED}. 

Proof. This follows immediately from (1.25). 

LEMMA (1.31) Let ~ be an exchange system with some D E ~~ finite. 

Then all members of ~~ are finite and have the same cardinality. 

~. Suppose DO is a dendroid with IDol> IDI. Choose a 

dendroid D1 with ID1 I = IDI and ID1 - Dol least. If x E D1 - DO 

then because DO n fD (x) f ¢ there is y E DO' Y f x and Y E fD (x). 
1 1 
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B,y lemma (1.17) D2 = (D1 - (x}) U (y} is a dendroid and 

ID21 = ID1 I = IDI while ID2 - Dol < ID1 - Dol which contradicts 

the choice of D1" Hence D1 C DO and thus D1 = DO by the minimality 

of a dendroid. B,y symmetry then, if one dendroid is finite they are 

all finite and they have a common cardinality. 

LEMMA (1 • .32) J&.:t ~ be an exchange system with dendroid DO' 1llim 

there is an exchange system ~O C ~in for which DO is a locally 

finite dendroid. 

Proof. Take 

~o = (A E ~. IA n Po is finite}. 
m~n 

Let A, B E ~O with a E A-B and b E A n B. Then there is 

C E ~ with a E C c A U B - (b}. Since A n DO is finite and B n DO 

is finite so is C n DO' B,y lemma (1.20)(i) there is a dendroid D 

with C = U (fD(x) Ix ED n C}. Hence a E fD(x) c C c A U B - (b} 

for at least one xED n C. fD(x) is a minimal set in ~ and 

fp(x) n DO is finite. Thus ~O is an exchange system. A E ~O implies 

A n DO is finite by the definition of ~O and fD (x) E ~O for each 
o 

x E DO' Thus DO is locally finite on ~O. 

LEMMA (1 • .3.3) ~ ~ be a system on E ~ X c E such that X n A 

is finite and non-empty for each A E ~. For Y c X there is a Z ,..--

minimal in X such that Y c Z c X and Z n A f ¢ for each A E ~. 

Moreover, if Y = ¢ ~ Z is a (locally finite) dendroid for ~. 

Proof. Take a chain C of subsets of X such that for C E C, Y c C 

and C n A f ¢ for any A E~. Suppose (n C) n A = ¢ for some A E ~. 

Take Co E C and denote the elements of Co n A by a1 , ••• ,an • Then 



there is Ci E C wi th ai ;.. Ci , 1 :§ i :§ n. Hence C =o:R:§n Ci E C and 

C n A = ¢, a contradiction. Hence minimal elements Z exist in X 

containing Y with Z n A f ¢ for each A E~. Clearly, if Y = ¢ 

then for each z E Z there is A E ~ with (Z - {z}) n A = ¢. Hence 

Z is a dendroid for ~ and is locally finite by definition 

(1 .22) • 

THEOREM (1.34) If DO ~ D1 are locally finite dendroids for an 

exchange system ~ ~ IDol = ID1 I· 

Proof. Let 

~. = {A E ~. IA n Di is finite}, i = 0,1. 1 m1n 

By lemma (1.33) there is Di I c. D i such that Di I is a locally finite 

dendroid for ~1 . whence 
-1 

IDi l ~ IDi /1 = ID1_i l ~ ID1_i
/

l for i = 0,1 by lemma (1.32) 

Thus IDol = ID1 I· 

LEMMA (1.35) Le t ~ be a weakly locally fini te exchange sys tem and 

D a locally finite dendroid for ~. • Then D 1s_ a loc~lly finite m1n 

dendroid for ~ and thus ~ is locally finite. 

Er.9.2f. By lemma (1.20), A E ~ 
n 

implies A = U A. where A. E ~ . , 
i=1 1 1 mln 

n 
for 1 ~ i :§ n. Hence DnA = U (D n A.), a finite non-empty set. 

i=1 1 

By definition (1.22) D is a locally finite dendroid for ~ and ~ is 

locally finite. 

REMARK (1.36) Lemma (1.29) does not have a converse. By a 

modification of the graph of figure 1 we obtain a circuit matroid 



of a graph X and a dendroid D for X such that U {fD(x) Ix E D} = E(X) 

and D does not have the l.c.p. More over this graph (shown in figure 2) 

is such that its circuit matroid is weakly locally finite, and hence 

weakll locally finite' does not imply the I.c.p. 

FIGURE 2 

t------,--~--~---__.. 

D is the set of edges marked in red. It is clear that E(C) n D 1 ¢ 

for every circuit C of the graph. For e E D, fD(e) = E(C), where 
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e ~ [a~,a~+1J, C = (a~,a~+1,a~+1), Ikl + i f 0 • 

Since every edge is in a finite circuit, U (fD(e) Ie E D} = E(X). 

Any circuit C of the form 

k k k k+1 n 
C ~ ( ••• ,ai,ai_1, .•• ,aO,aO , •.. ,aO"") with k> 0 

has E(C) ¢ U fD(e) and hence D does not have the l.c.p. 
eEE(C)nn 

It is shown at the end of Chapter II that the circuit 

matroid ~(X) of a graph X is always weakly locally finite. 

The following definition arises naturally from (1.17) 

DEFINITION (1.37) 7wo dendroids DO' D1 of an exchange system 

~ are adjacent if and only if DO = D1 or there is x E Di and a 

y E fn (x) such that D1 . = (D. - (x}) U (y}, i ~ 0 or 1. _ -1 1 
1 

REMARK (1.38) rwo distinct dendroids DO' D1 of an exchange system 

~ are adjacent if and only if IDo ~ D1 I = 2. This is clear from the 

definition, DO + D1 = (x,y}. 

REMARK (1.39) The transitive closure of the relation of adjacency 

is an equivalence relation on ~~ for an exchange system ~. 

THEOREM (1.40) Let ~ be an exchange system and D,D' E ~~. D 

is equivalent to D~ if and onl~ if D ~ D' is finite. 

froof. If D and D' are equivalent then it is clear from the definition 

(1.37) and remark (1.38) that D + D' is finite. 
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Conversely, if D + D' is non-empty and finite then 

without loss of generality there is xED' - D. Since D n fD,(x) 

is finite lemma) (1.20) gives 

x E fD,(:x;) C U trD(y)ly E fD,(x) n D}. 

Thus x E fD(y) for some y E fD,(x) n-D and y f x for x ~ D and 

so y ~ D'. Now D1 = (D - (y}) U [x} is a dendroid adjacent to D 

for D + D1 = [x,y} and D1 + D' = (D + D') - (x,y}, i.e., 

ID1 + D'I = ID + D'I - 2. By iterating this procedure we can 

find a dendroid D equivalent to D such that ID + D'\ ~ 1. Since n n 

D and D' are minimal, D = D' and so D and D' are equivalent. 
n n 

NOTATION (1.41) If D is a dendroid for a system ~ and XeD then 

~ fD(x) is to be the set of all y in exactly one of the fD(x) with 
xEX 
x E X. 

Let ~ be an exchange system and D a dendroid for ~ with 

the l.c.p. Then ~t fD(a) C A for any A E ~. 
~~~~---===aEDnA 

Proof. Take A E~. By definition A C U (fD(a) la E DnA}. Take 

any s E fD(aO)' aO E A and s E U fD(a) - A. By the exchange 
aEAnD 

principle there is B E ~, s E Be (A U fD(aO)) - [ao}' Now 

B CbE~fD(b) = U (fn(a)la E AnD - [ao}}' and so there is 

aO f a, aO,a E Ann with s E fD(a) n fD(aO)' Thus it follows 
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COROLLARY (1.43) If D is a dendroid for an exchange system ~ 

and DnA is finite for some A in Ul then 2:;'" fD(a) C A. 
-- - -- aEDfIA 

Proof. B.r lemma (1.20)(i), A C U fD(a) and hence the B of the 
aEDnA 

above lemma is such that B n D is finite. This makes the same 

argument as above valid and the result follows. 

REMARK (1.44) Lemma (1.42) is a straight forward generalization 

of lemma (1.20)(ii). 

THEOREM (1.45) Let Ul be an exchange system and DO' D1 equivalent 

dendroids for Ul. Then DO has the l.c.p. if and only if D1 has the 

l.c.p. i.e.! l.c.p. is compatible with the equivalence relation 

defined on "Ul' 

Proof. Using lemma (1.42) it is sufficient to show this for 

adjacent dendroids. Assume that D has the l.c.p. and let DO be 

adjacent to D. Let A be a fixed member of Ul and let 

B = U (fD(x) Ix E DnA}. A C B because D has the l.c.p. Take 

y E fD(x) , y f x and let DO = (D - (x}) U (y} be an adjacent 

dendroid with fD (y) = fD(x) by lemma (1.17). 
o 

If x E A then y can only be in A or B-A whilst if x ~ A 

then x E E-B and y can be in A, B-A or E-B. This gives rise to 

the following six cases to consider. 

(i) x E E-B and y E E-B, 

(ii) x E E-B and yEA, 

(iii) x E E-B and y E B-A with fD(x) n A = ¢, 



(iv) x E A and yEA, 

(v) x E A and y E B-A, 

(vi) x E E-B, Y E B-A and fD(x) n A 1 ¢. 
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Case (i). for each a E AnD, fD(a) C B whence y ~ fD(a) and so 

fD (a) = fD(a) by lemma (1.17), and DO n A = DnA. Thus 
o 

U fD (a) = U fD(a) = B ~ A. 
aEDOnA 0 aEDnA 

Case (ii). DO n A = DnA U (y}. For each a E AnD, either 

fD(a) = fD (a) or fD (a) ~ fD(a) + fD(x). Hence for all such a, 
o 0 

fD (a) U fD (y) = fD(a) U fD(x). Thus 
o 0 

U fD (a) 
aEAnD 0 

o 

Case (iii). DO n A = DnA. If a E DO n A and y E fD(a) then 

as in (ii) fD (a) ~ fD(a) + fD(x) ~ fD(a) n A while if y ~ fD(a) 
o 

then fD (a) = fD(a) ~ fD(a) n A. Thus 
o 

U fD (a) ~ An ( U fD(a)) = A. 
aEAnDo . 0 aEAnD 

Case (iv). DO n A = (D n A - (x}) U (y}. Again for a E DnA, a f x, 

fD (a) U fD (y) = fD(a) U fD(x). Hence 
o 0 

U fD (a) = U fD(a) = B ~ A. 
aEDOnA 0 aEDnA 

Case (v). DO n A ~ DnA - [x}. By lemma (1.43) there is aO E DnA 

with aO f x such that y E fD(aO)' Since we only want to cover A and 

either fD (a) = fD(a) or fD (a) ~ fD(a) + fD(x) it is only necessary 
o 0 



to show that for every p E fD(x) n A, p E fD (a) for some a E A n DO. 
o 

Consider D' = (D - (x}) U (p}. This is adjacent to D and is the type 

in case (iv). Hence IJ fD,(a) :::JA. Also DO = (D' - [p}) U [y} 
aED nA 

is a dendroid adjacent to D' because y E fD(x) = fD,(p). Again by 

lemma ("1.43) y E fD,(b) for some b "I- p, bED' n A, and 

fD (b) ~ fD,(b) + fp'(P). Thus p E fD (b) as required (note 
o 0 

x E fD (aO» and so 
o 

Case (vi). x E E-B, Y E B-A and fD(x) n A "I- ¢. Take t E fD(x) n A. 

Then t E fp(a) for some a E DnA. Let Dl = (D - (x}) U (t}, which 

is adjacent to D and falls into case (ii). Thus A c U fD (a) 
aEAnD1 1 

ttl) u [y} = (D - [x}) U [y} with y E fD (t) = fD(x). Then (D1 -
1 

= D o 
is adjacent to D and is then case (v). Thus again A C U fD (a). 

aEAnDO 0 

We have now shown that A c U fD (a) in all possible 
aE.A.nDO 0 

situations and since A was arbitrary in ~ the theorem follows. 

LEMMA ('1.46) Let m be an exchange s,yst.em and DO E t?m. Let 

t?O = [D E t?m\D + DO is finite}, and let m1 = (fD(x)!x E D E t?O}. 

m
1 

iLan exchange system and is exag.t.b:, the system of lemma (1 oJ 2), i.~~f., 

mO = [A Em. \A n DO is finite}. ml.n 

Proof. Since mO is an exchange system it is sufficient to show that 

mo = m1• 
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Take fD(x) E ~1. By lemma (1.19) fD(x) E ~min. Now 

fD(x) n DO C fD(x) n ((DO + D) U DO n D) C fD(x) n (DO + D) U [x} 

and is finite because DO + D is finite. Thus fD(x) E ~O and so 

~1 c ~O· 

Conversely, if A E ~. and A n DO is finit e then there is mln 

D E ~~ such that D + DO is finite and AnD is least. If 

IA n DI t 1, then there is a E AnD such that fD(a) and A are 

incomparable. Take b E fD(a) - A and consider the dendroid 

D' = (D - [a}) U [b}. D' n A = DnA - (a} and D' + D is finite, 

which contradicts AnD being least with this property. Hence 

there is D E ~o with A = fD(a) for some a E A. Thus ~O c ~1 and 

the lemma follows. 

COROLLARY (1.47) If D is any dendroid for ~O with the l.c.p. then 

IDol ~ IDI· 

Proof. D has the l.c.p. implies each a E DO is in some fD(x). 

Hence DO C x~D(fD(x)) n DO' But fD(x) n DO is finite. Hence 

IDol ~ ~ IfD(x) n Dol ~ IDI~o' 
xED 

If D is finite so is DO and IDI = IDol by lemma (1.31). Thus 

IDol ~ IDI in both cases. 

REMARK (1.4~ In order to have IDol ~ IDI it suffices that for each 

a E DO there be an xED with a E fD(x). 

DEFINITION (1.49) Let ~ be a system on E. ~ separates points of E 

if and only if for any two distinct elements a,b E E there is A E ~ 

with a E A and b ~ A. 
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REMARK (1.50) Let ~ be a system on E. If U ~ f E then the system 

£ given by 

£ = ~ u ((x}lx E E - U~} 

is a system on E such that U £ = E. Moreover, ~ is an exchange 

system if and only if £ is an exchange system and D is a dendroid 

for ~ if and only if D U (E - U~) is a dendroid for £. Notice 

that it is necessary that U ~ = E if ~ is to separate points of E. 

For this reason, unless otherwise stated, it will be assumed 

that a system ~ on ~ has the property U ~ = E. 

LEMMA (1.51) Let ~ be a system an E. For a E E let 

~a = (A E ~Ia E A}, and def!ne a relation N 2n E ~ aNb if and only 

if ~a = ~b' N is an equivalence relation on E, ~ a = n ~a' where 

a = (bib E E, aNb}. 

Proof. Obvious. 

NOTATION (1.5~ For AcE set A = (ala E A}, and ~ = (AlA E ~}. 

THEOREM (1.53) Let ~ be a system on E. Then in the notation of 

(1.52), ij is a paint separating system on E. Further ~ is an 

-exchange system if and only if ~ is an exchange system and D is ~ 

dendroid for ~ if and only if D is a dendroid for m ~nd D is a 

representative set for D. 

Proof. a E A E m if and only if a E A E ~, for a E (bib E A} implies 

n ~a = n ~ for some b E A, and so a E A. 
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Take a f b. Since ~ f 7Ib and U ~ = E it follows without 

loss of generality that there is an A E ~ such that a E A, b ~ A. 
If ~ is an exchange system take a E A-B and b E A n B. Then 

a E A-B and b E A n B. Hence there is C E ~ with a E C and 

C c A U B - (b}, and so a E C c A U B - (b} and C Em. 

Conversely, if ~ is an exchange system and A,B E ~ with 

- - -
a E A-B and b E A n B then a E A-B, b E A n B and hence there is 

C Em with a E C c A U B - (b}. Thus a E C C A U B - (b} and ~ 

is an exchange system. 

Let D be a dendroid for ~ and a,b E D with a = b. Then 

b E A for every A E ~ with a E A. Hence b E f(a) n D for f E FD 

and so b = a. Thus D is a representative set for D. Now for a E D 

there is A E ~ with a E A, b ~ A for bED - (a}, viz. A = f(a). 

Hence a E A E ~, b ~ A for bED - (;}. Clearly, if DnA = ¢ for 

-some A E ~ then DnA = ¢. Hence D is a dendroid for ~. 

Conversely, let B be a dendroid for ~ and let D be a 

representative set for B. Then D = B. Let b E B, B n A = [b}. 

-
If xED with x E A then x E A and x E B. Hence x = b so that 

DnA = [x}. Clearly if xED then x = b E B so that for xED 

there is A E ~ with AnD = [x}. If DnA = ¢ for some A E ~ then 

for all a E A, a ~ D so that for all a E A, a ~ D = B. Then 

-
B n A = ¢, a contradiction and so D is a dendroid for ~. 

REMARK (1.54) In view of theorem (1.53) it will be assumed that a 

system on E is point separating unless otherwise stated. 



--- - - -------------
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REMARK (1.55) The circuit matroid of the graph in remark (1.28) 

is not point separating while the circuit matroid for the graph in 

remark (1.36) is point separating. Note that the quotient system 

for the circuit matroid of remark (1.28) is not the circuit matroid 

of the resulting graph shown in figure 3. 

FIGURE 3 

-- -
7Q-, _--;"..-Q-=-C. ---",--=---7-------7>' ( " 

DEFINITION (1.56) Let ~ be a system on E. A set SeE is a 

separator of ~ if and only if for each A E ~ with A nSf ¢, A c S. 

Let .J(~.!) be the set of separators of ~. 

LEMMA (1.57) J6 (~) is a complete atomic Boolean algebra of sets. 

Proof. (i) ¢ and E belong to .k'~ (~) as the smallest "lnd largest 

elements respecti~ely. 

(ii) If S E ,J(~) then (E-S) E A(~) for if A nSf ¢ then A c S, hence 

A n (E-S) f ¢ implies A c E-S. 

(iii) Let C be a chain in ~(~). If Ann C f ¢ then A nSf ¢ 

for each SEC and A c SEC. Thus A c n C and neE -) (~) . 



(iv) Using (ii) and (iii), E - U C = n (E-S) E x8(~). Hence 
S(C 

UCE ~(~). 

(v) For each a E E let ~ be the collection of all separators a 

containing a and let S = n ~. E E R8 and so a ESE ~ (~) . If a a a a 

T E ~(~), a ~ T c S then a E (E-T) n S = S. Thus T = (E-S ) n S = ¢ a a a a a 

and S is an atom of ~(~). 
a 

Each S E ~(~) is the union of the atoms it contains; i.e. 

S = U {S la E S}. a 

The atoms of ~(~) have been called elementary separators 

by Tutte [5J. 

DEFINITION (1.58) Let ~ be a system on E and SeE. An S-chain· 

is a finite sequence (A1 ' •.. ,An) such that 

(i) A. E ~, A. c S, i = 1 , .• ,n and 
1. 1. 

(ii ) Ai n Ai +1 
, ¢., i = 1, ... ,n-1 if n > 1 . 

DEFINITION (1.59) Let ~ be a system on E. SeE is connected 

if and only if given any a,b E S there is an S-chain whose first 

term contains a and whose last term contains b. 

A component of ~ is a subsystem ~I C ~ such that U ~I is 

a maximal connected subset of E. 

LEMMA (1.60) Let ~ be a system on E and I an index set such that 

(Sa)aEI is a family of connected sets with x E aQISa' Then 

U [S la E I} is connected. a 



Proof. Let a,b E a~ISa with a E Sa' b E S~. 

are Sa-chains and S~-chains (A1 , ... ,An) and 

(25) 

Since x E Sa n S~ there 

(B1 , ... ,Bm) in Sa and S~ 

respectively with a E A1, x E An' x E B1 , b E Bm. Hence 

(A1 ,· .• ,An ,B1 , , .• ,Bm) is a US-chain with a E A1, b E B. Hence 
aEI a m 

U S is connected. 
aEI a 

COROLLARY (1.61) By Zorn's lemma maximal connected sets exist and 

every connected set is contained in a maximal connected set. 

COROLLARY (1.62) Components of ~ exist and any two components are 

disjoint. 

THEOREM (1.63) The atoms of ~(~) are exactly the maximal connected 

subsets of E. 

Proof. Take S an atom in ~~(~). If S = {a} then clearly S is connected. 

If a, b are two points in S then define recursively the following 

countable collection of sets Rk . There is A E ~ with a E A C S. 

Set R1 = A. For k ~ 2 let 

Rk = [x~here exists B E ~ with x E B, B n Rk_1 f ¢}. 

For each k, Rk C Rk+1 for if x E Rk there is B E ~ with 

B n Rk f ¢ and x E B. Hence x E Rk+1 , and in fact Be Rk+1 . A = R1 c S. 

Suppose there is ~ ¢ S. Then there is a least positive integer k 

with x E Rk - S. Thus there is B E ~ with x E B, B n Rk_1 f ~, 

that is, B nSf ~ and so B c S, a contradiction. Hence Rk C S for 
00 

all k and U Rk C S. 
1 

Let B E ~ with B n (y Rk ) f ~. Then B n Rk f ¢ 

for some k and so B C Rk+1 . 

since S is minimal, U Rk = S. 
1 

Hence U Rk is a separator of ~, and 
1 



(26) 

It is clear that A = R1 is connected because (A) is an 

R-chain. Let a,b be in S with a E R1 and b E Rk, k> 1. Choose 

k the least integer possible. b E B E ~, B n Rk_1 f ¢. There is 

a least k1 such that B n Rk f ¢. If k1 f 1, let b1 E B n Rk ' where 
1 1 

b f b
1 

by the choice of k. Then there is B1 E ~ such that b1 E B1 , 

B n Rk f ¢ with ~ the least integer possible and ~ < k1 . 
2 

In a 

finite number of steps one obtains an S-chain (B,B1, .•. ,B~) such that 

b E B and a E B~. Hence S is connected. If S = [a}, then 

a E A E ~ implies [a} = A and S is maximal connected. If lsI> 1 

and S C S' connected then for b E S' and a E S there is an S'-chain 

(A1 , .•• ,An) with a E A1 and bEAn' with A1 C S. Since A2 n A1 f ¢, 

A2 C S and in the same way An C S~. Thus S' C Sand S is maximal 

connected in E. 

Conversely, suppose S is a maximal connected set in E. Let 

S' E .rJ (~) with S' C S. If S' f ¢ take a E S' and b E S. Then there 

is an S-chain from a to b. By a repetition of the argument immediately 

above this S-chain must be an S'-chain. Hence S' = S and so S is a~ 

atom of .J (~). 

UEMMA (1.64) Let ~ be a system on E. ~ is an exchange system if 

and only if each component of ~ is an exchange system and ~ has 

a dendroid if and only if each component of ~ has a dendroid. 

Proof. Let I be an index set for the collection of components of 

~. Each member of ~ belongs to some component and hence ~ = U ~ , 
O'Er a 

a disjoint union (by Corollary (1.62)). 
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Now suppose that ~ is an exchange system and A,B E ~ 
0' 

with a E A-B and b E A n B. Then A,B E ~ implies there is G E ~ 

with a E G C A U B - [b}. By lemmas (1.60) and (1.63) G E ~ and 
0' 

so each component of ~ has the exchange property. If D is a dendroid 

for ~ let D = D n U ~ • 
0' 0' 

Each a E D is in a unique D by corollary 
0' 

(1.62) and hence a E fD(a) implies fD(a) E ~O" If DnA = ¢ for 
0' 

some A E ~ then DnA = ¢ with A E ~, a contradiction. Thus each 
0' 

DO' is a dendroid for ~O' 

and DnA :f ¢. 

Note that D :f ¢, for there is A E ~ 
0' 0' 

Conversely, suppose each ~ has the exchange property. If 
0' 

A,B E ~ with a E A-B and b E A n B then there is C E ~ with 

a E C c A U B - tb}, because A and B belong to the same component 

of ~ by lemma (1.60) and corollary (1.62). 

Let D be a dendroid for ~ for each 0' E I and let D = U D . 
0' 0' O'EI 0' 

If AnD = ¢ then AnD = ¢ for the unique 0' with A E ~ • 
0' 0' 

For each a E D there is A E ~ with DnA = {a}. Since A E ~ 
0' 0' 0' 0' O! O! 0' 

and the D 's are pairwise disjoint, AnD = fa } and D is a 
0' 0' 

dendroid for ~. 

DEFINITION (1.65) A system ~ on E will be a connected system 

on E if and only if ~ has a single component. 

REMARK (1.66) Given any complete Boolean algebra m of subsets of 

E one can define aD equivalence relation R on E by aRb if and only if 

m = mb , where m = n [B E mix E B}. Then m is the algebra of all a x 

R-saturated subsets of E (i.e., subsets which are unions of 
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equivalence classes modulo R). It follows from theorem (1.63) 

that in the case of the algebra ~(~) the R-saturated sets are 

exactly those which are unions of ~-components of E. 

DEFINITION (1.67) Let ~ be a system on E and S a subset of E. 

If there is A E ~ with A n s t- ¢ then ~IS = {A n SIA E ~, A n s t- ¢} 

is the retraction of ~ to S. If there is A E ~ with A C S then 

~S = {A E ~IA C S} is the restriction of ~ to S. 

REMARK (1.68) Let ~ be a system on E and seE. Then ~S c ~IS. 

REMARK (1.69) If ~ is an exchange system and ~IS t- ¢ t- mS then 

~IS and ~S are exchange systems. Take A,B E ~Is with a E A-B and 

b E An B. Then A = A' n Sand B = B' n S with A',B' E~, 

a E A'-B' and b E A' n B'. Hence there is 0' E ~ with 

a E 0' c A' U B' - {b} and so a E 0 = 0' n SeA U B - {b} with 

o E ~Is. 

If A,B E ~S then A,B E ~ and hence a E C E ~ with 

o C A U B - {b} C S. Thus 0 E ~S,and mls and mS have the exchange 

property. 

REMARK (1070) If m is a system on E with a dendroid D then it does 

not follow that ~IS ha2 a dendroid,for m\s may have no minimal 

elements. MOreover, even though D n S has the intersection property 

for ~S this need not be a dendroid because for some a E D n S there is 

no guarantee that fD(a) C S. 



(29) 

LEMMA (1.71) Le~ ~ be a system on E and let J be the collection 

of finite subsets of E in~. If there is A E ~ such that A ~ J 

and B c A implies B ~ J then there is a subset M of E such that 

~ n J = ¢. 

Proof. Let ~ = {X c EI~ n J = ¢}. A E ~ f ¢. Let e be a chain 

in (~,c). If F E J with FeU e then there is a finite subchain 

e' of e with Feu e' E e, a contradiction. Thus maximal sets 

exis t in (?I(, c) . 

COROLLARY (1.72) If ~ is an exchange system and J f ¢ f ~ then both 

J and ~M are exchange systems. 

Proof. This follows directly from remark (1.69). 

PROPOSITION (1.73) Let ~ be a system on E and J the collection of 

finite subsets of E in~. If J f ¢ then in the notation of lemma 

( 1 .71) for every maximal M E 71(, E-M is a dendroid for J and every 

dendroid for J is of this form. 

Proof. Let M be maximal in~. Since (E-M) n F f ¢ implies F E ~ 

for each F E J it follows from the definition of ~ that 

(E-M) n F = ¢. By lemma (1.33) J has a dendroid DeE - M. Now if 

D ~ E-M then by the maximality of M there is F E J with 

Fe M U ((E-M)-D). But then D n FeD n MUD n ((E-M)-D) = ¢ and 

hence D = E-M. 

Conversely, let D be a dendroid for J. Then F ¢ E-D for 

any F E J. Take Y maximal in ~ such that Y ~ E-D. Then by the 

above, E-Y cD is a dendrvid for J and hence E-Y = D, i.e., Y = E-D. 
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THEOREM (1.74) Let D be a dendroid for a system ~ £g E. Then 

D = DO U D1 (disjoint) where DO is a dendroid for J and D1 is a 

dendroid for ~ for some suitable M E ~, in fact M = E-DO' 

Proof. Since D n F 1 ¢ for any F E J, D contains a dendroid DO for 

J by lemma (1.33). By the proof of proposition (1.73) this 

determines the maximal set M = E-DO in~. Let D1 = D-DO' For 

x E D1, fD(x)nDO= ¢ and so fD(x) eM, and if An D1 = ~ then 

A n DO 1 ¢ so that A f~. Hence D1 is a dendroid for ~. 

PROPOSITION (1.75) Let ~ c ~ be a maximal sub-exchange system 

such that U ~ contains no member of J. If D1 is a dendroid for ~ 

then D1 can be extended to a dendroid for ~. 

Proof. By lemma (1.71) there is a maximal M in ~( such that 

~ n J = ¢ and M ~ U~. By proposition (1.73) DO = E-M is a 

dendroid for J. Let D = DO U D1 and take x E D1 . fD (x) n D = 
1 

fD (x) n D1 = [x} since fD (x) c M. If A n DO = ¢ then A C M 
1 1 

and so A E ~ and A n D1 1 ¢. Hence it only remains to show that 

for x E D-D1 there is fD(x) E ~ with fD(x) n D = [x}. fD (x) is 
o 

finite and so fD (x) n DO = [x} and fD (x) n D1 is finite. Take 
o 0 

A E ~ such that A n DO = [x} and IA n D1 I is least. Suppose 

a E D1~A.Then there is C E ~ with x E C c A U fD (a) - [a} by the 
1 

exchange property. Since fD (a) n DO = ¢, e n DO = [x} and 
1 

Ie n D11 < IA n D1i. Hence A n D1 = ¢ and therefore A = ID(x). 

Thus it follows that D is a dendroid for ~. 
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REMARK (1.76) A circuit matroid ~ has the property that for 

A,B E ~, A + B is the union of disjoint elements from~. Hence if 

D E ~aT and DnA is finite then A = ~ fD(a). This is seen as 
'Go! - a EDnA 

follows. aE%nDfD(a) C A by corollary (1.43). Now A + (aEEnAfD(a)) 

is a union from ~ while D n (A + ~ fD(a)) = ¢ and so 
aEDnA 

A = ~ fD(a). This means in general that in the notation of 
aEAnD 

proposition (1.75), fD (a) j fD(a) for fD(a) must be infinite if 
o 

THEOREM (1.77) Le1 ~ be a matroid on E with the l.c.p. and 

such that A U 0 j E for any A E ~ and D E ~~. Then there is a 

matroid ~ properly containing~. Moreover, the dendroids for 

~ are precisely the se~ D U (a} where D E ~~ and a E E-D. 

Proof. Let ~ = [E-D ID E ~~} U ~. 

Dendroids are incomparable and so are their complements. 

The elements of ~ are incomparable. Take A E ~ and D E ~~. Then 

A q: E-D and if A :::J E-D then A U Ii = E, contrary to hypothesis. Thus 

the elements of ~ are incomparable. 

To show that ~ is an exchange system take a E A-B and 

b E A n B. If B = E-D for some D E ~~ then (B - [b}) U {a} j E-D' 

for any D' E ~~ if a.nd only if fD(a) C (B - {b}) U {a} cA U B - {b}, 

byrem'll'k(l.H~;, Since ~ is an exchange system we need only consider 

the remaining case: B is not the compJement of a dendroid for ~, 

but A = E-D for some I' E t?~. Then B-A = B rl D, and if 

E - ((A - {b}) U {x}) i t?~ for any xED n B, then by remark (1.18) 
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and the I.c.p. of ~, Be U fD(x) C (A - [b}) U B n D. Thus 
xEDnB 

b E B n (E-D) C (A - [b}) n (E-D) C A - [b}, a contradiction. Thus 

there is some x E B n D such that (A - [b}) U [x} is the complement of 

a dendroid for ~ and so there is C E ~ with a E C C A U B - [b}. 

This proves that ~ is an exchange system. 

Let DO E ~~ and a E E - DO. Set D = DO U [a} and take B E ~. 

If B n D = ¢ then B ~ ~ and so B = E-D' for some D' E ~~. But then 

])':::;) D = DO U [a}, a contradiction on the minimality of D'. Now 

consider the function f:D ~ ~ given by 

f(a) = (E-D) U [a}, 

f(x) = (E-D) U (x} = (E-((DO - (x}) U [a})) U [x} E ~ if a E fD (x), 
o 

f(x) = fD (x) if a ~ fD (x). 
o 0 

In each case fey) n D = [y} for y E D and so f E FD and D is 

a dendroid for ~ by lemma (1.14). 

Conversely, let D be a dendroid for ~, and consider 

D1 = [x E DlfD(x) = E-D' for some D' E ~~}. Clearly D1 t ¢, for 

then D is a dendroid for ~ which always has a proper extension to 

one for ~ by the first part. Take a E D1 , fD(a) = E-D', D' E ~~. 

Then E-D' C (E-D) U [a}. That is, D' :::;) D n (E - [a}) = D - [a}. 

By the fir s t par t, D' U [a} E t and soD' U [a} = D. 
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LEMMA (1.78) Let ~ be a system on E and DeE. If B is minimal 

in E containing D such that B n A 1 ¢ for A E ~ then for a E B-D 

there is A E ~ such that A n B = {a}. If B' c.J3 and BtlA 1 ¢ for 

A E ~ theg B' - D = B - D. 

Proof. If B-D 1 ¢ take a E B-D. If A n (B - tal) 1 ¢ for any 

A E ~ then B - {a} ~ D and B - {a} has non-empty intersection with 

all members of ~, a contradiction on the minimality of B. For each 

such a let f(a) be such a set. Take b E B - B'. Then if b ~ D 

we have f(b) n (B - {b}) = ¢ and thus f(b) n B' = ¢, a contradiction. 

Thus B' - D = B - D. 



CHAPTER 2 

EXAMPLES OF EXCHANGE SYSTEMS 

ex> 

NOTATION (2.1) Let E be an arbitrary infinite set and [X'}'-2 a 
l l-

i 
partition of E with each X. infinite. Let E. = U X. for i ~ 2 and 

l l j=2 J 

let ~~ be the exchange system on E,given in example (1.10). Let 

~2 = ~2 and for k > 2 let 

~k = [A E ~klA f B E ~~ for any s < k} 

and define the system ~ on E by ~ = U 91 . 
ro ex> k=2-K 

If A C Xk for some k, and IAI = k, then A E ~k and hence 

A E ~ex>' In addition the sets ~ are clearly disjoint. 

LEMMA (2.2) Let ACE and s ~ 2 Then IAsl ~ s if and only if there 

is B E ~ex> with Be A .§nd B E ~k for some k ~ s. 

Proof. If IA I ~ s for some s ~ 2, there is a least integer k with s 

IAkl ~ k. Take BeAk such that IBI = k. Then B E~. Also, if 

C C B, then by the minimality of k, ICtl < t for t < k. Hence 

Ct ~ ~~ for t < k and thus B E ~k as required. 

Conversely, if IA I s < s for all s ~ 2 then B C A and B E ~s 

implies s = 

LEMMA (2.3) 

IBI ~ IA I < s, a contradiction. s 

~ex> is a point separating. connected system on E with 

U ~ = E. The elements of ~ are finite and incomparable. 
ex> ex> 



Proof. Each A E ~oo is in a unique ~ which is contained in ~ 

and thus is finite. 

Let A E ~oo and B ~ A. Then A E ~ for a unique k and 

k' = IBI < IAI = k. By definition A E ~ implies B ~ ~k,)and so 

B d ~. Thus the elements of ~ are incomparable. F 00 00 

To show that ~ is connected let x., i = 1,2, be two 
00 1 

distinct points in E. Then without loss of generality x. E Xk 1 . 
1 

with k1 ~ k2 • Consider any set ACE such that A n X. = ¢ for j 
J 

IA n Xk I = 2 and IA n X. I = 1 for 2 ~ j < k2 . Then by lemma (2.2) 
2 J 

A E ~ . 
00 

From all these possible ATs choose one such that x. E A n Xk ' 
1 i 

i = 1,2. Then (x1 ,x2} CAE ~oo and so ~oo is connected. 

are arbitrary, U ~ = E. 
00 

Since the x. 
1 

To show that ~ is point separating take A. C X. such that 
00 1 1 

k1 = k2 then because X
k1 

is infinite one can still choose A1 n A2 = ¢. 

Thus ~oo is point separating. 

THEOREM (2.4) ~oo is a matroid. 

Proof. Using lemma (2.3) it is sufficient to show that ~ has the 
00 

exchange property. Let A, B E ~oo with a E A-B, bEA;1B ':,hen there -.re unique 

integers n, k and j such that B E ~n' a E Xk and b E Xj . We consider two 

cases: (i) n ~ k and (ii) n < k. 

Case (i). (B - (b}) U (a} C En with I(B - (b}) U [a}1 = IBI = n. By 

lemma (2.2) and the minimality of B there is Z E ~ with 
00 

a E Z C (B - [b}) U (a} C A U B - [b}. 



i 
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Ca8e (ii). Take x E (B-A) n x with ~ as la~ge as possible. Let 
~ 

t = min(m I I(Am - (b}) U (x}1 = m}. (Note I(A - (b}) U (x} I = IAI). 

Again by lemma (2.2) and the minimality of A there is Z c ~ with 
(II) 

x E Z C (A - (b}) U (x}, IZI = s. Then Z = (Z - (x}) U (x} = (A -(b}) U(x}. s 

(a) If s ~ j then b E A and 8 = IZI = IA - (b} I + 1, 80 that IA I = s. 
8 S S 

This give8 8 = IAI and a E Z = (A - (b}) U (x}. (By lemma (2.2)). 

If 8 < j then 8 = IZI = IA I + 1 so that IA - (b}) U (x}1 = s. s s 

That is, s = t and IA I = t-1. s 

Now B - B ~ A - A by the choice of x. Hence 
8 n s 

A = A - (A - A ) ~ A - (B - B ), and hence 
8 n n s n s 

8 - 1 = IA I ~ IA I - IB - B I = (IA I - IBI) + IB I < IB I < s, a 
8 n s n s s 

contradiction, and n < k implies s ~ j. Thus in all cases there is 

Z E m with a E Z C A U B - (b}; this then proves that ~ has the 
~ ~ 

exchange property. 

Since m consists of only finite subsets of E, m has a 
~ ~ 

dendroid by remark (1.13). Hence m is a matroid. 
~ 

LEMMA (2.5) For each A E m~ there is D E tY-moo .1ii!:h A C D. 

Proof. Take A E m~, that is, A E ~, k unique and IAI = k. Select 

a j E Xj for j > k + 1 and (~, .•. ,ak+1} a k element set in Xk+1• 

Let 

= E - (aj I j ~ 2} • 

Clearly A C D. 



I­
I 

B n D = ¢, a contradiction. Thus the first of" the properties follows. 

Now take xED where x E X for a unique p and set 
p 

q = max. (p,k+1); take B = {x} U ('}j 12 ~ j ~ q}. Then IB rI Eql ~ q 

and B E 7lq. If e c: B then ,·Ie n Esl < s for all s. Hence B E mco and 

B n D = (x}. This B = fD(X) and P is a dendroid. 

THEOREM (2.6) The dendroids for moo are precisely the subsets D ££ E 

satisfying 

(i) 

(ii) 

IE - DI < s for all s ~ 2, and s 

for each s ~ 2 there is t ~ s with lEt - DI = t-1. 

Proof. Take any DeE with the properties (i) and (ii) and take 

AcE such that AnD = ¢. Now ACE - D so AcE - D for each s ~ 2 s s 

Thus A ~ m by lemma (2.2). 
co 

To show that D is a dendroid take xED with x E X for some s. 
s 

Take the first t ~ s such that lEt - DI = t - 1 and let A = (x} U (Et-D). 

Then IAI = t and A c Et so that A E 7l~. For any- r < t 

A = r 

Thus IA I = r 

[ (Er -D) U (x}, for s ~ r. 

l (Er -D) for r < s . 

. (I E -D I + 1 :§ (r-2)+ 1 if s ~ r. 
I r 

1 IE -DI < r if r < s. . r 

In either case IArl ~ r so that A E moo with AnD = (x} and hence D 

is a dendroid. 

Conversely, let D be a dendroid for mco and suppose 1Es-DI ~ s 

for some s ~ 2. Then by lemma (2.2) there is B E mco' B C Ee-D and then 
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Let B E ~~. If B n D = ¢ then IB n Xjl ~ 1 for j > k + 2. 

Hence B E ~t for some t ~ k + 1. But B n Ek = ¢, thus B E ~+1. 

However, IB n Ek+1 I ~ k, which is a contradiction. 

To show the second part take any s ~ 2 and x E X n D. Take 
s 

y E fD(x) with y E Xt and t as large as possible. Then t ~ s, and 

fD(x) - [x} C Et - D so that t-1 ~ lEt - DI < t. Thus for s ~ 2 there 

is t ~ s such that IEt-DI = t-1. 

COROLLARY (2.7) For D E ~~ and xED, fD(X) = (Et-D) U [x} }ihere 
(Xl 

x E Xs and t is the first integer such that t ~ s and IEt~DI = t-1. 

Proof. The proof of theorem (2.6) shows that IfD(x) I = t, and 

IEt-DI = t-1. Hence fD(x) = (Et-D) U [x}. t is the first integer 

equal to or greater than s with property (ii) of theorem (2.6) 

otherwise there is an integer p with s ~ P < t and 

and hence an A E ~(Xl' A * fD(x) , a contradiction. 

I (E -D) U [x} I = p 
p 

THEOREM (2.8) In the notation of theorem (1.77) the matroid A containing 

~(Xl has the l.c.p. 

Proof. If A E ~, D E ~~ , A U D = E, then E-D = A-D any IEt-DI < IAI 
(Xl 

for all t, which contradicts property (ii) of ~~ • Thus ~ satisfies 
(Xl 

(Xl 

the conditions of theorem (1.77). Let D be a dendroid for~. Then 

D = DO U [a} for some DO E ~~ and a E E-DO. For each x E Do the proof 
00 

of theorem (1.77) shows that fD(x) ~ fD (x) - [a}, while if a E fD (x) then 
o 0 

fD(x) = (E-D) U [x}. Thus if x E B n D with x = a or a E fD (x) then 
o 

U fD(y) ~ (E-D) U B n D ~ B. If no such x exists and B E ~ then 
yEBnD 
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U fD(y) d U fD (y) ~ B since ~oo has the l.c.p. (" consisting of 
yEBnD yEBnDo 0 ~ 

only finite sets). If B ~ ~oo then B = E-D' for some D' E ~~. Now 
co 

(E-D') n E is finite for all p and we need only consider the case 
p 

where B n D is infinite. Thus there is y E B n D n X for some p > t 
p 

where a EXt. 

a E fD (y) for 
o 

Now fD (y) = (Es-D) U [y}, s ~ p > t. Hence 
o 

every B Et - ~ , and some y E B n D. co 

REMARli (2.9) If S is any system of incomparable sets containing 

~co then the finite sets in ~ are the sets of ~co' If B E S is finite 

then there is a least integer k with Be Ek" If IB I < s for all s ~ k s 

then take 1 C Xk with 1 n B = ¢, IYI = k - IBI. Then Be BUY C Ek 

with IB U 11 = k. By lemma (2.2) there is A E mco ' with A C BUY. 

If A ~ ~ then A cAn B U Any = A n B, a contradiction. But then 

A = BUY ~ B, a contradiction. Thus IB I ~ s for some s ~ k, and s 

then B ~ A E ~ by lemma (2.2), and thus B = A E ~ . co 00 

REMARK (2.10) ~ is not the circuit matroid for any graph X. 
-- co 

For any integer k > 2 take A C Xk with IAI = k. Then A E ~. Take 
00 

B = (A - tal) U [b} with a E A and b E Xk_1 . Then B E ~ , and 
00 

A + B = [a,b} which is not the union of members of ~oo. Thus 

m 1 ~(x) for any graph X. 
<Xl 

0-I 



THEOREM (2.11) Let m be an arbitrary infinite cardinal, 1 § n § m, 

and k an integer with k ~ - n + 1 if n is finite. There is an 

exchange system ~ of m incomparable elements which separates points 

by disjoint members, is connected and has dendroids. If n is infinite 

then the elements of ~ each have cardinality n. 

Proof. Let E be a set of cardinality m and let 0 be the first 

ordinal of cardinal n. Let {X I 0 § a < o} be a partition of E a 

into n disjoint sets each of cardinality m. Define ~ as the collection 

of all subsets AcE which satisfy 

(1) 

(2) 

(3 ) 

A n X is finite for each a, 
a 

A n X is a one element set for almost all a, and 
a 

~(IA n X I - 1) = k, where the sum extends over all a a 

with IA n X I t 1. a 

Let A stand for A n X for each a, 0 § a < o. If A E ~ and a a ~'k 

Thus ~(IB I - 1) § ~(IA I - 1) = k, with 
a a 

equality if and only if B = A. Hence ~ consists of incomparable 

elements. It is clear that if n is infinite that ~ is non-empty and 

when n is finite the restriction k 5 -n + 1 ensures the same (the worst case 

being k = -n+1 which is the discrete one, ~k consisting of all one element 

sets) . 

For A E ~, Aa t ¢ for some a. Let 1Aal = p, finite. Then 

~a = [B c Xa I IBI = p} is such that for each B E ~a the set 

AI = (A - Aa) U B is a member of~. Thus I~I 5 m. For A E ~ let 

I = Cal 1Aa l t 1}. It is clear for a finite given set of ordinals 

I each less than 0 that there are at most mill = m sets A E ~ with lA = I. 



Hence I~I ~ ron ~ m, and therefore I~I ~ m. 

If n is infinite then the fact that A n X is finite for 
Q' 

each Q' implies IAI = n for each A E ~. 

Let aO' a1 be distinct points of E. Take any positive 

integer r > Ikl and choose R(i) C E - [aO,a1}, i ~ 0,1, in such a way 

that R(O) n R(1) ~ ¢, IR(i) n X I ~ 1 for each Q', and 
a 

l{aIR(i) n X ~ ¢} I = r, i ~ 0,1. Let ai be the unique ordinal for which 
a 

ai EX., i ~ 0,1, and select S(i) eX - (R(O) u R(1) u [a
O
,a

1
}) such 

a~ a i 
that IS(i)1 = r + k and S(O) n S(1) ~ ¢. Then A(i) = R(l) u S(i) u {ail 

are two distinct sets belonging to ~: 

~(I(S(i) U R(i) U {ail) n Xa l - 1) 

~ Is(i) n X I - 1 + lail + ~(IR(l) n X I - 1) 
a i a 

= (r + k) - r ~ k. 

For A(O) and A(1) take c E A(O) - taO}. Then the set 

(A(O) _ {c}) U {a
1

} clearly has properties 1),2), and 3) and so is in 

~ and ~ is connected with ~ = E. 

To obtain a dendroid for ~ take BeE such that IBol = k and 

IBal ~ 1 for 0 < Q' < a if k is non-negative, and take Bi = ¢ for 

o ~ i ~ Ikl and IB I = 1 for Ikl < a < a if k is negative. In 
a 

either case it is clear that E(IB I - 1) = k - 1. Let D = E - B. Take 
a 

A E ~. If AnD = ¢ then A c B and ~ ( I A a I - 1) ~ ~ ( I B a I - '!) ~ k - 1, 

a contradiction. For xED consider A = [x} U B. Then A is finite for 
a 

each a, and is a one .slement set for almost all a and 

E(IA I - 1) = ~(IB I - 1) + l[x}1 = k and A E ~ with AnD = [x}. a a ~'.k 

Thus D is a dendroid for ~ and for xED, fD(x) = {x} U tD. 



COROLLARY (2.12) The dendroids for ~ ~ precisely ~ complements 

of the sets Y c E with Y n XQ' finite i2.!: almost all Q', and 

~(IY n X I - 1) = k - 1. Further, for ~ dendroid D and xED Q' 

fD (x) = [x} u tD. 

Proof. Let Y be any set of the form in the statement of the 

corollary. If A n cy = ¢ then A c Y and A c Y for each Q'. 

Thus ~(IA n X I - 1) ~ k - 1 
QI 

and A ~ ~. 

Q' Q' 

Take x E tty. Then 

~(I(Y U {x} 1- 1) = k. Hence Q' Y U {x} E ~ and (Y U {x}) n CY = {x}. 

Thus CY is a dendroid and fCY(x) = CY u [x}. 

Conversely, let D be a dendroid and xED. Then 

fD(x) - [x} has the property ~(I(fD(x) - [x})QlI - 1) = k - 1. Hence by 

the above paragraph, x U CfD(x) is a dendroid (containing D). Thus 

D = [x} U CfD(x), (f;D = fD(x) - {x}, and fD(x) = ([;D U {x}, for 

D E ~~. 

~. For A E~, A c (E - D) U (A n D) = 

REMARK (2.14) Yor A E ~k and D § dendroid for ~k' 

~ fD(a) = AnD. 
aEAnD 

~ (2.15) Let X be.§; graph and ~(X) the collection of all 

circuits in X. If !~ and 02 §Dl in ~(X) ~ 01 + 02 is the 

~ of edge dis'; oin+, m.0mDer3 of ~(X) 0 



Proof. Take C
1

, C2 E ~(X). C1 and C
2 

are locally finite Euler graphs. 

Hence by [~J, p. 835 so is C1 + C2, In view of this our lemma is a 

consequence of VeblenTs theorem [1, Kapitel II, §5, Satz 11J. 

COROLLARY (2.16) Let C be.§: graph and m(x) f ¢. Then m(x) is 1m 

exchange system. 

Proof, Take C
1 and C2 in m(x) with e1 E C1- C2 and 

e2 E C1 n C2 • Then there is a circuit C C C
1 

+ C2 with e1 E C. 

Hence e1 E C c C1 U C2 - {e2} and m(x) is an exchange 8ystem. 

DEFINITION (2.17) If X is a graph and m(x) f ¢ then m(x) is 

called the circuit matroid of the graph X. In the following we shall 

only occasionally distinguish between a circuit and its edge set. 

LEJ:v1MA. (2.18) Let X ~.§: ~ and 3' ~ collection of nni te 

circui ts in m(x). If 3' f ¢ ~ 3' ll.ill! exchange system with 

t)'J 1 ¢. 

Proof. Let F1 and F2 be in 3', hence in m(x). Then F1 + F2 is 

a disjoint union of circuits b.Y lemma (2.15), each of which is finite. 

Thus as in the corollary qbove ~ is an exchange system. BW 

remar k (1.13) t?'J t ¢. 

REMARK (2.19) When X is finite then ~(X) is a finite collection 

of finite c1rcui ts. If ~(X) t 1; then t?m,.)(:: has teen characterized 



by Tutte [5J, as follows. For each component Xi of X let Ti be a 

spanning tree. Then U E(Xi\T.) is a dendroid for ~(X) and all 
i ~ 

dendroids are of this form. 

LEMMA (2.20) Let X be.§ connected ~ with ~(X) -f ¢. If ;} -f ¢ 

then the dendroids for ;} ~ precisely the sets E(X\T) where T 

is § spanning tree of X. 

Proof. By lemma (1.73) the dendroids for 3 are the sets E(X) - M 

where M is maximal such that ~(X)M n 3 = ¢. 

Clearly T is maximal in X with no finite circuits if and 

only if T is a spanning tree. Hence M = E(T) and D = E(X\T) is a 

dendroid for 3 and all dendroids are of this form. 

LEMMA (2.21) Let X be § graph and T § (spanning) tree of X. 

If ~(T) -f ¢ then ~(T) = To is.§ tree wi th ~(TO) = ~(T), and TO is 

circuit connected. 

Proof. If C is a circuit in T then C is a circuit in TO and 

vice-versa. Hence it is sufficient to show that TO is circuit 

connected. 

Let Xi (i = 1,2) be two distinct vertices in TO' Then there 

is a path P joining x, 
I 

there is nothing to prove. 

and ~ in T. 

Otherwise, if 

Let Ci be circuits in TO 

C1 n c = ¢ 2 t.hen take one of 

the rays Ri in Ci with initial ver tex xi' i.:: 1,2. Then R1 + P + R2 



is a circuit in T, hence in TO' containing x1 and ~. 

If C1 n Cz 1 ¢ take x E V(C
1

) n V(CZ) such that p(x1, xZ) 

(= distance) is least, and Ri the ray in C. wi th ini tial vertex 
~ 

and containing xi· Then R1 + RZ is a circuit in T (in TO) 

containing x
1 and xZ • Hence TO is a tree. 

Let e
1

, eZ 
E E(TO) with ei E C. , i = 0,1 , circui ts in 

~ 

Let P be the path joining the vertices x. not containing the 
~ 

Xi is a vertex of e. Now if 
i 

x 

TO· 

edges ei , i = 0,1, where 

e
i 
~ E(C

1
_

i
), i = 0 or 1 consider the circruit R1 + RZ + P where 

Ri is the ray in Ci containing e., 
~ 

edge disjoint with P and whose 

terminal vertex coincides with that of P at ei • R1 + RZ + P is in 

~(TO) and thus TO is circuit connected. 

COROLLARY (Z.ZZ) Let ~(X) be the circuit matroid of ~ connected 

graph X ~ D ~ dendroid for ~(X). D = D U E(X\T) o 
suitable spanning tree T of X and dendroid DO Ef ~(To). 

Proof. By lemma (1.74) D = DO U D1 where D1 is a dendroid for 3 

a dendroid for By lemma (Z.ZO) for a 

suitable spanning tree T of X and 

~(X)-E(X\T)= ~E(T) = ~(T) = ~(TO)· Hence DO must be a dendroid for 

~(TO)· 

REMARK (Z .Z3) Although no further use is made of it we add here a 

simple characterization of trees for which T = TO. 



~ vertioes of degree ~. 

Proof. Let T be a tree which is the union of circuits and x a vertex 

in T. Then x E e E E(T) and e belongs to a circuit in T. Renee 

d(T;x) ~ 2 and so T has no vertices of degree one. 

Conversely, if d(Tjx) ~ 2 for e~ch x E V(T) take a 

maximal path P in T containing x. If P i.3 n::>t, a circuit it has 

an initial vertex Xo which must be of degree O!'!e oy maximali 1y, a contra­

diction. Hence T is the union of circuits. 

THEOREM (2.25) Let T ~!l: tree with U~(T) = T. Then ~~(T) f ¢. 

Proof. Let S be a connected subgraph of T such that S contains 

no ray. Fix xo on the boundary of S (B (S), see for example, [:3J, 

p. 346) and set N = (V(T) - V(S)) u {xo}' E'or x E VeT) let 

E = x 

Let 

d xo) I:. E(S). This is possible since xo:: ~;(S:-. 

We claim that 

( 1 ) u 

is a dendroid for ~(T). 

Let C be a circuit in T. 

Case (i) V( C) c: N. let x be the clo",e.3t vertex tc xo. Then 

I Ex n E ( C) I = 2 a.nd sol D n E ( C) I ~ I. 



ease (11) vee) ¢ N. Then Vee) ¢ V(S) and t.here is y E B (8), 

Y E V ( e ) • If y:::: Xo then lEn E ( C) I :::: 2 and s a I D n E ( C) I ~ 1. Xo 
If Y f Xo then lEy n E(C)I f 0 and so D n E(C) f ¢. 

Thus D intersects all circuits in T. 

For x E IB(S) - tXO}' Ex n E(S) ::: ¢. T~ik8 e E D, e:= [x,y]. 

Then at least one of x,y is in N. 

Given x E N define a sequence YO' Y'I' ••••• by YO:::· x and 

Yi+1 by e(Yi):::: [Yi,Yi +1J for i ~ O. Thsn Ex = [YO'Y1' •••• J is a 

ray in T and E(R) n D :::: ¢. 
X 

Now if x and Y are in N then [x,y] I E(X I ) for any Xl. 

Hence R n R = ¢ and C:::: R U (e) URis a circ'.lit in T with 
x Y x Y 

E(C) n D = tel. 

If x E N and Y %. N then y E S(S) - [xO}, T:'l,ke P to be the 

path joining x and xO' P c: S U (e) 

a circuit in T with D n E(e) = tel. 

meT). 

and again C = R U PUR is 
x Xo 

Hence D is a dendroid for 

COROLLARY (2.26) Let m(x) be the circui 1; J.L:~ ~·.r-:-Li for a connnec ted - -_ .. ,- .. '--

~ X. ~ ~m(X) f ¢. if Ilr(X) I ¢. 

Proof. Let T be a spanning tree of X. T'!" ~ .. \' ,r) i-' a den-:~r('id 

for ;; if ';J f ¢. By the above, 'w'e hare :j.:H:'~':: :. ~ D for ~(T) if 

meT) f ¢. Hence by lemma (1.75) D U E(X\T) b a dendroid for ~(X). 

Note that if ;;:::: ¢ then ~(T)::: ~(X) while if ~\ 1') ::: ¢, E(X\T) 

meets all circuits. 



Proof. By corollary (2026) each component Y of X ha$ ~ dendroid 

Dy for ~(Y). Let D::;: U[Dy I Y a component of X}o :r G is ~ 

cirouit in X then G belongs to 8. unique component Y of X. 

Hence D n E(C) ~ Dy n E(C) f ¢. 

For y E Dy ' is a circuit in Y. and hence in X. 

If yl is a component of X, y, t y then FJ!l) n EU) ::;: ¢. Hence 

fD (y) n D = {y} and D is a dendroid for r,he cir'c'l.;.its of X, i.e., 
y 

for ~(X). 

REMARK (2.28) It is clear that if D is a dendroij for ~(X) and 

Y is a component of X then D n E(Y) is a denci:r'.::·iri for ~(Y) when 

~(y) t ¢. Thus one needs only consider connec~ed graph! in obtaining 

a characterization of the dendroids of a graph X. 



! CHARACTERIZATION Q! tYm(X) FOR! GRAPH X 

REMARK (2.29) If X is connected then the dendroids for m(x) are 

given by E(X\T) U D where T is a spanning tree of X and D is a 

dendroid for TO = U at (T) , by corollary (2.22). E~lrther, a dendroid 

for X is the union of dendroids on each component of X by remark 

(2.28). 'I'hus we need only characterize the dendroid~ of circuit matroids 

(infinite) of trees. 

DEFINITION (2.30) Let X be a tree. The pair (~,Y) is X-admipsible 

if and only if: 

(i) Y is a graph, 

(ii) ~: VeX) ~ v(Y) is an onto function, 

(iii) for each y E V(Y) the graph ~-1(y) in X is 

connected and contains no ray (here cp-- ~ (y) denotes the 

subgraph of X whose vertex set is cp--l (y)), 

(iv) [x,y] E E(X) and cp(x) I cp(y) imp:ies 

[~(x), cp(y)] E E(Y), 

(v) [p,q] E E(Y) implies there i.: [x I:;'J E E(X) with 

cp(x) = p, cp(y) = q. 

REMARK (2.31) If ~ is a graph isomorphi.::tFu. .' =_' ',L X to ,. then 

is X-admissible. 

LEMMA (2.32) Let Ccp,Y) ~ X-admid~ible and P .i £,s.t,h in X. .Th:",·~ 

cpCP) i§. ~ path in Y. 



Proof. Let P = (xO' ••• , xn) be a path in X. We use induction on n. 

If n = 1 the statement follows directly from condition (2.30)(i1i). 

Let pI = (xO, ••• ,xn_1). By the induction hypothesis ~(Pt) is a 

path. We distinguish two cases. 

Case (i). ~(x ) = ~(x 1)' In this case ~(P) == ~(pI) and hence n n-

~(p) is a path. 

Case (ii) ~(xn) f ~(xn_1)' Suppose ~(xn) = ~(xi) = y for some i, 

m-1 (y) o ~ i ~ n-2. Then there is a path Q in T joining xi and xn ' 

Since X is a tree, Q is a segment of P containing x. and x, 
l. n 

and 

hence ~(Xj) = Y for i ~ j ~ n. In particular ~(xn_1) = ~(xn)' 

a contradiction. It follows that ~(xn) f ~(xi) 0 ~ i ~ n-1 and hence 

that ~(P) is a path. 

~ (2.33) Let (~,Y) be X-admissible and [p,q] E E(Y). Then 

~ i§..§ unique edge [x,y] E E(X) with [~(x), ~(y)J == [p,q]. 

Proof. By (2.30)(v) there is [xO' x'O] E E(X) wit.h 

[~(xO), ~(x'dJ = [p,qJ. By (2.30) (iii) ~-1(p) and ~-1(q) are 

connected subgraphs of X. Suppose [x1 ,x'1 ] E: E(X) with p = ~(x1) 

and q = ~(x'1). There are paths Pi joining xi Rnd xli for 

i=0,1 (with P. degenerate if x.==x'i)' 
l. l. 

[x1 ,xO]UP OU[x l O,x'l JuP 1, is a closed path in ,',. which is nontrivial 

if xi t- xli for i equal 0 or 1. Since X io a tree this implies 

that the edge [x,y) E E(X) for which [~(x), ~(y)] = [p,q] is unique. 



(51 ) 

~ (2.34) If (cp,Y) is X-admissible W S is connected.in X 

then cp(S) is connected in.... Y. 

Proof. Take p,q in V(cp(S). Then there is x,y in S such that 

cp(x) = p and cp(y) = q. Since S is connected there io a path P in 

S from x to y. Hence by lemma (2.32), cp(P) is a path in cp(S) 

from cp(x) = p to cp(y) = q. 

LEMMA (2.35) Let (cp,Y) ~ X-admissible. EYer.;£: simBle path Q 

in Y is the image.2! ,g path P An X .rum y is ll:~' Further, 

if Q M non-degenerate then P .Q!ill be chosen ouch ~.Y. PI is.§: 

simple path in X with cp(pl) = Q ~ P 12.§: subpath of Pl. 

Proof. If Q is a vertex then Qy (2.30) (i1) there is a vertex 

x E V(X) with cp(x) = Q. 

Suppose Q = (qo, ••• ,qn)' By (2.33) there is [xi,ziJ unique 

in E(X) with [cp(xi ), CP(zi)] = [qi,Qi+1] for 0 ~ i < n. Now 

CP(zi) = cp(xi +1) for 0 ~ i ~ n-2, and by (2.)') (iii) there is a 

simple path Pi joining zi and x1+1 ' Since :~ i", i:l. tree each Pi 

is unique. Thus 

P = [xO,zO] u Po U [x1 ,z1 ] u ••• U P n-2 U [xIl< __ , ,7 r_~-: ] 

is a simple path in X with cp(P) = Q. 

Let PI be a path in X such that cp(PI) = Q. For 0 ~ i < n 

lemma (2.33) implies that [xi,ziJ is an edge in pr, and every path 

pI! joining zi and xi +1 contains a unique simple p~th joining 

zi and xi +1 ' since X is a tree. Hence Pi 13 Ii subpath of PI i 



for 0 ~ i < n-1. Thus pI contains P, and if PI is simple, 

P is a subpath of pI. 

If e is a simple closed path in Y then C = Co U C1 where 

Co and e1 are edge disjoint paths from s~ qo to q1' Now 

Ci = ep(Pi ) , and there is xi' xli in Pi such that ep(x
i

) = qo' and 

cp(x 'i ) = q1 for i = 0,1. By (2.30) (iii) there are paths Q and QI in 

X joining xO,x
1 

and XIO ,xt1 respectively. Then 

Q U Po U QI U P1 

is a closed non-trivial path in X, a contradiction. Hence Y is 

a tree. 

COROLLARY (2.36) If S c Y is connected then ep-1(S) is connected. 

Proof. Obvious from condition (2.30)(iii). 

~ (2.37) Let (ep,Y) be X-admissible. If C (: u.t(X) then 

ep(C) E ~(y) ~ for CI E ~(Y) ~ is C E u.t(X), unique, with 

ep(e) = e t • 

U If. 
~" lC' , 

:K:slJ 
1. e • , ep( C ) is 

a union of an increasing sequence of paths. Her ... ce ep( e) is one of the 

following: a path, a ray, or a circuit. Suppose that ep(G) is not a 

circuit. Because Y is a tree ep(e) contains a vertex YO of degree 1. 

If ep(e) = YO then ep-1(yo) contains C, a contradict1on to (2.30) (i11). 

Let Y1 be the unique vertex of ep(e) adjacent to YO' Without loss 



of generality we may assume ~(xO) = Yo and ~(x1) = Y1' By lemma 

(2.33) this implies ~(xk) = Yo for all k ~ 0 and so ~-1(yO) 

contains the ray [xO,x_1, ••• J, a contradiction to (2.30)(iii). It 

follows that ~(C) is an infinite circuit. 

Let CI = (""Y-k""'YO"'.'Yk"") be an infinite circuit in 

By lemma 

(2.35) PI 
k is the image of a unique simple path Pk in X, and lemma 

(2.35) implies Pk is a proper subpath of Pk+1 for k ~ 0 such that 

both ends of Pk+1 are different than those of Pk• Hence C = U P 
1@O k 

is a circuit for C contains countably many distinct edges in both 

directions from any given vertex. 

To show the uniqueness of this C let i = 0,1 and suppose 

Ci is a circuit in X with ~(Ci) = C' and for k ~ 0 PiCk) is the 

simple subpath of Ci such that ~(Pi (k)) = Pk, in the notation of the 

last paragraph. Then U PiCk) = Ci as in the first paragraph of 
k~O (k) ( ) 

this lemma. Lemma (2.35) shows that Pi is a subpath of P1~i for 

k~O and i=0,1. Hence Pi(k)=p~~i for 1=0;1 and CO =C1• 

Thus for CI E ~(Y) there is a unique C E ~lX) with ~(C) = CI. 

COROLLARY (2.38) If (~,Y) is X-adm1ssib)..E' ~ ~ induces §: 

one-one ~ correspondence ~ between ~(X) and ~(Y) c 

compatible with ~ exchange property. 

Proof. Define ~c: ~(X) ~ Y be means of ~ as follows. For each 

A E ~(X) there is a unique circuit CA in X with E(CA) = A and 



vice-versa. The same holds for ~(Y). Define ~ (A) = B E ~(Y) c 

where B = E(~(CA)). The uniqueness statement of the lemma above shows 

that ~c is one-one. 

For B E ~(Y) this lemma also shows there is a unique 

Hence ~ (A) = B, and ~ is c c 

both one-one and onto. 

Using the fact that ~(Y) has exchange, if e E B1- BZ ' 

e ' E B1 n BZ' then e E B3 c B1 U BZ - (e l
}. 

~~1(B3) c ~~1(Bi) U ~~1(BZ) - ~-1(e')' i.e., 

~-:(e) E A1- AZ' ~-1(el) E Ai n ~ and 

~-1(e) E ~ C Ai U ~ _ [~-1(e')}. 

-1 -1 ( ) Hence ~ (e) E ~c B3 

REMARK (Z.39) If (~,Y) is X-admissible it follows from lemma (Z.33) 

that there exists a one-one function ~ : E(Y) ~ E(X) given b.Y 

!([p,q]) = [x,y], where ~(x) = p, ~(y) = q. By an abuse of 

notation we shall denote ~ by ~-1. Thus if Q C E(Y), then ~-1(Q) 

denotes the set [~-1(e) leE Q}. If e = [x,y] is in ~-1(E(Y)) we 

shall denote by ~(e) the edge [~(x), ~(y)J E E(Y). If D c ~-1(E(Y)) 

we set ~(D) = [~(e) leE D}. However for G a circuit in X we still 

have ~(E(C)) = E(~(C)) as in the corollary above 

NOTATION (Z.40) Let X be a graph and r an equivalence relation 

on VeX). For x E (V(X) the subgraph X of X is defined by 
x 

V(Xx) = [y E VeX) I yrx} and 

E(Xx) = ([x,y] E E(X) I [x,y} c V(Xx)}. 



Denote the equivalence class of x by i and let X/r be the 

quotient graph of X defined by 

V(X/r) = (i I x E VeX)} and 

E(X/r) = {(x,y] I x f y and there is Xl E x, yl E Y with 

[Xl, ylJ E E(X)} 

Let cp, 
r 

be the natural mapping from X to X/r given by cp, (x) = x. 
r 

For S a subgraph of X define the relation s on VeX) by 

xsy if and only if x = y, or (x,y} is in h component of S. s 

will be called the equivalence induced by S. 

LEMMA (2.41) ~ X be ~ ~.§EQ r .!'ill e\luivalence relation Q.g 

VeX). ~ (epr,X/r) is X-admissible if and onl.,Y if each Xx is 

connected and contains !l:.Q ra;y. Similarly, if S i§. §: Bubgraph of X 

~ eQuivalence s induced ~ S Qg VeX) ~ (eps,X/s) X­

admissible if and only if ~ component of S is connected ~ 

contains !l:.Q ray. 

Proof. Clearly properties (1), (11) ,(iv) and (d of ::lef1ni tian (2.30) 

are satisfied for (epr,X/r). Since epr-1 ex; :::- Xx 9 ~qJr1X/r) b 

X-admissible if and only if X is connected -j,n; c("t,":!inf' ne r"l.y. x 

For the equivalence relation s 

which is the component of S containing any Xl 1..-1 th Xl flX if 

X E eps(S) and is just x otherwise 1 v.rhere [x} -= x. Hence (cps,X/s,) 

is X-admissible if and only if each component of S i3 connected and 

contains no ray. 
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COROLLARY (2.42) There is ~ one-one correspondence between the subgraphs 

S of X with DQ isolated vertices such that each component of S is 

connected and contains DQ ~ and ~ eQuivalence relations r £D 

VeX) ~ that (cpr,X/r) is X-admissible. 

~. Obvious. 

DEFINITION (2.43) An equivalence relation on VeX) such that (cp ,X/r) 
r 

is X-admissible will be called an admissible eguivalence on X and 

X/r will be called a contraction of X. 

In the same way if a subgraph S of X induces an admissible 

equivalence s on X then S will be called X-admissible and Xis 

will be written X/So 

LEMMA (2.44) Let (ep,Y) be X-admissible. There is .!il:!! admissible 

eQuivalence r .2D X ~ ~ ep = T 0 epr where T: X/r.... Y is l! 

graph isomorphism. 

Proof. Define r by xry if and only if ep(x)::: ep(y). Then 

X = cp-1(cp(x)) is connected and contains no rgy hy definition and so 
x 

r is an admissible equivalence on X by lernrr.:: (,2.4-;). 

Define T: X/r ~ Y by T(i)::: ep(x). Clearly T is well 

defined and onto V(Y). For e t E E(Y), e t = epee) where e E [x,y] 

and cp(x) 1 cp(y). Rence e = [i,y] E E(X/r) and T(e) = ['f(i),'f(Y)], i.e. 

T(e) = e t • For e E E(X/r), e = [i,y], e = [x,y] E E(X), unique. 

epee) = [cp(x),cp(y)] = ['f(i),T(Y)] = T(e}. Rence 'f is a graph isomorphism. 



REMARK (2.45) Using remark (2.31), corollary (2.38) and lemma 

(2.44), it is clear that any relation concerning dendroids of ~(X) 

and dendroids of ~(y) where (~,Y) is X-admissible is essentially 

given Qy a relation concerning dendroids of ~(X) and ~(X/S) 

respectively where XIS is some contraction of X. 

Let XiS be!l: contraction.Qf. X. Then 

(~-1 (A) I A E a?~(L/~ } c: a?~(X). If D E a?~(X) ~ 
~(D) E a?~(X/S) if.§lli1 only II Dc: ep-1(E(X/S)). 

~. We shall not distinguish between circuits and their edge sets. 

Let A be a dendroid for ~(X/S) and let ~-1(A) = D. 

For e E A, ~-1(fA(e)) E ~(X) and ep-1(fA(e)) n D = ~-1(fA(e) n A), 

a single element of E(X). The same lemma (2.37) shows ~(C) is a 

circuit in XiS for each circuit in X. Hence, if enD f ¢, then 

~(C) n A = ~(C n D) = ¢, a contradiction. Thus ep-1(A) is a 

dendroid for ~(X). 

For the second part, if e E D E a?~(X) with epee) ~ E(X/S) 

then ~(e) = ep(fD(e) n D) = ep(fD(e) n ~(D) i E(X/S), while ep(fD(e)) 

is a circuit in X/So Thus Dc: ep-1(E(X/S)) is neceasary. 

Suppose that Dc: ep-1(E(X/S)). For any circuit in X, 

c n D f ¢ and so ~(C n D) = ep(e) n ep(D) = Ci n cp(D) f ¢ for any 

circuit C' in XiS by lemma (2.37). Since f (e) n D = [e}, 
D 

~(fD(e) n ep(D) = [~(e)} and ep(fD(e;;-: fep(D) (ep(e)). This proves the 

lemma. 



REMARK (2.47) Let X be a tree and let X be rooted at xO. In 

the notation of theorem (2.25) IE(X;x)-Exl = 1 for all x f Xo 

and E = E(X;xO)' Xo 

LEMMA. (2.48) - Let X be ~ oircuit connected ~ and D ~ dendroid 

Proof. It is olear that E(X;x) - D f ¢ for oul vertioes x. Suppose 

IE(X;x)-D\ > 1 for all x E V(X). Choose Xo a=titrary in V(X). 

Let [xO'x1] and [x_1,xOJ be distinct edges in E(X;xO) - D. 

This forms a path P1 = (x_1,xO'x1). Suppose that Pk has been 

defined with E(Pk) n D =~. Let [xk,xk+1] be an edge in E(X;xk) 

not before used and not in D. xk+1 f Xj for 0 ~ j ~ k since X is 

a tree. Do the same at vertex x_k· Then Pk+'1 = (x_k_1,··· '~+1) 

is a path with Pk+1 n D = ¢. c = U Pk is a circuit in X and 
l@O 

C n D = ¢, a contradiction. Thus the lemma follows. 

DEFINITION (2.49) If X is a tree and D a dendroid for ~(X) 

then any vertex x with IE(X;x)- D I = 1 L.o .~~.id La be D-,!3aturated. 

NOTATION (2.50) Let X be a tree with dendrr,i~, f, for m(x). 

Fix a D-saturated vertex Xo and an edge eO c: E;x n D. Given any 
o 

edge e of X let x,y be the two ends of e and let the 
e e 

notation be so chosen that p(xO'xe ) < p(xO'Ye)' 

For e E D, fD(e) -=: E(G) where G is a circuit which m~ 

be written 
+ 

(e) U R- R R+ G .::: R U where and ~e the rays from e e e e 
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x and y respectively in C not containing e = [x ,1 J. Let e e e e 

A- = V(R- ) U U V(R+) 
--D eO eED e 

For each x E yeS) let S be the component of S containing x, x 

where S is any subgraph of X. 

distinct.!l! D 

lB the notation £f (2.50),!2r eO,e1, and e2 
~ have V(R+) n V(R+) = if; = V(R+) n V(R- ). 

e1 e2 e1 eO 

Proof. 

paths 

P1 = (xO'···'x ~o , ••• ,x) e
1

, v~ 

P1 = (xO' ••• 'x ,y , ••• ,x) e
1 

e2 

Then there are distinct 

Then there are distinct paths 

In either case this gives a contradiction, X being a tree. 

COROLLARY (2.52) 

x E V(R+) .2r. .. 
e 

For each x E ~ there is g :;;Lni~ e E D with 

E V(R- ). 
eO 

Proof. This i· i .c.ediately clear from the aboye. 

LEMMA (2.53) In the notation £f (2.50) V(S ) n V(S ) = if; x
1 

x
2 

U.s: = S. 
xEV(SD)nAn 
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Proof. i = 1,2 and V(S ) n V(S ) i ¢. 
xi x2 

Then S = S and there is a path P in SD joining xi and x2 • 
xi x2 

Let ei be the unique edge in D associated with xi. Let 

Pi = (xO,.··,x ,y , ••• ,x). Then Pi uP U P2 is a non-degenerate e
i 

e
i 

closed path if e
1 

i e2 • Hence e
1 

= e2 = e. Now there is a path 

Q in R~ U (e) U R; distinct from P joining xi and x2 and 

again P U Q is a non-degenerate closed path unless P = (x ) = Q. 
1 

Thus V(S ) n V(S ) i ¢ implies xi = x2 • 
xi x2 

For the second part let y E V(SD)' Then there is a path 

in X joining Xo and y. Because IE - DI = 1 there is either Xo 
an e E D n E(P), or an x E V(R- ) n V(P) 

eO 
closest to y. In either 

case there is an 

REMARK (2.54) 

x E Au n v(p) closest to 

US = S. x 
xEV(S)nAu 

y and y E V (S ). Hence x 

SD is the union of all paths P with initial 

vertex x in Au and E(P) n En = ¢. 

LEMMA (2.55) In the notation £f (2.50), ~ is ll:Q ray in S 
x 

Proof. If RII is a ray in S then there is a ray RI x in S x 

with initial vertex x. 

set P = (y , ••• ,x), 
e 

+ a subpath of R 
e and if 

a subpath of In e1 ther case 
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R ~ PURl is a ray from some e E D with E(R) n D = ¢. By the 

uniqueness of R- U (e) U R+ for each e E D, Rt is a ray with e e 

E(R') c~, a contradiction to RI being in SD. 

PROPOSITION (2.56) Let X be a tree with dendroid D for ij(X) - --.---- -

rooted at ~ D-saturated vertex xO. Then SD is ~ X-admissible 

subgraph and if s is the induced eguivalence relation then D 

is ~ dendroid f2! the contraction XiS and i5 has ~ !2!:!!! 

D~ U (EX-n(x)) 
XEV(X/S) 

f2r ~ suitable choice function n for ~ family (Ex) x E V(X/S). 

XIS is to ~ rooted.i2:.1 Xo = {xO}, ~ Xo j.§,.§: D-saturated 

vertex of X/S. 

~. Lemmas (2.53) and (2.55) show that no component of SD 

contains a ray. By lemma (2.41) SD is then X-admissible. Now 

E(SD) = E(X) - En and so ~-1(E(X/S)) =~, i.e., D c ~-1(F(X/S)). 

Thus by lemma (2.46) ~(D) = D is a dendroid for ij(X/S). Since 

and lE- .- .15\ ~ 1, Le., Xo 
:x.o 

is a D-saturated vertex and XiS can be rooted at 

We now show that lEx - D I ::: 1 for 0.1,c;1" x E V(X/S). As 1:: 

indicated in corollary (2.52) the set AD Lo.-, !'dpresent6.tive oet for 

V(X/S). Take x E V(X/S). [x,y] E E·- if and only if 
x 

p(xO'x) < p(xo,y) and there is [x,y] E E(X) - E(SD)' with ~(xr) ~ X 

~(yl) ~ Y and x i y. If p(xo,yr) < p(xO,x l ) then P = (xO, ••• ,yl) 

is a subpath of pI ~ (xO, ••• ,yr ,Xl) and ~(P) is a subpath of 
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~(PI) so that p(xo,y) < p(xO,x), a contradiction. Thus we have 

(x,y] E E- if and only if t.his edge is the image of an edge in x 

i.e. , E- = U E . 
X Xl EV(SX) x' 

e E E- - Ii if and only if 
x 

e = ~(e'), e' unique and e l E Ex' - D, e' i E(SD) , and x' E V(S ). x
1 

Thus e' = [x' ,y' ] E E(R- ) U U E(R+). Lemma (2.53) implies that 
e e eO eED e 

V(S ) n A- = {x}, and thus that x' = x. The lemma further x --1) 1 e 1 

implies there is a unique y in An with [x
1

,y] E ED - D. Thus 

there is a unique e E U (Ex' - D) n En with ~(e) = e. That 
Xl EV(S ) 

x 

is, E- - Ii = U (E, - D) n ~ = e, as desired. 
x x'EV(S) x -U 

x 
-Thus we may define a function n V(X/S) ~ (E-)x E V(X/S) 

x 

b1 t· ... in:~ ii(X) to be the unique edge in E- - Ii. Then x 

D = U (E- - n(x)). 
iEV(X/S) x 

COROLLARY (2.~) Let X be an infinite tree. Then D is a - --- -- ---- --
dendroid for ~(X) if W only if there is. ~ .£,Qntraction Xis of X 

and S1 dendroid Q .Qf ~(X/S) of i.l:te form (2.56.'1) ~ ~ 

D=~-1(Q). 

Proof. The proposition shows that every D E ~~(X) gives rise to 

such an Sand Q. 

rn--I (Q) Conversely, for such an Sand Q, T is a dendroid for 

~(X) by lemma (2.51). 
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w x ~ ~ ~ and S .!!n X-admissible subgraph 

of X. Then there 1§. x E V(S) such ~ \E(X;x) n E(S) I ~ 1. 

Proof. Suppose not. Take Xo E V(S), and [xO'x
1

] E E(S). Set 

P1 = (xO,x1). Suppose that Pn = (xO, ••• ,x
n

) has been obtained 

with Pi a proper subpath of P
j 

for i < j ~ n, and 

E(P ) n E(S) = ¢. Because IE(X;x) n E(S)I > 1 there is n n 

xn+1 ' [xn'xn+1] E E(X;xn) n E(S) xn+1 ~ xn_1 • Again xn+1 ~ Xj 

for 0 ~ j < n beoause X is a tree. Thus R = U P is a ray in 
nE;On 

S, a contradiction. 

NOTATION (2.59) Let X be a tree and S an X-admissible subgraph 

of X. Let X be rooted at xo. For x E V(X) set 

EX = U (E - E(S)\. 
zEV(S ) z 

x 

Remark (2.60) l! in the notation of (2.50) ~(x) = ~(y) then 

S = S by lemma (2.53). Henoe if i = Y then EX = Fl. x y 

THEOREM (2.61) Let X ~ l!: tree, D !§. l!: dendroid f.Q!: ~(X) if 

and .QW .!l. there M.rul X-admissible subgraph S of X, !il:. ~ Xo 

£i X ~ l!: choice function n: Xs ~ (EX)XEX
S 
~ that 

D = U (EX - n(x)). 
xEXS 

Xs 1! ~ representative set 19t the egy1valence classes of s 

induced l?l S. 



Proof. Choose Xo such that \E(S;xO) n E(S)\ ~ 1 and root X 

there. As in proposition (2.56) 

~ = U (E - E(S)) = E-, where ~(x) 
ZEV(S) Z x 

x 

-= x. 

Hence for ~(x) -= x. 

Now suppose that D is a dendroid for ~(X). Choose S 

and Xo as in proposition (2.56). 

D = U (E- - n(i)) = 
iEV(X/S) x 

D = ~-1 (I5) = 

-1 -Wri te n = ~ 0 n 0 ~. Then 

D = U (Ex - n(x)). 
xEXS 

Conversely, suppose X is rooted at xo' and S is an 

X-admissible subgraph of X with representative set Xs such that 

D = U (EX - n(x)), 
xEXS 

I5 = . U (~- nl.x)) 
XEXS 

= 

choice function. 

U (EX - n(x)) = 
xEXS 

Then 

= U (E- - n'(i)), where n'(i)= ~(n(x)), a choice function on 
iEV(X/S) x 

V(X/S). Now apply theorem (2.28) with the distinguished set S being 

xO. This gives D a dendroid for ~(X/S). Hence by the corollary 

(2.37), D is a dendroid for ~(X) 



- --.----------------------------------------

~ome Properties of Dendroids of Circuit Matroids 

LEMMA (2.62) Let X ~ !ill infinite ~ ~ Be E(X) ~ ~ B nA -i ~ 
for ~ A E.m(X). Then B contains ~ dendroid f2r m(+). Moreover, if 

DO C B ~ l! dendroid f2r the finite circuits in m(x) then there is l! 

dendroid D for m(x) li!ih DO cDc B. 

Proof. Because B n F :f ~ for the finite circuits in m(x), B contains a 

dendroid DO for these circuits by lemma (1.33). Now E(X)-DO = E(X\T) for a 

spanning tree of X by lemma (2.20). If m(T) = ~ then DO meets all circuits 

in m(x) and the theorem is proved. Suppose that m(T) f ~, so that B-DO 

meets all circuits in T. Then IE(T;xO)-(B-DO) I ~ 1 for some Xo E V(T). The 

proof of this is exactly the same as in lemma(2.48). Root T.at xo and let 

S'be the minimal subgraph of T whose edge set is E(T)-(B-DO)' If K is a com­

ponent of S'and Rl ,R2are rays in K then Rl ++R2 is finite for otherwise 

there is a circuit in K not meeting B-DO' Let ~ be an index set for the 

components of S' which contain an infinite ray and for AEi~ let RA be a max-

imal ray in K
A

• Let S be the minimal subgraph in T whose edge set is 

E(S~) - U E(R ). Suppose that K is a component of Sand R is a ray in K. 
AEfI. A 

K is contained in a component of Sf, and hence K C KA for some A E ~. But 

then there is a path P joining Rand RA, so that R U P U RA contains a cir­

cuit in K
A

, a contradiction. Hence no component of S contains a ray and S 

is T-admissible. Let ~ : T ~ Tis and put ~(x) = i for x E V(T). Now 

(E(T)-E(S)) - (B-DO) = U E(RA), a disjoint union of sets. Hence for 
A E ~ 
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x E V (T), I E- - (B-DO) I = I U E (R ) Cl E- I ~ 1. Le t 
x A E A A x 

Q = t ~ E V(T/S) I Ex - (B-DO) = ¢ }, and define the choice function 

n : V( T/S) -. U E-
x E V(T/S) x 

by n(x) = Ei -(B-DO) if i ~ Q, and arbitrary 

if x E Q. By corollary (2.57), H ~ U (E- - n(i)) is a dendroid for 
x E V(T/S) x 

m(T/S), and by the choice of n(i), ~-l(Ex - n(x)) C B-D
O 

for each x E V(T). 

Htnce ~-l(H) = B'c B-DO is a dendroid for m(T) by corollary (2.57). Thus 

DO C DO U B' == DeB, and D is a dendroid for ~(X) by corollary (2.22). 

LEMMA. (2.63) Let X be §E infinite connected ~ wi th Z c Be E(X) and 

B n A f ¢ fQr. A E m(X). ~ ~ 1.2 D minimal in B with Z c: D, D r) A f ¢ 

f.£r. A E ~(X). If e ED-Z there 12 A E m(x) such that AnD ~ [e}. If Z == ¢ 

then D is ~ dendroid ~ ~(X). 

Proof. Let J ~ t A E ~(X) I A is finite }. By lemma (1.33) there is DO mini-

mal in B such that Z c: DO and DO n A f ¢ for A E ;;<.DO -.J DO' a dendroid for 

J and by lemma (1.78), DO -z ~ DO -Z. 

Now E(X) - DO == E(T), T a spanning tree of X by lemma (2.20). Let 

S be the minimal subgraph of X whose edge set L- E: T) - Z. S is the dis­

joint union of trees since T contains no finite circuits. If ~(S) == ¢ 
then every circuit in T meets Z and the theorem is proved. If ~(S) f ¢ 

then m( T) f ¢. As shown in lemma (2.62), (B-DO) II A f ¢ for A E m( T) • 

B-DO = (B-DO) U (Z-Do)' If A II Z = ¢ for some A E m( T) then A II (B-Do) f ¢. 
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Hence (B-D
O

) n A 1 ~ for A E ~(S). By lemma (2.62) there is a dendroid Dl 

for ~(S) contained in B-DO. Let D = DO U Dl • Take A E ~(X). If A I 1 DO = ~ 

then A E ~(S) and so A Il Dl 1 ~, and if A n Dl = ~ then A is finite or 

A E ~(T) - ~(S) and so A n DO t- ~. Hence D II A t- ~ for any A E ~(X). 

For e E Dl there is A E ~(S), A f) Dl = [e}. Since DO and E(S) are 

disjoint, AnD = A II (DO U Dl ) = All Dl ::: [e}. For e E DO - Z there is 

A E 3' with A Il DO = [e}. Hence if A II D = [e} U [el, ••• ,en} there is 

AI E ~(X) with AI I) D = [e} and AI C fD (e) U U fD (e.) by lemma 
o 1 ~ i ~ n 1 1 

(1.20), and clearly AI n Z = ~. 

Thus D is minimal in B such that Z c: D and D 11 A t- ~ for A E ~(X). 

We have also shown that for e ED - Z there is A E ~(X) with A 11 D = [e}. 

It is clear that if Z = ~ then D is a dendroid for ~(X). 

REMARK (2.64) Lemma (2.63) is the generalization of lemma (1.33) to 

circuit matroids. 

PROPOSITION (2.65) Let S be S!: ~ and w E E(S) ~ that 

(i) w E E(C), C S!:Q infinite circuit, 

(ii) S\(w) = TO U Tl , 

(iii) V(T
O

) II V(T
l

) = ~, 

(iv) Ti 12 ~ infinite ~ and is circuit connected, i = 0,1, and ~ 

(v) D1 E ~~{(T.) meets every ray in Ti' i = 0,1. 
1 
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Proof. If A n (DO U Dl ) = ¢ for some A E m(s) then A ¢ E(Ti ) for i = O,or 1. 

Hence w E A and A is infini te, A = AO U (w) U ~ wi th the subgraph 

corresponding to Ai being a ray in Ti' i = 0,1. But then A n Di f ¢, a 

contradiction. Thus DO U nl = n is a dendroid for m(S), and for e E n, we 

have fn(e) = fn (e), i = 0 or 1. Now w E E(C) ¢ U f (e). Hence 
i e E D n E(C) D 

m(s) does not have the l.c.p. 

REMARK (2.64) Since n meets every ray in Ti above, no infinite circuit has 

as an edge set an fn(e), e E D. 

EXAMPLE (2. f:J7 ) The following is a simple example of a graph of the type in 

proposition (2.6,) 

,'" n 

FIGURE 4 

w is taken as [x,x'] and C = (. .. ,n', .... ,l',x',x,l, ... ,n, ••• ). The dendroid 

is the set of red edges. . B.1 adjoining a,b to V(S), and 

[x',b], [b,a], [a,x], [x',aJ, [x,b] to E(S) and [a,b], [a,x'], [b,x] to D 

we make ~(S) into a point separating matroid which does not have the l.c.p. 



LEMMA (2.68) Let X ~ !ill infinite ~ containing £l: subgraph S .Qf the 

~!g proposition (2.65). Let Dl be the dendroid for ~(S) given there. 

Then Dl has ~ extension D, £l: dendroid ££r ~(X). 

Proof. E(X) II A f ~ for A E ~(X) and E(X) --.J D. Hence by lemma (2.63) 

there is Ii minimal in E(X) containing Dl such that D II A f yj for A E ~(X), 

and for e ED - Dl there is A E ~(X) with A CI D = ie}. 

Now suppose there is eO E Dl such that A n (D - [eO) f ~ for any 

remark (2.66). Let ei = [xi,yi ] for O~ i ~n, and be indexed such that 

If fD(ei ) is infinite let R U (e.) U R be the circuit with that 
xi 1. Y i 

edge set. Otherwise let it be Pi U (ei ), 1 ~ i ~ n. 

Suppose that some fD(e i ) is infinite. Let j and k be the least and 

greatest integer respectively in 1 to n such that this is so. Then 

infinite circuit missing D -{eO}' a contradiction. Hence fD(e i ) is finite 

for 1 ~ i ~ n. Now consider the path pI joining Xo and yo and not containing 

This contains a simple path P with the same end points. Hence 



P U (eO) E m(X) and (E(P) U{eO)) II (D - (eO}) =~, a oontradiction. Thus D 

is a dendroid for m(x). 

THEOREM (2.69) Let X be .!! ~ which contains ~ subgraph of ~ ~ in 

proposition (2.65). Then m(x) does not have the 1.£.£. 

Proof. Let this subgraph be S, Dl it1s dendroid, w it1s distinguished edge 

and C the related circuit, all as in proposition (2.65). Let D be an exten­

shion of Dl as in lemma (2.68). Since fD (e') = fD(e') for e' E Dl , we have 
1 

w E E(C) ¢ U fD(e) c E(S) -(w}. Thus m(x) does not have the l.c.p. 
e EE(C) II D 

LEMMA (2.70) 1!.!: X be !!!! infinite graph with dendroid Do!.2! m(x). 1!.!: D' 

be ~ dendroid for ~O(X) = fA E ~(x) I IA n Dol is finite }. D' ~ be 

extended ~ .!! dendroid D !2r m(x). 

Proof. If D' is a dendroid for m(x) there is nothing to prove. Suppose that 

D' is not a dendroid for m(x). D' meets all finite members Of m(x) since 

these are in mO(X). Now m' = {A E ~(X) I AnD' = ¢ } t ~, and hence is an 

exchange system by corollary (1.72), who~'e ci::.',-.: ' . form a disjpint 

union of trees. Thus m' has a dendroid Dl by theorem (2.25). Take 

D = Dl U D'. 

Let A E m(x) and e E Dl with A n Dl = eel. Since D, is a dendroid 

for m' we may take A E ~/. Then A n DI = ~ and so AnD = (e}. 

Let e E DI and A E ~O(x), A infinite with A n DI = eel. If A n Dl f ¢ then 
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we construct a new circuit as follows. Let e =[x,y] and let 

A = E(R ) U (e) U E(R ) in the notation of (2.50). If E(R ) n Dl f ~ take x y x 

w= 

all 

[p,q] E E(Rx ) n DI such that p(p,x) < p(q,x) and p(p,x) is least for 

such w. Again fD,(w) = E(R ) U (w} U E(R ) and E(R ) n D' = ¢. Take 
p q p 

R' = (x, ••• ,p) U R • If E(R ) n Dl = ~ take R' = R • In either case x p x x x 

E(R') n Dl = ~. Do the same for R • Then C = R' U (e) U R' is a circuit 
x y x Y 

such that E(C) n D = (e}. Finally, if e E D' and f~,(e) is finite then 

since fD,(e) n DI is finite and Dl n U fD,(w) = ~, there is A E ~(X) 
wED' 

with AnD = (e}, by a finite number of applications of the exchange 

property. It only remains to show that DnA f ~ for any A E ~(X). 

If A E ~(X) with A finite then AnD' f ¢. If AnD,' = ~, then 

A E ~' and hence A n DI f ¢, while if A n DI = ~ then A ~ ~' and so 

AnD' f ~. 

Thus D is a dendroid for ~(X) and is an extension of D'. 

PROPOSITION (2.71) Let X be §: ~ and ~(X) f ¢. Then ~(X) is weakly 

locally finite. In fac-t, for each A E ~(X) .illlli e E A ~ is D E t?~(X) 

Proof. Take e E A E ~(X). If A is finite remark (1.21) shows that A = fD(e) 

for some D E t?~(X). 



~. -~-----~~~--

If A is infinite, A is the edge set of a tree. Let T be a spanning 

tree of X containing the set of edges A. Set TO = U ~(T). Let e = [e e J. x, y 

Root TO at ex and let D1 be the dendroid for ij(TO) = ~(T) given by 

D = U (E - n(x)) 
x E V(T

O
) x 

where n : V(TO) ~ U E, a choice function, where 
x E V(T

O
) x 

(i) 

(ii) 

(iii) 

n(x) = [x,yJ E A n E for x fe, x E V(CA), x x 

n(e ) = e, and 
x 

n(x) is arbitrarily chosen in E otherwise. 
x 

Clearly A = fD (e). Now D = D1 U E(X\T) is a dendroid for ~(X) and 
1 

A n E(X\T) = ~. Hence A = fD(e) and the proposition is proved. 

PROPOSITION (2.72) Let T be ~ ~, ~(T) f ~. Then ~ necessary ~ 

sufficient condition ~ ~ dendroids for ~(T) be locally finite is ~ 

nQ ~ Q£ T contain infinitely ~ branch points. 

Proof. Necessity. Suppose there is a ray R = [xO'x1, ••• ) C T and an infinite 

sequence i1 < i2 < ••• such that d(Xi ;T) ~ 3 for j ~ 1. Since T is a tree, 
j 

there is a circuit C in T such that x. E V(C) for i ~ N, some integer. Let 
1. 

TO = U ~(T). Root TO at Xi and consider 
1 

(E - n(x)) 
x 

1:' , 



where n : VeTO) ~ u 
x E VeTo) 

E , a choice function such that 
x 
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n(xi ) ~ E n E(R) for j ~ 1, which is possible since xi is a branch 
j xi j 

j 

vertex. Otherwise n(x) may be arbitrarily chosen. 

~- corollary (2.57) D is a dendroid for ~(TO)' and hence for ~(T). 

Clearly D n E(C) is infinite since [~'~+1J E D n E(C) for k ~ i j ~ N. 

Sufficiency. Let D be a dendroid for ~(T) and C ::;; R_1 U R1 be a circuit in 

i i T, R_1 and R1 edge disJoint rays. Put R ::;; [xO,x'I''''), i::;; -1,1.By 

hypothesis d(x!;T) ::;; 2 for k ~ N, an integer, and i::;; -1,1. Now if 

i . 
e j ::;; [xj ,xj+1 J E D for i ::;; -1 or 1 and j ~ N then 

[ [x!, x!+1 J k ~ N} E fD(e). Hence ID n E(C)I ~ 2(N+1), and D is locally 

finite. 

THEOREM (2.73) Let X be .§: tree, ~(X) 1- ¢. Then ~(X) has the 1.£.£. 

Proof. Take A E ~(X) and D a dendroid for ~(X). Suppose e ::;; [e ,e ], 
x y 

e E A - U [ fD(w) I wED n A }. Let CA be the ~ircuit whose edge set is. A. 

Root X at e • Put C ::;; R U (e) U R in the notation ;)f (2.50). If 
x x Y 

E(R) n D = ¢ take wED n A with pew ,e ) least. Then R ::;; R U (e ,e , ••• ,w ) y xx y yx x 

is a ray missing D. Thus R = R~ and e E fD(w) , a contradiction. A similar 

argument holds if E(R ) n D = ¢. x 



Take w,z E AnD such that they are on opposite ends of e and such 

that p(e ,w ) and p(e ,z ) are least. Then R- + (z , ••• ,e ,e , ••• ,w ) + R-xx xx w x xy x z 

is a circuit with no edge in D, a contradiction. Since these are all the 

possible cases then no ouch e exists in A and ~(X) h'is the l.c.p. 



CHAPTER 3 

THE DUAL OF A MATROID. 

NOTATION (3.1) Let ij be a matroid on E (definition (1.23)). For x E E - D, 

and D E ~~ put 

* fD(x) = (x} u ( y E D I x E fD(y) } , 

(ii) ~(ij) = ( X CEllA n Xl 1 1 for any A E ij } , and 

(iii) ~ = ( f~(X) I x E E-D, D E ~ij } • 

* ~. 
REMARK (3.2) For fixed D E ~ij the sets fb\x) and fD(y) are distinct for 

x 1 y. However, it can occur that f;(X) = f;,(y) provided D and D' are 

different dendroids for ij. 

In terms of the notation just introduced the results of Tutte [5J 

for matroids Q.[ on a finite set E can be st~ted as 

(ii) 

(iii) 

(iv) 

~(ij) is an exchange system, 

J C ~t(Q.[) i is an exchange system, m n 

~(~(Q.[) i ) . = Q.[, and m n mJ.n 

~~ = ( E - DID E ~Q.[ }. 

In fact, one can show that J = ~(ij)min in this case. The present 

chapter is concerned with extensions of Tutte's res'll ts to the case where 

E is infinite. 
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REMARK (3.3) If the exchange system ~.QQ E has [ [x} 1 x E E } n ~ = 91 

then clearly E E ~(~). In~, if D E t?U! and IDI is infinite then there is 

X E w(~) with IXI = IDI. This is seen as follows. 

Take D E t?~ with IDI infinite and well order D by the ordinals less 

than s, where s is the first ordinal with Isl= IDI. Then 

D = [a I 0 ~ p < s } • p 

Define recursively the sets Xp' 0 ~ p < s as follows. Take Xo in 

Suppose Xi defined for 0 ~ i < j. If (U Xi) n fD(a.) = 91, select 
i <j J 

Xj E fD(a j ), Xj ~ D and set Xj = (.U.Xi) U [xj }. If (.U Xi) n fD(a j ) f 91 
~<J l.<j 

set Xj = U X. • 
i<j ). 

Let X = U X and put X = DUX. Clearly IX I ~ lsi = IDI so that 
s p<sp s s 

IXI = IDI· 

If A E ~ then AnD f 91 and thus if IA n (X U D) I = 1 then s 

A n Xs = 91 and A = fD(a j ) for some j, 0 ~ j < s. Now A n Xs = 91 implies 

( U Xi) n fD(a.) = 91 so by definition there is x. EX. eX, x
J
' E fD(a j ), 

i<j J J J s 

Xj ~ D and hence An Xs f 91, a contradiction. Thus X E ~(~). 



;'.JEMMA (3.4) Let at ~ ill! exchange system with .§: dendroid D. Then if 

* * * y E fD(x) - [x}, there ie. D'l '" D such that fD (y) = fD(x). 
1 

Proof. By definition x E fD(y). By lemma (1.17) D1 = (D -[y}) U [x} is a 

dendroid for at, D'l '" D, and if p E D - [y} with x 1. fD(P) then fD (p) = fD(P) 
1 

* * and hence y 1. fD (p). Thus fD (y) C fD(x). Since", is symmetric we have 
1 1 

* * * * fD(x) C fD (y), and so fD(x) = fD (y). 
1 1 

LEMMA (3.5) Let at be lill exchange system with dendroid D. ~ .§: neoessary 

* and suffioient oondition that IA n fD(x) I f 1 fQr ~ A E at and x E E - D 

Proof. Suffioienoy. Let D have the l.c.p. and suppose for some A E at and 

* x E E - D that A n fD(x) = [y}. By lemma (3.4) there is D1 ~ D with 

f; (y) = iy;(x) and by theorem (1.45) D1 has th~' 1.c.p. Now yEA, 
1 

A C U [ fD (a) I a E A n D1 } and thus there is a E An D1 with y E fD (a), 
1 '1 

* * ie., {a,y} cAn fD (y) = A n fD(x) , a contradiction. This proves the 
1 

sufficiency. 

Necessity. Suppose that D does not have the l.c.p. Then there is A E at 

* with yEA - U [ fD(a) I a E AnD }. Hence A n fD(y) = [y}. 
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~ (3 .6) ~ at ~ M exchange system with t?t( t ~ ~ A E at. Then!l: 

necessary and sufficient condition that IA n X~ f 1 !2.!: ~X E .J is ~ 

A c U [ fD(a) I a E AnD} ill eVEry D E t?~. 

Proof. Sufficiency~ Take X E .J with A n X t ~. For x E A n X we can take 

* X = fD(x) for some D E t?~ by lemma (3.4). Since x E A C U(fD(a) I a E AnD }, 

* x E fD(a) , a E AnD. Hence a E fD(x) and IA n Xl ~ 2. 

Necessity. A ¢ U [ fD(a) I a E AnD} for some D E ~~ means D does not have 

the Lc.p. by definition and thus by the second part of lemma\(3.5) there is 

X E .J with IX n AI = 1. 

REMARK (3.7) Using lemmas (3.5) and (3.6), .J C Oi(~) if ~ only if ~ has 

LEMMA (3.8) Let ~ M .!ill exchange system with the 1,.£.,2. Then .J consists 

of incomparable elements which are minimal lD ~(~). 

Proof. By remark (3.7) J COi(~). Suppose Y E J, X E ~(tt)~ Y E Y - X,and 

* Y ~ X. Then Y = fD(y) for some D E ~~ by lemma (3.4). Let x E X and 

* a E fD(x) n X. Then a E Y = fD(y) and since X if- properly contained in Y, 

at y. Hence a E D and therefore a E fD(X) n D, ie., a = x. Then 

fD(x) n X = [x}, a contradiction to X E Oi(~). Thus the elements of J are 

minimal in ~(~) and J consists of incomparable elements. 



~ (3.9) ~ m be .lY! exchange sys tem wi th the 1.,g, • .E. Then E - D is .€!: 

dendroid ~ ~(m) with .:tlliL1.,g, • .E. ill each D E t?-fU' In fact, E - D is .§: 

dendroid ~ ~. 

Proof. If (E - D) n X = ¢ for some D E t?-m and X E ~(m) then D ~ X and for 

x E X, IfD(x) n Xl = 1, contrary to definition. Now ~ c ~(m) by lemma 

* (3.8) and for x E E - D, fD(x) n (E - D) = [x} and so E - D is a dendroid 

for ~(m) and since f;(X) E ~, E - D is a dendroid for ~. 

* Take X E ~(m) and Y = U [fD(x) x E (E -D) n X }. If Y E (E - D) n X 

i~ 

then Y E fD(y) C Y. If Y E D n X then IfD(y) n Xl ~ 2 by remark (3.7) and 

* * there is x E fD(y) n X, x f y, ie., x E (E - D) n X, y E fD(x) C Y and 

hence X = Y. Thus E - D has the l.c.p. 

LEMMA (3. 1 0) Le t m be !ill eXchange sys tern wi th E - D E t?-J, D E t?-m ~ 

B ~ E - D. ~ E - B E ~m ~ E - B ~ D. 

Prpof. It i~ sufficient to take B adjacent to E - D. Then 

B = ((E - D) -[y}) U [x}. E - B = (D - [x}) U {y}. If A n (E - B) = ¢ for 

* * some A E ~ then A = fD(x) and y ~ fD(x). Hence x ~ fD(y). Then B n fD(y) = ¢, 

a contradiction. Clearly fD(x) n (E - B) = {y}. If z E E - B, Z f Y sueb. ~hat 

with z E A1 C (fD(x) J fD(z))- [y}. Then A1 n ((E - B) -[z}) = ¢. Hence 

E - B E t?-m and E - B ~ D 
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~ (3.11) ~ ~ ~ wf be exchange systems such that ~n 
is weakly locally finite. If ~~ = {E-D IDE ~~} f ¢, tqen 

# 
(/) == ~in 

Proof. Let B be a dendroid for J, D a dendroid for ~, and 

B = E-D. Now B n ~_B(z) == B n r;(z) == (z} and 0ince wf i~ an 

exchange system fB(z) is unique by lemma (1.14), i.e. fB(z) = f*E-B(z), 

The following relation holds between elements of ~in and 

(~l. 

~(y) = [y} U (z E Bly E fB(z)} == [y} U [z E E-D\y E fl_B(z)} 

Hence 

= {y} U (z E E-Dly E ft(z)} == (y} U [z E E-Dlz E fD(y)} 

= fD(y)· 

(~)# = 91 • -min 

LEMMA (3.12) ~ ~ be an exchange sys tam wi th the 1. c. p. If 

J is an exchAnee system and B E ~~ then (E-B) n A I ¢ for any A E ~. 

~. Suppose (E-B) n A = ¢. Then A C B. Take Q E A. There is 

X E J with X n B = (a}. By definition X -= i1J\a) for ..'lome D E ~~ , 

using lemma (3.4). Then 

aEAni](a) C:Bnft(a) == {a}, l.e., Anfl(i) " .. t-,.}, 

a contradiction to lemma (3.5). Rence (E-·B) n A ) ¢ for any A E ~. 
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COROLLARY (3.13) ~ ~ ~ ~ be exchange systems on E such that ~ 
has the l.c.p. and, in addition, for any Z c E with Z n A f ¢ there 

is D c Z, a dendroid for~. Then 

!1:.Q.Qi. 

A E ~. 

-OJ == {E-DID E t?~}. 

By lemma (3.12) any B E -o~ is such that (E-B) n A f ¢ for 

Hence there is Dc E-B, D E -o~. By lemma (3.9), E-D E t?~' 

and E-D ~ B. Thus E-D = B, and 

THEOREM (3.14) Let ~ be an exchange system on E ~ A finite for 

~ A E~. Then ~(~) is an inductive exchange system with 

~(~)min =~, ~ is an exchange system, 

-o~(~) = fE-DID E -o~} = -OJ' and (~)# = ~in' 

Proof. Clearly ~ has the l.c.p. from remarks (1.27) and (1.25). 

By lemmas (3.8) and (3.9) ~ c (~(~))min and E-D E t?~(~) for each 

D E -o~. -o~(~) c -0 ~ by lemma (3.9) if B E -obt(~) implies B == E-D 

for some D E -o~ and we have et;uali ty if thL'" iB .'1.11',0 tr:.;.'> for 

B E -0 ~. Take B a dendroid for ~(~) or ~. If (E.-B) n A == ¢ for 

some A E ~ then A c B. There is f E FB such +t. ... t for a E A c B, 

f(a) n B = {a}. Hence f(a) n A = {a}, a contrddiction on 

f(a) E ~(~) ~ J. Now by lemma (1.33) there is Dc E-B, D E -o~. 

Hence E-D E -o~(~)' E-D == B. Thus 



Let X E ~(m). and put ml.n 
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~X = [B C EIX C B, B n A f ¢ for any A Em}. 

E E ~X' By lemma (1.33) ~X has minimal elements. Let B be such a 

minimal element and let D E ~m with DeB. Then DUX ~ B and so 

DUX = B. If XeD then for x E X, fD(x) n X = [x}, a contradiction 

on the definition of ~(m). For y E X-D, Y E fD(a) for some a E D 

qy lemma (1.~9). Then D' = (D - [a}) U (y} E ~~ and D' U X = B-[a} E ~X 

and so a ~ D-X by the minimality of B. Hence y E X-D and y E fD(a) 

implies a E X. Hence f~(y) C X and so f~(y) = X by the minimality 

of X and thus (~(m)) i = wf. mn 

Let l be a chain in ~(~). If (n l) n A = [a} for some A E ~; 

A = [a,a
1

, ••• ,an} then for 1 ~ i ~ n there is Bi E l, ai ~ Bi • 

Hence B = B1 n ••• n Bn Eland B n A = [a}, a contradiction. Thus 

~(m) is inductive. ~ lemma (1.6), ~ is an exchange system if 

~(m) is'lince for x E X E ~(m) there is Y E ~ with x E Y. 

Suppose that ~(m) is not an exchange system. Then for 

some X,Y E R(m) with x E X-Y and y E X n Y there is no Z E ~(m) 

with x E Z C X U Y - [y}. 

Index X n Y by the initial ordinal s of cardinal IX n YI 

so thatXny= (x'plo~p<s} withxO=y. 

The following three sequences are to be constructed. 

[N(p)}O< < such that N(p) < N(q) for 0 ~ p < q < s, =p s 
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(ii) [Zp}O~p<s' Zp = x n y - ([xO} U (xn(q) 10 ~ q < p}), and 

(iii) [Tp}O~p<s' Tp E ~, Tp n Zp = xN(p)' Tp n(xuy) = [xO'XN(p)}. 

To start the sequences take Zo = X U y - [xO}. By hypothesis 

there is A E ~ with A n Zo = [c}. Without loss of generalit,r c EX. 

Then IA n Xl ~ 2 and thus A n X = [xO,c}. If e ~ Y then Any = [xo}, 

a contradiction. Hence c = xt for some t, 0 ~ t < s. Take A E ~ 

with A n Zo = tXt} and t as small as possible. Set TO to be this 

A and set N(O) = t. Then N(O) is defined, Zo = X U Y - [xO}, TO is 

defined and TO E ~, TO n Zo = XN(O) , TO n (X U Y) = (xO,XN(O)}. 

Suppose the three sequences with the stated properties 

have been obtained for 0 ~ p < q, q < s. Take Zq =XUY-([xO}U[xN(p) 10~p<q}). 

Since Z eX U Y - [xO} there is A E ~ with An Z = [e}, by hypothesis. q q 

Without loss of generality take c E X. Then IA n Xl ~ 2, finite, and 

Choose &n A E ~ with A n Z = tc} 
q 

and IA ;'I(X - [xO}) I least. Suppose xN(p) 'C: A for some p, 0 ~ p < q. 

Then c ~ Tp' xN(p) E A n Tp. Hence by exchange there is AI E ~ with 

c E AI C A U Tp - tXN(P)}' Then 

c E AI n Zq c (A n Zq U Tp n Zq)-[xN(p)} c ([c} U Tp n Zp) - [xN(p)} = [c}, 

while 

a contradiction on the choice of A. Thus there is A E ~ with 

An Zq = [e}, and A n X = [xO,c}. Then c E Y for otherwise Any = [xo}' 



Thus c = xt for some t, 0 ~ t < s. Now choose A E ~ such that 

A n Zq = (xt }, A n (X u Y) = (xo'xt } and t is the least index possible. 

Set Tq to be this A and set N(q) to be this t. Since xN(q) E Zp 

by the choice of Tp' 0 ~ P < q we have N(q) > N(p) for 0 ~ p < q. 

Thus N(q) is defined with N(p) < N(q) for 0 ~ p < q, Z is defined, 
q 

Zq = X U Y - ((xo} u (xN(p)lo ~ p < q}) and Tq is defined with Tq E~, 

Tq n Zq = [xN(q)} and Tq n (X u Y) = [xO,xN(q)}' 

Thus if the sequences are defined for 0 ~ p < q < s they 

are defined for 0 ~ p ~ q and hence for all p, 0 ~ p < s. 

Now take Z = X U Y - ((xO} u [xN(p) 10 ~ p < s}). Then 

x E Z eX U Y - [xO} and by hypothesis there is A E ~ with A n Z = (c}. 

Again without loss of generality c E X and so IA n Xl ~ 2, finite, 

and A n Xc (xO} u (xN(p) 10 ~ p < s}. Choose such an A E ~ with 

IA n (X - (xO}) 1 least. If xN(p) E A then c E A-Tp ' xN(p) E A n Tp and 

by the exchange property in ~ there is AI E ~ with c E A', 

A' c A U Tp - (xN(p)}' Again c E A' n Z c (A U Tp) n Z = (c} and 

AI n (X - (xO}) ~ A n (X - [xO})' Hence for such an A with IA n(x - [xO}) 1 

least, A n X = [xO,c}. Then, once more, Xo E Any and Y-X c Z so 

that c E Y. From all such A E ~ choose one with A n Z = (xt } and 

A (1 (X U Y) = (xO,xt }. Since Z c Zp then by the choice of Tp and 

xN(p) we have t > N(p) for 0 ~ p < s. But N is strictly increasing 

and hence cofinal with s. Thus such a t cannot exist and a final 

contradiction is reached. This mean,:; "hat the hypothesis is untenable 

and thus ~(~) has the exchange property. 
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We have now shown that ~ satisfies the conditions of 

lemma (3.11) and thus (~)# = ~in' 

REMARK (3.15) That R(~) has the exchange prope~ty in theorem 

(3.14) depends essentially on the fact that IA n Xl is finite for 

A E ~ and X E R(~). This naturally leads to the following statement. 

THEOREM (3.16) Let ~ be an exchange system on E with D locally 

finite for each D E ~~. Then ~ is an exchange system, and 

J c R(~) i . mn 

Proof. ~ has the l.c.p. by remark (1.25) and definition (1.22). 

By lemma (3.8), ~ c R(~) . , and consists of incomparable elements. 
mJ.n 

Take X,Y E ~ with x E X+Y and y E X n Y. By lemma (3.4) 

we can set X = ~(y) and Y = fn,(y) for some D, D' E ~~. Because 

AnD' is finite for a~ A E ~ and D' E ~~, A n (X u Y) is also 

finite for any A E~. Thus the argument used in theorem (3.14) 

to S~lO'w there is Z with x E Z c X U Y - [y} and IZ n AI 11 for a~ 

A E ~ is applicable here to obtain the same result. 

Let e be any chain such that for Z E e; x E Z c X U Y - [y} 

and IZ n AI 1 1 for any A E~. If A n (n e) = tel for some A E ~ 

then for some Z E e, An Z = [a,a1, ••. ,an} with A n z cAn (X u Y). 

For 1 ~ i ~ n there is Zi E e with a. ~ Z .• Hence Zl = Z n Z1 n ... n Z E e 
J. J. n 

and Z, n A = [a}, a contradiction. Thus there is Z c E with x E Z, 

Z eX U Y - [y}, and minimal such that IA n zi 1 1. We will now show 

that a~ such minimal set is a member of J. Let Z be any such minimal 

element. 
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Because DUD' has finite intersection with each member 

of ~ there is P minimal containing X U Y - [x,y} and contained in 

DUD' with P n A f ¢ for any A E ~ by lemma (1.33) and there is Q 

minimal in P with (Z - [x}) C Q, Q n A f ¢ for any A E ~ and finally 

R C Q, R a dendroid for~. B.1 lemma (1.78) Q ~ P - (X U y) and 

R ~ Q ~ (z - [x}). Now if x E Q then there is A E ~, x E A and 

¢ ~ An (Q - [x}) ~ A n (z - (x}) so that An Z ~ [x}, a contradiction. 

Thus x ~ Q and so x ~ R. B.1 lemma (1.78), fR(a) n (z - (x}) = ¢ for 

a E R - (Z - (xl). Hence by remark (3.7) fR (a) n Z f ¢ for a C Z. Thus 

f~ (x) C Z and by the minimali ty of Z, f~ (x) = Z. 

THEOREM (3 .17) m. k > 1 the SYS tem ?7\c has the properties 

(i) ~ is an exchange szstem, 

(ii) 7{ C ~("k)lJIin., 
(iii '. t?( ~ [E-DID E t??7'k} , 

(iv) ~~ has the 1.c.2., 

(v) (r{l = ?7~, 
~Yi) t??l\c = 7lk_1 , and 

(vii) { = 7lk_2• 

Proof. The restriction k > 1 is necessary for if k = 0, ?7D = [(¢}} 

which is not an exchange system and if k = "1, ~ =[ (x} Ix E E} and the 

only dendroid is E. Hence ~ = [¢} and is not an exchange system. 



(&7 ) 

Since ~ is a collection of finite sets which is an 

exchange system, ~k satisfies the conditions of theorem (3.14). 

Hence properties (i) through (v) follow from this theorem. Propert.1 

(vi) is remark (1.15). Using (vi), for D E ~k-1' x E E-D, we have 

{x} U D ::: {x} U {y E Dlx E [y} U (E-D)} ::: [x} U [y E Dlx E fD(y)} ::: ~(x). 

Hence ~ ::: ~k-2' 

THEOREM (3.18) The system ~k has the properties 

(i) ~ is an exchange system, 

(ii) _# ~("n) 
'Tlk C Ilk min' 

(iii) ~ H ::: {E-DID E ~~ }, 
'nk k 

(iv) ~ has the l.c.p., 

(v) ((l ::: ~k' 
( vi ) ~~::: ?l~+1' and 

k 

(vii) (::: ?l~+2' 

a,p,·f. From theorem (:3.17), ~k::: (?lk+2l, thus {::: (mt+2l::: '\+2 and 

(()# ::: (~k+2)# ::: ~k' 

From remark (1.16), ~~k ::: '\+1 and hence ~k has the l.c.p. 

Again, from theorem (3.17), ~.# ::: ~7!I ::: '1\+1' hence ~_# ::: [E-D ID E ~~ }. 
~k ~+2 ~k k 

The properties (i) through (vi) have now been established. 

REMARK (3.19) ~ mt ::: ~k-1 and ~ ( ::: ~k+1 • 

s ta temen ts in theorems (3.17) and (3.18). 

This is clear from the 
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THEOREM (3.20) m has the properties 
00 

(1) m is an exchange system, 
00 

(11 ) J is co 
an exchange system, 

(iii) m has the l.c.p., 
00 

(vi) ~ c ~(moo)min' 
(v) ~J = [E-DID E ~moo}' and 

00 

(vi) (Jl = m • 
00 00 

Proof. Property (i) is theorem (2.4). Since m is a colle cion of 
00 

finite sets the conditions of theorem (3.14) are s~tisfied and 

properties (ii) through (vi) hold. 

THEOREM (3.21) Let S.- = [E-D ID E ~m } u 
00 

, the system 

of theorem (2.8). Then ~ has the following properties. 

(i) 

( 1.1) 

(iii) 

i. ) i2V 

(v) 

(vi) 

S.- is an exchange system, 

~ has the l.c.p., 

! c ~(~) i ' m n 

! is an exchange system, 

~! = {E-DID E ~~}, and 

(!l = s,. 

Proof. (i) is theorem (1.77) while (11) is th"uY'em ;2.8). Hence 

(iii) follows from lemma (3.9). We now sho",r I iv). 

We use the notation of (2.1) and let D be a dendroid for m • 
00 

Define r:E ~ [nln ~ 2} Oy r(y) = min{tlY EXt}' and set 

D(y) = !fD(y)! for y E D. For q E E-D, q E fD(y) if and only if 

r(q) ~ D(y) as shown in corollary (2,7). 
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Take T E~. Take q E T such that r(q) is least. Then 

there is a dendroid B of ~ such that T = ~(q) by lemma (3.4). 

B = D U [a} where D is a dendroid for ~~ by theorem (1.77). 

Because q E fB(a) = (E-B) U [a}, r(q) ~ rea). For y E D, fB(Y) = fD(y) 

if and only if rea) < D(y). There are three possibilities for D(y). 

(i) D(y) < r(q). Then q ~ fD(y), a ~ fD(y) and so q ~ fB(y). 

(ii) r(q) ~ D(y) < rea). Then q E fD(y) = fB(y). 

(iii) r(q) ~ rea) ~ D(y). Then q E fD(y) and q E fB(y) = (E-D) U [y}. 

Rence for y E D, q E fD(y) if and only if q E fB(y). Thus 

~(q) = fn (q) U [a}. 

Now take any bED such that rea) ~ D(b). Then a E fD(b) 

and D' = CD - [b}) U [a} is a dendroid for ~~ and B = D' U (b}. Now 
, 

r(q) ~ reb), and thus as in the argument above, ~(q) = fn,(q) U (b}. 

Let Xo E TO - T1, Xi E TO n T1, where Ti E ~ for i = 0,1. 

Then Ti = 11i (qi) = 11i (qi) U (ai } = Qi U (ai }, where Bi = Di U (ai }, 

Di a dendroid for ~oo' r(ai ) > max[r(xO),r(x1)} as shown in the last 

paragraph for i = 0,1. 

By this choice, Xi E Qi , Xo E QO - Q'l' x1 E QO n Q1. ~ has 

the exchange property as shown in theorem (3.20) and thus there is 

Q = ~(q) C QO U Q1 - [xi} with Xo E Q, D a dendroid for m~. Choose 

D such that r(q) = min[r(y)ly E Q}. Now r(q) ~ r(xO) < r(aO)' and 

since aO ~ Q, B = D U taO} is a dendroid for ~ and 

Xo E ~(q) = fn(q) U taO} C TOJT1 - [xi}. Thus ~ has the exchange 

property. 



--------------------------

Let B be a dendroid for~. Then by lemma (3.12), 

(E-B) n A 1 ¢ for A E l. Thus E-B ~ Z, a dendroid for ~ by lemma 
co 

(1.33). Z is not a dendroid for l, and so there is b E (E-B)-Z. 

Then D = Z U {b} C E-B, and is a dendroid for l by theorem (1.77). 

By corollary (3. 13 ) , 

~~ = {E-DID E ~l}' 

Thus l satisfies the condi tions of lemma (3.·1 ~) and 

This completes the proof of theorem (3.21). 

THEOREM (3.22) Let m, n, ~ k be as in theorem (2.11). If n 

is finite take k> -n+1, ~ k any integer otherwise. Then ~ 

has the following properties. 

, . ) 
"1. ~ has the exchange property, 

(it ) ~ has the l.c.p. 

(iii) < C ~(~) • , ml.n 

(iv) ~ ~ = f E-D IDE t?~ 1 , 

(v) < is an exchange szstem s and 

( vi) (Jt,.l = ~. 

Proof. Property (i) is theorem (2.11) and (iii is corollary 

(2.13 ), while (iii) follows from lemma (3.9). 

Take B a dendroid for Jt,., and b E B. Then by corollary 

(2.12), fB(b) = [b} U D = f~(b) for some r E ~~. Hence B n D = ¢ 

and thus Be E-D so that B = E-D, and property (iv) follows. 



We now show that ~ has the exchange property. Let 

X,Y E ~ with x E X-Y and y E X n Y. Then X = [x} U D and Y = [y} U DI 

where D and D' are dendroids for ~ and y E D, qy corollary (2.12). 

Because fD(y) n D' = ((E-D) U [y}) n D' = (E-D) n D' 1 ¢ there is 

z E fD(y) n DI, z 1 x, z 1 y. Hence DO = (D - [y}) U [z} is a dendroid 

for ~ and ~ (x) = [x} U DO C X U y - [y}, and ~ has property (v). 
o 

We have shown tha t ~ satisfies lemma (3.1"1), hence 

(~)# = ~, and the proof of the theorem is complete. 

THEOREM (3.23) Let X be an infinite graph such that m(x) has 

the l.c.p. Then me!) has the properties: 

(i) 

(11) 

(iii) 

(iv) 

(v) 

~(X) has the exchange property, 

m(xl C ~(m(x)) i ' mn 

m(x)# is an exohange system, 

tJ # = [E-DID E tJm(X)}' and 
m(x) 

(m(x)#)# = !U(X). 

Proof. (i) is oorollary (2,16). (ii) follows from the l.o.p. 

condition and lemma (3.9). We now prove U.at (iii) holds. Let 

U,V E !U(X)# with w E unv, e E U-V. By lemma (3.4) we can take 

U = i](w), V = f~/(w), D, D' dendroids for !U(X). T8.ke 

Z = U U V - [w}. Then ZeD U D/. 

If A E !U(X) with An (D U D' - Ce}) = ¢ then A 2 fD(e) = fD,(e) 

and w E fD(e). Hence e E ~,(w), a contradiction to e E U-V. 



B,y lemma (2.61) there is Q minimal in DUD' - [e} such 

that Q ~ Z and Q n A f ¢ for A E ~(X). By lemma (2.60) there is R, 

a dendroid for ~(X) with R C Q and R-Z = Q-Z by lemma (1.78). 

Because R has the l.c.p. by hypothesis l~, __ ) fR(e') = E(X). 
e' E R 

Take e' E R such that e E fR(e'). If e' E R-Z then e' E Q-Z and 

fR(e / ) n z = ¢ by lemma (1.78). Thus fR(e) n U = [e,w} by lemma 

(3.5) and fD(e) n V = [w}, a contradiction to lemma (3.5). Hence 

e E fR(e') implies e E Z and so e E ~(e) C Z = U U V - [w}. Thus 

~(X)# has the exchange property. 

By lemma (3.12), if B E ~ # then (E-B) n A f ¢ for any 
~(X) 

A E ~(X). By lemma (2.60) there is D C E-B, D E ~~(X)' Hence 

E-D ~ B and by (ii"_; E-D = B. Thus we have property (v). Now all 

the conditions for lemma (3.11) are satisfied so that (~(X)#)# = ~(X), 

and the proof is complete. 

COROLLARY (3.24) ~ X be a tree with ~(X) f ¢. Then the 

properties of theorem (3.22) hold for ~(X). 

Proof. By theorem (2.73) ~(X) has the l.c.p. Hence the conditions 

of theorem (3.22) hold and the result followa. 



Some Further ReBu1 ts on Duals, 

LEMMA (3.25) Let m be an exchange system. If X,Y E ~ with 

y E X n Y and D E ~m uith the l.c.p. such that Y = rt(Y) §QQ 

Ix ~ (Y U D) I is finite then there is R E ~m such that 

(i) Ix - (Y URI is minimal with Y = ift(y), rum 
(ii) X n l)(fR(z) \z E R - (Y U X)} = ¢. 

Proof. If ¢ = X - (Y U D) then X c [y} U D, and (i) immediately holds. 

Now zED - (Y U X) implies y I:. fD(z). But fr,(z) n D = [z} and 

fD(z) n Y = ¢ hence fD(z) n X = ¢, and (ii) follows. 

If 0 f IX - (Y U D) I, finite, then there is R. E ~~ such that 

(i) holds. We now show that (ii) must hold. 

Suppose a EX n l)(fR(Z) Iz E R.-(Y U X)}. Then a E fR(z) , 

z E R-Y, and a = z. Hence R' = (R - [z}) U [a} E ~m and 

IX ~ (Y UR') I < Ix - (Y U R) I. 
Take q E R - f~(J). Then fR,(q) C fR.(q) U fR(z) and thus 

does not contain y. Hence f~,(y) C .f~(y). But R' ~ R and sO R' 

has the Le.p. by theorem (1.45). Then lemma (3.5) implies 

f~/(Y) = fi\(y) which contradicts the choice of R. Thus when (i) 

holds (ii; must hold, and (i) is alway::; posdLle. 

THE0i\.EM (3.26) Let m be an exchange cy;::tem ':J.nd 1)0 E ~m. Let 

~O = [D E ~ml ID+Dol is finite}. Then 

~ = [ft(x) Ix E E-D, D E ~o} is an exchange system. 



~. Lemmas (1.32) and (1.46) show that 

Uo = (A E ~inl IA n DO! is finite} 

= (A E ~inl IA n DI is finite, D E t?-O} is ac. ,;xchange system. 

Take X,Y E ~ with x E X-Y and y E X n Y. B.1 lemma (3.4) 

Y = rt(y) for a dendroid D, D ~ DO' Then IX - (Y U D)I is finite, and 

D has the l.c.p. on ~O because AnD is finite for A E ~O. Take R 

such that properties (i) and (ii) of lemma (3 .~5) are satisfied. Then, 

as indicated in the proof of that lemma, R i8 a dendroid for ~O and 

R ~ DO' and X-R f ¢ by lemma (3.5). 

Take z E X-R. Then z E fR(b) only if b E X U Y, and Q E t?-O' 

Q = (R-(b}) U (z}. IX-(Y U Q) I < IX-(Y U R) I and p E fQ (b) implies 

b E fQ(P). Also, fQ(P) = fR(P) if pER - (X U Y). Hence 

Z E fQ(b) C Y U X - (y}. 

N0W if x E X-R, take z = x. If x E X n R then \fR(x) n Xl ~ 2, 

y ~ fR(x) and so there is z E X-R with z E fR(x). Take b = x. In 

either case, x E fQ(b) eX U Y - (y}. We must now show that this is 

in ~, and we do this Or showing that Q is a dendroid for~. Q ~ DO' and 

if A E ~in with Q n A = ¢ then write Q = (DO - T) U S, T + S finite. 

Then AnD 0 cAn T, and thus A E ~O' a con t.J:adic "ton. Hence 

Q E t?-~ and fQ(b) E~. Thus ~ is an exchange ~ys~em. 



LEMMA (3.Z7) 1&.i ~ be an exchange system on E with DO' D1 

dendroids for ij with the l.c.p. If X. E~, ~ (y) = X., i = 0,1, 
~ i ~ 

x E XO-X1 and IDo + D1 - (XO u X1) I is finite then there is Ri ~ Di 

with RO + R1 c Xo U X1' f~ (y) = ~ (y), i = 0,1 and there is 
i i 

z E ~ with x E Z c Xo U X1 - [y}. 

Proof. Because IDo + D1 - (XO u X1) I is finite we can take Ri ~ Di 

with X1 = ~ (y), i = 0,1 and IRo + R1 - (XO U X1) I minimal. Suppose 
i 

p E RO - (Xo U X1) with q E fR (p) n (X1 - XO). Then for the dendroid 
o 

D = (RO - [p}) U [q} we have fD(p/) C fR (p) U fR (pi) by lemma (1.42). 
o 0 

Hence if p' E RO - (XO U X
1

) then Y f fD(p/) and so ~(y) C ~ (y). 
o 

By lemma (3.8) this implies f~(y) = f~ (y) and we have a contradiction 
o 

since ID + R1 - (XO U X1) I = IRo + R1 - (XO U X1) I - 2. 

Now suppose p E RO - (XO U X1), p f R1" Because R1 has the 

1. c.p., fR (p) C .~ } fR (q) by theorem (1.44), and 
o q E f~n R1 1 

o 

q E R1 ~ (XO U X1). Again let D = (RO - [p}) U [q}, 

fD(p/) C fR (p) U fR (pi). If p' E RO - (Xo U X1) then y f fD(p/). 
o 0 

Thus ~(y) = ~o(Y) and again ID + R1 - (XO u X1) 1= ID + R1 - (XO u X1) I - 2, 

a contradiction. By symmetry we have RO + R1 C Xo U X1• 

By lemma (3.5) there is z E fR (x) n IJO U );.1 ) • Let 
o 

D = (RO - [x}) U [z}. We have shown that z ~ fRO (p) for p E RO-(XO U X1), 

and so x E: fD(P) = fR (p). Thus x E m(x) C Xo U [z} - [y} C Xo U X1 - [y}. 
o 

Let Z = ~ (x) and the lemma is proved. 
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NOTATION (3 .2S) Let X be a tree and D a dendroid for tI( X) • If 

e E E(X) - D ~ w E f~(e) - {e} then let R(D,ejw) be the unique 

rgy in C whose initial vertex belongs to (e), do~~_~~i contain v.and does 

not oontain e, where E(C) = fD(w). 

Let X be a circuit connected tree, D a dendroid 

~ tl(X) , e E E(X) - D, and w, z two distinct edges in ~(e) ~ [elf 

Then R(D,e;w) = R(D,e;z). 

Proof. If R(D,e;w) 1 R(D,e;z) then we put 

{ 

R(D,e;w) + R(D,ejz) if the rays are not vertex disjoint 
C = 

(e) U R(D,e;w) U R(D,e;z), if the rays are vertex disJoint. 

In either case, since X is a tree, C is an infinite circuit, and by 

definition of fD(s) for s ED, we have E(C) n D = ¢, a contradiction. 

Hence R(D,eJw) = R(D,eJz). 

REMARK (.3 • .30) . For X a circuit connected tree and D a dendroid for 

~(X) with e E E(X) - D, lemma (.3.29) shows R(D,e;w) is independent of 

w for w E £tee) - fe}. R(D,e;w) U (e) is then written S(D,e). The 

initial vertex of e in S(D,e) will be taken as e , e = [e ,e J. x x y 

Lemma (3.29) further implies that for w = [w ,~J E ~D(e) - eel, x y 

pee ,w ) < pee ,w). Hence ~D(e) - fe} is contained in exactly one x x y x 

of the ~wo components of the minimal subgraph of X whose edge set is 

E(X) - fe}. 
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LEMMA (3 .31 ) Let X be a circuit connected tree and D a dendroid 

for ~(X). If e E E(X)-D ~ 

R = {fD(w) \w E f~(e) - {e} 1 

is a circuit if \f~ (e) \ = 2 and a ray otherwise. 

~. If \f~(e) \ = 2, f~(e) = {e,w} and R = fD(w) , a circuit. 

If !fD(e)! f 2 then every edge e E E(X) is in a circuit and 

since ~(X) has the l.c.p. by theorem (2.~3), \~(e) \ > 2. The 

intersection of circuits in a tree is a circnit, ray or path and 

by lemma (3.29) contains the ray S(D,e) but no members of D. Hence, 

R is a ray. 

LEMMA (3.32) Let X be a cirguit connected tree and D a dendroid 

fQr ~(X). E£r e E E(X)-D let K(D,e) be the subgraph of X consisting 

of all paths P ~ e~ ~ w E fD(e) - {e} not containing e ~ w. 

K(D,e) is X-admissible. If R is a ray from ex not containing e then 

E(R) n f~(e) f ¢ ~ w E E(R) n D is the nearest one to e if and only 

if w E f~(e) - tel. 

Proof. It is clear that K(D,e) is connected and that D il F~(K(D,e)) = ¢. 

Let n. = [xo'.'.) be a ray in K(D,e). Then C =: ((ex' .•• ,xO)+R)US(D,e) 

i~ a circuit and E(C) n D = ¢, a contradictioL. Thus K(D,e) contains 

no ray and is thus X-admissible. 

Let R be any ray from e not containLltS e. Then R U S(D,e) is 
x 

a circuit and D n (E(R U S(D,e))) = D n E(R) f ¢. Let w be the member 

of D n E(R) closest to e. Then S(D,e) U (e , ••. ,w ) is a ray from x, x x 

edge disjoint from D, and is thus in fD(w) and w E ~£(e). 
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Let w E !J')(e) 'c_ [e} with w E E(R) for some ray R from 

e . no t containing e. l.e t P be the path joining wand e. Then 
~ x x 

P U S(D,e) is a r.'<J:y from wedge disjoint from D. Hence w is the 
x 

ne8.:rest edge to e in :E(R) n D. 

T@OREM (3.33) L~..t X be §. circui t oonnected tree with dendroid D 

fer: ~(X) ~ e E E(X)-D. lli?,Q.t X At ex and let cp:X .... XjK(D~e) with 

~ .!1..~hoice function for the frunily (Ex:I~ E r :ZjK(D,e)) with 

n:e
x

\ ::c e, whe);'e x :..: cp(x). ~ D., := cpo-: ( l. ... _) (Ex - n(i)) 
. i E V; :X}K (D , e) ) 

J.~ ~~d~1!.droid for ~r.X) wi,M f] (e) = 1] (e) • 
1 

proo=~. Since K(D,e) iM X·-admissible, D1 is a. dendroid for ~(X) by 

corol11:iI7 (:2. &J7 ) • e 1: ))1 and w E (g.. - nee )) if 1'lnd only if 
. ex x 

'w'E LJ 
x E V(K(D,e)) 

Ex n D ~ ~(e) - tel. Hence ~(e) = tt (e). 
1 

If X i;~ a circui t connected tree and every vertex is 

::l. :,r ;'l,nch ver tex Yhen t.~eorem (3.33) show.:l t:b.':.( t for any 11 (e) there is 

11\" (e; -:: 1)5(e; wit,h D; not equivalent to D since th.ere are infinitely 
, 

m!'~r..y vertioes where +,he choice funotion n 01' t,h':.l t theorem has two or 

Ito:c'e pe:;,missi 11e v1:'.lues. Henoe 1 using le':!''''[,a ;:j.~. 

s..nd fJ not equiv:~lenr, "'0 D; with f~(e) :=: ft ~·w' 

~tronger ~tatemen~ th~n in lemma (3.4). 

there is w f e 

l'.~!.ic. is a much 

'1 tX' + . S S' ~ v dm:i "1 b h ..-!L . .£,e ~ ."ree ang. , , ~~,;:;:;;::11 S[=11.0 e dU grap s 

of X llJ. th V( S) n V (S ') ::: ¢. Then SUS I 18 X-·~;ible. 



~. It is clear that a component of SUS' is a component 

of exactly one of S or S'. Since each such component contaim 

no ray, SUS' is X-admissible. 

~ (3.36) If X is a circuit connected tree, D a dendroid 

~ m(x), e = [ex,eyJ E E(X)-D ~ S1 is X-admissible with 

V(Sl) n V(K(D,e)) = ¢, then S = S1 U K(D,e) is X-admissible. Root 

X at ex' For ant dendroid for m(xjS) of the form (2.56.1) with 

n(ex) = e ~ ~:X ~ XIS, 

~-1 (Ee ) -= rt(e). 
x 

Eroof. Ee = rt(e) since e ~ S and for P a path in K(D,e), 
x 

~(P) = ex' Since S1 is vertex disjoint from K(D,e), ~(w) E E(X/S) 

for w E £t(e). Hence the result follows. 

THEOREM (3.37) Let X be a circ)li ~ _ connected graph and T a spanning 

~ .::~f X wi th D1 a dendroid for m( T), e E E(T)-D1, DO = E(X/T), 

and D = DO U D"I. Then 

(i) D is a dendroid fo~ m(x), 

(ii) f~(e) n D1 = iD'
1 
(e), 

(iii) wED 0 n f~ (e) if .!!nd only if exac tly one ver tex of w !§....In 

V(K(D1,e)), 

(iv) if D{ is a dendr,')id for meT) of the form in theorem (3.33) 

!rum D' -= DO U :'-{ i3 :. .. ,J.endroid for m(X) illh £1),(e) = £t(e), 

(v) if w E DO n f'D,(e) ~ fD,(w) = fD (w) .:t&2n w is an egge with 
o 

one vertex in V(K(D{,ei) and the other in V(S(D{,e)), and 
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(vi) R::: n {£n(W)Ie E £n(W) , I£D(W)I infinite} is a raY oontaining 

S(D~,e) i£ there are two or more members being intersected 

and an infinite circuit otherwise. 

Proo£. (1) is remark (2.29). 

(ii) £ollows £rom the proo£ o£ theorem (1.74) which implies £D(w) ::: fn (w) 
1 

for w E D
1

• 

(iii) Let x E V(T)-V(K(D
1

,e)), and R the r~ in T with initial 

vertex e and x a vertex in R. Let F ::: (e , ••• ,x) be the path in x x 

R joining x and ex' If e E E(F) and E(F) n D = ¢ take Rx = S(D1,e)+F. 

If e ~ E(F) then E(F) n D f ¢ by de£inition o£ K(D
1
,e). Thus either 

e E E(F) and E(F) n D1 = ¢, or E(F) n D1 t ¢. In the latter case 

take Z E E(F) n D, z ::: [z ,Z ] such that p(z ,x) is least. Put x y x 
+ R ::: R U (z , ••• ,x). x z x ' 

In all cases R is a ray, e ~ E(R ), p n E(R ) ::: ¢, and x x x 

E(Rx) n E(K(D'1 ,e)) == ¢. This leaves two possibilities £or 

w = [x,y] E nO n ~(e). 

,i) y E V(K(D
1
,e)). Take R == S(D

1
,e) U (e , ••• ,y), a nf with y x 

eEE(Ry)' 

(ii) y ~ V(K(D1,e)). ConRtruct R as R was. e ~ R , D n E(R ) = ¢. y x y y 

If (ii) holds l,hen }{ = R U H U [x,y] is circuit connected x y 

and thus there is a circuit G in R, hence in X, with w E E(C) and by 

cOl'.l..:.rLruction e f. E(C), E(C) n D := [w}, a contradiction. If (i) holds 

and V(R) nV(R)::: ¢, thee C h U R U [x,y] is an infinite circuit x y x y 

with e E E(C), E(C) n D = [wj, and w E fD(e). If ¢ t V(R ) n V(R ) 
x Y 
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then there is z E VCR ) VCR ) n V(S(D1,e)) with p(z,e) least. x y x 

Then C = (z, ••• e ,e , ••• y) U [x,y] U (x, ••• ,z) is a finite circuit x y 

with e E E(C), E(C) n D = {w}, and w E fD(e). 

The only remaining possibility is that both x and ~. are 

in K(D1,e). But then C = (x, .•• ,e )U(e , ••• ,Y)U[x,y] is a circuit 
x 1C 

with E(C) n D = (w}, and e ~ E(C) = fD(w). Thus w E DO n ~(e) if 

and only if exactly one vertex of w belongs to V(K(D1,e)). 

(iv) Because K(D1,e) = K(D~,e) and f5 (e) = ~,(e), (iii) immediately 
1 1 

shows that t;(e) = ~,(e). 

(v) Because Ex' - D = [x' ,y'J E E(S(D~ ,e) for x' E V(S(D1 ,e)) - {ex.} 

by the construction of D', the proof of (iii) shows that fD,(w) is 

finite for w E DO n fD(e) exactly when w has a vertex, say x, 

x E V(S(D{,e)). 

(vi) If there is only one W E fD(e) - (e} such that fD(w) is 

infinite then R is clearly an infinite circuit. The proof of 

(iii), shows that every infinite fD(w) , w E ~(e) contains the set 

E(.~':D1 ,e)). Then exactly as in the proof of lennna (3.31), R is 

a ray containing S(D1,e). 

THEOREM (3.38) Let T be a tree, U ~(T) = T. Th~n the following 

statements are equivalent; 

(i) T is locally fini te , 

(ii) f;(e) is finite for every D E ~m(T) and every e E E(T)-D, 

(iii) ~(e) is finite 101.' some D E ~m(T) and every e E E(T)-D. 
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Proof. (i) ~ (ii). Take any D E ~~(T) and any e E E(T)-D. If 

If~(e) I = 2 there is nothing to prove and we may thus assume that 

1~(e)1 > 2. K(D,e) is a locally finite tree and contains no ray. 

It follows from Konigs theorem [1 ] that K(D,e) is finite. Let 

be the boundary of K(D,e). For x E V, E(T;x) is finite, and 

f~ (e) c U E(T;x). Thus, since ~ is fini te, f~ (e) is. 
x E V 

(1i) ~ (iii). This is clear. 

(1ii) ~ (i). Take any x E V(T) and let e be a circuit with x E Vee). 

Since T has the l.c.p. by theorem (2.73), we can take e such that 

E(e) n D = (e}, e = [x,y]. Now d(x;T) ~ 1C3(K(D,e)) I + 1 ~ I~(e) 1+ 1. 

Hence d (x; T) is fin1 te and T is locally finite. 
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