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ABSTRACT 

The rate of profit in Canadian manufacturing fell by almost 37~ 

between 1955 and 1984. Throughout much of this period, the reduction in 

profitability was accompanied by increasing unemployment of both capital 

and labour and by a deceleration of economic growth. The impact of this 

crisis on Canadian regions was markedly uneven. 

This thesis explains the crisis and its uneven spatial impact 

using the Marxist theory of the falling rate of profit. There are two 

stages to th is ana I ys is. First I y, the re I at i onsh i p between techn i ca I 

change and accumulation is examined using a two-department model of the 

economy. Secondly, the effect of various types of technical change on 

regional manufacturing performance in Canada is evaluated. 

The theoretical analysis provides the analytical support required 

by the theory of the falling rate of profit. In particular it shows that 

vi ab Ie. I abour-sav i ng techn i ca I change may cause the aggregate rate of 

profit in an economy to fall, and it provides a model of the likely 

direct i on of techn i ca I change that affi rms the importance of 

labour-saving bias in innovation. 

A Marx i st account i ng framework is out I i ned that c I ar i f i es the 

relationship between the labour-value of commodities and their respective 

prices. Using this accounting framework a set of measures of technical 

change and econom i c performance are pro v i ded in both va I ue and pr i ce 

terms. These measures are estimated for selected industries in six 
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Canadian regions. 

The empirical analysis confirms the theoretical arguments, 

showing that labour-saving technical change exerted a negative effect on 

the rate of profit in all regions. The data also reveal that regional 

var i at ions in economi c performance are marked, both at the I eve I of 

manufacturing as a whole and at the industry level. Little support was 

found for the "industry-mix" explanation of regional fortunes and the 

neoclassical arguments of regional convergence. 
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CHAPTER 1 

INTROOOCTION 

The rate of profit in the Canadian manufacturing sector fell 

by 37~ between 1955 and 1984. As the rate of profit declined, so 

the rate of growth of real manufacturing output decreased from an annual 

average rate of near I y 6~ between 1955 and 1974 to an average annua I 

growth rate of less than 1~ between 1979 and 1984. Over the same period 

the unemp I oyment of both cap i ta I and I abour has increased: capac i ty 

utilisation rates fa11ing dramatically through the 1970s and production 

hours worked in manufacturing decreasing by almost 2"1. per year between 

1979 and 1984. Those workers fortunate to retain their jobs have seen 

the purchasing power of their wages slowly eroded with real wage levels 

dec lin i ng after 1977. The Canad i an manufactur i ng sector, like that of 

the Un i ted States and many West European nat ions (see Li pietz, 1986; 

Reati, 1986 and Wolff, 1986) appears to be in a crisis. 

To what extent however do these aggregate figures bel ie 

sign if i cant spat i a 1 and sectora 1 variations in measures of economi c 

performance? Rigby (1987) has shown that the textile industry in Canada 

has performed much better than average, experiencing a marked upturn in 

its rate of profit since the mid-1960s. Webber and Tonkin (1987) also 

show that although the Canadian food and beverage industry exhibits a 

history broadly similar to the manufacturing average, that sector differs 

in a number of important respects and in general performs better than the 
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manufacturing sector as a whole over the post-war period. 

The downturn in prof I tab i I I ty , decrease in capac I ty ut iIi sat ion 

and reduction In the size of the manufacturing workforce is not only 

sector-specific, it is also concentrated in space. While manufacturing 

employment in Canada declined by approximately 9~ between 1979 and 1984, 

it fell by over 22~ in British Columbia, by nearly 17~ in the Atlantic 

Provinces and by only 3.5~ in Ontario. The reduction in levels of 

capacity utilisation was similarly uneven geographically; falling by over 

50~ in the Atlantic Provinces over the study period and by only about 20~ 

in Ontario. Although certain regions such as Alberta exhibit patterns of 

short-term growth and recession unique within the Canadian manufacturing 

system over the post-war period, no region has been able to withstand the 

gradual decrease in profit rates that has characterised the Canadian 

manufacturing economy as a whole since 1950. 

Various explanations for the demise of manufacturing industries 

in deve loped nat ions have been proposed. Whether these stress the 

reduction in levels of innovative activity (Mensch, 1979), overcapacity 

and the gradua I obso I escence of fixed cap i ta I ( Forrester, 1981 ), input 

price shocks (Bruno and Sachs, 1982) or declining levels of productivity 

(Berndt, 1980 and Wolff, 1986), all are shown to be wanting in certain 

respects (see Shaikh, 1983). Most importantly, these arguments divorce 

the explanation of economic crisis from factors endogenous to capitalist 

economies. It is not the aim of this thesis to evaluate these competing 

claims. Rather, it is accepted that Marxist arguments about the falling 

rate of profit provide a better explanation for the contemporary crisis 

of Industrial capitalism than those outlined above. These arguments do 
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however contain a number of inconsistencies. 

I n essence the Marx i st mode 1 asserts that the strugg I e between 

capital ists and workers over the distribution of the value added in 

production compels capital ists to adopt labour-saving methods of 

product i on in attempts to reduce the barga i n i ng strength of labour. 

However, this form of technical change reduces the very basis of profit, 

that is the exploitation of labour in production, and consequently the 

rate of profit fal Is precipitating a crisis (Marx, 1967 and Shaikh, 

1978). 

Th is log i c, at I east as represented in the wr i t i ngs of 

contemporary Marxi sts, has severa 1 defi ci enci es. Fi rst I y, it does not 

clarify why firms wi II introduce new techniques of production if they 

reduce the rate of prof it. Second 1 y, Ok ish i 0 (1961) has proven, that 

cost-reduc i ng techn i ca I changes cannot reduce the rate of prof i t under 

certain conditions. Van Parijs (1980) claims that Okishio's theorem is 

robust and that it effect i ve I y negates the argument about the fa II i ng 

rate of profit. This work has exerted a profound disquiet among Marxist 

scholars. Thirdly, it is not clear how technical change itself affects 

commodity prices and measures of economic performance, including the rate 

of profit. Fourthly, persistent troubles with the relationship between 

values and prices, the so-called transformation problem, cloud the 

relationship between variables measured in value terms and those measured 

in pr ice terms (see Steedman, 1977 and 1981). Th is prob I em is 

particularly acute for arguments about the fall ing rate of profit and 

cap i ta 1 i st compet i t ion, wh i ch make use of both va 1 ue and pr ice 

categories, and of course for the measurement of Marxist value categories 
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in general. Fifthly, whi Ie the theory of the fall ing rate of profit 

pro v i des an exp 1 anat i on of econom i c cr i sis in cap ita 1 i st econom i es , it 

does not assert that all industries and all regions will experience the 

same crisis of profitability. The bases for regional competition are not 

clear in the Marxist model and there has been almost no empirical work to 

examine the effects of technical changes on the fortunes of particular 

regions. 

The a I m of th Is thes i sis to exam I ne some aspects of the 

relationship between technical change and accumulation In order to 

determine more clearly the direction taken by technical changes and the 

effects of those changes on profitability and economic growth. Both 

theoretical and empirical analysis are employed to achieve this aim. 

The thes i sis compr i sed of six substant i ve chapters and a 

conc 1 us Ion that fo 11 ow th I s I ntroduct f on. Chapter 2, prov i des a 

se 1 ect I ve rev I ew of the 1 I terature on the top I c of techn i ca 1 change, 

economic crisis, industrial and regional restructuring. After presenting 

a br I ef overv i ew of the geography of uneven deve 1 opment, th is chapter 

c r i t i ca 11 y exam i nes a var i ety of exp 1 anat Ions of reg f ona I growth and 

decl ine. The theories examined are found to be deficient In several 

respects. It Is argued in this chapter that while the Marxist theory of 

the falling rate of profit best captures the dynamic of industrial 

evolution, the determinants of movements in that rate are not clear. The 

effects of technical change on regional fortunes are also vague in the 

Marxist literature. These shortcomings provide the rationale for much of 

the following work in the thesis. 

Chapter 3 addresses the relationship between commodity values and 
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their respective prices. After general ising the conditions under which 

conmod i ty va I ues can be measured, the' chapter argues after Far joun and 

Machover (1983) that the transformation issue is misguided. An 

alternative accounting framework is proposed that develops the concept of 

expected pr ices. These pr ices are shown to be determi ned up to a 

probab iIi t y d i st r i but i on by convnod i ty va lues. A set of measures of 

economic performance are then provided in both value and (expected) price 

terms. The bases for inter-firm, inter-industry and inter-regional 

competition are outlined in this chapter. 

In Chapter 4, traditional Marxist models of accumulation without 

technical change are examined. 

rigid set of assumptions. 

accumUlation is then outlined. 

Those models are shown to be limited by a 

A more f I ex i b I e two department mode I of 

This model shows that a golden-age growth 

path exists for the economy and that in the absence of technical change 

there is no long-run tendency for the rate of profit to fall and crises 

to develop. 

In Chapter 5, the theory of the falling rate of profit is 

reviewed. That work is shown to be unable of specifying whether or not 

labour-saving technical changes will cause the rate of profit to rise or 

fall. The effects of technical changes of various sorts on conmodity 

values (and hence expected prices), the rate of exploitation and the rate 

of prof it are then exam i ned. Th f s work i s nove lin the sense that it 

relaxes the assumptions which I imit the findings of Okishio. This 

chapter shows that certain types of viable labour-saving technical 

changes may indeed cause the rate of profit to fall. The chapter thus 

reasserts the efficacy of the theory of the falling rate of profit as an 
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explanation of crisis in capitalist economies. 

Wh i 1 e Chapter 5 shows that 1 abour-sav i ng techn i ca 1 changes may 

cause the rate of profit to fall, it remains unclear why technological 

progress should exhibit a labour-saving bias. Chapter 6 reviews the 

literature on Induced innovation and bias in technical change. Building 

on this work a simple probabi 1 istic model Is out I Ined that shows how 

relative factor prices determine the bias in innovation. Empirical 

evidence from the Canadian manufacturing sector provides general support 

for thi s mode I. 

Chapters 5 and 6 out 1 ine the logic of a model of capital ist 

compet i t I on and techn I ca 1 change. Wh I 1 e th i s theory asserts that 

periodic reductions In profitability are inevitable, it does not demand 

that all firms, all industries or all regions must suffer the same crisis 

of profitabi 1 ity. Chapter 7 bui Ids on the regional dimensions of this 

work outlined in Chapters 2 and 3 and provides an empirical examination 

of the effects of technical change on various measures of economic 

performance In the Canadian manufacturing sector over the post-war 

per i ode Both sectora 1 and reg i ona 1 var i at Ions of the effects of 

technical change are examined. 

Chapter 8 concludes the thesis sunmarising the main results of 

the theoretical and empirical Investigation. The thesis contributes to 

the literature on technical change and economic growth. It shows that 

labour-saving technical changes can decrease the aggregate rate of profit 

in an economy and it provides a rationale for labour-saving bias in 

techn i ca 1 change. Emp i rica 1 ana 1 ys is confi rms the val i di ty of the 

Marxist theory of the falling rate of profit and shows how regions 
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compete for profits both in production and in the market. The data also 

reveal that regional and sectoral variations in economic performance are 

marked. 



OtAPTER 2 

LITERATURE REVIEW: TECHNiCAl CHANGE. ECONOI1IC GROWTH 

AND CRISIS 

2.1 Introduction 

Over the I ast two or three decades the econom i es of many 

deve loped nat ions have been character'sed by dei ndustrfa I i sat ion, by 

decl ine in the relative and absolute significance of manufacturing 

act i v i ties (B I uestone and Harr i son, 1982 and Massey and Meegan, 1982). 

I n West Germany for instance, manufactur i ng profftabi I tty fe II by 

approximately 60~ between 1960 and 1981 (Reati, 1986). This reduction in 

profitability was accompanied by a marked reduction in employment: the 

number of manufactur i ng jobs in West Germany decreas i ng by 1.3 mi II ion 

or by some 14~ between 1972 and 1982 (Watts, 1987). I n Canada too, 

between 1950 and 1981, the rate of profit in manufacturing fell by 

approximately 40~ (Webber and Rigby, 1986). While manufacturing 

emp I oyment increased in Canada over much of th i s per i od, it fe 11 

dramatically in the mid-1970s along with capacity uti I isation rates as 

manufacturing growth plumetted. In the U.S. and France, the rate of 

profit has also fallen sharply since 1950 (see Wolff, 1986 and Lipietz, 

1986), though the impact on employment has not been as severe in these 

countries as in Britain or West Germany. 

Within developed economies, the pattern of manufacturing decline 

and employment loss have been far from uniform. For example, in Britain 

8 
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between 1972 and 1982 over 2 million (26~) manufacturing jobs were lost, 

with 1.4 mi 11 ion of these jobs "disappearing" after 1979 (Watts, 1987). 

However, it would be misleading to claim that if you were employed in the 

manufacturing sector of Britain at that time, you stood a 1 in 4 chance 

of losing your job, for spatial variations in the rate of employment loss 

were dramatic (see Massey and Meegan, 1982 and Watts, 1987). Figure 2.1 

shows the regional variations in employment loss in Britain between 1974 

and 1981. The most striking feature of this figure is the marked 

d i spar i ty in rates of job retent i on between the north and west of the 

country, all regions of which suffered greater than average employment 

loss «-23.1~) and the south and east of the country, all regions of 

which suffered less than average employment loss (>-23.1"). The 

frostbe 1 t-sunbe 1 t sh i fts of the U. S. prov f de another clear examp 1 e of 

recent reversals in regional fortunes (see Figure 2.2), with the regions 

that compr i sed the trad it i ona 1 manufactur i ng be 1 tall los i ng 

manufacturing jobs between 1967 and 1977 to the fast growing states of 

the south and west ( see Perry and Watk ins, 1977). I n Canada too, the 

long period of post-war manufacturing employment growth faltered in the 

1970s and stamped an uneven mark over the provinces (see Norcliffe, 

1987). 

Capital data where avai lable, especially investment series, 

record s i mil ar trends to those I dent i f i ed above. Gert 1 er (1986a ) for 

example, shows that the rate of capital growth in Canada exhibits clear 

spatial differences. Anderson and Rigby (forthcoming) also show that the 

average age of capital and its rate of retirement vary markedly between 

Canadian regions. In the U.S. too, rates of capital formation and the 



FIGURE 2.1: MANUFACTURING EMPLOYMENT CHANGE IN BRITISH REGIONS, 
1974-1981 
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FIGURE 2.2: MANUFACTURING EMPLOYMENT CHANGE IN U.S. REGIONS, 
1967-1977 

Employment change 1967 1977 
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Source: Watts (1987) 

1 1 

age and product i vi ty of cap i ta I vary over space (Vara i ya and Wiseman, 

1981 ) • 

A number of exp 1 anat ions have been proposed to account for the 

crisis in manufacturing and its regional dimension. Insofar as these 

divorce the history of manufacturing change from the broader structural 

forces that shape the form of the capitalist mode of production they are 

to be rejected. The fortunes of particular regions depend upon the 

compet i t i ve pos it ions of the firms and i ndustr i es wh i ch they compr i se. 

Regional development at all scales must be viewed as the spatial 

manifestation of the process of capitalist accumulation. 
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The accumulation of capital by any firm depends on its ability to 

appropriate surplus from labour in production and from other firms in the 

market. In the competitive struggle for profit, technical change is 

assumed to playa crucial role. However, the precise effects of 

technical changes of various sorts on profitabi I ity, inter-firm and 

inter-industry competition and regional growth are not well understood. 

This chapter examines a number of theories of technical change, economic 

growth and regional development, highl ighting the strengths and 

weaknesses of each. It is argued that whi Ie Marxist theory can most 

readily account for the temporal and spatial dynamics of the process of 

accumUlation, that theory still contains a number of unresolved issues 

The remainder of this chapter is organised in four sections. In 

Section 2 the relationship between technical change and economic growth 

is briefly reviewed. Various explanations of economic crisis are 

discussed and the Marx f.st mode lis shown to have a number of advantages 

over other models. In Section 3, selective theories of regional 

deve I opment are cr i t i ca II y exam i ned in an attempt to account for the 

uneven impact of growth and recession in capitalist economies. Section 4 

briefly examines empirical work in Marxist studies of uneven development 

and Section 5 concludes the chapter outlining the issues tackled by the 

present work. The term "region" is used throughout this chapter to 

denote areas in space that share certain characteristics. These areas 

are not necessarily contiguous. The focus will be on sub-national units 

but not necessarily urban areas. 
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2.2 Technical Change and Economic Growth 

The range of exp I anat ions proposed to account for the 

manufacturing decl ine in developed countries may be divfded fnto two 

camps. Firstly, there are those that explafn the crisis as a consequence 

of random, exogenous shocks to the economy. Secondly, there are those 

that see the recession as the result of forces endogenous to capitalfst 

economies. In the first group, Berndt (1980) and Bruno and Sachs (1982) 

st ress the importance of increases f n input pr ices on retard f ng 

product i v i ty , wage growth and accumu I at i on. Beenstock (1984) exp I a i ns 

the decline as the result of competition from third world producers and 

Kendrick (1980) attributes the crisis in the U.S. to a wide range of 

factors that collectively reduced productivity. While not dismissing the 

importance of these exogenous determinants In contributing to the 

downturn in manufacturing profitability and growth, they all fail to 

re I ate the cause ( s ) of the cr i sis to forces emanat i ng from with i n the 

cap i ta list mode of product ion. Yet, the extent of the cr f sis and the 

regu I ar nature of major econom i c recess i on (see Mande I, 1975 and van 

Duijn, 1983) demand explanation beyond appeal to the occurrence of random 

shocks. 

2.2. 1 long Waves of AccUMJ 1 at i on 

For proponents of the long wave model, the crisis of the late-

1970s and early-1980s Is seen simply as the downswing of a growth cycle. 

That cap i ta list econom i es are character i sed by a I ternat i ng phases of 

growth and recession is a view shared by long wave analysts, though there 

is much disagreement as to what mechanisms drive the cycle and thus what 



14 

the specific causes of the crisis are. Technological change plays a key 

role in most of these explanations which are briefly examined here. 

Though van Du i j n (1983) notes that the Dutch economt sts van 

Gelderen and De Wolff were the first to advance the notion of long run 

cycles of economic development, it was Kondratieff (1935) who was chiefly 

responsible for popularfsing the long wave hypothesis. Kondratieff 

identified long cycles of growth and decline in commodity price indices 

for England, France and the U.S. between 1780 and 1920. Though his 

p rima ry cont r i but f on to the debate was the presentat i on of emp i rica I 

ev i dence for the I r ex f stence, Kondrat i eff did advance arguments to 

explain the price cycles. He claimed that long waves were driven by the 

varying availability of investment funds, by movements in interest rates 

and by the development of large scale fixed capital structures. Thus, 

the canal and railway building epochs in Britain especially were seen to 

have ushered in long rounds of economic expansion. Kondratieff provided 

no explanation of economic downturns. 

Rostow (1975) also advances a long wave argument based on a price 

cycle. He argued that a rise in the pr i ce of mater i a I s and food 

increased the costs of product Ion and st I mu 1 ated demand for new 

techno log i es • Rostow i dent i f i ed severa I "stages of growth" each linked 

to the development of key propulsive industries such as the cotton

text i lei ndustry, the growth of ra i I ways and later i ron and stee I and 

consumer durables. Growth during each upswing of the cycle was supposed 

to overshoot the requirements of the economy leading to recession until 

demand "catches up" with the economy and once more price increases usher 

in a new round of innovation. Rostow may be criticised for not linking 
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In particular 

the determinants of demand are not made clear and his growth stages 

appear to be based on the chance deve 1 opment of key sectors of the 

economy. Marshall (l987) criticises Rostow on empirical grounds, 

questioning why the energy price increases of the 1970s did not produce 

an upswing in economic activity. 

A second explanation of long waves, and indirectly the crisis in 

manufacturing, stresses more explicitly the role of technological change 

in promoting growth. This explanation is based on the work of Schumpeter 

( 1939) and more recent 1 y Mensch (1979). Schumpeter argued that 

i nnovat i on is not cont i nuous but rather occurs In d f st f nct c) usters, 

introducing new products and processes of production to the economy and 

fuelling economic expansion. The lower turning point of the long cycle 

was explained by Schumpeter to follow "periods of creative destruction" 

when old technologies were scrapped and the conditions establ fshed for 

new swarms of i nnovat ions. De 1 beke (1981) cr f tic i ses Schumpeter for 

prov i ding no exp I anat Ion for the regu I ar tim f ng of innovatory per f ods. 

Marsha 11 (1987) goes further and cIa i ms that for Schumpeter the key to 

innovation was the personal psyche of entrepreneurs and that he failed to 

link entrepreneurial activity with broader market forces. Mattick (1981) 

echoes this criticism. 

Mensch (1979) renewed interest in cycles of innovation, 

present f ng emp f rica 1 ev i dence of the cluster i ng of "bas i c i nnovat ions" . 

In Hensch's view, peaks of Innovatory activity were followed by a 

"technological stalemate", periods of non-radical technical change based 

upon improvement and modification during which time economic growth slows 
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as markets are saturated and competition intensifies. This is similar to 

the product-cyC I e mode I of Vernon (1966). Our i ng the downturn Mensch 

surm i sed that rad i ca I invent ions occur wh I ch are introduced to the 

economy s t I mu I at i ng renewed growth when returns on ex i st i ng ventures 

decrease. Delbeke (1981) criticises Mensch for ignoring the influence of 

demand on Innovation. Freeman et al. (1982) are also critical of 

Mensch's work. They take issue with his empirical data, finding little 

correlation between clusters of basic innovations and the depressive 

phase of the long cycle. Kleinknecht (1981) adopts a similar position, 

questioning the "depression-trigger" hypothesis of Mensch. 

Rather than abandoning the importance of innovation, Freeman et 

al. (1982) claim that it is not the swarming of separate innovations that 

is respons i b I e for economi c growth, rather it is the i nterre I at i onsh I p 

between certa ink i nds of i nnovat ions that f ntroduce rad i ca I new 

techno log i es to the economy. van Du i jn (1983) supports th is thes i s 

linking it with the product-cycle model to produce a series of S-shaped 

cycles of economic growth, the amplitude of each extended by the process 

of Innovation diffusion. Decline is explained by van Duijn by recourse 

to Forrester's (1981) mode I of the over-accumu I at I on of fixed cap i ta I • 

The saturation of markets and intense competition, in line with the 

product-cyc I e arguments character f ses the depress i ve stage of the long 

wave. 

In general, supporters of the long wave hypothesis acknowledge 

the central role of innovation in fuelling the cycle of growth and 

recession. While it remains unclear whether the clustering of 

innovations precipitates an upturn fn the cycle, or whether fnnovatfon 
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follows the upturn, most agree that the introduction of new products and 

processes of product i on generate growth and that the diffus i on of 

i nnovat ions through an economy susta f ns that growth. Exp I anat ions for 

economic decline follow the product-cycle model. Increased competition, 

market saturation and overproduction mark the onset of recession. 

As it stands, the long wave model has a number of shortcomings. 

Firstly, it fails to establish why cycles of development should exhibit a 

regular periodicity of between 40 and 60 years peak-to-peak. Secondly, 

prec i se exp I anat ions for the turn i ng po i nts of the cyc I e are not 

provided. For example, if the clustering of innovations is responsible 

for the upturn in the growth cycle, what factors govern their mass 

introduction to the economy? Thirdly, adherents of the long wave thesis 

do not link their arguments with a broader theory of economic relations. 

Long wave arguments must be hi stor i ca I I y grounded ina theory of 

capital ist production to be intell igible. Mandel (1975 and 1981) has 

attempted to make this connection, though Marshall (1987) argues that he 

is unsuccessful. A rather different interpretation of the relationship 

between technical change and economic growth is now provided after Marx 

(1967). 

2.2.2 The ttarx i st Itode 1 of AccUMJ 1 at Ion 

Accordin~ to Marx (1967), the central mechanism that structures 

relations in capitalist economies is the conflict over the distribution 

of the value added in production by labour, the source of profit. 

Capital ists and workers struggle to maximise profits and wages, their 

respective shares of the value added. In turn, capitalists compete among 
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themselves to attain as large a portion of profits as possible. 

Techn i ca I change plays a centra I ro lei n both conf I i cts. 

Cap i ta lis t s compete with one another to a I arge extent through the 

introduction of product and process innovations. Technological change is 

also a powerful weapon in the firm's struggle with labour over the 

d i str i but i on of the va I ue added. I t may be used to rep I ace labour 

directly with machines, thereby reducing the bargaining position of the 

working class (Weisskopf, 1978), and it can also be used to discipline 

and enforce the rhythm of work, reduce the autonomy of the labourer and 

raise productivity (Braverman, 1974 and Burawoy, 1979). 

For Marxists, crises are the result of reductions in the rate of 

prof it. Just as adherents of the long wave argument propose different 

explanations for the turning points of the growth cycle, so Marxists 

disagree on what factors cause the rate of profit to fall (see Wright, 

1977 and Shaikh, 1978). In general, three competing explanations of the 

falling rate of profit are offered. 

The first argument sees the movement of the rate of profit 

determined by the strength of labour. Thus, as workers find themselves 

in a relatively strong bargaining position and win wage increases in 

excess of productivity increases, so the rate of profit will fall 

(Wright, 1979). Weisskopf (1978) develops this "profit-squeeze" 

hypothes is in more deta i I • Boddy and Crotty (1975) exp I a i n the 

U.S. business cycle using the profit-squeeze argument and Glyn and 

Sutcliffe (1972) use it to explain the post-1960s decline of the British 

economy. Shaikh (1978) criticises these claims for failing to recognise 

that increases in the real wage do not necessarily imply a reduction in 
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profitabi I ity. The profit-squeeze model can also be criticised for 

failing to specify the conditions under which labour is better able to 

secure wage increases. 

The second Marxist explanation of the failing rate of profit is 

the over-accumulation thesis. The essence of this argument is that too 

much output is produced in the economy re I at i ve to the capac i ty of 

capital and labour to consume it. If markets do not clear then profits 

are reduced. Mandel (1975) and Baran and Sweezy (1968) are supporters of 

overproduction crises. Aglietta (1979) adopts a modifIed version of this 

argument, stressing the disproportionate growth of capital and consumer 

goods sectors, to explain in part the periodic contraction of capitalist 

economies. Bell (1977) and Weeks (1981) are critics of the 

over-accumu I at i on argument. The centra I prob I em for the supporters of 

overproduction crises is to explain why capitalists will keep investing 

when their rate of profit is falling. 

The third version of Marxist crisis theory argues that the 

replacement of labour by machinery in production decreases the very basis 

for prof it, the exp I 0 i tat i on of labour, and consequent I y the rate of 

profit falls. Mattick (1969), Yaffe (1973) and Shaikh (1978 and 1983) 

are supporters of this argument, while Hodgson (1974) dismisses it. The 

most damaging attack to the theory of the falling rate of profit was made 

by Okishio (1961). He proved that the adoption of viable technical 

changes must increase the rate of profit if markets clear and the real 

wage remains constant. van Parijs (1980) claims Okishio's theorem 

devastates Marx's theory of the fall ing rate of profit. Bowles (1981) 

concurs with Okishio, and Roemer (1978) too finds little support for the 
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Marxist position. Salvadori (1981), Shaikh (1983) and Hunt (1983) 

attempt to salvage the Marxist claim without success. 

All three Marxist explanations for the fall ing rate of profit 

cannot stand alone as theories of economic crisis. In combination 

however, they offer a powerful explanatory tool with which to explain the 

dynamic of competition, technical change and the movement of the rate of 

profi t. Together these arguments overcome most of the crit i ci sms 

mentioned above. This "aggregate" Marxist model of economic crisis rests 

on the following logic. 

Marx (1967) recognised that capitalists must compete to maintain 

their class position. They must continually advance capital in the 

search for profit. Capitalists compete largely through the adoption of 

different products and processes of production. The first firms to adopt 

more efficient techniques make super profits. These will be short-lived 

however as competitors imitate. Competition is not a static process for 

the general adoption of new products or techniques of production tends to 

lower commodity prices and therefore decreases profits for non

innovators. No firm in a competitive market can escape or ignore these 

pressures (Weeks, 1981 ) • The cont i nua I search for prof i t ensures that 

there is no such thing as equilibrium in the capitalist economy. 

From a position of relatively slow growth, assuming that the 

employment rate and real wages are relatively low, technical change 

increases the rate of profit fuelling faster accumulation. As the rate 

of growth of the economy increases sooner or later it will outstrip the 

rate of growth of the labour force. Further growth bids up the real wage 

as unemployment falls and labour finds itself in a stronger bargaining 
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position. If wages rise, other factors being equal, the rate of profit 

will fall. This is the profit-squeeze argument. 

To maintain profits capitalists must accumulate regardless of the 

rate of profit. If capitalists do not adopt new techniques of production 

they face lower prof its through increased wages. They may however 

introduce technical changes in attempts to reduce costs. The relatively 

high price of labour induces firms to substitute capital for labour. For 

early innovators, such technical changes increase profits. For all 

innovators adopt i ng more eff i c i ent techn i ques costs are reduced. 

However, the general adoption of labor-saving innovations tends to reduce 

the rate of profit. This is the falling rate of profit argument. The 

crisis wi 11 manifest itself in the form of the over-accumulation of 

capital and consumer goods. 

This view of economic growth and recession is shared by Lipietz 

( 1984) and Webber and Rigby (1986). Ag 1 i etta (1979) advances a st ill 

richer version of this thesis, linking the introduction of radically new 

technologies with new forms of labour control and wage bargaining. 

Bowles et al. (1983) advance a similar argument to explain the sustained 

post-war boom of the U.S. economy. 

2.2.3 SlmDBry 

The viability of the Marxist explanation of crisis in capitalist 

economies hinges on two claims: that technical changes will exhibit a 

labour-saving bias when wages are relatively high; and most importantly, 

that labour-saving technical changes decrease the rate of profit. If the 

Marxist model can withstand Okishio's theorem then it offers a number of 
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advantages over the long wave explanations of crises. Firstly, it 

expl icftly defines the mechanisms that structure accumulation in 

cap i ta 1 1st econom I es, name 1 y class strugg 1 e and compet f t i on. By 

recognising that capital ists cannot escape competitive pressures an 

important dynamic is captured by Marxist theory. Secondly, this dynamic 

explains why technical changes are introduced to the economy and it 

prov i des some i nd i cat i on of the character i st i cs of those changes. 

Thirdly, the Marxist model does not ascribe to a form of technological 

determinism that blindly views all technical changes as beneficial to the 

economy (see Rosenberg, 1976 and Gold, 1979 for example). 

Wh i 1 e the act ions of cap i ta lists are directed by movements of 

prices, Marx's accounting system is laid out in terms of labour values. 

Steedman (1977) argues that there is no direct relationship between 

values and prices and therefore that the Marxist model is inconsistent. 

Marshall (1987) supports this claim and therefore rejects Marx's theory 

of the falling rate of profit. Use of the Marxist model to explain the 

act ions of economi c agents demands that the re 1 at i onsh i p between 

commodity values and their respective prices be clarified. 

2.3 Regional Growth and Crises 

Section 2.2.2 outlined a model of economic crisis driven by the 

forces of class struggle and competition that define the capitalist mode 

of product ion. Though th is abstract mode 1 argues that a 11 cap i ta 1 i st 

economies will experience crises it does not assert that all industries 

and all regions will suffer the same crisis of profitability. While the 

specific sectoral and geographical extent of any particular recession is 
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a matter for empirical investigation, a number of theoretical models 

purport to explain broader patterns of regional development. This 

section reviews several of these theories and argues that most are 

grounded upon models of regional competition that have little theoretical 

and empirical support. 

2.3.1 The Neoclassical ~1 

The aggregate production function under I ies the neoclassical 

reg i ona I growth mode I deve loped I arge I y by Borts and Ste in (1964) and 

Siebert (1969). In perhaps the simplest variant of the model aggregate 

output ina reg i on f s assumed to be a funct i on of inputs of two 

homogeneous convnod i ties, cap i ta 1 and 1 abour. Borts and Ste in (1964) 

argued that regional growth rate differences result from inequalities in 

the initial factor endowments of regions. However, assuming that factors 

of production are perfectly mobile and that economic agents have perfect 

i nformat i on and respond rat i ona 11 y to market forces, the neoc I ass i ca I 

model predicts that capital and labour will tend to migrate towards those 

regions where their respective marginal productivfties are maximised. 

Thus it was hypothesised that capital will move from regions where the 

capital-labour ratio and wages were high, to regions where wages were low 

and returns to capital higher. In addition, labour might be expected to 

move from low to high wage areas. Over time then, competition will tend 

to remove factor price differences and equi I ibrate regional rates of 

growth. 

Empirical tests of the neoclassical model using u.S regional data 

by Borts (1960) and later by Persky and Klefn (1975) and Lande and Gordon 
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(1977) did not support the hypotheses that low wage regions would 

exper i ence the fastest rates of cap i ta I format i on and wage growth and 

that regional growth rates would thus tend to converge. Borts and Stein 

( 1964) prov i de severa I exp I anat ions for the "perverse" resu I ts, not i ng 

that intra-regional flows of capital and labour to "more efficient" 

sectors of production might reverse the predictions of their model. In 

add i t i on they hypothes i sed that regional variations in demand mi ght 

encourage faster capital growth in regions where the capital-labour ratio 

was already high. Some of these claims were empirically corroborated. 

The neoc 1 ass i ca I equ iIi br i urn mode I does not seem part i cu I ar I y 

well-suited to explain uneven regional development. That model contains 

no mechanism for explaining marked variations in economic performance in 

genera I, I et a lone reg i ona I cr i ses • Long-term d i ff erences in reg i ona I 

fortunes In the neoclassical model can only be explained by recourse to 

factors that prevent the attainment of equilibrium. Thus, uncertainty, 

economies of various types, spatial and other barriers to the mobility of 

factors of production and the existence of perfectly competitive markets 

might all sustain regional variations in economic performance. However, 

the ex i stence of these "i mperfect f ons" casts doubt on the worth of the 

neoclassical model because in an "imperfect world" in the absence of 

equilibrium it is unclear what regional fortunes that model would predict 

(Richardson, 1973 and Clark et al., 1986). 

Hore recent I y, the neoc I ass i ca I mode I has come under even 

stronger criticism. Webber (1987a) has questioned the fundamental 

spatial logic of that model. He shows that the attainment of regional 

equilibrium may not require the equality of returns to capital over space 
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and that under certain conditions, capital will flow between regions in 

equilibrium and not always towards that region where the rate of profit 

is greater. Persky and Klein (1975) have also demonstrated empirically 

that capital investment and profitability are not related in the manner 

suggested by strict neoclassical logic. While Jones (1975) has reviewed 

the cr i tic isms surround i ng the use of aggregate product i on funct ions, 

Barnes and Sheppard (1984) have also cast doubt on the efficacy of the 

neoclassical model by drawing out the spatial implications of reswitching 

arguments. 

I f a measure of the usefu 1 ness of a theory of reg i ona 1 

development is to explain observed patterns, the neoclassical model must 

surely be rejected. The basic model predicts regional convergence. It 

does not comfortab 1 y account for reg i ona 1 divergence and the po 1 ar i sed 

growth and subsequent decay of regional economies and it offers few 

insights Into the processes of long-run structural change. 

2.3.2 Polarised Growth 

In contrast to the neoclassical model, Hyrdal (1957) predicted 

that the operat i on of the free market wou I d 1 ead to reg i ona 1 econom i c 

divergence as economies of scale favoured growth in a limited number of 

areas. He argued that the advantages of "backward reg ions" such as 

relatively cheap labour would be Insufficient to prevent continued 

investment in growing regions. Hyrdal's statements were formal ised by 

Ka I dor (1970). I n tune with econom i c-base theory, Ka I dor argued that 

regional fortunes would depend on the efficiency of their "export

sector". Efff c I ency for Kal dor depended on the rate of product i vfty 
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growth. Productivity growth was itself hypothesised to be a function of 

technfcal change which in turn depended on output growth. This is the 

Verdoorn relationship. 

While the model of polarised regional development appears to 

account for the I imited spatial extent of manufacturing growth, it has 

two main failings. Ffrstly, it does not adequately explain why growth is 

concentrated in particular areas. Secondly, it cannot explain why 

prosperous regions experience decline. 

Hirschman (1970) answered the first of these charges. He claims 

that the deve I opment of part i cu I ar reg ions i s a funct i on of resource 

avai labi 1 ity. This argument is not complete however, for it fai Is to 

recogn i se changes I n the spec i f i chi stor I ca I forms that the forces and 

relations of production may assume. Resource needs are dependent upon 

these forces, they do not arise in a social and economic vacuum. 

The second criticism of the growth pole model again results from 

the static vision of the economy on which it Is founded. Nevertheless, 

Casetti (1981) and Casetti and Jones (1987) try to explain the pattern of 

U.S. regional development, in particular the decline of the traditional 

manufacturing heartland, using the Verdoorn relationship. They argue 

that the migration of capital and labour from the snowbelt to the sunbelt 

reversed earlier productivity trends, favouring southern states after the 

ear I y 1960s. These arguments must be treated caut i OUS I y. It is not 

clear whether the migration of resources prompted the productivity 

slowdown i n the north-east, or whether i ndustr i a I dec line had begun 

earlier, productivity temporarily sustained as labour was laid off faster 

than capacity utilisation was reduced. 
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Richardson (1973) and Casetti (l981) have also attempted to 

explain "polarisation reversal". Richardson (1973) follows Hyrdal (1957) 

f n argu f ng that "spread effects" may diffuse investment to per i phera I 

regions, but he provides no explanation for the timing of such trends or 

of the mechanisms that might promote them. Casetti (1981) argued that 

the decline of the traditional U.S. manufacturing belt followed declining 

returns to investment as the optimum scale of production was surpassed in 

that region, inducing firms to search for newer areas of profitable 

expansion. Gertler (1 986b) soundly rebukes Casetti's claims on both 

theoretical and empirical grounds. The growth pole model is left without 

a viable explanation of regional competition and regfonal decline. 

A somewhat d f fferent mode 1 of po 1 ar i sed growth was out I i ned by 

Perroux (1970). Though not a theory of regional development, Perroux's 

growth po lethes is, 1 ent a spat i a 1 extens i on by Hansen (1970) and 

Hirschman (1970), reinforced the arguments of Hyrdal. In searching for 

an explanation of long period structural change, after Kondratieff (1935) 

and Schumpeter (1939), Perroux claimed that growth manifests itself at 

different times and In different places, directed by the appearance of 

key industries and the "constellation of innovations spawned by them" 

(1970, p.94). Perroux provided a tenuous sketch of a cycle of growth, 

initiated by the development of a propulsive industry, characteristically 

large, fast growing and well integrated with the rest of the economy. 

Such an industry supposedly formed the nucleus of a growth pole sustained 

by i nnovat i on and sca Ie econom i es much like those of the Verdoorn 

relationship. Perroux was also prescient in recognising the 1 fmfts to 

growth, the "Achilles heel" of the growth pole thesis, though he did not 
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prov i de an exp I anat i on of dec line. Thomas (1975) makes the connect i on 

between the growth po I e mode I of Perroux and the product-cyc I e mode I . 

The product-cycle model is examined in the following section. 

The theory of po I ar i sed growth is a usefu I a I ternat i ve to the 

neoclassical model of equilibrium, arguing that there are powerful 

agglomerative forces at work which tend to I imit the spatial extent of 

growth. However, the precise forces generating polarised growth are 

ne i ther we 11 documented in fact nor we I 1 deve loped theoret i ca 11 y. The 

polarised growth thesis, abstracted from the changing social and economic 

relations that characterise real capitalist economies, cannot explain the 

varying pressures faced by capitalists over time and space. It is thus 

unable to explain how agglomeration itself may produce those very forces 

that make th i s spat i a 1 arrangement of product i ve cap i ta 1 i neff i c i ent . 

The recent reversals of regional fortunes in the U.S. and Britain cannot 

be explained by existing growth pole arguments. 

2.3.3 The Product-Cycle Hodel 

The product-cycle model developed originally by Vernon (1966) is 

currently receiving great attention in economic geography as an heuristic 

device that can supposedly unravel the complexities of the location of 

research and development activities, the growth of new, "especially high 

technology" firms and the emergent patterns of the new territorial 

division of labour. Fol lowing Taylor (1986), it is argued that this 

descr i pt i ve too lis unab I e to exp I a i n the chang i ng geography of 

production. 

In essence, the product-cycle model posits the existence of a 
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1 i f e-cyc 1 e composed of d i st i nct deve 1 opmenta 1 stages through wh i ch all 

new commod i ties will pass. Stage one of th is I i fe-cyc lei s the 

innovation stage when a new product is introduced to the market. Output 

in this phase of the cycle Is typically low, unit costs high and 

manufacture typically demands the application of skilled labour to refine 

product deve I opment. Stage two of the I i fe-cyc I e I s the growth or 

matur i ng stage, when demand increases, output and employment rise 

dramatically and cost economies begin to be sought in production. Stage 

three of the cyc lei s the standard i sat i on phase, when output and 

employment Is still high, but competition forces firms to actively seek 

cost reduc i ng methods of product I on, typ I ca 11 y through standard i sat i on 

and scale economies. A fourth, or declining stage is sometimes added to 

this framework when competition erodes profits for all producers, in many 

cases eliminating employment. 

The product -cyc I e mode I I s I ent a spat i a I d i mens i on by the 

recognition that firms in different phases of the cycle have different 

requirements of their environment. Thus, in the innovation stage, access 

to ski lIed pools of labour, technical support and local sources of 

finance is crucial (see Oakey et al., 1982; Oakey, 1984; Haug, 1984 and 

Ha I I and l'1arkusen, 1985). I n the second and th i rd stages of the cyc I e 

the search for cheap, low-skilled labour pushes firms to peripheral 

regions, sometimes overseas to developing nations. This is the thesis of 

the "new international division of labour" (Palloix, 1977). In thi s 

form, the product-cycle model may be regarded as a spatial extension of 

the hypothesis of long waves of Innovation reviewed In Section 2.2. 

Norton and Rees (1979) and Rees (1979) use the product-cycle 
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model to explain the regional shifts of manufacturing employment in the 

U.S. 1n the last thirty years, arguing that regional growth is dependent 

on the attraction of firms in the expansive phases of the product cycle. 

In this sense, regional development is seen as a function of the ability 

of regions to attract firms in fast growing industries, after Fuchs 

(1962). Such arguments are very appealing, for a cycle of development is 

posited that appears to account for growth in different regions over 

t f me. However, the emp f rica I ev i dence amassed by these researchers to 

support their claims is weak. Rees (1979) for example provides no 

ev i dence to link the history of the sunbe I t w f th the evo I ut i on of any 

industry. Neither does he show that the sunbelt regions were the most 

advantageous production locations for any specific industrial sector 

during the 1960s and 1970s. 

Markusen (1985) provides more empirical support for the product-

cyc I e mode I • She argues that i ntroduc i ng a greater element of 

entrepreneurial choice and the possibility of oligopolistic market 

control through continual product refinement into the product cycle model 

(yielding her profit-cycle model), gives this approach some much needed 

flexibility (see the criticisms of Walker and Storper, 1981). A thorough 

and most i nformat ive examination of output and employment data over 

fifteen sectors of the U.S. economy is used to support her claims, though 

data on manufacturing profitabi I ity is conspicuous by its absence. In 

general, Markusen does not overcome the following deficiencies of the 

standard product-cycle model. 

The first criticism of the product-cycle model is its blind faith 

in the benefits of innovation. The core of the model revolves around 
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techno 1 og i ca 1 progress and its attendant investment needs, to the 

exc 1 us i on of market patterns and espec i a 11 y demand. A 11 factors are 

subord i nated to produc i ng goods of i ncreas i ng vintage and the product 

cycle is therefore guilty of technological determinism (Taylor, 1986). 

The second problem with the product-cycle model is its rigidity, 

for it does not recognise the production demands of different commodities 

at different stages of their development and the pecul iar locational 

needs that these may impose. Different goods necessitate different 

marketing strategies, some of which affect the choice of production 

sit e s • For examp 1 e, some product i on of stee 1 may be undertaken for 

defence reasons in unprofitable locations. Sensitive military items also 

may not be contracted out as free 1 y as consumer commod i ties. Spec i a 1 

production requirements too, notably the necessity to maintain very high 

qual ity standards have unti 1 recently prevented assembly of certain 

electronic components in Third World nations (Scott, 1986). 

A th i rd cr it i c ism is that the product-cyc 1 e mode 1 wrong 1 y 

supposes that all commodities must follow the same production evolution 

from sma 11 sca 1 e 1 abour i ntens i ve techn i ques through to standard i sed, 

mass production. Storper and Christopherson (1987) have argued that mass 

production is not necessarily the final stage in the process of product 

manufacture. The product-cyc 1 e mode 1 fa i 1 s to recogn i se the different 

strategies firms can pursue in order to reduce production costs. They 

are not 1 imited to seeking out cheap pools of marginal ised labour, but 

may adopt alternative work practices such as Just-in-time stock control 

and special ised sub-contracting (see Holmes, 1986), or the use of 

numerfcal ly controlled machfne tools that can significantly reduce 
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retooling costs and set-up time and greatly increase the flexibility of 

fixed capital. In addition, not all corrmoditfes pass through all the 

stages of the product-cycle. Corrmodities such as expensive automobiles 

for example may compete in specialised market niches and are continually 

produced with handicraft methods. Thus, the spatial evolution of 

different firms may be quite distinct. 

In conc 1 us ion, the product-cyc 1 e mode 1 shares many of the 

shortcomings of behavlouralist views of firm location (see Watts, 1987). 

Bu i 1 t from the d i st I 11 at i on of factors common to a heterogeneous 

assortment of firms in different positions (Hassey, 1977), the product

cyc 1 e mode 1 i s 1 eft ber eft of ana 1 yt i ca 1 power (Scott and Storper, 

1987) • It does not explain the changing geography of production by 

simple recourse to a static model of development stages and the division 

of product i on tasks. The product-cyc 1 e mode 1 ignores the var i ety of 

responses to compet I t i ve pressures and the chang I ng forms of the 

technological and social constraints on production that give rise to 

completely new geographies of production. 

2.3.4 Radi ca I lheor t es of Uneven Deve I opment 

Harvey (1982, p.374) correctly points out that the key issue in 

explaining uneven development is to search for theory that is based on 

the bas i c processes that structure the economy, yet wh i ch is robust 

enough to hand 1 e the myr i ad forms in wh i ch those processes may revea 1 

themselves over the land. Hassey (1978), for one, has sought to situate 

uneven geographical development in the central dynamic of the capitalist 

mode of production, arguing that: 



The process of accumulation within capitalism continually 
engenders the desertion of some areas, and the creation of new 
reserves of labour-power, the opening up of other areas to new 
branches of production, and the restructuring of the territorial 
division of labour and class relations overall. (1978, p.l07). 
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Harvey (1975) and Walker (1978) go further, claiming that a central 

mandate of capital is the "annihilation of space by time". Thus, through 

increased mobil ity capital hopes to real ise, " ••• a kind of geographic 

opt i m i sat i on of investment opportun i ty", a reserve of p I aces for 

accumu I at f on, or a, " I umpengeography of cap i ta I" (Wa I ker, 1978, p. 32) • 

While Massey (1978 and 1984), Walker (1978), Harvey (1975 and 1982) and 

others (see Browett, 1984), ai' view space as another facet of the 

investment dec i s i on and one wh i ch like the cho ice of techn i que can be 

used in the competitive struggle for profits, Mandel (197S), Carney 

(1980) and Soja (1980) maintain that uneven regional development is 

necessary for the perpetuation of the capital ist mode of production. 

Clark (1980) and Browett (1984) are correct in dismissing such claims. 

While uneven development may aid the accumulation of capital by providing 

reserves of labour and markets in under-developed regions, it is in no 

sense a requirement for continued accumulation. Though such debates 

might appear at first blush to be somewhat ephemeral, they point to 

f mportant deve I opments in Marx i st stud i es that attempt to uncover the 

relationships between social structure and spatial form. 

Within the Marxist fold, there are two distinct methods of 

exam in i ng reg i ona I uneven deve 1 opment at the sub-nat i ona 1 1 eve I • The 

first of these borrows concepts developed at other spatial scales, 

notably those of dependency theory and unequal exchange which are usually 

app 1 I ed at the I nternat 1 ona 1 1 eve 1 • The second approach has been to 
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analyse the process of capital accumulation and build a "regionalisation 

of space" upon the part i cu I ar character i st i cs that process exh i bits at 

particular times. Jensen-Butler (1982) provides a comprehensive review 

of these approaches which are now examined briefly. 

2.3.4. 1 Dependency Theory and Unequa I Exchange 

Dependency theory draws upon the notions of imperial ism to 

prov i de a rad i ca I mode I of uneven deve I opment over space. It suggests 

that relations of domination and subordination exist between regions in 

much the same way as the class relations that are definitive of 

capital ist economies. Frank (1969) provides perhaps the best known 

version of this theory. He argues that the plight of backward nations is 

nothing to do with their lack of resources, but is the product of their 

dependency on more developed nations. The mechanism of unequal exchange 

is usually posited as the process by which relations of economic 

domination are perpetuated, with hinterland regions characterised by pre

capitalist modes of production exchanging commodities at cost with profit 

being appropriated by the capitalist firms of the metropolitan centres. 

While Frank argued that capital tends to homogenise nation spaces 

and prevent the emergence therein of regions based on different modes of 

product ion, Lac I au (1971) argued that pre-cap i ta list modes may pers i st 

alongside capitalist ones (see Matthews, 1980). This idea is developed 

by Carney and Hudson (1978) to explain the slow pace of development of 

the north-east of England. by Lipietz (1980) to characterise patterns of 

accumulation in France and by Matthews (1980) to explain the emergence of 

a distinct Canadian regionalism. 



35 

Dependency theory appears to offer the advantage of exp I a i n i ng 

regional development using concepts drawn inmediately from a broader 

theory of society, thereby sidestepping the problems of inductive 

theor i sing, in part i cu I ar , the i dent i f i cat i on of cont i ngent categor i es 

and relations as necessary ones (see Bhaskar, 1975 and Sayer, 1979). 

Dependency theory has certain shortcomings however. In particular it is 

guilty of transposing social relations into spatial ones. This has two 

inmediate drawbacks. First I y, certai n regions are seen as domi nat i ng 

others. Th i sis a form of the spat i a I fet ish i sat i on that Soja (1980) 

rightly objected to, for individuals or classes of individuals dominate 

others, not regions. This reification of social relations has important 

consequences, for it is a short (po I f cy) step from the cia i m that a 

region Is performing poorly, to a solution which is inevitably aimed at 

one or a number of the characteristics of the region in question (Massey, 

1978). Secondly, the position of social classes does not change within a 

mode of product i on and dependency theory rest i ng upon an ana logous 

d i vis i on of terr i tory, suffers from the same prob I em as orthodox 

polarisation models in that it posits an immutable core-periphery 

structure (Webber, 1982a). Dependency theory is thus unable to explain 

reversals of regional fortunes (though Matthews (1980) attempts to 

explain the decl ine of a once prosperous maritime Canada using this 

concept). Dependency theory also fails to explain the uneven growth of 

industrialised regions that are fully Integrated with the capitalist mode 

of production. 

Unequa I exchange may be regarded as the econom I c mechan I sm by 

which core regions of a country (or the world In the case of dependency 
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theory) maintain their dominance over peripheral areas. Unequal exchange 

results from the deviation of coovnodity prices from their respective 

values as a result of competition and the enforcement of a uniform rate 

of profit. Foot and Webber (1983), in criticising the work of Emmanuel 

(1972), provide a thorough review of the theory of unequal exchange 

noting that it may result from either variations in the value composition 

of capital or the rate of exploitation between firms in the different 

sectors of production. The transfer of value through unequal exchange is 

given spatial form by assuming that regions specialise in the production 

of particular conmodities. Again developed for use principally in the 

sphere of international development, the concept of unequal exchange has 

been used to exp I a i n uneven reg f ona I growth at the sub-nat i ona I I eve I 

(see Lipietz, 1980). 

Unequal exchange is not a theory of regional development. It is 

simply one form of competition between capitalists, namely that between 

firms in different sectors of the economy. In the Marxist model it thus 

takes the place of short-run adjustments to variations in factor prices 

that generate capital and labour flows in the neoclassical model. In so 

far as both mechan isms re I y on a tendency for the rate of prof i t to 

equa lise the i r ope rat ion is amenab I e to theoret i ca I and emp i rica I 

scrut i ny . Both mechan isms may be gu i I ty too of i gnor i ng another vita I 

aspect of competition, that between firms in the same sector. This form 

of competition does not require that rates of profit between competing 

firms converge, merely that competition enforces a uniform selling price 

in the market. As in the case of unequal exchange, the veracity of this 

form of competition depends on the dfversity of techniques employed in 
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the economy. This diversity is likely to depend in part on the spatial 

extent of markets. 

2.3.4.2 Regimes or AccumuJation 

The second of the "Marxist explanations" views regional 

development as the spatial manifestation of the process of capital 

accumulation (Carney, 1980 and Lapple and van Hoogstraten, 1980). This 

approach does not impose an arbitrary empirical classification upon the 

landscape, but rather argues that regi ons must be const i tuted as an 

effect of the analysis (Massey, 1978). Thus, regions are defined at a 

particular moment in time on the basis of similarities in the development 

of the forces and relations of production and thus of the opportunities 

different p I aces present for the accumu I at i on of cap i ta I . This 

"regional isation" is historically specific, for the processes of 

accumulation continually reorder, or restructure, this landscape of 

opportunity for capital (Massey, 1978, 1984; Walker, 1978; Harvey, 1982; 

Webber, 1982a and Bradbury, 1985). 

The abstract cyc I i ca I mode I of cap i ta list accumu I at i on out I i ned 

in Section 2.2.2 provides the basis for various Marxist interpretations 

of reg i ona I deve I opment. Wh i Ie th is structure does not determ i ne the 

actions of individual economic agents and thus the changing geography of 

production, it does constrain these actions. Explaining concrete 

patterns of regional development thus demands empirical analysis of how 

class struggle and capital ist competition manifest themselves at 

particular times and in particular places and how capitalists and 

labourers respond to these forces, producing new or reinforcing old 
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social and economic geographies. 

While the causal mechanisms that structure the capitalist mode of 

production do not change, they may assume a variety of forms, constrained 

by existing technical knowledge, by the distribution of resources, both 

natural and socially created, and by social relations between capitalists 

and labourers. Although, new technologies and new forms of capital

labour relations are not seen to emerge in the regular fashion predicted 

by the long-wave or product-cycle arguments, a number of distinct periods 

within the capitalist mode of production have been identified. The bases 

for these "sub-modes" remain disputed however. Thus, Gibson and Horvath 

(1983) identify a number of sub-modes within the history of capitalist 

product i on, def i ned by d i st i nct market structures and re I at ions of 

compet i t i on . Mande I (1975) too, r ecogn i ses a ser i es of rounds of 

accumulation in capital ist economies. For him though, each is dependent 

on the i nt roduct i on of new forms of mach i ne-power, assoc i ated 

techno I og i es and soc i a I re I at ions of product i on. Peet (1983) a I so 

emphasises the importance of social relations in structuring the temporal 

and spatial dynamics of accumulation. He thus posits the existence of 

"class struggle cycles", arguing that the geography of production changes 

through time as labour in part i cu I ar reg ions ga i ns power re I at i ve to 

capital and promotes region-specific crises that drive capital to sites 

of unorganised and cheaper labour. Aglietta (1979) has advanced perhaps 

the most persuas i ve i nterpretat i on of cyc I es of growth and recess ion, 

identifying three "regimes of accumulation" since the mid-eighteenth 

century, each pred i cated on the' i ntroduct i on of new products and 

processes of product i on, on new forms of 1 abour control and wage 
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bargaining, in short on the restructuring of the spheres of production 

and consumption. 

The spatial dimension of these arguments are amplified by Massey 

(1978 and 1984), Dunford et a I. (1981), Webber (1982a), li pietz (1982a) 

and Marsha II (1987). Webber (1982a) argues that the log i c of each new 

round of accumulation demands much new investment. Establ ishing this 

logic may be beyond the financial capabilities of individual capitals and 

so investment is shared through agglomeration giving each phase of 

accumulation a distinct geography. Dunford et al. (1981) show that these 

geograph i es of product i on vary between regimes as technology frees 

cap i ta I from prev i ous I ocat i ona I constra i nts, as the emergence of new 

sectors of production places new demands on the existing distributions of 

resources, as the distribution of capital and labour in space is reshaped 

by new investment and as different threats to continued accumulation 

demand different responses on behalf of capital. L ipietz (1982a) uses 

the logic of regimes of accumUlation to explain the increasing global 

i ntegrat i on of coomodity product ion, whi I e Dunford et a I. (1981) and 

Marshall (l987) uses these same arguments to explain long waves of 

industrial and regional development in Britain. 

Just as a new phase of growth is constitutive of a new 

regionalisation, so too economic crises exert a differential impact over 

space. Massey (1981) for example, examines how different forms of 

competition in the electrical engineering and electronics industries of 

the U. K. produced different responses on beha I f of the affected 

cap i ta Is. Massey and Meegan (1982) extend th is ana I ys f s, i dent i fy i ng 

three forms of restructuring in British fndustry and the effects of each 
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on output, product i vi ty and thus emp I oyment. Bluestone and Harr i son 

(1982) also note the locational impacts of different forms of industrial 

restructuring in the U.S. frostbelt. Holmes (1983 and 1986) and Malecki 

(1986) examine a variety of different competitive strategies of firms 

while Sayer (1985 and 1986) dispels monolithic theoretical concepts such 

as the "new international division of labour" and calls for more careful 

empirical analysis of the spatial behaviour of individual industries. 

Thus, per i ods of growth and recess i on are seen to restructure 

space as they red i str i bute cap i ta 1 and 1 abour between firms and 

industries, insodoing reshaping the relative positions of capitalists and 

workers and the sectoral and spatial intensity of competition and class 

struggle. The geography of production at a given time can therefore be 

conceived as the result of a series of previous rounds of investment in 

space each expressing the historical stage of development of the forces 

and relations of production (Massey, 1978). This geography wi 11 vary 

through time and f t will be s i mil ar I n some sectors of product Ion and 

dissimilar in others. It does not conform to a prescribed pattern. 

2.3.5 SlmIary 

The Marxi st model of uneven regional development has several 

advantages over the other theories examined in this section. Firstly, it 

is superior to the neoclassical model for it incorporates an explanation 

of uneven deve lopment that is qu i te eas i 1 y 1 ent a spat i aId i mens i on. 

Secondly, It does not posit an immutable geography of production like the 

polarised growth or dependency theories, recognising that new 

technologies and new forms of social relations of production free firms 
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from previous spatial constraints. Thirdly, unl ike the product-cycle 

model, it does not assume that industries follow conmon paths of 

development with simi lar locational demands over time. Rather, the 

Marxfst model argues that new processes and products of production are 

"born" of structural changes in the economy; of attempts by capitalists 

to remove existing barriers to more profitable accumulation. Success for 

firms can on I y be lim i ted however, for compet i t i on ensures that 

super-profits wi II be eroded and the contradictions inherent in the 

cap i ta list mode of product ion will once aga in threaten cont i nued 

accumulation, necessitating further innovation and in so doing reworking 

the geography of production. 

2.4 ~irtcal Work in ttarxist Crisis Theory 

There have been a number of attempts to link Marxist theory with 

concrete patterns of industrial and regional uneven development. Massey 

( 1981) for instance exami nes the deve I opment of cr i sis in part i cu I ar 

i ndustr i es, Mahon (1984) and Ho 1 mes (1983) study the reorgan i sat i on of 

se I ect i ve i ndustr i es in the face of cr i ses and Scott (1986) and Sayer 

( 1986) document the deve I opment of emergi ng industri es. Simi lar I y, 

Bluestone and Harrison (1982), Bradbury and st. Martin (1983), 

Jensen-Butler (1982) and Webber (1986) examine the effects of economic 

recession on particular regions and Massey and Meegan (1982), Hudson 

( 1983) and Foot (1987) draw out the links between uneven economi c 

development and spatial restructuring. 

A common criticism of thfs work fs that while it Ifnks the 

concrete patterns of economfc change with the more abstract arguments of 
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Marxist theory, it provides I ittle direct empirical support for that 

theory. Thus, a I though reg i ona I var i at ions 1 n rates of unemp I oyment, 

firm closures and cap i ta I investment may be symptomat i c of uneven 

deve lopment and econom i c cr i ses , they may be exp I a i ned by a number of 

theoret i ca I arguments. for examp Ie, the growth po I e and product-eye I e 

models explain uneven regional development on the basis of spatial 

variation in rates of technical change and the distribution of industries 

and they explain the onset of a recession by a general slowdown in the 

pace of innovation. Whi Ie not claiming that empirical analysis can 

conc I us i ve I y arb iter between the compet i ng exp I anat ions of cr i ses and 

uneven deve I opment , the Marx i st line i s rare 1 y bo 1 stered by emp i rica I 

investigation. 

There are at least two reasons for the dearth of empirical 

Marxist work. firstly, it is argued that Marxist categories are abstract 

and therefore unquantifiable (see Althusser and Balibar, 1970 and Wright, 

1979). Secondly, Marxist theory rests on the labour theory of value and 

value categories cannot easi ly be estimated from price data. This 

argument is supported by Sharpe (1982) among others. 

The first of these claims is based upon a false interpretation of 

the mean i ng of abstract i on (see Bhaskar, 1975 and 1979). Marxi st 

categories are amenable to measurement if they can be defined precisely 

enough. Indeed, Roemer (1981) argues that one of the most important 

tasks of empirical investigation is to sharpen the definition of 

theoretical categories so that they may be measured. The second claim 

too may be rejected if one is wi 11 fng to abandon the transformation 

problem as traditionally defined. 
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The Marxist theory of crisis rests upon the movement of the rate 

of profit. Empirical examination of Marxist crisis theory demands that 

the rate of prof it be def i ned prec i se 1 y enough to exam i ne the var i ous 

pressures that act upon that rate. These are identified by Marx (1967). 

Until recently, measures of the rate of profit were not up to this task 

(see Rigby, 1983). The most notab I e attempts to measure the rate of 

profit are those of Gillman (1957), Sharpe (1982), Weisskopf (1982) and 

Shaikh (1983). All of these measures fail to define the rate of profit 

correctly however for they all measure the rate of profit as the ratio of 

prof i t to the costs of product i on, rather than the cap ita 1 advanced. 

Webber and Rigby (1986) show the significance of this omission. 

Webber and Rigby (1986) and Webber (1987b) overcome previous 

errors in estimating Marxian categories. Webber and Rigby (1986) outline 

a novel way of measuring the value rate of profit and its component 

variables. They use this measure to examine the post-war history of the 

Canadian economy and are able to provide clear support for the "abstract" 

Marx i st arguments of the fa 11 i ng rate of prof it. Webber (1987b) has 

extended th i s work. He discusses some of the prob I ems of measur i ng 

Marxist categories in general and offers a thorough explanation of the 

relationship between labour values and expected prices after Farjoun and 

Machover (1983). 

Wh i 1 e more recent work by Webber and Tonk in (1987) extends the 

invest i gat i on to i nd i vi dua 1 i ndustr i es there is as yet no deta i 1 ed 

examination of the Marxist model at the regional level. Thus, while the 

theory of the fa IIi ng rate of prof i t can be shown to prov i de a vi ab 1 e 

explanation of capitalist crisis, it is unclear whether or not economic 
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recessions affect all regions to the same extent and whether they affect 

them in similar ways. 

2.5 Conclusion 

Th i s chapter rev i ewed a number of compet i ng exp I anat ions of 

econom i c cr i sis. Exp 1 anat ions that separate the cause ( s ) of econom i c 

recession from forces endogenous to capitalist economies are rejected for 

they fai 1 to recognise the cycl ical character of growth in capital ist 

econom i es. The Marx i st theory of the fa II i ng rate of prof i t prov ides 

perhaps the clearest exp I anat i on of cr i ses. Th is theory has recent I y 

been criticised by Okishio (1961) and its logical consistency is in 

question. 

Econom i c growth and dec line exert an uneven impact over space. 

Thus, it was argued that at any time growth is focused in one or a few 

regions most suited for the accumulation of capital, given the existing 

state of the forces and relations of production. The influence of growth 

and more especially economic decline at the regional level is by no means 

clear. In part this reflects two problems. The first is the lack of an 

adequate model of the processes of regional competition and the second 

results from the lack of detailed empirical work at the regional level. 

The aim of this thesis is to understand the factors influencing 

regional uneven development. To achieve this aim, a model is required 

that explains why capitalist economies do not enjoy continued 

uninterrupted growth and how regions compete for avai lable profits. 

Marx i st theory offers the most su i tab I e framework for the ana I ys i s of 

these issues. Use of this theory demands that the explanation of 
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economic crisis be clarified in light of Okishio's (1961) claims. Two 

arguments are especially critical to the Marxist model. Firstly, do 

labour-saving technical changes decrease the rate of profit, and 

secondly, why should technical change exhibit a labour-saving bias? 

These issues are examined in Chapters 5 and 6. Extension of the Marxist 

mode I to exam i ne reg i ona I uneven deve I opment demands a thorough 

investigation of the effects of technical changes on measures of regional 

economic performance. This is the subject of Chapter 7. To I ink the 

theoretical analysis with the empirical investigation an accounting 

framework is required that provides a consistent link between commodity 

values and prices. This is the task of the next chapter. 



3. I I ntroduct i on 

CHAPTER 3 

VALUE AND PRICE 

The relationship between labour values and prIces of production, 

or equilibrium prices, has occupied a central position in the development 

of Marxist economic theory. Debate of thIs issue began shortly after the 

publ ication of Volume 3 of Capital with Bohm-Bawerk's assertion of the 

inconsistencies between Volume 1 and Volume 3. Bortkiewicz (see Sweezy, 

1970) was quIck to examine the arguments, outlining a number of solutions 

to the apparent problem. Sweezy (1970) provIdes an introductory review 

of this early debate, while Desai (1979) lays bare the finer details of 

th is and much of the subsequent discuss f on. Recent I y, Steeanan (1977) 

has rejected the claim that labour values regulate prices of production. 

He goes on to deny the re I evance of Marx i st econom i c theory in toto, 

claiming that prices of production can be calculated from physfcal 

input -output data a lone and thus abrogat i ng the ut iIi ty of the labour 

theory of value. Steedman's corrments drew quick response with the 

publication of further solutions to the so-called transformation problem, 

notably those by Shaikh (1977), Morishima and Catephores (1978) and 

Lipietz (1982b). Morishima (1973) may have anticipated Steedman's 

concern, presenting arguments fn defence of the efficacy of the labour 

theory of value regardless of the value-price issue. Sraffa (1960), also 

contributed to the value-price debate by presenting a critique of 

46 
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economi c theory that quest 1 oned the bas 1 s of the aggregate product Ion 

function and neoclassical capital theory in general. No longer could one 

appeal to the prevailing technology of an economy for an explanation of 

the d i str I but i on of the surp I us product. Such an exp I anat i on must be 

sought in an analysis of the social as well as the technical conditions 

of production. The labour theory of value explains the distribution of 

value added on precisely these grounds. 

ThIs chapter provides a brief review of the relationship between 

commodity val ues and prices. A Marxist accounting framework, which 

incorporates both values and prices, will inform much of the subsequent 

discuss i on throughout the thes is. The chapter is organ i sed I n the 

following way. In Section 2. an accounting scheme based on the labour 

theory of value is presented. Some misconceptions about the generality 

of the cond i t ions under wh i ch cOO1llOd I ty va I ues can be ca I cu I ated are 

cleared up. In Section 3, equilibrium prices are defined. The formation 

of equilibrium prices, or prices of production, assumes that competition 

enforces a uniform rate of profit in the economy. Given this assumption, 

the derivation of prices of production from labour values is supposedly 

possible. The assumption of a uniform rate of profit has recently been 

attacked by Far joun and Machover (1983) who contend that forces of 

competition are just as I ikely to cause the rate of profit to diverge 

between sectors of the economy as they are to cause it to equalise. The 

claims of Farjoun and Machover make redundant the question of the 

relationship between values and prices, but not for the reasons suggested 

by Steedman (1977). These arguments are discussed in Section 4. Section 

5 estab I i shes the re I at Ions between va I ues and expected pr ices after 
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Farjoun and Machover (1983). In Section 6, two forms of capitalist 

competition are identified. The central arguments of the chapter are 

summarised in the seventh and concluding section. 

3.2 A Marxist Accounting System 

Let an economy produce n comnod i ties the first m of wh i ch are 

capital goods. Capital goods are used as inputs in the production of all 

commodities. The rema I n I ng n-m goods produced in the economy are 

consumption commodities. These goods are purchased by labour with wages 

and by capital ists out of profits. The capital goods as inputs to 

product i on can be further d i st f ngu i shed by the i r usefu 1 serv i ce 1 i fe. 

Some cap i ta 1 goods may be used in product ion for several turnover 

periods. These inputs are commonly termed fixed capital. Assume that 

there are k «m) such capital goods. The remaining capital goods have a 

serv i ce 1 i fe of on 1 y one round of product i on. These convnod i ties are 

termed circulating constant capital inputs and must be renewed at the 

start of each period of production. 

The techniques of production in the economy are represented by a 

matrix of inter-convnodity or inter-industry input-output coefficients, 

denoted by A, and by a row vector of labour input coefficients, denoted 

by 1: 
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all a l2 a lj a in 
a21 a22 a2j a2n 

A = 
a I I a i2 a lj a ln 

1 = 1 1 12 

where a .. ~ 0, 1. > 0, 
1 J J 

for i,j = l, ••. ,n. 

The elements a lj of matrix A denote the physical amount of 

commodity i required on average to produce one unit of commodity j. The 

elements lj of vector 1 denote the direct labour time required on average 

to produce one unit of commodity j. The cap i ta 1 and labour input 

coefficients are averages across all firms engaged in the production of a 

given commodity type. Each convnod i ty i s as sumed to be produced by a 

large number of firms which collectively comprise an industry. 

I nd tv i dua 1 firms in any f ndustry maybe more or 1 ess eff f c i ent than 

average for that sector and wi 11 thus have capital and labour Input 

coefficients that are greater or less than the economy-wide averages. 

3.2.1 The labour Value of COIIIIIOdftfes 

The I abour value of a commodity I s measured as the abstract 

labour time (direct and indirect) socially necessary for its production. 

Usfng the technical coefficients of production, the labour values of all 

commodities produced in the economy are defined after Horishima (1973) as 
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1 = loA + 1 (3. 1 ) 

-1 = (I-A) 1 

where 1 is a lxn row vector of commodity values: 

is an nxn identity matrix. 

Equation 3.1 has a solution as long as the inverse of the matrix (I-A) 

exists. It is assumed that the matr i x A is i ndecomposab I e and 

productive, thus assuring that commodity values are positive. 

Mor ish i ma (1973) argued that equat i on 1 pro v i des an accurate 

measure of commodity values only if the following assumptions hold: 

1. All commodities have the same period of production: 

2. Production processes are point-input point-output: 

3. There is no choice of technique: 

4. There is no joint production: 

5. There is no fixed capital: 

6. Labour is the only value-creating factor of production. 

Most of these assumptions are deforming, they bear no 

re I at i onsh i p to product ion condit ions withi n the capita list economi c 

system. The usefulness of equation 3.1 is thereby questioned. Webber 

and Rigby (1986) and Webber (1987a), in developing a more general set of 

equations to measure commodity values, have shown that Morishima's system 

is not restricted by all the assumptions noted above. 

I n short, assumpt ions 1 and 2 do not affect commod i ty va lues. 

However, they do i nfl uence performance measures of the economy such as 

the rate of profit. Distinguishing between the costs of production and 

the capital advanced for production (see later) allows one to take full 



51 

account of turnover times and the time i nterva lover wh i ch inputs are 

consumed. Assumptions 1 and 2 can therefore be relaxed. Assumption 3 

fails to appreciate Marx's very definition of commodity values. The term 

"socially necessary" in fact assumes commodities are produced by a 

variety of techniques, defining a commodity's value as a weighted average 

of the labour times embodied in these techniques. Assumption 3 is thus 

wrong and can be dropped. Assumpt ion 4, in genera I, may a I so be 

re I axed. Jo i nt product i on is sa i d to occur when a firm produces more 

than one type of commod i ty • A method of ca I cu I at i ng commod i ty va lues 

with joint production is given in Webber (l987b). Assumption 5 is 

relaxed in the following material. Given a pattern of depreciation, and 

ass urn i ng the life of fixed cap i ta lis known (the number of turnover 

periods over which it retains part of its value). it is possible to 

calculate the value of fixed capital inputs to production. Assumption 6 

is required in the following arguments. A more general measure of the 

I abour va I ue of commod i tes i s now presented based on Webber and Rigby 

(1986) and Webber (1987b). 

3.2.2 A Reformulation of Commodity Values 

For each unit of work performed by labour a given amount of value 

is created. The un i t of work is assumed to be the I abour day and the 

amount of va I ue created on average by one worker dur i ng the day is 

assumed to be equal to unity. For this day's labour. a worker receives a 

wage. This wage may vary between the firms in an economy. It is assumed 

in the following analysis that the real wage is constant within an 

industry or department of production. In physical terms. the (real) wage 
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compr i ses of a basket of consumer goods. The va I ue of the wage in 

department j is 

where dj is the real wage in department j, an nxl column vector of 

commodities. (The first m elements of d will be zero.): 

~Lj denotes the value of a unft of labour-power in department j. 

A definfng assumption of the capital fst mode of production is 

that the length of the working day is greater than the time required by 

labour to reproduce the equivalent of its own value. If the unit of work 

is assumed to be the day, and the va 1 ue of a day's labour in any 

department j is assumed to be equal to unity, then each labour-day worked 

a surplus accrues to the owners of the means of production in department 

j. This surplus is l-~Lj. 

The direct labour input in production is I. units of abstract 
J 

or soc i a II y necessary 1 abour per un i t of output of department j. A 

quantitative representation of the term "socially necessary" is provided 

by Webber (1987). The socially necessary labour time required for the 

production of a commodity j is measured as the weighted average of the 

labour time, direct and indirect, required by all firms engaged in the 

production of commodity j. If the value of labour-power in department j 

is ~Lj' then the variable, or direct labour, cost of production per 

unit of output of department j is ~Ljlj' The variable capital that has 

to be advanced to meet those I abour costs is different however. In 

addition to the labour costs, the variable capital advanced also depends 
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upon the number of turnovers per year in department j (t.) and the extent 
J 

to which capitalists can spread labour costs over the period of 

production in department j (a j ). 

To appreciate the distinction between the costs of production for 

a given per i od of time, say one year, and the cap i ta I that has to be 

advanced to meet those costs, consider an industry that has a period of 

production equal to Z days. This industry has t (=365/Z) production or 

turnover periods per year. A firm in this industry initiates production 

at the start of the year with capital C. After Z days the firm holds 

capital equivalent to C+6C. If no accumulation occurs within the year 

and if Z<365 then the original capital can be reinvested and a further 

surplus 6C realised. The capital advanced to meet the costs of product-

ion can be further reduced by spreading input payments over the turnover 

period. For examp 1 e, assume that the cost of I abour for a ten week 

production run is $100 per week for a total cost of $1000. If this wage 

bill is paid at the start of the production period then the capital tied 

up amounts to 10,000 dollar-weeks. If labour is paid at the end of each 

week's work however, the total capital advanced is only 

$100 x 9 weeks 

$100 x 8 weeks 

$100 x 7 weeks 

$100 x week 

for a total capital outlay of 4,500 dollar-weeks. 

In one year therefore, letting a = 4,500/10,000: 
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C = capital advanced for production: 

tCla = total costs of production: 

t6C = total surplus realised. 

Thus, the capital advanced for production over a given period maybe 

sign i f I cant I y lower than the costs of product i on for the same per i od. 

For a unit of output in department j therefore: 

Variable capital costs = ~Ljlj: 

where 0 < aJ ~ 1, for all J. 

Constant capital, or indirect labour, costs of production include 

two quite different types of expenditure. Firstly. there are costs for 

raw materials. fuel and electriCity. These are c i rcu 1 at i ng constant 

capital costs. Denote these inputs as a .. units per unit of output of 
1 J 

department j t where is restricted to the range k+l ,k+2 ••..• m. The 

circulating constant capital costs of production per unit of output of 

m 
commodity J are t ~.a ... Following the arguments above. for a unit of 

i =k+ 1 1 1 J 

output of commodity j: 

Circulating constant capital costs = 
m 
t A.a •. 

i=k+l 1 lJ 

m 
Circulating constant capital advanced = t B.A.a . . /t. 

i=k+l J I lJ J 
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where 0 < Bj ( I, for all j. 

B represents the delay of payment of circulating capital inputs. The 

second type of constant capital expenditure is depreciation, the quantity 

of value given up by fixed capItal to output. Let c .. be the amount of 
1 J 

gross fixed capital required per unit of output of department j. In this 

case i is restricted to the range 1=1, •• ,k. Each unit of fixed capital i 

has a life of T. years. Thus, the value of gross fixed capital required 
1 

k 
per unit of output of department j is t ~.c... Depreciation in 

. I 1 1 J 
1= 

department j is This valuation assumes that output is constant 

each product Ion per I od and that fixed cap i ta lis va I ued on a current 

rather than an hi stor i c bas is. I f the gross fixed cap ita I has been in 

place for some years, then several contributions have been made by the 

fixed capital to output (through "wear and tear"). Thus, the net fixed 

k 
capital stock remaining is only r Ui~ICij. u i ' for i=I, ••.• k, 

i = I 

represents the proportion of value of fixed capital commodity 

place in some year t and still remaining. 

put in 

Combining the information above, the value of a commodity j, for 

j=I, ••.• n, Is 

k 
t ~ .c .. + 

. 1 1 1 J 1= 

T. 
1 

m 
t La .. + I. 

i =k+ 1 1 1 J J 
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(3.2) 

where c ij = aij' for l=l, ••• ,k. 

Ti 

3.2.3 "easures of Performance 

I f the amount of each cOOlllOd i ty produced in the economy I n a 

given period of time, say one year, Is known, then several variables that 

measure the performance of i nd i v t dua 1 i ndustr i es and the economy as a 

whole can be calculated. To see this, let the output of an industry j in 

a gfven production period be xj " Then the total amount of labour used 

in industry j during this period is ljx j , and the total surplus produced 

in industry j during the year is 

(3.3) 

The value of the constant capital advanced In production in Industry j, 

both fixed and circulating, is 

k 
t u.La .. + 

1=1 1 1 lJ 

= lk.: 
J 

m 
t 8.La . . /t. 

i =k+ 1 J 1 1 J J 
(3.4) 

where k. is an nxl element column vector of the fixed and circulating 
J 

constant capital advanced per year in industry j. 

The variable capital advanced per year in industry j is 
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Us i ng these terms, the va I ue compos it i on of cap i ta lin industry j is 

defined as 

C. lkjx j 
qj = J = --

V. a .ld. I .X ./t . 
J J J J J J 

The value rate of exploitation in 

S. (l-ldj ) I jXj 
e. = J = J V .t ./a . ld.1 .x. 

J J J J J J 

and the rate of surplus value in 

Sj 
= = 

V. 
J 

( i-Ad j) I jX j 

a jld j I jX /t j 

(3.6) 

industry j is 

(3.7) 

industry j is 

(3.8) 

Combining equations 3.3 through 3.8, the annual value rate of profit in 

industry j is 

S. 
1T = J = vj 

C.+ V. 

(i-ld.) I .x. 
J J J (3.9) 

J J 

(i-ldj)ljXj/ldjljXj 

= ----------- = ------------------------
e 

[q. + IJa./t. [lk.x./a.ld.l.x./t.+ 1 JaJ./t
J
. 

J J J J J J J J J J 

The va I ue rate of prof i t may vary between sectors because 

individual industries employ different quantities and combinations of 

inputs of capital goods and labour. Thus, the rate of exploitation, the 
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value composition of capital and the annual number of turnovers will not 

be the same in all industries. Those firms and industries with 

relatively high rates of exploitation, relatively low value compositions 

of capital, or a relatively high number of annual turnovers, will enjoy 

above average value rates of profit. 

For the economy as a who I e a set of performance measures 

equ i va I ent to those above can be def i ned. These measures are simp 1 y 

weighted averages of the industry measures with sectoral output levels as 

weights: 

q = 

= 

c 
V 

S 

S 

C+V 
= 

t (1- Ad. ) 1 .x. 
J J J 

t (1-Ad.) 1 .x. 
J J J J 

3.3 EquilibrIum Prices 

(3.10) 

(3.11) 

(3.12) 

Cons i der a cap i ta 1 i st economy operat i ng wi th the techno logy 

def i ned i n the Sect i on 3 . 2 • Firms advance cap i ta I to meet costs of 
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production, including wages, before production convnences. Assume that 

competition between workers for available employment equalises the wage 

rate per unit of labour in all departments. In addition, assume that 

capital ists can invest in any department in search of the greatest 

profit. In "equf 1 ibrium" then, all capital makes the same rate of 

profit. 

Given these assumptions, the unit prices of the n commodities in 

the economy are given by 

p = (l+w )(pA + pdl). 
p 

(3.13) 

Letting " = the matrix of technical coefficients augmented by the real 

wage 

The set of equat ions 3. 13 conta ins n+2 unknowns, the pr ices of the n 

commodi ties, the real wage and the equil ibrium rate of profit. By 

convention, the real wage is given along with the technical coefficients 

of production. Then, by specifying the price of one corrvnodity, the 

numeraire, the system of relative prices is uniquely determined (up to a 

scalar) along with the equilibrium rate of profit. These prices depend 

on the techniques of production and the assumed distribution of the 

surplus between wages and profits. These prices are independent of the 

scale and composition of output (see Harris, 1918). 
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3.4 The AssUlPtton of a Uniform Rate of Profit 

Economi sts of most theoretical persuasions agree that market 

prices, or the prices actually paid for commodities, fluctuate in a 

random manner over time as conditions of demand and supply change. These 

prices cannot therefore be accurately determined. It is also comnonly 

supposed that the Interplay of supply and demand is itself regulated by 

the "law of equal profitability" (Shaikh, 1977). That is, competition is 

assumed to drive capital from sectors with a relatively low rate of 

profit into those sectors with relatively high rates of profit. The 

movement of prices as supply and demand adjust to the flows of capital is 

supposed to push the economy towards an equilibrium characterised by an 

equal rate of profit on capital invested in all branches of production. 

In such an equilibrium supply and demand variations are assumed away and 

thus market prices are stable. It is claimed (Steedman, 1977) that these 

equi I ibrium (market) prices can be determined by the method presented 

above. 

Host Marx i sts contend that equ iIi br i urn pr ices and the rate of 

profit can only be explained through the adoption of the labour theory of 

value (see Handel and Freeman. 1984). Thus it is argued that equilibrium 

pr ices are themse I ves regu I ated by commod i ty va lues. Two genera I 

arguments have been levelled at the Marxist position (see Steedman, 

1977) . The f f rst is a charge of redundancy: once the techn i ques of 

production and either the wage rate or rate of profit are known, 

equ iIi br i urn pr ices can be determf ned without recourse to the labour 

theory of va 1 ue. The second cr i tic Ism is more fundamenta I • Steedman 

(1977) among others, notably Samuelson (1971), has claimed that there is 
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no direct relationship between convnodity values and their respective 

equilibrium prices. An accusation of inconsistency in the labour theory 

of value, that is often made in association with Steedman's second 

criticism, is easily refuted once the restrictive assumptions underlying 

his examples are revealed (see Farjoun, 1984 and Albarracin, 1984). 

In general it is possible to calculate equilibrium prices in the 

manner suggested by Steedman (1977). Steedman's approach however, unlike 

that of Marx (1967) , fails to explain the origin of profits and the 

mechan ism by wh I ch surp 1 us va 1 ue is extracted from 1 abour power. Most 

important, Steedman prov I des no i nd I cat Ion of how the va 1 ue added I s 

d i vi ded between wages and prof i ts. To exp 1 a I n the der i vat i on of 

equilibrium prices one is forced to examine the distribution of value for 

this is logically prior to the determination of prices. (A number of 

additional criticisms of the neo-Ricardian position are outl ined in 

Mandel and Freeman, 1984.) 

There are two objections to Steedman's second argument. Firstly, 

regardless of the transformation issue, the labour theory of value 

provides useful insights into the capital ist mode of production that are 

not prov i ded by an exam i nat i on of pr ices a lone (see Sha i kh, 1981). 

Secondly, a number of formal solutions to the so called transformation 

problem have been provided. Seton (1957) provides an excellent review of 

the early and central arguments in this debate. A solution more 

cons i stent with Marx's own work i s prov i ded by Sha i kh (1977). These 

"so 1 ut ions" however are a 11 suspect to the extent that they requ i re a 

potentially arbitrary identity be imposed on the value-price 

relationship. 
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It shou 1 d be clear from the above that the connect i on between 

va 1 ues and pr ices has not been sat i sfactor i 1 y reso 1 ved. 1 tis cIa i med 

here, after Far joun and Machover (1983), that the above debate is 

fundamentally misguided, resting as it does on the unrealistic assumption 

that the rate of profit is equal in all sectors of the economy and on the 

erroneous supposition that such a state Is representative of a 

competitive capitalist economy. 

In reality rates of proflt are never uniform across all sectors 

of the economy, even over relatively long periods as the data in Chapter 

7 reveal. FarJoun and Machover (1983) do not rely on this empirical 

evidence to dismiss the transformation issue. Their argument rests with 

the legitimacy of the assumption of uniform profit rates, claiming that a 

state of equilibrium characterisd by a uniform rate of profit is not a 

theoretically coherent construct that reflects the real logic of 

capitalist competition (1983, p.16). 

Two object ions are rai sed by Far joun and Machover aga i nst the 

uniformity assumption, one mathematical and one economic. The 

mathematical objection is that in general it is not possible to capture 

the behaviour of a system by assuming that the movement of its parts has 

reached an average (1983, p.29). The econom;c objection is that the 

assumption negates competitive forces that tend to push apart the rate of 

profit in different sectors. To assume uniform profits, or only a 

tendency towards uniformity, is to eliminate the drive of capitalists to 

seek competitive advantages over one another. However, it is precisely 

this competition that is invoked to produce uniformity in the first 

place. The type of equilibrium claimed above is one in which all forces 
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have been removed, not merely those that are exogenous to the system. 

The implications of the above rejection of the assumption of 

uniform rates of profit need to be stressed. Firstly, equilibrium prices 

no longer have any meaning. The only prices that exist are market 

prices. Secondly, the labour theory of value becomes indispensible as a 

tool to understanding the determination of these market prices. (This is 

explained in the following section.) Thirdly, all arguments of Steedman 

(1977) concerning the redundancy of the labour theory of value are 

dismissed. In the following section, a new relationship between values 

and market prices based on Farjoun and Hachover (1983) is outlined. 

3.5 Expected Prices 

Having rejected the concept of equi 1 ibrium prices, Far joun and 

Machover (1983) do not abandon the sphere of prices altogether. Noting 

that the price of any individual commodity may vary with each 

transact ion, they argue most strongly for the use of probabi 1 istic 

methods to represent the vagaries of the "free market", and demand that 

prices, wages and the rate of profit be treated as random variables 

determinate only up to a probability distribution. 

The central variable in the probabi 1 istic pol itical economy of 

Farjoun and Machover is the ratio of price to the labour content of a 

particular commodity, what they term the commodity's specific price. In 

order to define the specific price ('1') of comnodities as a random 

var i ab 1 e a samp I e space of a given length, say h, i s de lim i ted. The 

sample space consists of all transactions in the period h that involve 

commodities other than labour-power. Each transaction is weighted by the 
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labour content of the commodity traded. Thus, 

for transaction k 

where Pk fs the price paid for the commodity in the kth transaction: 

~k is the labour content of the commodity in the kth transaction. 

The mean or expected value of , is 

E(') = E(P/~) 

where E denotes the expected or mean value defined over all 

transactions of all commodities in a period h. 

Far joun and Machover (1983, pp. 112-119) prove that for the set of all 

commodites sold in a period h 

E(') = E(PIA) 

= E(V/~) + E(S/~) 

where E(V/~) = !Vk / !~k: 
k k 

and where !Vk is the sum of wages paid in period h for the 
k 

production of all commodIties: 

!Sk is the sum of profits gained in period h In the 
k 

productIon of all commodities. 
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* Define e = E(S/V) 

then, E(~) = E(V/~) + E(S/V) • E(V/~» 

* = E(V/~) . (l+e ). 

E(V/~) represents the total wage bill of period h divided by the total 

labour content of all commodities sold or produced in that period. (In 

equilibrium Farjoun and Machover assume that the quantities produced and 

sold are the same.) This term is then equivalent to the wage per unit of 

1 abou r embod i ed in the commod i ties of per i od h. Let us denote the 

average wage rate by W. Thus, 

* E (~) = W ( 1 +e ). (3.14) 

Equation 3.14 is the expected ratio of price to value calculated over all 

commodities produced and sold in period h. This ratio is equal to the 

product of the average un i t wage and one plus the pr i ce rate of 

exploitation. 

Extend i ng the arguments of Far joun and Machover (1983 ), it i s 

possible to derive the specific price of all commodities in the model 

economy. Assume that in a given period the number of transactions of 

each corrvnod i ty j, for j= 1 , ..• ,n is very 1 arge. F or each convnod i ty, a 

sample space consists of all transactions k of that particular commodity 

type in a production period. The specific price of commodity j in 

transaction k Is therefore 
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for j=I, ••• ,n: 

where Pjk is the price paid for commodity j in transaction k: 

Xj is the labour value of commodity j. 

The value of a given commodity type does not vary between transactions. 

The mean or expected price of commodity j is 

E(V.} = E(P./X
j
}, 

J J 
for j=I, ••• ,n. (3.15) 

Note though, that a 11 un i ts of the same commod i ty type have the same 

labour value, regardless of the technique used to produce them and the 

nature of the transaction in which they are exchanged on the market. 

Thus Xj can be calculated in the manner described in Section 3.2.2. 

E(X.} is therefore degenerate and Is precisely the labour value of 
J 

commodity j. Equation 3.15 can now be rewritten as 

Following the arguments above, for j=I, •.• ,n: 

IV 'k/L: 
k J J 

IS·k/L: 
k J J 

(3.16) 

and where IV.kis the sum of wages paid in the sample period for 
k J 



the production of commodity j: 

tS.kis the sum of profits gained in the sample period 
k J 

for the production of commodity j. 

* Defining e. = E(S.)/E(V.) , again for j=l, ••• ,n 
J J J 

then, 

E(~.) = E(V.)/~. + (E(S.)/E(Vj».(E(V.)/~.) 
J J J J J J 

(3.17) 

Letting E(V.)/~. = W. represent the ratio of total wages paid in 
J J J 
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a given per i od for the product f on of a I I commod i ties of type j ( for 

j=I, .•• ,n) to the total value of all commodities of type j produced in 

the same period, equation 3.17 becomes 

* E (~ .) = W. ( 1+e .) , for j= 1, ••• ,n. 
J J J 

(3.18) 

Equation 3.18 is the expected ratio of the price of commodity j to the 

labour value of commodity j. This ratio is equal to the product of the 

average unit wage paid for a unit of labour engaged in the production of 

commodity j and one plus the price rate of exploitation in department j. 

Combining equation 3.16 and equation 3.18 
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for j=l,oo.,n, (3.19) 

and therefore 

E(P.) = II 
J j" 

(3.20) 

Equation 3.20 thus shows that in a competitive economy where commodity 

prices are not fully determined, the best estimate of a commodity's 

market price is given by its labour value. This relation takes the place 

of the famous transformation algorithm, where E~qui I ibrium prices are 

replaced by expected prfces. 

Us i ng the above equat ions a set of performance measures for the 

economy can now be def i ned in terms of expected pr ices. These measures 

are the price counterparts of those developed in Section 3.2.3. 

Combining equations 3.9 and 3.20 and equations 3.12 and 3.20, the 

expected price rate of profit for an industry J and for the economy as a 

whole are defined respectively as 

n * 
t (1-L d •. ) I .x j W f ( 1 +e i) 

i=1 1 1J J 

for i=I, ••• ,n: and 

n n * 

'If = 
t t (1-L d. J ) I . Xj W. ( 1 +e. ) 
'1'1 11 J 1 1 J= 1= 

P ---------------------------------------
n n * 
t t [Lk .. x. + 0J.lIidijljXj/tj] Wi (l+e i ) 

j=1 i=1 1 1J J 

(3.21) 

(3.22) 
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for t, j = 1 , ••• ,n. 

Equat ions 3. 12 and 3.22 are equ i va 1 ent: for the economy as a 

whole, the value rate of profit is equal to the price rate of profit. In 

a closed economy, even though all commodities will not be sold at their 

expected prIce, the sum of the deviations of c~)dity prices from their 

respect i ve va 1 ues will not create any add i t f ona I prof i t or I mpose any 

additional cost. Equat ions 3.9 and 3.21 are not necessar i 1 y equa 1 

however, for the value and price rates of profit in the same industry may 

vary. This is explained in the following section. 

3.6 Competition 

It is assumed throughout this thesis that markets are competitive 

and that the fi rms wh I ch compr i se an industry produce an homogeneous 

commodity that is sold in the same market. Competition through product 

innovation Is ignored, though it could be treated simply by expanding the 

range of Industries that define the economy. 

In th i s economy, firms compete in two arenas, in product i on and 

in the market. I n product ion, firms ina sing lei ndustry compete by 

minimising average costs. In their attempts to decrease costs, each firm 

may choose a different technique of production that may be distinguished 

on the basiS of unit cost. Thus, some firms will be able to produce a 

given commodity more effiCiently (at lower unit cost) than others. In 

Sect I on 3.2 it was argued that commod i ty va 1 ues are determ i ned by the 

socially necessary labour time required for their production. Each 

commod i ty therefore has a un i que va 1 ue, though thl:! costs i nvo 1 ved in the 

product i on of a part i cu 1 ar commod f ty will vary between firms as the 
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If commodities sell at prices equal to 

their respective values, then the rate of profit will vary between firms 

in one industry as the unit costs of production differ. Those firms 

producing with more efficient techniques of production wi 11 appropriate 

profit at the expense of those producing with less efficient techniques. 

If commodities exchange at their expected prices {values}, there 

is no transfer of profit between firms in different industries. In this 

case, the value rate of profit will be equal to the price rate of profit 

for each industry. If however, commodities are not assumed to exchange 

at their respective expected prices, profit will be transferred between 

firms I n the same industry and between firms f n d f fferent i ndustr i es . 

This is competition In the market. If firms can obtain inputs of either 

capital or labour at prices below the expected or market rate, then their 

costs of production will be lower in price terms than in value terms. If 

these same firms can sell their output at the expected or market rate, 

then they will enjoy a pr i ce rate of prof it in e):cess of the va I ue rate 

anticipated in production. In addition, if these' same firms sel J their 

output at prices above the market rate, then their rate of profit will be 

higher sti II. Equally, those firms and industries that are not 

competitive in the market may real ise a rate of profit lower than 

expected, or lower than their value rate of profit. 

If industries and/or regions contain firms that are more or less 

efficient than average in the market, then profit wi 11 be transferred 

from firms in the less eff i c i ent i ndustr i es and n~g ions t to those in the 

more eff i c i ent i ndustr i es and reg ions. In this way, the price rate of 

prof I tin a part f cu 1 ar industry or a part i cu 1 ar T'eg i on may be increased 
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or decreased below the value rate. This transfer of value may occur if 

the rate of profit is the same or is different between firms and thus it 

does not constitute a form of unequal exchange. 

3.7 ConclusIon 

Th I s chapter provides a defl nit ion of commodity values and a 

cons f stent set of measures of econom j c performanc:e. These def i nit ions 

are more general than those of Morishima (1973). Measures of commodity 

values that are based upon the identification of equilibrium prices (the 

transformation of values to prices) are shown to be fundamentally 

misguided, resting on the fallacious assumption that a competitive 

economy In equilibrium is characterised by uniform rate of profit across 

all sectors. Building on the work of Farjoun and Machover (1983). It is 

argued that commodity prices should be treated as random variables. The 

expected price of a commodity Is then shown to be equal to Its labour 

va 1 ue. Th I s concept of expected pr I ces proves uSI~fu 1 In deve I op i ng the 

concept of cap I ta 1 1st compet i t I on, a 11 ow i ng two f()rms of compet I t i on to 

be I dent I fled: competition In production, or attempts by firms to 

minimise average costs: and competition In the narket. or attempts by 

firms to obta i n I nputs at pr I ces be I ow va 1 ues, clOd to se 11 output at 

prices above the market rate. The accounting framework outlined In this 

chapter informs the subsequent theoretical and empirical sections of this 

thesis. 



CHAPTER 4 

ECONO"IC GROWTH WITH NO TECHNICAL CHANGE 

4.1 Introduction 

This chapter examines the process of economic growth in a 

cap ita lis t economy character i sed by the absence of techn i ca I change. 

A I though no rea I economy is constra i ned by the tota I absence of 

techno log i ca I improvement, such a system revea Is u5,efu I i nformat i on about 

the limits to economic growth. The model is restricted to two sectors for 

this is sufficient to reveal the necessary relations for the accumulation 

of cap i ta I • Techn i ca 1 change introduces comp I i cat ions to the simp Ie 

mode 1 of growth out I i ned here and i s thus exam i ned in the fo I low i ng 

chapter. 

Econom i c growth t or accumu 1 at i on tis def i ned as an expans i on of 

the forces and relations of production (Wr'ight, 1979). Thus, 

accumu 1 at i on i nvo 1 ves an increase in the va 1 ue of cap ita I engaged in 

productive activity and the expansion and deepening of capitalist 

relations of production to encompass the provision of a greater variety 

of goods and services and the control of a larger number of workers. 

5 e ct i on 2 of th i s chapter exam i nes Marx" s scheme of ba I anced 

accumu 1 at i on • Marx's mode 1 i s shown to rest on a number of untenab I e 

assumpt ions. The th i rd sect i on of the chapter out 1 i nes a more genera I 

growth mode I, bu i I ding on the account i ng framework deve loped in Chapter 

3. Relations between departments of production, investment behaviour and 
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the determinants of changes in the real wage are discussed in this 

sect f on. Sect ion 4 exami nes some of the charactE~r i st f cs of the growth 

path of the economy and in Section 5, the key results of the chapter are 

out 1 ined. 

4.2 ttarx's ttode 1 of Expanded Reproduct f on 

The model of expanded reproduction developed by Marx is generally 

formatted in terms of a two-department scheme: department producing 

the means of product i on and department 2 produc 1i ng consumpt i on goods. 

The scheme of accumulation shows the patterns of demand and supply for 

both commodities 

(4. 1 ) 

C2(t)+ V2(t)+ SZ(t) = V1(t)+ VZ(t) 

+ (l-b(t»(Sl(t)+ S2(t» (4.2) 

where the subscripts 1 and 2 refer to the department of production: 

C represents the constant capital costs of production: 

V represents the variable capital costs of production: 

S represents the surplus value produced: 

I-b denotes the proportion of the surplus consumed unproductively. 

The accounts cover a period of production of one year say. The subscript 

t denotes the year. 

Equation 4.1 shows that in a balanced or equi 1 ibrium growth 

mode I, the va 1 ue of output of cap i ta I goods in year t must equa I the 

value of capital goods consumed by both departments in the following 
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year. Equation 4.2 shows that the value of consun~tion goods produced in 

year t must equal the value of goods consumed by labourers in period t+l 

and by capitalists in period t. 

The Marx I st mode I of accumu I at Ion presented above has severa I 

important features. First, there is no fixed capital in the reproduction 

formu I ae: a I I cap i ta lis fu I I y used up ina s I ngil e round of product i on. 

Second, Marx as sumed that the cap i ta I advanced in each department of 

production has the same rate of turnover. These two assumptions allowed 

Marx to express performance measures of the economy, such as the rate of 

profit, in the terms of equations 4.1 and 4.2. When these assumptions 

are relaxed, the rate of profit, value compositIon of capital, rate of 

exp I 0 I tat i on and other measures of an economy's performance, cannot be 

formu I ated simp I yin terms of the va I ue of product I ve input s • In the 

more general case, the service I ife of fixed capital and the length of 

the production period have a significant influence on these variables and 

must be included in their calculation (see Chapter 3). 

Th i rd, Marx assumed that suffi c i ent reserves of I abour a I ways 

ex i st to meet the requ i rements of the economy, reS;Jard I ess of the rate of 

growth and demand for labour. A corollary of this assumption, implicit 

in the scheme of expanded reproduct ion, is that the rea I wage and the 

value of labour power are constant. Desai (1979) seems to overlook this 

assumption and is at pains to rationalise Mar"x's model of balanced 

accumu I at I on with his more famous statements on cr is is and the cyc I i ca I 

character of growth in capitalist economies. With an unlimited supply of 

I abour however there is no reason to expect the ba I anced path of 

accumulation of Marx's reproduction model to falter. 
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Fourth, the character i sat i on of investment behav i our in Marx's 

growth mode lis qu i te pecu liar. Indeed, Marx argued that the pace of 

growth is determined by the actions of capital ists in the department 

produc f ng the means of product ion. Marx claimed that capital ists in 

department 1 consume a fixed proportion of their surplus and use the rest 

for accumu I at ion. I nvestment by cap i ta lists f fI department 2 is thus 

determined by the avai labi I ity of capital inputs., Morishima (1973) and 

later Desai (1979) have shown that this assumption leads to the 

convergence of growth rates in the two departments after only one round 

of product ion. Th is is shown be I ow. Let the va I ue of output of each 

department be denoted by Y. such that 
J 

for j = 1,2. 

Denote by b. the proportion of the surplus that is saved for 
J 

accumulation in department j. Then 

bj(t}Sj(t} = (C j (t+l)+ Vj (t+l)} 

- (Cj(t)+ Vj(t}} • (4.3) 

The change in output of department j between successive rounds of 

production is 

Yj (t+l}- Yj(t) = Cj (t+l)+ Vj (t+l}+ Sj(t+l} 

- Cj(t}+ Vj(t}+ Sj(t} • 



From Chapter 3, 

Therefore, 

Yj(t+l)- Yj(t) = (l+wj(t+l»(Cj(t+l)+ Vj(t+l» 

- (l+wj(t»(Cj(t)+ Vj(t» . 
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With constant techniques of production and a fixed wage, the time 

subscripts on the rate of profit can be dropped, and the rate of growth 

of department J is 

Substituting from equation 4.3 

Thus, the growth rate in department j is 

(4.4) 

By assumption, b1(t) = b1(t+n) for all n and so gl(t) = gl(t+n) 

for all n. 

In department 2 however, the rate of accumulation may vary 
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between rounds of production because of the availability of capital 

goods. To ensure that all department l's output is sold after the tth 

production period, department 2 must alter its stock of capital goods by 

the amount 

(4.5) 

To show this, rewrite equation 4.5 as 

and given (l+gZ(t» CZ(t) = CZ(t+l) , then 

which is equivalent to equation 4.1. Rewriting equation 4.5, 

We need to prove that the growth rate of department Z in period 

t+l is equal to the growth rate in department 1 (which is assumed 

constant), or, g2(t+I)= gl(t)· It is easily established that 

and that 



Given that 

g2(t+l) = 

then, 

g2(t+l) = 

= 

So 

1 (Yl(t+l)- Cl(t+2» - 1 

C2(t+l ) 

[(1+9 1(t» C2(t+l)] - 1 

C2 (t+l) 
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Q.E.D. 

F i na 11 y, It is emphas i sed that the scheme of expanded 

r eproduct ion is firm I y entrenched in the va I ue sphere. There is no 

cons i de rat i on of markets, pr I ces or the c i rcu I at i on of cap i ta I . Th is 

point is important for it is not clear who advances capital in the form 

of money to purchase the entire output of both departments and so permit 

accumulation in Marx's model. The issue of realisation is not dealt with 

explicitly in this thesis. 

4.3 A More General Hodel of Economic Growth 

Using the accounting framework outlined in Chapter 3 it is 

possible to identify the conditions that characterise simple reproduction 

(no growth) and expanded reproduction (accumulation) in capitalist 
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economies. Such analysis is useful for it reveals the relationships that 

must obtain between the departments of production, however unlikely, to 

ensure that the economy is in equi I ibrium. An understanding of such 

conditions is necessary before examining departures from equilibrium and 

their repercussions throughout the economic system. The growth model 

outlined is quite different from that of Marx (1967): capital may move 

between sectors; department 1 does not dictate the pace of growth and the 

real wage varies in response to the state of the labour market. 

The more genera I mode I of expanded reproduct i on is aga i n 

developed in terms of a two department scheme: department 1 producing 

the means of product i on and department 2 produc i ng consumer goods. In 

this scheme there is no separate department producing fixed capital 

inputs, and for simplicity, the real wage is assumed equal throughout the 

economy. 

The growth model is represented by the following equations. Only 

new terms will be discussed in this section. The output of the capital 

and consumer goods departments are given by equations 4.6 and 4.7 

respectively: 

(4.6) 

(4.7) 

where L(t+l) = 11(1+gl(t)}x 1(t}+ 12(1+g2(t»X2(t): (4.8) 

(4.9) 

a 1j , for j=I,2, represents the aggregate capital input coefficient 



in department j: 

A., for i=I,2, represents the unit value of the aggregate capital 
1 

good and the unit value of the aggregate consumer good 

respectively: 

o denotes the real wage which is the same in both departments: 

L denotes the total labour employed: 

F represents consumption by capitalists from profits. 
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Equat ions 4.6 and 4 _ 7 descr i be the phys i ca I flows of the two 

commodfties in the simple model economy_ They represent the conditions 

that must ho I d for the I eve I s of product i on f n each department to be 

con s i stent with the demand for both types of commod i ties _ If these 

equa 1 it i es do not ho I d then there wi I I be overproduct i on or 

underproduct i on of both types of commod i ties and the proces s of 

accumulation will be disrupted. 

Rearranging equation 4.6, the relative sizes of the two 

departments that ensures balanced growth is 

aI2(I+g2(t»X2(t) 

I-a 1 1 ( 1 +g 1 (t) ) 
= Zx2 (t)- (4.10) 

Once the output of department 2 f s fixed, the comp I ementary output of 

capital goods is determined by the capital input coefficients and the 

growth rates in the two departments _ The rate of growth measures the 

rate of expansion of the inputs to production. The economy-wide growth 

rate is determined by the average rate of profit and by the proportion of 

profits used to finance accumulation: 
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(4.11) 

From the preceding chapter, the economy-wide rate of profit is an average 

of the departmental profit rates 

for j= 1,2. (4.12) 

Note that the rate of prof i tis def i ned for a sing I e turnover per i od, 

that the I ength of the turnover per i od is assumed to be equa lin both 

departments and that it is constant through time. 

To complete the model, a method of adjusting the real wage is 

requ i red a long with a means of a I I ocat f ng investment between the two 

departments. The real wage is examined first. The rate of change of the 

real wage is assumed to be a positive, increasing and continuous function 

of changes in the employment rate. That is, 

f' > 0 (4.13) 

where N(t) denotes the size of the available labour force. 

The tota I new f nvestment each turnover per i od, the add i tiona I 

capital advanced in the economy as a whole, is 

The proportion of this new capital invested in each department depends on 

the relative rates of profit in the two departments: 
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and t 2(t) = I - tl(t) • 

It is assumed that I > A2D(t)' 'and thus nl(t)' n2(t) > 0, for 

all t. R is a positive, increasing and continuous function of the ratio 

of departmental profit rates. The total new investment in department j 

in period t is 

and the departmental growth rate is 

t j (t)b(t)(I-A2DCt » L(t) 

Cj(t)+ Vj(t) 

(4.14) 

The above set of equations characterise the two department growth model. 

I n the fo I low i n9 sect ions some of the propert i es of th is mode I are 

examined. 

4.3.1 Balanced Growth Equf I fbrh.lll 

The economy is in a state of equilbrium if the departmental rates 

of profit are constant, that is, if 

for j = 1,2. 

If the departmental rates of profit are constant then the economy-wide 

* profit rate net) is also constant over time and equal to net) . 

( I f a var i ab I e has no department subscr i pt it i s economy-w ide. The * 

symbol denotes the value of a variable in equilibrium.) Given (I-b), the 
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propensity to consume from profits, the equilibrium growth rate in the 

economy is 

* * get} = b(t)w(t} , and if b is constant over time 

then, 

The constancy of the rate of profit in the economy also implies that the 

real wage is fixed, that is, 

flO/OCt) = 0 

for without techn i ca I change, the rate of prof i tis a funct i on of the 

rea I wage. I n turn, the constancy of the rea I wage imp lies, after 

equation 4.13, that the rate of employment L(t)/N(t) does not vary. A 

constant rate of employment itself implies that 

Thus, 

LCt+l)NCt)- L(t)N(t+l) 

NCt+l )NCt) 
= 0 , or: 



1 + AL/L(t) = 1 + AN/N(t) 

and therefore, 

Given that 

and 

Xl (t) = ZX 2 (t}: 

where Z is defined in equation 4.10, then 

Ax 1(t} = ZAX2(t} , if b and thus 9 remain constant. 

From the equations above, 

AL/L(t) = 

Thus, 

(lIZ + 12 ) AX2(t) 

(lIZ + 12) x2(t) 

84 



85 

If ~L/L(t) and g2(t) are constant, then with no technical 

change, 

(4.15) 

Equation 4.15 states that in the equilibrium defined by constant rates of 

prof it, with fixed product i on techn i ques, the growth rates of both 

departments are equal to one another, constant through time and equal to 

the natura I rate of growth of the labour supp I y. Such a pattern of 

accumulation is termed a "golden-age" growth path. 

4.4 Stabil fty 

The previous section outlined some of the characteristics of an 

equilibrium growth path for the two-department economy. The existence, 

uniqueness and stability of this growth path are proved in Appendix 1. 

In this section a less formal examination of the characteristics of the 

growth path are examined. 

4.4.1 Characteristics of Different Equilibria 

For the economy as a whole an equilibrium is characterised by a 

rate of growth of productive inputs that is equal to the natural rate of 

growth of the I abour force. Without techn i ca I change the demand for 

labour in the economy wi I I cont i nue to match the increase f n supp I y . 
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This balance in the labour market manifests itself in a fixed rate of 

employment and a constant real wage. In turn the rate of profit, which 

I s on I y a funct i on of the rea I wage in th i s mode I, will a I so rema i n 

fixed. With the additional constraint of a constant propensity to save, 

the growth rate of the economy and thus the rate of growth of the inputs 

to production will not deviate from the equilibrium rate. 

With fixed coefficients of production, movements from one 

equ I I i br f urn pos it i on to another resu I t from exogenous shocks to the 

economy. In th I s mode I these shocks are I i ml ted to changes in the 

natural rate of growth of the labour force. Appendix proves that the 

growth path is stab Ie. Thus, if the economy is "pushed" from an 

equi I ibrillm growth path, force$ endogenous to the economy wi II tend to 

restore equilibrium. The relations that produce stabi I ity are now 

examined in a less formal fashion. 

Assume that the rate of growth of the labour force increases from 

+ gl to gl' Section 4.3 showed that the rate of growth of the supply of 

labour is the economy's equilibrium growth rate. Therefore, we are 

interested in how the economy moves from an existing equilibrium growth 

* *+ path gl to a new equil ibrium growth path gl ' where 

From the original equilibrium, an increase in the rate of growth 

of the I abour force w f I I dr i ve down the rate of emp I oyment, for the 

growth in the demand for labour is initially determined by the old 

equi I ibrium rate. Therefore, if the growth rate of the I abour force 
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rises in product i on per i od t then the rate of ernp I oyment wi II fa II 

between period t and period t+l: 

(L/N)(t+l) < (L/N)(t)· 

From equation 4.13, changes in the real wage are a positive function of 

the employment rate. The decrease in the rate of employment therefore 

causes the real wage to fall between period t and period t+l. In turn, 

the reduction in the real wage increases the rate of exploitation in 

period t+l and also increases the rate of profit, for an/aD < O. If the 

savings propensity of the capitalist class remains fixed, or 

alternatively if it is specified as a positive function of the rate of 

profit, then the rate of growth of the economy and thus the demand for 

labour must rise after period t+l, for 

it 

g(t+l) = bn(t+l) > bn = get)· 

The rate of growth of the economy will continue to increase as long as 

the rate of expansion of the labour supply exceeds the rate of expansion 

of the demand for labour. This inequality cannot persist however, for 

increases in the profit rate and thus the rate of economic growth, will 

th t th . lib· it + move e economy 0 e new equl rlum gl . These arguments also hold 

for the opposite case where the rate of growth of the economy outstrips 

the rate of increase in the supp 1 y of labour, that is, when the 

exogenously determined rate of growth of the labour supply slows. 

Different equi I ibrium growth rates are characterised by 

variations in several indicators of economic performance. By definition 
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*+ * 
g * g ,and thus 

* * *+ *+ 
w b = g * g = w b. (4.16) 

I f the sav i ngs propens f ty rema i ns constant then equat i on 4. 16 imp lies 

that the rate of profit cannot be the same in the old equilibrium and the 

new equi I ibrfum. With f f xed techn i ques of product ion, changes f n the 

rate of profit result from changes fn the real wage. From equation 4.16 

* *+ * *+ therefore, if w * w ,then, by implication D * D . Different 

equ iii br i um states therefore are not on I y character i sed by different 

growth rates, but also by different rates of profit and by different wage 

rates. The direction of change in the rate of profit and thus the real 

wage depend on the direction of the change in the supply of labour and 

thus the economy's growth rate. I f the I abour force increases more 

rapidly than previously, the new equilfbrium wage will be lower than the 

old equilibrium wage and the new equilibrium profit rate will be higher 

than previously. Conversely, if the rate of growth of the labour force 

falls, the real wage rises and the equilibrium profit rate falls. These 

arguments imply that the rate of unemployment will vary between 

equilibria, with that rate moving in the same direction as the rate of 

profit. 

4.4.2 Equi 1 ibrito and Stab 1 1 tty Within Individual Departments 

Focusing on the two departments of production rather than the 

economy as a whole reveals significant differences in both how the 

economy moves from one equilibrium to another and in the characteristics 

of the different equilibrium positions. In equilibrium, the economy-wide 
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* * * * rate of profit w is given by g lb. With w known, 0 can be estimated 

and then the departmental profit rates obtained from equation 4.12. 

* In general, the departmental profit rates will not equal w for 

techniques of production will vary between the two sectors. Although 

* *+ w * w the departmental growth rates must be equal in equilibrium (see 

section 4.3) This equality implies that 

II(t) 12(t) 
---------- = ---------- (4.17) 
CI(t)+ VI(t) C2(t)+ V2(t) 

where I is defined above. 

Equat ion 4. 17 states that f f the economy is on a ba I anced growth path 

then the relative rates of profit in the two departments must be equal to 

the rat i 0 of cap i ta I stocks in the two departments. This equal ity 

ensures that each department rece i ves new cap i ta I for accumu I at i on in 

proportion to the size of its capital stock, thereby guaranteeing equal 

rates of growth in both sectors of the economy. 

For the economy to move from one equilibrium growth rate to 

another, the distribution of capital between departments must be 

altered. * *+ To see this, let the growth rate move from g to g . Thus, 

from section 4.3 

*+ *+ *+ * 
g} = g2 = g * g 

Equation 4.10 then shows that the relative sizes of the two departments 

must change between equilibrium growth rates, for 
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*+ *+ * * 
xl a 12(1+9 ) 

t-
a 12(1+9 ) xl 

(4.18) = = 
*+ *+ * * x2 I-a 11 (l+g ) I-a 11 ( 1 +g ) x2 

Any a I terat i on in the equ iIi br i urn growth rate must cause the re I at i ve 

sizes of the two departments to change. 

Equation 4.17 shows that in equilibrium the growth rates of the 

two departments are constant and equa I to one another. Equat i on 4. 18 

shows that the rates of growth in the two departments must change and 

change in different directions if the economy moves from one equilibrium 

growth path to another equi I ibrium growth path. It remains in this 

section to outl ine how the transfer of capital between sectors occurs. 

The arguments are presented in the following examples. 

Let the equilibrium growth rate of the economy in period t 

* be g. The rate of growth of the labour force in period t is 

*+ * 9L (>g). Thus, a new equilibrium growth path for the economy 

* has been specified. The real wage in period t is 0 and the rate 

* of profit is n. The scale of department 1 in period t+l is 

* a 11 (I+g )x1(t)' and the scale of department 2 in period t+l is 

* a I2 (I+g )X2(t). For department 2 to sell all its output in period t+l 

it is required that 

However, with the increase in the supply of labour and the rate of 
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• unemployment, the real wage falls from D in period t to D(t+2)in period 

t+2, and therefore 

• • 
x2Ct+1) = D lCt+2)+ Cl-b)CI-A2D )lCt+l) > DCt+2)lCt+2) 

+ Cl-b)CI-A2DCt+1»lCt+l)· 

With the reduction in the real wage, consumption by workers in period t+l 

is less than anticipated, for 

Consumption by capital ists in period t+l is greater than anticipated 

because of the increase in the rate of profit. If capitalists consume 

the fu 11 va 1 ue of the add i tiona 1 surp 1 us department 2 wit 1 be ab 1 e to 

sell all its output in period t+l. However, the propensity to consume 

from profits is fixed and thus a portion of the extra surplus is destined 

for additional accumulation. Therefore, department 2 does not sell all 

its output in t+l. 

The value of goods remaining unsold in department 2 must be 

subtracted from the surplus obtained in order to calculate the rate of 

profit real ised by department 2 in period t+l. Department 1 does not 

experience any realisation problems with the increase in the equilibrium 

growth rate. Thus, in period t+l 

• • 
[wICt+l)/w2Ct+l)] > [w1/wz] . 

If capital is allocated between departments on the basis of their 

relatfve rates of profit, then the fncreased rate of profit in department 
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1 relative to department 2, will lead to higher levels of investment in 

the capital goods sector. From equation 4.18, if the equilibrium growth 

rate increases, then capital must indeed flow from department 2 to 

department 1. This flow of capital wi II continue unti 1 the capital 

stocks in both departments are complementary in size given the new growth 

rate. When the correct re 1 at i ve sca 1 es of product i on have been 

established, the growth rates in the two departments will converge and 

remain constant through the relation given by equation 4.17. In the new 

equilibrium, markets for both types of commodities will clear, for the 

rate of growth of output and thus the I nputs to product ion will aga i n 

equal the rate of growth of the labour supply and therefore the real wage 

will remain constant. 

Again these arguments hold for the converse case. If the rate of 

growth of the 1 abour supp 1 y and the equ iIi br i urn growth rate decrease, 

then the real wage will rise and the potential rate of profit will fall. 

In th i s case department 1 wou I d exper i ence overproduct i on prob 1 ems and 

the relative rates of profit in the two departments would channel capital 

to the consumer goods department. 

The above arguments may be modified by the movement of capital 

between departments, for different labour input coefficients coupled with 

chang i ng output I eve Is will a I ter the demand for labour. I n genera I 

though, cap i ta I will move from department 1 to department 2 if the 

equ iIi br i um rate growth rate is reduced t and cap ita I wi I I sh i ft from 

department 2 to department 1 if the equilibrium growth rate increases. 
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4.5 Conclusion 

Four conc 1 us ions are drawn from the ana 1 ys i sin th is chapter. 

First 1 y, an equ iIi br i um growth path for the mode 1 economy ex i sts. The 

equ iIi br i urn growth rate is equa I to the rate of growth of the labour 

s upp I y. With a spec if i c techno logy, propens i ty to save and rate of 

growth of the labour force, the growth path is unique and it is stable. 

Stability ensures that if the rate of growth of the labour force changes, 

forces endogenous to the system wi 11 adjust the economy's growth rate 

until it is once again equal to the growth rate of the labour force. In 

equilibrium there are no tendencies for the rate of growth of the economy 

and the rate of growth of the labour force to diverge. Equilibrium in 

t his mode I does not requ i re that the prof i t rates be equa lin both 

departments of production. 

Secondly, if the economy moves from one equilibrium growth path 

to a higher equilibrium rate of growth, following an increase in the rate 

of growth of the labour supply, the new equilibrium will be characterised 

by a lower rate of employment and thus a lower real wage, a higher rate 

of prof i t and an increase in the re I at i ve sca 1 e and re 1 at i ve rate of 

profit in department 1 compared with department 2. Conversely, if the 

economy shifts to a lower equilibrium rate of growth, the new equilibrium 

will be characterised by a higher rate of employment and thus a higher 

real wage, a lower rate of profit and an increase in the relative scale 

and relative rate of profit in department 2 compared with department 1. 

Thirdly, with no technical change, the growth rate of the economy 

is determi ned by the rate of growth of the labour force. Although 

Individual departments may exceed the rate of growth of the labour force 
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for short periods between equil ibria, in the long-run, the economy cannot 

grow faster or slower than the 1 abour force. With a constant rate of 

growth of the labour force, an economy can enjoy higher levels of growth 

only if the labour supply is augmented. Two means by which the supply of 

labour can be increased are immigration and the attraction of labour from 

non-cap i ta list sectors of the economy. Econom i es can a I so escape the 

strictures imposed by the supply of labour by adopting technical changes 

that reduce the labour required to produce a given level of output. The 

issue of technical change is addressed in the following chapter. 

Fourthly, without technical change there is no tendency for the 

economy described in this chapter to experience secular falls in the rate 

of prof i t and thus econom i c cr f ses • The economy may however undergo 

periods of overproduction in one of the two departments as it moves from 

one equ iIi br i um growth path to another. These wi 11 be short 1 i ved as 

economic forces alter the relative rates of profit in the two dep~rtments 

and channel investment away from the sector that is overproducing. If 

the economy moves to a higher equ iIi br i um growth path, overproduct i on 

wi 11 temporari ly occur in the consumer goods department as wages fall, 

and with a fixed propens i ty to invest, cap i ta 1 i st consumpt i on wi I I not 

increase sufficiently to clear the market. If the growth rate of the 

labour force slows, overproduction will occur in the capital goods 

sector. In this case, wages rise and the rate of profit falls. With a 

fixed sav i ngs propens i ty, the market for cap i ta I goods does not c I E!ar • 

Reductions in the rate of profit in department 1 relative to department 2 

alter the distribution of capital between the two departments and restore 

equ iIi br i um . 



CHAPTER 5 

THE EFFECTS OF TECHNICAL CHANGE ON ECONO"IC GROWTH 

5.1 Introduction 

The impact of techn i ca 1 change on economi c growth ,and 

profitability is by no means clear. Some technical changes undoubtedly 

increase the rate of profit, yet others may cause that rate to fall. In 

addition, while certain types of innovation increase the rate of profit 

and thus the potential rate of accumulation for the individual firm, the 

"long run" impact of such changes on the economy as a whole are less easy 

to ascertain. Does technical change offer capitalist economies the 

possibi 1 ity of continued uninterrupted accumulation, or does it 

inevitably lead to crisis? This chapter examines the effect of technical 

change on the rate of profit. 

The techn i que of product ion is the concrete form taken by the 

1 abou r proc es s f nag i ven instance (Harvey, 1982). Techn i ques vary 

between firms produc i ng the same convnod i ty and between firms produc i ng 

different commodities. Techniques of production also change through 

time. In a broad sense, the technology employed in the production of a 

comnodity can be defined by the inputs to production and how they are 

comb i ned, by the organ i sat i on of the I abour force and by the re I at ions 

between di rect producers and the owners of the means of production. 

Technical change is characterised by any alteration in the material form 

of the product i ve forces and soc i a I re I at ions of product i on . F or the 
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moment however, techn i ca I change i s def i ned in the rather rest r i ct i ve 

sense as any change in the va I ue of the input coeff i c i ents in either 

department of production. For convenience, the two department model of 

the economy introduced in Chapter 4 will continue to be used. 

This chapter is organised in seven sections. Following the 

introduction, a brief review of previous Marxist work on technical change 

is provided. The I imits of this work are made clear. Sections 3 and 4 

respectively, examine the effect of technical change on commodity values 

and expected pr ices when the rea I wage is assumed constant. I n Sect i on 

5, the model of the economy presented in the last chapter is extended to 

examine the effects of technical change on the real wage. Section 6 

analyses the central results of the model, while section 1 concludes the 

chapter discussing the implications of these results. 

5.2 Li terature Rev i ew: T ectvl i ca 1 Change and the Rate of Prof it 

The ana I ys is of techn i ca I change in the Marx i st literature is 

a I most a I ways couched in di scuss ion of economi c cr i 5 is and the re I ated 

arguments about the fall ing rate of profit. (For a review of this 

literature see the URPE cr i sis reader, 1918.) In this section, 

discus s ion i s lim i ted to an exam i nat i on of the tendency of the rate of 

profit to fall. This is not a review of Marxian crisis theory. 

The value rate of profit is given after Marx (1961) as 

1J = 
V 

S 

C+V 



:: 

:: 

S/V 

C/V + 

[(1-A 2D)L]/[A 2DL] 

[A 1 K] / [ A 2DL] + 1 
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and where the terms are def i ned as pre v i ous I y. (The turnover time of 

cap i ta lis ignored in th i s mode I . ) Th i s equat i on was used by Marx to 

explain the tendency of the rate of profit to fall within the capitalist 

mode of production. In essence he argued that the pace of accumulation 

would outstrip the natural rate of growth of the labour force and exert 

pressure for wages to rise. In a bid to combat wage increases, 

capital ists replace labour by machinery, increasing the technical 

composition of capital (K/L). This form of technical change was supposed 

to raise the value composition of capital (C/V). Unless counteracted by 

increases in the rate of exploitation of labour (S/V), a rising value 

composition of capital will force down the rate of profit. 

These arguments triggered the long-standing debate as to whether 

or not technical change causes the rate of profit to fall. Ear-Iy 

discussion was centred on two questions. Firstly, do increases in 

the techn i ca I compos it i on of cap i ta I necessar i lyra i se the va 1 ue 

compos i t i on of cap i ta 1 ? Second I y, do techn i ca I changes that ra i se the 

value composition of capital also increase the rate of exploitation 

sufficiently to offset the tendency of the rate of profit to fall? The~se 

questions are addressed in turn below. 

Mattick (1969) and Yaffe (1973) argue that the rate of profit 

must fall as the logical result of technical changes that raise the 
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composition of capital. In support of his claim Yaffe presents a simple 

model of accumulation and shows that with a constant rate of exploitation 

and a fixed labour input, accumUlation is characterised by a rising vc~lue 

compos it ion of capita I. Hodgson (1974), Be II (1977) and Wr ight (1979) 

a I I po i nt out however that the va I ue compos it i on of cap ita I wi 1 1 not 

necessari ly move in the same direction as the technical composit'ion. 

Whi Ie criticising Yaffe for assuming what he seeks to prove, Hod~~son 

( 1974, p. 62) correct I y notes that even though the rat i 0 K/L may rise 

through chang i ng the methods of product i on, the same techn i ca 1 change 

will a I ter the un i t va I ues of cap i ta I and consumer goods. There is 

nothing to guarantee that such changes will not lower the unit value of 

capital goods faster than consumption goods, decreasing the ratio Al /A 2, 

and thus offsetting the tendency of the value composition of capita:! to 

rise. 

More recently, Lebowitz (1982) has contested this latter point. 

He argues that while technical change decreases the unit values of labour 

power and manufactured capital goods, capital cannot wholly transform the 

product i on of raw mater i a Is. Lebowitz thus regards "nature" as a 

barr i er to accumu I at i on and on th is platform asserts that: " •.. the very 

growth of capital necessarily generates a tendency for the rate of profit 

to fall." (1982, p.12). 

Blaug (1960) offers a more fundamental criticism of Marx's 

model. Questioning the tenability of the riSing technical composition of 

cap i ta lit se If, he argues that cap i ta 1-sav i ng techn i ca I changes may be 

just as 1 ikely as those of a labour-saving kind. Sweezy (1970) and 

Wright (1979) though misguided in their attempts to refute Blaug's claim 



99 

with empirical evidence, do correctly point out that Blaug fai Is to 

provide a reason why technical change should predominantly take a 

capital-saving form. I n contrast, if the mode I of accumu I at i on is 

broadened to take into account a lim i ted supp I y of I abour and r i sing 

wages, the predominance of labour-saving technical changes can be readily 

explained (see Webber, 1987c). 

The answer to the second quest i on posed above appears just as 

elusive as the answer to the first. Both Yaffe (1973) and Wright (1979) 

maintain that the greater the rate of exploitation, the less effectivE! it 

is in combatting the effect of increases in the composition of capital on 

the rate of profi t. Thus, it is argued that the rate of prof i t must 

eventually fall. Though not necessarily incorrect, Yaffe and Wright fail 

to show under precisely what conditions a technical change would or would 

not alter the rate of exploitation sufficiently to offset the changE! in 

the composition of capital. They certainly do not show that the tendency 

for the rate of profit to fall will ultimately prevail. 

In general, one learns I ittle of the relationship between 

technical change and the rate of profit from these early debates. For the 

most part th is stems from the fa i I ure to c I ar i fy the re I at ions between 

the physical coefficients of production, the values of inputs and their 

respect i ve pr ices. The work referenced above is conducted so I ely in 

value terms. There are at least three ramifications of this. 

First I y, a prec i se defi nit i on of what const i tutes a techn i ca I 

change is lack i ng. Such a def in i t i on must be based on the phys i ca I 

(input-output) coefficients of production, for these determine the values 

(and in conjunction with the real wage, the prices) of inputs and thus 
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I f one rema i ns at the 1 eve 1 of 

values, direct comparison of terms like the value composition of capital 

and the rate of exploitation is impossible. The failure to reduce the 

values of inputs to their physical roots is significant, for changes in 

the value of certain productive inputs may not be the result of technical 

changes, while some real technical change may be masked by a consequent 

adjustment of the value of inputs. 

Second 1 y, no d i st I nct i on can be made between the types of 

technical change that would or would not be adopted by firms in a 

competitive economy. Th is argument I s important for the types of 

innovation that can be introduced depend crucially on the nature of the 

market. Furthermore, different types of technical changes may affect the 

rate of profit in di fferent ways. The amb i gu i ty between va 1 ues and 

prices also precludes an examination of the micro-economic determininats 

of firm behaviour with respect to the adoption of new technologies. 

Th i rd 1 y, th is ear I y debate did not separate the effects of 

technical change per se on the rate of profit, and changes in that rate 

that might for example result from higher wages. It Is shown later that 

this distinction is extremely important. 

The exposure and deve I opment of Ok ish i 0' s theorem, part i cu 1 elr I y 

by Roemer (1978, 1979 and 1981), denotes a sign if i cant break in the 

examination of the relationship between technical change and the rate! of 

profit. Prior to Roemer's work, with the notable exception of Moristiima 

(1973), the investigation of technical change was for the most part non

mathematical and often somewhat "religious" in nature, with adherents of 

competing views combing Marx's original writings for supporting text (see 
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Mattick, 1969; Yaffe, 1972 and Bell, 1977). Okishio (1961) raised the 

level of inquiry by framing the debate in a more formal mathematical 

framework. Th i s format is shared by most recent ana I yses of techn I lCa I 

change (see van Parijs, 1980; Roemer, 1981 and Webber, 1982b and c). 

Ok i sh i 0' s (1961) work was a ma jor advance prec i se 1 y because he 

overcame the criticisms I isted above. Ok ish i 0 def i ned techn i ques of 

production in physical terms using capital and labour input coefficients. 

He a I so cons i stent I y adhered to the framework of equ iIi br i urn pr ices to 

exp I a i n the log i c of i nnovat i on and the types of new techn i ques that 

would be fntroduced by ffrms in a competitive environment. Using these 

tools Okishio proved that if real wages remain constant, technical 

changes that are cost reduc f ng at ex f st f ng pr ices must ra i se the 

equilibrium rate of profit. The proof of Okishio's theorem is central to 

the arguments of this chapter and is briefly reviewed here. 

Assume that an economy produces two types of commodity, a capital 

good and a consumption good. From Chapter 3, the equi I ibrium prices, of 

the two commodities are given as 

Equations 5.1 and 5.2 can be rewritten in matrix notation as 

p = (1 +n ) pH , 
p 

where p is a lx2 element row vector of equilibrium prices; 

(5. 1 ) 

(5.2) 

(5.3) 

" is a 2x2 matrix of capital and labour input coefficients. 
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Co I umns 1 and 2 of the matr i x " represent the techn i ques of produc: i ng 

commodities 1 and 2 respectively. Letting 

P2D = (5.4) 

be numeraire, it can be shown that there exist a unique (up to a scalar) 

n and vector p that satisfy equations 5.3 and 5.4. Equation 5.3 can be 
p 

rewritten as 

np = pH (5.5) 

where n (= (I+n )-1) is the eigenvalue and p the eigenvector of p 

matr i x". If" is non-negat i ve and i ndecompesab Ie, then by the Perr'on-

Frobenius theorems (see Pasinetti, 1977), there exists a largest n that 

is assoc i ated wi th a vector p that is str i ct I Y pes i t i ve. Furthermc>re, 

the eigenvalue n is a positive and strictly increasing function of the 

elements of ". 

Okishfo argued that in a competitive market capitalists will 

adopt a technical change only If it is cost reducing at current prices. 

That is if, 

* * Pl a lj + P2Dl j < Pl a lj + P2Dl j , for j= 1 ,2, (5.6) 

where the asterisk indicates the new technique of production. Such a 

techn i ca I change is termed vi ab Ie (Roemer, 1981). In a competitive 

market (with equi I ibrium prices) any viable innovation wi II immediately 

raise the rate of profit for the adopting firm. The inequality of rates 

of profit is then supposed to induce the movement of capital from fIrms 
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with a low rate of profit to those with a high rate of profit, thus 

restoring equi I ibrium by adjusting prices. It i s not c I ear however, 

whether the new equ iIi br i urn rate of prof it wi I I be higher or lower then 

the old. Okishio's theorem asserts that after prices have changed, the 

new equilibrium rate of profit will increase. This is shown below. 

Before technical change, equilibrium prices satify equations 5.3 

and 5. 4 • I n equ iIi br i urn 

= 11 , for j = 1,2 (5.7) 

= 

h . th .th f' were mj 1S e J column 0 matr1x" and pmj represents the 

cost of producing commodity j: 

~p is the equilibrium rate of profit. 

A new technique for producing any commodity, say commodity 1, is cost 

reducing at current prices if 

< 11 • (5.B) 

Equations 5.6 and 5.8 are equivalent. Replacing m
1 

of the matrix 

* "with the new technique m1, and renaming the input coefficient 

* matrix" , Roemer (1981) proves that 



* 
min 

pmj 
< 

j Pj 

Then. given that 

* 
pmj 

min = 
j Pj 

* it follows that 11 

* 
* pmj 

11 < max 
j Pj 

* * 
pml pml pm. 

< J = max = 
PI PI j Pj 

* < 11 and therefore, n > n • p p 
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11 , 

Okishio's theorem 

thus estab 1 i shes that vi ab 1 e techn i ca 1 changes must increase the 

equilibrium (price) rate of profit. 

Van Parijs (1980) claims Okishio's theorem settles the 

relationship between technical change and the profit rate and provides an 

"obituary" for Marx's theory of the fall ing rate of profit. Shaikh 

( 1983), and Al berro and Persky (1979), try to resurrect that theory, 

criticising Okishio for fai 1 ing to incorporate fixed capital in his 

model. Shaikh argues that in a world with fixed capital firms may seek 

to protect their profit margins rather than their profit rates, and in so 

do i ng they may wi IIi ng I y adopt techn i ca 1 changes that lower the i r own 

rate of profit. The assumption that firms wi 11 intentionally act to 

lower their own rate of profit is criticised by van Parijs (1980) and 

Roemer (1981). 

Shaikh's arguments are by no means a negation of Okishio's 

cIa i ms, for Roemer (1981) shows that ina more genera 1 mode 1 

i ncorporat i ng fixed cap ita 1 and reta in i ng the assumpt ions of Ok ish i 0, 

viable technical changes wi 11 sti 11 increase the rate of profit. 
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Roemer's extension of Okishio's model is not complete however, for he 

fai Is to recognise that the inclusion of fixed capital may have a 

significant impact on the timing of innovation. Though a new production 

technique may exist, in a world with fixed capital it wi 11 not be cost 

reducing for a given firm until the present discounted cost of production 

associated with the new technology outweighs the present discounted cost 

of production with the existing technique plus the cost of scrapping the 

existing fixed capital if it is not completely depreciated. But in a 

compet i t i ve market, firms may not be ab 1 e to afford to postpone the 

i nt roduct i on of cost cutt i ng techn i ques. Al berro and Persky (1979) 

cont i nue th i s argument not i ng that if the success i on of vi ab 1 e 

innovations is sufficiently rapid, the rate of profit realised by firms 

might fall even though the expected rate of profit rises. The shortfall 

in profits again being due to the scrapping of fixed capital before it is 

fu 11 y deprec i ated. Wh i 1 e not d i sprov i ng Roemer's arguments, the 

inclusion of fixed capital in Okishio's model, even with all its 

assumptions, casts some shadow of doubt on the necessity of the rate of 

profit to rise. 

Perhaps the most ser i ous weakness of Ok ish i 0' 5 cIa i ms are the 

assumptions upon which his arguments rest. The two most important 

assumpt ions are that the rea 1 wage rema i ns fixed and that equ iIi br i urn 

prices prevail in the economy. Arguments against the use of equilibrium 

pr ices were made in chapter 3. I n the fo 11 ow i ng sect i on the centra 1 

tenets of Okishio's theorem are outlined within the framework of an 

expected pr i ce mode 1 • I n the rema i nder of th is sect i on attent ion is 

focused on the assumption of constant real wages. 
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Roeme r (1978 and 1981) proves that if the re 1 at i ve share of 

profits and wages Is maintained following labour-saving technical change, 

then the rate of profit wi 11 fall. Though the assumption of constant 

relative shares is arbitrary, as Roemer himself acknowledges, this result 

shows that Okishio's theorem is not as robust as van Parijs (1980) 

claims. Webber (1982b and c) broadens this argument, taking into account 

the sca I e of product i on and the issue of rea I i sat i on. He shows that 

labour-saving technical changes must be accompanied by rising real wages 

in order to avoid problems of overproduction (assuming that unsold 

corrmoditles cannot be exported). Thus, capital ists face a lower rate! of 

profit if they do not increase the real wage, and they reduce the rate of 

profit if they do increase it. 

Stripping the assumptions from Okishio's theorem exposes it to 

the var i ous forms the contrad i ct ions inherent in the cap i ta 1 i st 

accumulation process can take. Though Okishfo's methods and his result 

are very important it Is essential to appreciate what his theorem proves 

and the cond i t ions under wh i ch his resu 1 ts obta in. I n an economy where 

the rate of profit is not equalised between all firms, where real wage 

adjustments may depend on the demand and supply of labour and thus 

technical change, and where all firms do not automatically produce the 

precise amount of output required, Okishio's theorem tells us little 

about the rea 1 impact of techn i ca 1 change. The effects of techn 1i ca I 

change in a less restrictive model are now examined. 

5.3 The Effect of Technical Change on Connodfty Values 

From Chapter 3, the unit values of the capital good and the 
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consumer good, in the two department model of production, can be defined 

in terms of the physical input coefficients as 

(5.9) 
I-a 11 

(5.10) 

It Is assumed that a lj > 0 and I j > 0, for J=I,2, and that I-all> o. 

Therefore, commodity values are positive. Using equations 5.9 and 5.10, 

the effect of changes in the coefficients of production on value-based 

measures of economi c performance can be exami ned. For simpl icity, 

measures of the turnover time of cap i ta I are ignored throughout th i s 

chapter. 

The examination begins by showing the impact of technical changes 

on commodity values using the following partial derivatives: 

a>. 1 I 1 
> 0: = 

aa 11 (i-a 11 ) 
2 

a>'2 a 1211 
> 0: = 

aa ll {i-a 11} 
2 

a>. 1 
0: = 

aa 12 
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aA 2 1 1 
> 0: = 

aa 12 ( I-a 11 ) 

aA 1 
> 0: = 

all (I-a 11 ) 

aA 2 a 12 > 0: = 
all (I-a 11 ) 

= 0: 

= 1. 

These der i vat i ves estab 1 ish the fo 11 owi ng two facts. First 1 y, if more 

capital or labour is required to produce a unit of the capital good, then 

the va 1 ue of all commod i ties produced in the economy will rise. 

Secondly, should more capital or labour be required to produce a unit of 

the consumption good, then the value of that good will increase and the 

value of the capital good will be unaffected. 

Combining equations 5.9 and 5.10 with information on the scale of 

production in the two departments allows the effect of technical changes 

on the value composition of capital to be ascertained. This analysis is 

important for increases in the va 1 ue compos i t i on of capi ta 1 exert a 

downward pressure upon the rate of profit and thereby i nfl uence the 

pattern of growth. The va 1 ue compos i t i on of cap i ta 1 in department Ji i s 

defined as 



= 
"'laljXj 

"'201 j Xj 

for j=l,2 (5.11) 

where x j ' for j=I,2, represents the number of units of commodity 

j produced in a given round of production. 
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The economy-w i de va I ue compos i t i on of cap i ta lis a we i ghted average of 

the i nd i v i dua I department compos it ions, the we i ght be i ng determ i ned by 

the relative sizes or the scale of production in each. 

Taking the partial derivatives of equation 5.11 with respect to 

the input coefficients for both departments 1 and 2, the following si'gns 

are found: 

= > 0: (5. 12a) 

(OR)2 

a(c
2
/v

2
) 2 

Oa 12 J }12 
> 0: = (5. 12b) 

aa 11 (ORI
2

)2 

a(CI/v l ) -a III 1 
< 0: = (S.12e) 

aa
12 (OR)2 
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a(c2/v2) 2 
D ( I -a 1 1 ) I I I 2 

> 0: = (5. 12d) 
aa 12 (DRI

2
)2 

a(c/vI) -Da 11 a 12 < 0: = (5. 12e) 

a II (DR)2 

a(c2/v2) 2 
Da 12 (1 -a I I ) I 2 

> 0: = (5.12f) 
a II (DRI

2
) 2 

<HC/V I) -Da I I ( I-a 1 1 ) 
< 0: = (5. 12g) 

al 2 (DR)2 

a(c2/v2) -D[a12 11+ 2(I-a 11 )12 
< o. = (5.12h) 

al 2 (DRI
2

)2 

Equations 5.12a, 5.12d, 5.12e and 5.12h, establish that increases in the 

capital input coefficient and decreases in the labour input coefficient 

(changes that increase the techn i ca I compos i t i on of cap i ta I) ra i se the 

value composition of capital in the departments in which these technical 

changes occur. Furthermore, an increase in the capital input coefficient 

of department 1 a I so rai ses the val ue compos it ion of capita lin the 

consumer goods department and thus the economy as a whole (5.12a and b). 

Simi larly, a decrease in the labour input coefficient of department 2, 

the consumer goods department, raises the value composition of capital in 

department 1 and therefore the entire economy (5.12g and h). 

Equations 5.12c and 5.12f prove that technical changes that 
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reduce the technical composition of capital can lead to increases in the 

va I ue compos it ion. For examp Ie, a techn i ca I change that decreases the 

capital input coefficient in department 2 causes the value composition of 

cap i ta lin department 1 to rise. Li kewi se, a decrease in the labour 

input coefficient in department 1 causes the value composition of capital 

in department 2 to increase. These results show that the argument~ of 

Blaug (1960), Sweezy (1970) and Yaffe (1973) are overly simplistic. 

Though an increase in the capital input coefficient of department 

2 ra i ses the va I ue compos i t i on of cap i ta lin that department, such a 

change does not necessarily raise the value composition of capital in the 

economy. In this case, a rise in the economy-wide value composition of 

capital may be offset by a reduction in that measure in department I 

(5.12c). The effect of changes in the cap ita I input coeff i c i ent of 

department 2 on the va I ue compos i t i on of cap i ta I of the who I e economy 

depends on the techniques of production and the scale of production in 

the two departments. Simi lar arguments can be made with respect to 

changes in the labour input coefficient of department 1. The movement of 

the economy's value composition of capital in this case also depends on 

techniques of production in the two departments. These arguments clarify 

as far as possible the impact of technical changes of various sorts upon 

the value composition of capital. It remains now to examine the effects 

of such changes on the rate of exploitation and the value rate of profit. 

The rate of exploitation is defined as 

e = (5.13) 
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(5. 13a) 

The rate of exploitation as defined in equation 5.13 is assumed to be the 

same for both departments and for the economy as a who Ie. Therefore a 

techn i ca I change of a part i cu I ar type w f II have the same effect on ttl i s 

variable throughout the economy. Again, the effects of technical change 

are eva I uated by tak I ng the part i a I der i vat i ves of equat i on 5. 13a w ii th 

respect to the input coefficients in both departments of productfon. 

ae. 
J = 

aa II 

ae. 
J = 

aa
12 

= 

= 

< 0 , for j=I,2: 

-0 (I-a 11 )1 I 

(OR}2 

-0 ( I-a 1 I ) a 12 

(OR) 2 

2 -O(l-a ) 
11 

(OR)2 

< 0 , for j=l t 2: 

< 0 , for j=l t 2: 

< 0 t for j=l t 2. 

The above derivatives show that an increase in any of the coefficients of 

product i on will reduce the rate of exp 10 i tat i on and thus exert a negat:j ve 

influence on the rate of profit. 

The impact of technical change on the rate of profit is now 

eva I uated. Like Roemer (1981) after Ok i sh i 0 (1961), the ana I ys i shere 

examfnes the effect of technfcal change on the rate of profIt Independent 
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of changes in the rea I wage. In addition, this examination takes no 

account of prob I ems of overproduct ion in the economy. It is therefore 

the value complement to Roemer's work in the sphere of equi I ibr:ium 

prices, examining movements in the potential maximum rate of profit 

(rather than the rea I rate), that ar i se from a I terat ions in the 

techniques of production. Webber (1982b) examines this same issue but he 

makes the mistake of assuming that the rate of exploitation and the rE~al 

wage remain constant as techniques change. However, if the real wage is 

held constant then technical change must alter the rate of exploitation. 

The work here is important for it resolves the arguments about the 

effects of technical change upon the value rate of profit. 

It is possible to evaluate the impl ications of changes in the 

input coefficients on the rate of profit in two ways. The first is to 

combi ne the i nformat ion from the anays i s of the effects of such chanqes 

on the va I ue compos it i on of cap i ta I and the rate of exp 10 i tat i on. The 

second, is to examine the effects of technical change directly on the 

rate of prof it. The second route is preferred for it is shown that 

additional information is gained. 

The va I ue rate of prof i tis def i ned for each department of 

production as 

w. = 
J 

for j= 1,2. (5.14) 

Taking the partial derivatives of equation 5.14 with respect to the input 

coefficients: 
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a1T
I 

-I + OJ
2 < 0 , for 1>0 J 2: (5. 14a) = 

aa 11 
2 

(all+OR) 

a1T
2 -a 12 1 112 

< 0 (5.14b) = 
aa II (a

I2
1

1
+ ORI

2
) 2 

a1T 1 -01 
I < 0 (5. 14c) = 

aa 12 (a II + OR) 
2 

01T2 - ( 1 -a 1 1 ) J I I 2 
< 0 (5. 14d) = 

aa l2 (a I2 '1+ OR 1 I) 2 

a1T
I 

-0 

= < 0 (5. 14e) 

all 
{a 11 + OR)2 

a1T 2 - ( I-a 1 I ) a 1 2 1 2 
< 0 (5.14f) = 

all (a I2 '1+ OR1
2

)2 

a1T
1 -0 + Oa 11 

< 0 , for a II < I (5. 149) = 
a1

2 
2 (a

ll
+ DR) 

a1T
2 

a
I2

l
l
(I-A

2
0) 

> o . (5. 14h) = 
a1

2 (a I2 ']+ OR1
2

)2 

From inequalities 5.14a through S.14h, and maintaining the assumptions of 

a constant real wage and no realisation problems, the following 
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conc I us ions can be drawn. First I y, techn i ca I changes that increase 

(decrease) the capital input coefficient in either department of produc

tion cause the value rate of profit to fall (rise) in both departments 

and thus the economy as a whole (5.14a-d). Secondly, a technical change 

that increases (decreases) the labour input coefficient in department 1 

a I so causes a decrease (i ncrease) in the profi t rate throughout the 

economy (5. 14e and f). Th i rd I y, techn i ca I change that increases 

(decreases) the labour input coefficient in department 2 causes the rate 

of profit to fall (rise) in department 1 and the rate of profit to rise 

(fall) in department 2 and thus its effect on the aggregate rate of 

profit in the economy as a whole is indeterminate. 

One other set of results is of interest. It is generally 

supposed in the literature, at least implicitly (see Mattick, 1969 and 

Yaffe, 1973), that technical changes that raise (lower) the value 

composition of capital, and thus tend to depress (increase) the rate of 

profit, will also raise (lower) the rate of exploitation, and thus tend 

to raise (lower) the rate of profit. The rate of profit wi I I thus fo'/ low 

the direction imposed by the stronger of these two forces. However, this 

argument presumes that techni ca I changes move the two key var i ab I es. in 

the same direction. The analysis above shows that these arguments depend 

on the nature of the technical change. For example, technical changes 

that ra i se the va I ue compos it i on of cap i ta I by i ncreas i ng the va I UE~ of 

any of the input coefficients will always lower the rate of exploitation. 

In such a case the rate of profit must fall as a consequence of technical 

change alone, for there is no tendency for the rate of profit to rise. 

Only those technical changes that cause the value composition of capital 
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to fall as a result of an increase in one of the input coefficients will 

cause the rate of exploitation to oppose the effect of a falling value 

composition on the profit rate. Furthermore, in this case, the change in 

the rate of exploitation will always overwhelm the impact of the value 

composition of capital on the rate of profit. This finding corroborates 

the claim of Roemer (1981, p.89) that movements in the rate of 

exploitation will always offset changes in the composition of capital. 

It remains in the following sections of this chapter to relax as 

far as possible the restrictive assumptions imposed on the analysis 

above. In the next section, the effects of technical changes on 

commodity prices are examined. Work i ng with expected pr ices aFter 

Far joun and Machover (1983), the shortcom i ngs of the equ iii br i um pr ice 

framework are overcome. 

5.4 The Impact of Technical Change on Expected Prices 

The economy be i ng mode I led is assumed to be compet i t i ve. That 

is, each commodity type is produced by a large number of individual firms 

none of which have the abil ity to set market prices. Without the ability 

to determine prices, firms compete in two ways. First, they compete in 

product i on by try i ng to min i mise costs. Second, firms compete in the 

market by seeking inputs at prices below the market rate, by sell ing 

output at less than market prices and attempting to expand their market 

share, or by trying to sell their output at prices above the market rate. 

The uncertainty of the market and the actions of firms in this arena are 

particularly difficult to model. This thesis avoids these difficulties 

by focus i ng on compet i t ion in the sphere of product i on • F or the most 
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part, rational behaviour by competitive firms in production can be 

captured by assum i ng that all firms attempt to max i mise the i r rate of 

profit. 

Firms make dec i s ions on the bas i s of pr ices not va 1 ues . The 

I nvest I gat i on of pr fees therefore per-mit; an IJnljer6tand i nQ of the 

behaviour of firms that cannot be gained by a study of values alone. An 

exami nat i on of techn I ca 1 change in the pr i ce sphere a 1 so narrows the 

field of enquiry for in a competitive market, firms wi 11 only adopt 

technical changes that are cost reducing at existing prices. From this 

point then only the effects of cost reducing or viable technical changes 

are studied. 

A viable technical change is represented by the following 

i nequa 1 ity 

for j=I,2: 

where the * indicates the new technique and all prices referred to are 

expected prices. 

A cost reduc i ng techn i ca 1 change must lower at 1 east one of the 

coefficients of production. To simplify the investigation, only changes 

in one coefficient at a time are examined here. In this case any 

technical change is cost reducing if it decreases the value of one of the 

coeff i c i ent s of product i on (the others rema i n i ng unchanged by 

assumpt I on) • I n the rema i nder of th I s sect lon, the effect of v I ab 1 e 

technical change upon commodity prices and the price rate of profit are 

determined. 

The introduction of a new technique by a single firm In the 
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economy has repurcussions that reach beyond the firm itself. To examine 

these repurcuss ions the impact of techn i ca 1 change on expected pr ices 

must be analysed. From Chapter 3, the expected price of a commodity j Is 

for j=1,2. (S.IS) 

The effects of cost reducing technical changes on commodity prices are 

department specific. These effects are discussed below. 

Suppose that a fi rm in department I introduces a cost reduc i ng 

technical change. This firm will face lower costs of production and as a 

result it wi II enjoy a higher rate of profit. The techn i ca I change 

Introduced will also alter the expected prices of commodities, however' 

negligibly, for e 1, e2, Al and A2 will all change (see Section 5.3). 

By definition, the value of a unit of labour-power is less than 

unity, so cost reducing technical change in department 1 will lower the 

expected pr I ces of commod i ties in both departments of product i on. In 

contrast, suppose a fi rm I n department 2 introduces a cost reduc i ng 

technical change. Again the rate of profit for the innovating firm Ylil I 

rise. In this case however, although the price of commodity 2 will fall, 

the pr i ce of commod i ty I will increase, for the rate of exp I 0 i tat ion 

rises in both departments of product i on but the va I ue of commod i ty 1 

remains unchanged. In both these examples the nature of the technical 

change, capital-saving or labour-saving does not alter the results. The 

effect of cost reducing technical changes on commodity prices is thus 

clear. 

While a viable technical change increases the rate of profit for 

the firm mak i ng the i nnovat ion, the accompany i ng change in pr ices a I so 
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alters the prof i tab iii ty of compet i ng firms. Innovation by a firm in 

department for examp 1 e will reduce the rate of prof i t for a 11 other 

firms in the economy. If the innovation occurs in department 2, then all 

firms in department 1 will exper i ence a s 1 i ght increase in the rate of 

prof it and the non- i nnovat i ng firms i n department 2 will exper i ence a 

fall in the profit rate. 

5.5 T echn f ca 1 Change, Rea 1 Wages and Growth 

In the analysis above, the effects of technical change on a 

number of economic variables were evaluated while the real wage and the 

scale of production were assumed constant and when realisation problems 

were assumed away. These assumptions are relaxed in this section. Two 

quest ions are examined. First 1 y, how does the rea 1 wage respond to 

technical changes of the kinds considered above? Secondly, if the real 

wage changes fo1 lowing the adoption of new techniques of production, what 

is the overal I effect upon the rate of profit in an economy_ 

There are many problems in attempting to model the determination 

of the rea I wage and changes there in. Un like other commod it i es , the 

exchange va I ue of I abour-power depends not on I y on techn i ques of 

production and the state of the market, but also on a complex mixture of 

forces and wi I I s that shape barga i n i ng between cap i ta lists and workers 

(Fr i edman, 1977). I n the mode lout I i ned be I ow, the rea I wage is assumed 

to be a pos it i ve funct i on of the rate of employment. Th is re I at i ve I y 

simple specification of the real wage has a good deal of theoretical and 

empirical support (see Phi II ips, 1958; Thirlwall, 1970 and Hewings, 

1977) • Initially, it is assumed that this functional relationship is 
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linear and that a parameter y, where O(y(l, governs the responsiveness of 

the real wage to changes in the employment rate. 

The impact of techno 1 og i ca 1 improvement on the economy is 

identified using the techniques of comparative statics. These techniques 

are applied to the following set of simultaneous equations that represent 

the re 1 at f onsh f ps between var i ab 1 es in the mode 1 economy. The prec i se 

steps involved in this analysis and a complete set of results for all the 

systems examined can be found in Appendix 2. 

5 
1T = (S.16) 

C+V 

5 = (1-1I 2D)L (S.17) 

C = A IK (S.18) 

V = A2DL (S.19) 

K = a II x I + a 12x2 (S.20) 

XI = (l+g)K (S.21) 

x2 = Dl( 1 +g) (S.22) 

L = llx 1 + 12x2 (S.23) 

0 = yL 
- (S.24) 

N 
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A} 
1 } 

= --
I-a 11 

(5.25) 

A2 
a 121} 

+ 12 = . 
I-a 11 

(5.26) 

The fo I low i ng assumpt ions are made with repect to equat ions 5. 16-5" 26. 

First, all equations refer to a single production period. Second, the 

growth rate of the economy (g) is the same in both departments and it is 

constant. Th i rd , the rate of growth of the economy i s equa 1 to the 

natural rate of growth of the available labour force (gL). Fourth, there 

Is no explicit relationship between the rate of profit and the rate of 

econom i c growth. Fifth, cap I ta list s do not consume any consumpt i on 

corrrnodities. 

The second of the assumptions above is made for simpl icity. 

Experimentation with a variable growth rate led to a set of results that 

could not be interpreted. } n the absence of a determi n i st i c re 1 at ion 

between the rate of profit and the growth rate, the equal ity in 

assumption 3 is sufficient to define an equi 1 ibrium in equations 5.16-

5.26. Assumption 5, 1 ike assumption 2, was made for simpl ification. 

A 11 ow I ng cap ita 1 i st consumpt i on to vary or even be a pos i t i ve const.ant 

sufficiently complicated the system that once more the results could not 

be readily interpreted. 

5.6 Results 

The results of performing the analysis outl ined above are 

pre8ented 'n th f 8 sect f on. The effects of changes f n the product ion 
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coefficients are examined in turn, beginning with the labour 

coefficients. A change in I l' the labour input coefficient in 

department 1, the capital goods sector, has the following effect upon the 

rate of profit: 

dlT = 
lTI 2x2K[g-lT) 
-=-:-~_--:--:-:-_ • d I 1 • 
SL ( I-a 11 ) (1 +g) 

(5.27) 

Thus, a reduction in 11 will decrease the rate of profit if g>lT; it will 

increase the rate of profit if IT)g; and it will leave the rate of profit 

unchanged if g=lT. Thi s result is interpreted using the following 

differential equation: 

dlT = ___ .d(S/V) - S/V ____ .d(C/V) • (5.28) 

C/V + (C/V + 1) 2 

From equation 5.28, and given that when IT=g, dlT=O, it follows that 

d(S/V) S/V = = 1T • --- ----
d(C/V) e/V + 

Thus, a technical change does not alter the rate of profit, if the ratio 

of the change it induces in the rate of exp I 0 i tat i on to the change it 

induces in the value composition of capital is equal to the rate of 

profit. From Appendix 2, the following results can also be established: 

d(S/V) = ~.dS - ~.dV 
V V2 



= 
12 (xl-K) 
____ .dl

t
: 

). 2 V ( I-a 1 I ) 

d(C/V) = :.dC - =-.dV 

= 

V V2 

Kl2 
___ .dl

l
· 

V ( I-all) 

(5.29) 

(5.30) 

Equation 5.29 shows that a decrease in 11 decreases the rate of 
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exploitation in the economy. Such a change tends to depress the rate of 

profit. Equation 5.30 shows that a reduction in 11 decreases the value 

composition of capital. This tends to raise the rate of profit. It was 

shown above that when 1T=g, these oppos i ng forces ba 1 ance to 1 eave the 

rate of profit unchanged. 

As 9 varies, the impact of technical change also varies: 

d[d(S/V)/d(C/V)] _______ = 1. (5.31) 
dg 

From equation 5.31, an increase in 9 increases the ratio of the change in 

the rate of exploitation to the change in the value composition of 

capital. Thus, if g)1T, a reduction in 11 decreases the rate of 

exploitation faster than it decreases the value composition of capital 

and the rate of profit falls. If g<1T, a reduction in 11 tends to 

decrease the value composition of capital faster than the rate of 

exploitation and the rate of profit rises. 
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A change in 1
2

, the labour input coefficient in department 

2, has the following effect upon the rate of profit: 

1T II x2K[ 1T-g] 
d1T = ______ .dI

2 SL ( I-a 1 1 ) ( 1 +g) 
(5.32) 

Thus, a reduction in 12 causes the rate of profit to fall if 1T)g; 

it causes the rate of profit to rise if g)1T; and if 1T=g, it leaves the 

rate of profit unchanged. Again these results may be interpreted using 

equation 5.28. A decrease in the labour coefficient in department 2, has 

the fo II owi ng impact on the rate of exp 10 i tat i on and the va 1 ue 

composition of capital. From Appendix 2: 

des/V) = ~.dS - ~.dV 
V v2 

A1(-x1+K) 
= .dl (5.33) 

A2V 2 

d(C/V) :.dC C .dV = -
V v2 

= -A KDL dl • 
• 2' 

v2 
(5.34) 

d[d(S/V)/d(C/V)] ________ = 1. (5.35) 
dg 

Equation 5.33 reveals that a reduction in 12 increases the rate 
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of exploitation, thereby tending to raise the rate of profit. Equation 

5.34 shows that a decrease in 12 raises the value composition of 

capital, thereby tending to reduce the rate of profit. When g=n these 

forces balance each other and the rate of profit remains unchanged. From 

equation 5.35 however, as g increases, the rate of change of the rate of 

exp 10 i tat i on becomes larger, wh i 1 e the rate of change of the va I ue 

composition of capital remains constant and thus the rate of profit 

rises. 

The economic effects of capital saving technical changes are now 

examined. Unfortunately, the impacts of a change in the capital input 

coefficient in sector 1, the capital goods sector, are largely 

i ndeterm i nate (See Append i x 2). It is not clear how a change in the 

value of all will effect the rate of profit or its component variables. 

A change in the value of the capital input coefficient in the consumer 

goods department has the following effects on the economy: 

dn = (5.36) 

Equation 5.36 establishes that a reduction in a 12 will cause the 

rate of profit to fall if g>1J. If n>g, such a technical change wi 11 

increase the rate of profit, and if 1J=g, the rate of profit will not be 

aff ected by the techn i ca 1 change. These resu 1 ts are exp 1 a i ned be 1 ow. 

From Appendix 2: 

des/V) = ~.dS - =-.dV 

V v2 
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des/V) 
"1 12[x l -K] 

= .da I2 : 

"2Va 12 

(5.37) 

deC/V)= ~.dC - C .dV 

C V2 

d(C/V) "1 12x2 
= .da I2 • 

" 2 V [ I-a 1 1 ( 1 +g) ] 
(5.38) 

Equation 5.37 shows that a decrease in a 12 will decrease the rate 

of exploitation in the economy. Such a change tends to depress the rate 

of profit. Equation 5.38 shows that a reduction in a 12 will decrease 

the value composition of capital. Th is tends to ra i se the rate of 

profit. It was shown above that when w=g, these opposing forces balance 

to leave the rate of profit unchanged. 

As g varies, the impact of technical change also varies: 

d[d(S/V)/d(C/V)] 

dg 
= 1. (5.39) 

From equation 5.39, an increase in g increases the ratio of the change in 

the rate of exploitation to the change in the value composition of 

capital. Thus, if g>w, a reduction in a 12 decreases the rate of 

exploitation faster than it decreases the value composition of capital 

and the rate of profit falls. If g<w, a reduction in a 12 tends to 

decrease the va I ue compos i t i on of capita 1 faster than the rate of 

exploitation and the rate of profit rises. 
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5.7 Conclusion 

Th is chapter rev i ews the Marx i st theory of the fa II i ng rate of 

profit. Two generally accepted propositions in this body of theory 

are shown to be fa I se. First I y, techn f ca I changes that increase the 

techn i ca I compo sit i on of cap ita I do not a I ways increases the val ue 

composition of capital and thus tend to depress the rate of profft. For 

exalll> Ie, an increase in the cap i ta I input coeff i c i ent in the consumer 

goods department and a decreases in the labour input coefficient in the 

consumer goods department will cause the technical composition of capital 

in that department to rise. However, these two types of techn i ca I 

changes, through the i r impact on COfTlOOd i ty pr ices, wi I I cause the va 11 ue 

composftion of capftal to fall in the same department. Thus, technfcal 

changes that increase the capital-labour ratio do not necessarily tend to 

reduce the rate of profit. Secondly, technical changes that cause the 

value composition of capital to rise and thus exert a downward force on 

the rate of profit, are not always countered by increases in the rate of 

exp I 0 i tat ion. I n fact, the resu I ts here suggest that most types of 

viable technical change would decrease the rate of exploitation. 

Okfshio's theorem marks a signiffcant breakpoint in the 

development of the theory of the tendency of the rate of profit to fall. 

Ok ish i 0 (1961) proved that in an economy where rea I wages are constant 

and there are no realisation problems, viable technical changes increase 

the aggregate rate of prof it. van Par i j s (1980 ) c I aimed that Ok i sh i Qi' s 

theorem was robust and that f t prov i des an ob i tuary for Marx i an cr is i s 

theory and in particular the theory of the fall ing rate of profit. The 

centra I conc I us f on of th f s chapter f s that when the assumpt f ons upon 
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which Okishio's theorem is based are relaxed, then that theorem is 

negated. Thus, viable technical change may cause the aggregate rate of 

profit in an economy to fa 11. Th is resu 1 t suggests that van Par i js' 

(1980) claim was a 1 ittle hasty and that the theory of the fall ing rate 

of prof it may yet prove an important theoret i ca 1 too I for exp I a i n i ng 

economic crises. 



CHAPTER 6 

THE DIRECTION OF TECHNICAL CHANGE 

6.1 Introduction 

Chapter 5 estab I i shed that cap ita 1-sav i ng techn i ca I changes in 

general cause the aggregate rate of profit in an economy to rise, whereas 

certain types of labour-saving technical change may cause that rate to 

fa 11. The direct i on of techn i ca I change thus exerts an important 

influence on economic performance. The aim of this chapter is to examine 

the determinants of the direction of technical change. The chapter is 

divided into five sections. In Section 6.2, received theory on induced 

innovation is briefly reviewed. Section 6.3 builds on this literature to 

offer a simple model of the I ikely direction of technical change. In 

Section 6.4 the arguments of this model are empirically assessed using 

data from the Canadian manufacturing sector. Section 6.5 concludes the 

chapter, summarising the results of the empirical analysis. 

6.2 Induced Innovation: A Brief Review of the literature 

Pr i or to the I ate-l 950s, techn i ca I change was a much neg I ected 

area of economic inquiry. Though severa I stud i es were made of the 

process of invention (see Nelson's (1959) early survey), and two notable 

taxonom i es of biased techn i ca I change were proposed (by Hicks, 1932 and 

Harrod, 1948) that were to inform much subsequent discussion, 

technological progress was largely ignored or at best viewed as exogenous 

129 



130 

to the economy_ 

All this was to change however with the publication of studies by 

Abramowitz (1956), Solow (1957) and others (see Kennedy and Thirlwall, 

1972) reporting the causes of economic growth in the United States in the 

first half of the present century. Abramowitz and Solow found that only 

approximately 151. of the increase in labour productivity over this time 

cou I d be attr i buted to increases in the amount of cap i ta I emp I oyed per 

unit of labour. The "residual", some 851. of the increase in per capita 

output, was attributable to technical change. 

Though the results of Abramowitz and Solow were challenged, most 

notably by Jorgenson and Griliches (1967), it was generally accepted that 

the "styl ised facts" to be explained, following Solow (1957), were large 

increases in the cap I ta 1 stock and output, a much slower rate of grmolth 

of the 1 abour force and re 1 at i ve 1 y constant factor shares. Wi th 

techniques of production at this time characterised by an elasticity of 

substitution of less than one (see Arrow et al., 1961), the problem for 

neoc 1 ass i ca I theory was thus to pes i t the ex i stence of an endogenous 

mechanism that would control the bias of technical change precisely 

enough to maintain factor shares. 

Hicks (1932) laid the foundations for the theory of induced 

innovation by distinguishing between factor substitution (movements along 

a continuous production function) and technical change which was the 

di scovery of new methods of production (movements of the production 

function). Hicks argued that both input substitution and technical 

change were influenced by factor prices: 

The real reason for the predominance of labour-saving 
inventions is surely that which was hinted at in our discussion 



of substitution. A change in the relative prices of the factors 
of production is itself a spur to invention, and to invention of 
a particular kind - directed to economising the use of a factor 
which has become relatively expensive. (Hicks, 1932, p.124) 
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Hicks' claim was simply that if one input becomes dearer relative to 

others, firms will search for new techniques of production that use less 

of the re I at i ve I y expens i ve input. Thus, relative factor prices 

determ i ne the bias of techn i ca I change. These arguments rece i ved 

con s i derab Ie attent i on through the 1960s. Appea I to re I at i ve factor 

pr ices was a neat way of endogen is i ng the determ i nants of the direct. i on 

of techn i ca I change and the mechan i sm proposed seemed we I I su i ted to 

explain the history of manufacturing in developed economies in the first 

part of the twentieth century. 

These arguments were not without their critics however. Salter 

(1960) persuasively countered Hicks' thesis claiming that: 

If ... the theory implies that dearer labour stimulates the 
search for new knowledge aimed specifically at saving labour, 
then it is open to serious objections. The entrepreneur is 
interested in reducing costs in total, not particular costs 
such as labour costs or capital costs. When labour costs rise 
any advance that reduce total costs is welcome, and whether 
this is achieved by saving labour or capital is irrelevant. 
There is no reason to assume that attention should be 
concentrated on labour-saving techniques, unless, because of 
some inherent characteristic of technology, labour-saving 
knowledge is easier to obtain than capital-saving knowledge. 
(Salter, 1960, pp.43-44.) 

Salter's rebuttal of Hicks' argument rests on two pillars. The first is 

that a change in relative factor prices induces input substitution that 

restores the equality between the marginal revenues and marginal costs of 

all inputs, thereby ensuring that all factors are equally expensive. The 

search for new techniques of production therefore could not be influenced 

by relative factor prices, for all are "equally dear" at the margin. In 
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Ferguson's (1969) opinion, this convincingly refutes Hicks' thesis. The 

second thrust of Salter's rebuttal hinges on the vague notions of 

research and development that are embodied in these early debates. 

Assuming that invention and innovation are costless, Salter is qlJite 

right to claim that firms will not care how they reduce costs. However, 

if the research and development of new techniques demands the outlay of 

resources then the competitive firm will seek to maximise the benefits 

from this investment. The benefits of research are the reduction in 

factor requ i rements mu 1 tip 1 i ed by the pr ices of the respect i ve factors. 

These benefits vary as research paths differ in productivity and as 

factor prices vary. Thus, ceteris paribus, attempts to reduce the inputs 

of more expensive factors wi 11 maximise cost reductions. This is the 

essence of the induced i nnovat i on hypothes i s and Sa 1 ter' s arguments do 

not reduce the veracity of this proposition. 

Wh i 1 e Fe lIner (1961) attempted to rescue Hicks' arguments by 

appea 1 i ng to the expectat ions of monopson i st fi rms, the next major 

contribution to the theory of induced innovation was the introduction of 

the Innovation Possibility Frontier (IPF) by Kennedy (1964). Kennedy saw 

no way round the confusion of factor substitution and technical change 

engendered by the cont i nuous product i on funct i on. He thus proposed to 

scrap the idea of the production function and introduced the IPF as 

another mechan ism that wou 1 d exp 1 a in the bias of techn i ca 1 change and 

also account for the observed constancy of factor shares. 

Kennedy's model has the following form. Assume that there are 

two factors of production, capital and labour that are related to output 

by a non-specific production function: 
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Y = f{A(t)K,B(t)L} 

where Y denotes output: 

K represents capital: 

L represents labour. 

A(t)/A(t) = aCt) is the rate of capital augmentation through technical 

change and B(t)/B(t) = b(t) is the rate of labour augmentation. Next, 

Kennedy assumes that e and 't represent the proport i on of tota 1 costs 

att r i butab 1 e to cap i ta I and 1 abour respect i ve 1 y. F i na 11 y, Kennedy 

assumes that the proportional factor reductions a and b are related by an 

f nnovat i on poss i b f 1 i ty front i er wh i ch has the fo 11 ow i ng character i st i cs 

(see Figure 6.1): 

b = f(a) (6. 1 ) 

where f'(a)(O and f"(a)<O. 

Thus, a tradeoff ex I sts between research paths wh i ch are cap i ta l-sa'll i ng 

and those that are labour-saving. Kennedy regarded the form of the IPF 

as be i ng determ f ned pure 1 y by techno log f ca 1 character i st i cs. Each time 

period, the firm is supposed to search for a new technique that maximises 

the rate of unit cost reduction (u): 

u = ea + 'tb • (6.2) 

Thus, the firm alms to maximise Equation 6.2 subject to the constr.3int 

6. 1 . The equ iIi br i urn so 1 ut i on is shown f n Figure 6. 1 and thus lJ is 

maximised where 
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FIGURE 6.1: KENNEDY'S INNOVATION POSSIBILITY FRONTIER 

a 

b 

Source: Adapted from Kennedy (1964) 

da = 't , that is. where the slope of the IPF is equal to the 
db e 

rat i 0 of factor shares. From Figure 6. 1 it may be observed that an 

increase in the relative price of one of the inputs will change the ratio 

of relative shares (e/'t) and thus bias the search for new technology 

toward saving that input. Kennedy's model therefore provides an induced 

innovation mechanism independent of an explicit production function. 

Wh i I e Kennedy's I PF formed the bas i s for new mode I s of econ<:>m i c 

growth incorporating induced innovation (see for example. Dandrakis and 
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Phelps (1966) and Samuelson (1965», the concept has not escaped serious 

criticism. Ahmad (1966) was one of the first critics of Kennedy's 

induced i nnovat i on hypothes is. Redefining a and b in equation 6.1 as 

absolute rather' than proportional factor savings, Ahmad showed that 

Kennedy's model was not as robust as originally proposed, for in this 

case the greater the initial use of labour to capital in production, the 

less I ikely it is that innovation wi 11 take a labour saving tack (1966, 

p.352). This re'sult of course is opposite to that proposed by Kennedy. 

Perhaps the most serious problem with Kennedy's induced 

innovation model however is the lack of any explanation of the form of 

the IPF. Stoneman (1983) quest ions whether the I PF repreSE!nts 

techno I og i ca I poss i b iIi ties as yet undeve loped or whether it shou I d be 

considered a Sl~t of blueprints which the innovating firm can choose 

from. Not i ng that resources are not exp 1 i cit I y used for adopt i ng the 

techn i ques of the I PF, he conc 1 udes that the I PF represents a set of 

developed techniques. But this begs the question of the origin of the 

I PF and the detel~m i nants of its prec i se form. 

Nordhaus (1973) cont i nues these cr i tic isms ca 11 i ng for' an 

exp I anat i on of tlhe character i st i cs of the I PF and quest i on i ng whethel~ or 

not Kennedy's model really is a statement of induced innovation: 

The true case of induced innovation requires at least two 
productive activities, production and invention. If there is 
no invention, then the theory of induced innovation is just a 
disguised case of growth theory with exogenous technological 
change. (Nordhaus, 1973, p.210). 

Nordhaus further challenged the usefulness of the IPF as a component in a 

neoclassical growth model with the supposed abi I ity to produce Harlrod-

neutra 1 techno I og i ca 1 progress and account for the constancy of factor 
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shares. Nordhaus demonstrates that to ach i eve such ends it must be 

assumed that the form of the I PF does not change, that it is not 

influenced by previous technological choices and that the "natural driift" 

of invention must be Identical to the movement of the IPF over time. 

Though Kennedy's work has undoubted 1 y proved very usefu 1, his 

contribution to the theory of induced innovation is perhaps best summed 

up by David: 

Since the shape and position of the IPF are not really 
accounted for by the theory of induced innovation. its 
application here has succeeded only In taking an old. familiar 
historical problem and restating It In new. more precise. and 
considerably more esoteric terms. (David. 1975, p.52). 

In crlt:icising Kennedy's IPF. Ahmad (1966) developed a more 

traditional model of induced innovation consistent with Hicks' original 

propositions and which does not depend on expectations of future relative 

factor prices as does Fellner's (1961) model. Ahmad begins by defining 

an innovation possibility curve (IPC) which at anyone time describes the 

set of technolo£lical possibi 1 ities open to the firm. Each process in 

this set is characterised by an isoquant with a relatively small 

elasticity of substitution (this 1 imits substitution possibi 1 ities \-lith 

any chosen techn i que) • The I PC I s the enve lope of a 11 un i t i soquant s. 

each of wh i ch demands a given amount of resources be expended on its 

development. According to Ahmad (1966. p.347). the IPC thus conceived 

" .•• Is a purely technological or laboratory question." Economic crib~ria 

on 1 y enter the ·f I rm' s dec lsi on ca I cu 1 us when a part I cu I ar I soquant: is 

chosen from the IPC. Azhar (1980) is correct in noting that Ahmad's IPC 

is def i ned prec i se I yin the manner Sa 1 ter (1960) def i nes his i soquants. 

and that this is in large part responsible for the opposing conclusions 
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reached by Salter and Ahmad on the possibi I ity of price induced bias in 

innovation. 

Ahmad's model of induced innovation is presented in Figure 6.2. 

At time t, technological possibilities are defined by IPCt • Given factor 

prices PtPt , the firm chooses the technology represented by isoquant 

Itl t which minimises costs. Once a technology has been chosen by a fiirm 

in a given time period, its technological flexibi I ity (costless 

substitution possibi I ities) is I imited to the particular isoquant 

chosen. Ahmad assumes that the cost of movi ng from one i soquant to 

another isoquant on the same IPC is the same as that for moving from the 

or i gina I i soquant to another wh i ch is on a super i or I PC. Thus, once a 

part i cu I ar i soquant has been chosen at time t, the rema i nder of I PCt :i s 

irrelevant to the firm, for a move to a cost efficient point on IPCt +1 

will always be superior (allow production of a given quantity of output 

at lower cost) to any point on IPCt . It is assumed that IPCs move 

neutra I 1 y and that such moves are independent of factor pr ices. It is 

possible however, that the IPCs could exhibit a factor-saving bias 

through time and that this bias could arise even if factor prices 

remained constant. 

If during period t factor prices change to PtPt , then in the 

short run, the best the firm can do is to move along isoquant It It from 

point A to point B. At time t+l, the set of technological possibilities 

is represented by IPCt +1. With factor prices Pt+1Pt +1' the most 

efficient technology is given by isoquant It+1l t +1. Isoquant It+1l t +1 
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FIGURE 6.2: AHMAD'S INNOVATION POSSIBILITY CURVE 

I IPC t+l 
Pt+l 

L 

Source: Adapted from Ahmad (1966) 

uses less labour than ItI t or its neutral technical equivalent of periiod 

induced bias in innovation. 

Ahmad's model bolsters the arguments of Hicks and provides a more 

sol id microeconomic base for the theory of price induced bias in 

innovation. Li ke Kennedy's I PF however, Ahmad' 5 I PC is not prec i se I y 

defined and the determinants of its form and n~vement through time are 
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not well developed. 

Bi nswanger (1974) and Bf nswanger et a 1. (1978) present perhaps 

the most sophfstfcated model of induced innovation. The superiority of 

this model stems from the explicit attention that is given to the process 

of research i tse If. Bu i I ding on the ear I i er work of E venson and K i s I ev 

(1971), Binswanger assumes that firms can follow various research paths 

each directed at reducing the input requirements of specific factors. 

These research paths have vary i ng costs and expected pay-off funct ions 

measured in terms of efficiency improvements. Thus, research is viewed 

as an investment problem where the aim of the firm is to maximise profits 

by choosing optimal levels of inputs and research activity. 

Binswanger (1974) demonstrates that it is neither factor prices 

alone, as in Ahmad's (1966) model, nor factor shares alone, as in 

Kennedy's (1964) model, that drives the rate and direction of technical 

change. The relative productivity of alternative research paths, changes 

in the relative costs of capital-saving and labour-saving research and 

the specification of the research budget are all shown to exert important 

influences on the characteristics of innovation. Most importantly 

perhaps, by show I ng that research is a resource us i ng act i vi ty, 

B i nswanger is ab I e to refute Sa Iter's (1960) cr i tic ism of Hicks' (1932) 

induced innovation hypothesis. 

A common cr I tic ism of much of the above work is the 

representation of technological progress by shifts in entire production 

funct ions. Atk i nson and St i g I i tz (1969) correct I y po i nt out that the 

cont i nuous product f on funct i on is compr i sed of a number of d i st i nct 

production techniques and that a change in one of these techniques does 
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not necessarily affect any others. Thus, technological change should be 

represented by the outward movement of the product ion funct i on at a g'i ven 

po i nt. Th i s argument recogn i ses the I oca I nature of much techno Jog j ca I 

development and is closely related to Arrow's (1962) learning by doing 

mode I . Arrow's mode I and the subsequent work on I oca I i sed I earni ng, 

search and innovation by David (1975) are examined next. 

Arrow's (1962) major contribution to the theory of technical 

change and innovation is his concept of learning by doing which seeks to 

endogenise the growth of technical possibilities that underlie shifts of 

the product i on funct i on. Borrow i ng from psycho logy literature, Arrow's 

essential premise is that learning, the acquisition of knowledge, is the 

product of experience which itself is not simply a function of time but 

rather of experience gained through practice (1962, pp. 155-156). In the 

arena of production therefore, new technical possibi I ities emerge as 

firms gather manufacturing experience working with established 

techniques. 

The mode I of techn I ca 1 progress deve loped by Arrow assumes that 

techn I ca 1 change takes p I ace i n the cap ita I goods sector and that new 

production possibilities introduced to the economy are wholly embodied in 

new capital goods. All capital goods are assumed to have the same 

1 i fet i me and deprec i at ion fo 11 ows a one-hoss shay pattern. The i nde:( of 

experience adopted by Arrow is cumulative gross investment. Utilising a 

fixed coefficients production function, the fundamental arguments of 

Arrow's model are: 

G 
x = f y(G)dG 

G' 
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G 
L = f .\(G)dG 

G' 

where x represents output: 

L represents total employment: 

y(G) denotes the output capacity of capital goods of vintage G: 

~(G) denotes the labour associated with capital goods of vintage G: 

G' denotes the capital goods of oldest vintage used In the current 

period. 

Arrow assumes that the capital-output ratio of all capital goods Is 

constant, y(G) ::: a, but that ~(G) is a decreasing function of G. IMore 

specifically: 

A(G) -n = bG ,where n>O, 

and thus the efficiency of labour is an increasing function of cumulative 

gross f nvestment given that the cap I ta I-output rat I 0 is constant. Th is 

form of learning function adopted by Arrow Is not purely an ad hoc choice 

but was based upon empirical evidence from airframe construction. 

Though prov i ding an important forma 1 mechan ism for techn i ca 1 

improvement, Arrow's model had several shortcomings. Firstly, he ignored 

qua 1 i tat I ve improvements I n labour Inputs themselves. Second 1 y, the 

1 earn I ng by do I ng mode 1 does not a 11 ow for eff f c i ency Improvement sin 

mach I nery once i nsta 1 Jed. That is, I earn i ng f 5 conf i ned to the 

product I on of cap i ta 1 goods and no 1 earn I ng occurs in the use of a 

capital good once bul It. (Arrow acknow 1 edges these two cr I tic I SillS. ) 

Thirdly, Hacche (1979, p.147) questions .the description of the learning 

process as a description of how technical change occurs. He argues that 
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it is not true that technical knowledge keeps step with experience In the 

regu 1 ar manner suggested by Arrow, and that the history of techn I ca I 

progress appears to be more irregular, with rapid advances at discrete 

moments. Fourth 1 y, Arrow ignores the process of research and 

development. Atkinson and Stiglitz (1969) note the importance of 

localised research activity in conjunction with production experience. 

David (l975) outl ines a model of technical change based upon 

local search for new techniques. Like Nelson and Winter (1982), he views 

techno log i ca 1 progress as improvi ng production effi ci ency in limited 

discrete areas and thus follows Atkinson and Stiglitz (1969) in arguing 

against the representation of technological change as wholesale movements 

of the production function. 

Dav i d (1975) adopts a probab iii st i c search mode lin wh i ch new 

product i on poss ibl I it i es are always more effi ci ent and thus adopted, 

thereby bypassing the need to posit an explicit viability (cost reducing) 

criterion for adoption such as that favoured by Nelson and Winter (1982). 

Figure 6.3 shows the general logic of David's model. Technical choice 

is initiated by the myopic consideration of a number of production 

possibll ities; points A and B in this case. The initial choiCE! of 

technique is assumed to be determined by relative factor prices. Once a 

part i cu I ar "bas i cIt techno logy is chosen however, re I at i ve factor pr ices 

essent i a II y disappear from the mode 1 • Future product i on poss i b iii ties 

are constrained to I ie in a convex cone centred on a path of "neutral" 

technical progress towards the origin along the chosen process ray. The 

I oca I search process for Dav i d takes the form of a random wa I kin th is 

convex space defined by proportional reductions in either the capital 



143 

FIGURE 6.3: DAVID'S LOCAL SEARCH RAY 

b 

K 

a 

o L 

Source: Adapted from David (1975) 

input coefficient or the labour input coefficient. 

For Davi d (1975), techno logi ca 1 change is evo I ut i onary in the 

sense that the initial choice of technique determines the future path of 

learning. He argues that on 1 yin rare cases will a firm move from a 

particular process ray, because all others will likely be technologically 

inferior. 

David's (1975) work is a useful extension of Arrow's (1962) 
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1 earn I ng by dol ng hypothes Is, showl ng, albeit in a 1 imited way, how 

relative factor prices in a "learning model" can influence the trajectory 

of technological progress. It also recognises the inability of firms to 

instantaneously and costlessly substitute factor inputs as relative 

prices change. 

The model Is not without its shortcomings however. Firstly, It 

oversimpl ifies the variety of different types of possible techn'ical 

changes, assum i ng that they are either pure 1 y cap i ta l-sav i ng or pur"e I y 

labour-saving. In reality, even the class of viable technical changes is 

much broader than th f s. Second 1 y, Dav f dis wrong to ignore the 

importance of re 1 at i ve factor pr I ces after a part I cu 1 ar techno logy has 

been chosen. Whether re 1 at i ve factor pr ices rema I n constant or change, 

is likely to guide even the path of localised learning. David's model is 

too rigid, for persistent increases in the relative price of one of the 

inputs is I ikely to bias the path of technological progress well away 

from an individual process ray. Thirdly, David does not make clear the 

conditions under which firms may move from one process ray to another. 

This would seem to be an interesting topic demanding further inquiry. 

6.2. 1 Sumaary 

Through the work of Hicks (1932), the neoc 1 ass i ca I schoo 1 has 

prov i ded the most thorough expos it i on of pr i ce induced bias in 

innovation. Binswanger {1974} provides more solid footing for the 

induced i nnovat i on hypothes is, counter i ng Sa 1 ter' s (1960) cr i tic i sm of 

Hicks' thesis. The strict neoclassical model with its continuous 

production function has many problems however. Firstly, the separation of 
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factor substitution from technical change is more of a theoretical 

convenience than a representation of a real distinction in the process of 

production. It is not at all clear what, if any, factor substitution 

possibi I ities firms enjoy, and it is very doubtful that firms can 

effortlessly move between such possibilities. Factor substitution should 

be regarded as one form of technical change, involving adjustments costs 

and set-up time as any other. Second 1 y, 1 earn i ng by do i ng and 1 oca I 

search behaviour do not sit very well with the neoclassical 

representat ion of techno log i ca I progress as di screte sh i fts in ent ire 

production functions (Atkinson and Stiglitz, 1969). 

David (1975) overcomes some of the failings of the neoclassical 

model. Adopting a fixed coefficients production function, he attempts to 

incorporate not ions of I earn i ng by do i ng with I oca I i sed search for new 

techn i ques of product i on. I n do i ng so however, he a II but severs the 

re I at i onsh i p between re I at i ve factor pr ices and the direct i on of 

techn i ca I change. Ne 1 son and Wi nter (1982) rei ntroduce pr ices i In a 

simi lar model but only in the form of a viabi 1 ity criterion for the 

adoption of new techniques. The aim of the next section is to outline a 

mode I of I oca I i sed search wh i ch incorporates the i nf I uence of re I at i ve 

factor prices to explain the direction of technical change. 

6.3 TechnIcal Change 

This section provides a working definition of "technical change" 

that is cons i stent wi th ear 1 i er arguments in the thes is and that is 

amenab I e to measurement. A mode 1 is then out I i ned wh i ch shows how 

relative factor prices influence the direction of technical change. 
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The section ends with a brief discussion of the effects of technIcal 

changes on relative factor prices. 

6.3.1 DeFining Technical Change 

The definition of the technology of a firm (or an industry) 

follows that provided in the discussion of commodity prices and values in 

Chapter 3. Assume that in a given production period an individual firm k 

k produces a certain quantity, x., of an homogeneous commodity j, with 
J 

inputs of capital and labour. While labour inputs are assumed to be of a 

uniform type, capital inputs are of two distinct sorts. The first type 

of capital inputs are circulating constant capital goods. These are 

material inputs and energy inputs and are distinguished by the fact that 

the i rent i re va I ue is given up to product f on in anyone per i od . The 

second type of capital inputs are fixed constant capital goods. These 

inputs have a service life of several turnover periods and give up their 

value only slowly in production. 

The total amount of labour used by a firm k in a given period is 

The unit labour requirements associated with output Xj in firm ~( is 

+k k k therefore I Ix. = I .. Similarly, the unit requirements of circulating 
J J 

capital inputs i required in the production of output Xj in firm k is 

k given by the vector a
j 

(Agaii n, 

the add i t i on symbol denotes the tota I amount of an input used ina 

production period.) Lastly, the fixed capital required to produce output 

Xj in firm k in a given turnover period is denoted by the non-negative 
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capital input is assumed to have a specific service life. 

The technology employed by firm k at a specific moment in time 

k may thus be characterised by the vector v. 
J 

k k k = (l.a. f .) . 
J J J 

To simpl ify the 

following arguments, it is assumed that all capital goods may be 

aggregated together and techniques described by a vector of an aggregate 

capital coefficient and a labour coefficient v~ = (l~a~). This 
J J J 

simplification is consistent with the two commodity economy discussed in 

Chapters 4 and 5. The deta i 1 ed arguments above are prov i ded for 

clarification. Technical change is then defined as any alteration in the 

k* k 
coefficients of the technology vector such that Vj * vj ' where the * 

i nd i cates the new techn i que of product i on. I n the rema i nder of th i s 

chapter, the subscripts and superscripts are dropped from the notation, 

the arguments applying to all firms in the economy. 

Technological change so defined captures a variety of diffel~ent 

types of production reorganisation: changes in the scale of production. 

changes in the speed of product ion (here captured through measures of 

fixed capital). changes in the capacity uti 1 isation rate. substitution 

between inputs and the adoption of new production techniques either 

cop i ed from other firms or stemmi ng from in-house research and 

development. Wh i 1 e the contr i but i on of most of these product i on 

alterations to measures of performance are examined individually in 

Chapter 7. the task here is more 1 imited, simply to show how relative 

factor prices influence the direction of technical change. 
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6.3.2 The likely Direction of Technical Change 

In the simplified two input case, the technique of production for 

the firm can be represented in a diagram such as Figure 6.4. The axes in 

Figure 6.4 denote the aggregate cap I ta I and labour input s requ i reel to 

produce a un; t of output of the given coovnod i ty. In th is figure the 

positive orthant maps an input space and the technique adopted by a firm 

at a given time can be represented by some po i nt such as v. The 

production technology is therefore assumed to be fixed each turnover 

per i od • Factor subst i tut ion const i tutes techn i ca I change in th i s mo~je 1 • 

Th is conceptua I i sat i on of techno logy I s not f ncons I stent with "putty

clay" models (see Solow, 1960 and Johansen, 1959). While some technical 

change I s pos sib 1 e between turnover per I ods, as var i ab 1 e factor!:; of 

product Ion are changed. the bas I c form of techno logy Is constra I ned by 

the characteristics of the fixed capital in place, and drastic 

alterations in technology demand the replacement of fixed capital. There 

is no techn i ca 1 change with ina product i on per I od. Thus It is assumed 

that exper I ence garnered I n product Ion is stored and affE~cts 

technological choices only in subsequent rounds of production. This 

learning may affect the quality of both capital and labour inputs. 

Technical change Is represented In Figure 6.4 by a move of the 

firm in this technology or input space away from point v. The firm 1",111 

move when a new techno 1 ogy has been located. Th ismay resu 1 t from d i Irect 

research act I v I ty on the part of the firm, from the se 1 ect i on of known 

but untried techniques or from copying the actions of competitors or leven 

firms in different markets. 

The essential argument of David (1975), Blnswanger et al. (1978) 
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FIGURE 6.4: THE LIKELY DIRECTION OF TECHNICAL CHANGE 

a 

c 
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and Nelson and Winter (1982), is that firms search locally for new 

techn i ques and therefore that the like I i hood of a new techn i que be i ng 

adopted is inversely proportional to its distance from the existing 

technology. This argument is adopted in this model. It seems reasonable 

to suppose that our representative firm will examine all techniques in 

the vicinity of v more carefully than those around any other point in the 

input space. Techniques around some other point such as 5 will not be 

examined for the firm has little idea of production possibil ities near s. 

Firms acqu ire know I edge in product i on and thus the ex i st i ng techno logy 

anchors and influences the search process. In this sense, the search for 
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new techniques is localised. In another sense too, search is localised 

i n th i s mode I . Wh i I e the search process perhaps uncovers a number' of 

superior techniques, these do not imply a wholesale shift in production 

techno logy, mere 1 y the advancement of techn I ca I know I edge in d i scr"ete 

areas (after Atkinson and Stlgl itz, 1969), particularly in those areas 

around the new technologies chosen. Thus, the path of future technical 

change is seen to be dependent on past technical choices. 

The adopt i on of a new techn I que depends pr I mar i I y on econom I c 

cr iter i a. I n Chapter 5 it was argued that firms ina compet i t i ve mar'ket 

will only adopt a new technique of production if it lowers unit costs at 

prevailing market (expected) prices, that is if 

* * pa + wI < pa + wI 

where p represents the unit cost of the aggregate capital input: 

w represents the unit cost of labour. 

In this example, the firm will have knowledge of production possibilities 

in the vic i n i ty of v. The i socost I I ne cc d i v i des these product I on 

pos sib i 1ft i es into a set of cost- i ncreas I ng techn I ques , those that lie 

above the isocost line, and a set of cost-reducing techniques, those that 

lie below the Isocost line. The only techniques that a competitive firm 

will consider adopting are those that fall into the latter category. No 

rational firm with appropriate knowledge will move to an inferior (cost 

increasing) technology, for this would decrease its profits at existing 

market prices. 

rather that 

This is not to say that firms do not make wrong choices, 

in general, the continuation of the capitalist mode of 

product i on demands that on average most fl rms do make the corr,ect 
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choices. Thus, the techniques that are candidates for adoption are those 

that 1 i e be 1 ow the i socost line cc. It i s important to rea 1 i se that 

changes in re I at i ve factor pr ices will change the slope of the i socost 

line (-w/p) and thus alter the set of viable technical changes associated 

with each point in the input space. 

The factor price ratio affects the choice of technique in a more 

fundamental way however. It is assumed here that firms will adopt any 

new technique that lowers costs at existing prices. That is, firms are 

not disposed to adopting labour-saving technical changes over capital-

saving ones, all are equally 1 ikely to be adopted if they are viat>le. 

Further, the mode lout I i ned here exp 1 i cit 1 y rejects the argument that 

labour-saving technical changes will occur more frequently than capital-

saving ones as capitalists attempt to reduce their dependence especially 

on labour. In Figure 6.4, the isol ine I I traces a 180 degree arc that 

maps the continuum of possible research directions. This symmetric 

probabi I fty distribution is used to find the expected direction of 

techn i ca 1 change for any compet i t f ve firm produc i ng with techno logy v 

and fac i ng re I at i ve factor pr ices denoted by the slope of the i SO(:ost 

line cc. The most 1 ike I y, or expected, direct i on of techn i ca I change 

E(B) can be determined up to a probability distribution in the following 

manner. 

IT 
E(B) = fa BPr(9)dB (6.3) 

IT/2 IT = fa BPr(9)d9 + f1T/2 9Pr(9)d9 (6.4) 

where the integral is evaluated between a and IT radians (0-180 degrees). 
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Assuming that the probability distribution is unimodal and symmetric, 

Pr(9) = Pr(u-9) = Pr(+) , 

and equation 6.4 can be rewritten as 

E(9) 

(6.5) 

Thus, the likely direction of technical change is orthogonal to the 

isocost line, shown by the arrow in Figure 6.4. The expected direction 

of techn i ca I change i n th i s mode lis therefore determ i ned by re 1 at i ve 

factor prices, following the arguments of induced innovation theory. 

The effects of changes in re I at f ve factor pr ices on the I I ke I y 

direction of technical change are shown in figure 6.5. The original 

factor price ratio cc, is drawn such that the relative prices of the two 

inputs are the same. In this case, the I ikely direction of technical 

change is neutral. From v the most likely path of technological progress 

is down a ray towards the origin. The model behaves intuitively 

correct I y. In th is examp Ie, there is no reason why techn i ca I change 

should exhibit a capital-saving or labour-saving bias. 

Now assume that the price of a unit of labour increases relative 

to the price of a unit of capital. Thus, the new isocost line c'c' will 
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be steeper than the 0 I done. Once more, the i socost line d i v i des the 

input space into a set of cost-increasing techniques and a set of 

cost-reducing techniques. However, these respective sets are not equal 

to those defined by the original isocost line. The new cost-reducing set 

includes a greater number of techniques that use relatively less labour 

and more capital than the original cost-reducing set. With more 

relatively labour-saving technologies in the set of viable new 

techn i ques, the like I y direct i on of techn i ca I change is biased towards 

saving labour. This result is also intuitively correct. If the price 

of labour increases re I at i ve to that of cap i ta lone might expect that 
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the direct ion of techn i ca 1 change wi 11 exh ibit a 1 abour-savi ng bias. 

Figure 6.5 shows the 1 abour-sav i ng bias of techn i ca 1 change in th i s 

example. It is also easy to see how the degree of bias in innovation is 

influenced by the factor price ratio. If labour becomes even more 

expensive relative to capital. the slope of the isocost line will become 

steeper still and the orthogonal to the isocost line. mapping the likely 

direct i on of techn i ca 1 change. wi 1 I show a greater 1 abour- sav i ng bias. 

The model performs equally well in the case of increases in the relative 

price of capital. 

Unlike David's (1975) model. the one developed here does not 

arbitrari ly assume that technical change wi 11 be neutral. Only if the 

slope of the i socost 1 i ne is equa 1 to the negat i ve rec i proca 1 of the 

capital-labour ratio. will the direction of technical change be neutral 

in the sense of preserving the capital-labour ratio. 

technological change would therefore only occur by accident. 

Neutral 

The path of technological progress is determined by movements of 

the relative factor price ratio over time. It is possible then that 

continued innovation may lead a firm to occupy a position on one of the 

axes. or even on the origin. It is assumed however that firms must use 

at 1 east some of both inputs in product ion. Thus. a mechani sm is 

required to keep the firm from moving to a position on one of the axes. 

Bi nswanger et a 1. (1978) prov f de a potent i al so I ut ion to th is probl em. 

They recognise that the pace of technical change depends in part on the 

technology presently adopted by a firm. A firm producing with relatively 

1 arge cap i ta 1 and I abour I nputs for examp 1 e wou 1 d probab 1 y be ab 1 e to 

reduce those inputs by a larger amount for a given research expenditure 
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than a firm producing with a more efficient technique. Thus, Binswanger 

et a 1. (1978) show that if research expend i tures rema inconstant it is 

more 1 ike 1 y that input coeff i c i ents wi 11 be reduced by a constant 

proportion rather than by a constant absolute amount. David (1975) uses 

this same argument to establish the neutrality of technical change in his 

model and to prevent firms from reaching a production point on one of the 

axes. This argument is also adopted here. 

There i s an add i tiona 1 reason to suspect that firms will not 

reach one of the axes in the probabi 1 istic model developed in this 

chapter. As firms approach the axes bounding the input space and if they 

are not us i ng a techn i que character i sed by a cap i ta 1- 1 abour rat i 0 of 

unity, then the distribution of viable new techniques tends to be 

skewed away from the nearest axis. While it is unclear what the precise 

direction of technical change will be in this case, it is clear that it 

will be "pushed" away from the closest axis. 

In summary, the model of the likely direction of technical change 

out 1 i ned here seems to offer var i ous advantages over the standard 

neoclassical model and the model of David (1975). Firstly, it 

incorporates some notion of learning by doing and especially local search 

behaviour and thus addresses the concerns of Atkinson and Stiglitz 

(1969). Secondly, it shows expl icitly how the direction of technical 

change is i nf I uenced by re I at i ve factor pr ices and thus overcomes the 

random course of technical change in David's model. 

6.3.3 Accumulatfon and Relative Factor Prices 

I n Chapter 5 it was shown that under certa i n cond i t ions 
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labour-saving technical change can reduce the rate of profit. In the 

I ast sect i on of th i s chapter, the bias of i nnovat i on was exp I a i ned by 

changes in re I at i ve factor pr ices. I n the simp I e two department mode I 

where there are only two inputs to production, can we say anything about 

the movement of relative factor prices? 

The factor price ratio is (~l/~L)' where ~L = ~20. From Chapters 

3 and 5, the values of the capital and consumer goods are determined by 

techniques of production. The value of labour-power however also varies 

with the real wage which in turn is assumed to be a positive function of 

the employment rate. Assuming that there is no technical change, so that 

d~j = 0, for j=1,2, the relative price of capital to labour will increase 

as the real wage falls and it wi 11 decrease as the real wage rises. 

Thus, if the economy is expanding faster than the supply of labour, real 

wages wi 11 be bid up and the price of labour relative to capital wi 11 

rise. 

With techn i ca 1 change the p f cture is comp 1 i cated a great dea 1 . 

To simplify the analysis recourse is made to the assumptions of Chapter 

5. Thu s, the effects of techn i ca 1 change on the re 1 at i ve pr ices of 

capital and labour are examined between equi 1 ibrium positions 

characterised by differences in techniques of production. The effects of 

technical change on the expected prices of capital and consumer goods are 

shown in Chapter 5. From Appendix 2, reductions in capital and labour 

input coefficients in both departments of production cause the real wage 

to rise. The effects of technical changes of various sorts on the 

relative prices of capital and labour can be sunmarised as follows. 

Firstly, reductions in the capital or labour Input coefficients in 
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department 2 decrease the value of consumer goods, they leave the value 

of capital goods unaffected and they cause the real wage to rise. The 

effects of techn i ca I change in department 2 on the re I at i ve pr i ce of 

capital and labour (A 1/A 2D) is thus ambiguous. Secondly, reductions in 

the capital or labour Input coefficients in department cause the value 

of cap i ta 1 and consumer goods to fa 1 1, but the va 1 ue of cap ita I goods 

fa 11 s faster than the va 1 ue of consumer goods, and these techn i ca 1 

changes a 1 so cause the rea I wage to rise. Thus, techn i ca I changes in 

department 1 cause the price of labour relative to capital to increase. 

In summary, it is unclear how the relative prices of capital and 

labour will vary because of technical changes. Labour-saving technical 

change in the simple model of Chapter 5 does not reduce the demand for 

labour and thus real wages will Increase as the economy expands faster 

than the labour force even allowing for the effects of technical change. 

If technical changes occur with greater regularity in department 2 

however, the value of consumer goods will be reduced and it Is unclear 

how the value of labour-power will be affected. Relative factor prices 

will vary depending on the size of the two departments of production, the 

pace of technical change in each department and the rate of growth of the 

economy relative to the rate of growth of the labour force. 

6.4 The 0 I rect f on of T echn f ca 1 Change and Re 1 at f ve Factor Pr f ces 

I n the Canadf an Food and Beverage Industry 

In th is sect i on, regress i on techn i ques are emp 1 oyed to exam i ne 

the relationship between the bias of technical change and relative factor 

prices. Wh 11 e severa I other independent var i ab I es may enter the 
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regression model, the analysis here is not a general examination of the 

determinants of technical change. It is recognised, following Mansfield 

( 1968), Rosenberg (1976) and more recent I y, B i nswanger et a I. ( 1978) , 

that market structure, size and other characteristics of firms and their 

environment influence patterns of research, development and innovation. 

Data for the Canadian food and beverage Industry is used to 

examine the induced Innovation hypothesis. This data Is disaggregated by 

region (see Chapter 7) and spans the period 1961 to 1984. A more 

complete discussion of the data set, its characteristics and limitations, 

are provided in the following chapter and In Appendix 3. Appendix 3 also 

provides a detai led description of how the variables used in this 

analysis were measured. 

The technique of production in this section is measured in three 

ways. All measures are derived from the technical composition of capital 

introduced in Chapter 3. The technical composition of capital is defined 

as the ratio of the physical amount of capital employed in production to 

the physical amount of labour employed. It is measured as 

P = KILt' (G.G) 

where K is the physical quantity of capital inputs to production (fixed 

and circulating): 

L is the physical quantity of labour used in production: 

t' is the length of the turnover period. 

Remov i ng the effects of changes in the speed of product i on, equat i on 

(6.G) can be rewritten as 
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1 K + K 
[ 

u c 
] = 

t' R L L 

R is the rate of capacity utilisation: 

K /L is the full capacity ratio of fixed capital to labour: u 

K /L is the cost of fuel and raw materials processed per hour of c 

labour. 

Three measures of technical change form the dependent variables 

in the following analyses. The first of these measures is the technical 

compos i t i on of cap i ta I adjusted for var i at ions I n the 1 ength of the 

turnover per i od (K/L). Th i s var i ab Ie prov i des a genera lind f cator 

of the technology of an industry and is equivalent to the ratio of 

capital and labour input coefficients, except that the capital measure 

represents the cap i ta I cost of produc i ng a un i t of output. The 

adjustment for variations in the length of the turnover period removes 

the influence of market characteristics, reflected by changes in levels 

of owned inventories per unit output, that otherwise shroud the measure 

of technology. The second measure is the capacity adjusted fixed capital 

to labour ratio (Ku/L). This variable provides a direct indication of 

the process of mechanisation in production. The th i rd measure of 

technical change is the cost of fuel and raw materials processed per hour 

of labour and this provides an indication of the intensity of the labour 

process (Kc/L). 

The dependent var i ab 1 es are regressed in turn on three 

independent var i ab 1 es. The first of these is rea 1 output. As rea 1 

output increases, It is reasonable to suspect that firms are adding to 
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their inputs of both capital and labour. New capital by and large tends 

to be more product i ve than 0 I d cap i ta I and thus any add i t ions to the 

capital stock will likely alter the ratio of capital to labour employed 

and thus the technique of production. Changes in the capital stock would 

serve the same purpose as the level of output in the regression model. 

Severe problems of multi-col I inearity force one of these measures to be 

dropped however. As the level of the capital stock is so closely related 

to two of the indicators of technical change this variable was omitted 

from the subsequent analysis. 

The second independent variable included in the regression model 

was the def I ated va I ue of the annua I surp I us or prof it. It is 

hypothesised that as profit increases so firms may have larger retained 

earnings which they might invest in additional inputs. Greater profits 

are thus seen as an inducement to further investment. The rate of profit 

wa s not incorporated I n the regress i on mode I . It is not c I ear what 

effect the rate of profit would have on investment and therby technical 

change. On the one hand, higher rates of profit may be a positive 

Inducement to expand production as firms invest In the hopes of continued 

high returns. On the other hand, increases in the rate of profit may be 

assoc I ated with increases in the rate of interest and the pr i ce of 

capital. An increase in the price of capital is a dlsincentive to 

investment. Again however, colI inearity among independent varlables 

forced the removal of this term. In addition, problems of circularity 

between the rate of profit and the dependent variables, made 

identlfication of any causality particularly problematic. 

The th i rd independent var i ab lei n the regress i on mode lsi s the 
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ratio of the expected price of capital to the expected price of labour. 

Th is var i ab I e lsi nc I uded to test the centra I hypothes i s of induced 

innovation theory. It is expected that an increase in the relative price 

of either capital or labour wil I encourage firms to adopt new techniques 

of production that save on the relatively more expensive factor. 

A number of a I ternat i ve spec i f i cat ions of the regress i on mode 1 

were tried. including lagging the independent variables by up to three 

periods. Whi Ie the relatively simple model presented here does not 

maximise the explained variation in the dependent variable, nor does it 

maximise the significance of al I the independent variables. it does have 

the advantage of yielding results which are relatively straightforward to 

interpret. 

An immediate problem encountered in the regression analysis was 

serial correlation among the error terms. In the original runs of the 

estimation. the Durbin-Watson statisitic was significantly less than one 

in all regions across all three dependent variables. To remove this 

problem. first differences of al I variables were obtained and the 

coefficients of the regression models re-est i mated. First differencing 

the data a I so sign i f i cant 1 y reduced prob I ems of co II i near i ty among the 

independent var i ab 1 es. The regress i on mode I s were est i mated with no 

intercept term for with first differences inclusion of an intercept may 

bias the estimates of the remaining parameters (Koutsoyiannis. 1977). 

The results of the analysis are presented in Tables 6.1-6.3 and are 

discussed briefly below. 

Table 6.1 shows the results of regressing the technical 
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composition of capital adjusted for variations in the speed of production 

against the three independent variables, real output, real profits and 

the expected factor price ratio. The most encouraging result from this 

model is the general significance of the factor price ratio in accounting 

for the variation in this first measure of technology. In all regions, 

exc ept A I berta, increases in the re I at i ve pr i ce of I abour are 

significantly associated with technical changes that save on the 

i ncreas i ng I y expens i ve input. In Alberta too, the sign on the price 

rat i 0 var i ab I e was cons i stent with the other reg ions and the induced 

i nnovat i on hypothes is, though the est i mated parameter in th i s case was 

not sign i f i cant I y different from zero. I n genera I, increases in the 

level of output are associated with increases in the capital-labour 

ratio. Output exerted a significant positive influence on the dependent 

variable in the food and beverage industry in Quebec, Ontario and Canada. 

I n the Pra i r i es and A I berta, the re I at i onsh i p between output and the 

technical composition of capital adjusted for the length of the turnover 

period was positive, but in the Atlantic region and BC this relationship 

was negative. In these latter four regions, the estimated parameter on 

the independent variable was not significantly different from zero at the 

given probab iIi ty I eve Is. Wh i 1 e the i nf 1 uence of output and re I at i ve 

prices on the direction of technical change was largely as anticipated, 

the same cannot be said for the influence of the level of profits on the 

bias of innovation. Only in BC did the level of profits exert a positive 

impact on the capital-labour ratio. In all other regions, this 

relationship was negative, though only significant in Quebec. In 

general, first differencing the data significantly reduced the 



CANADA 

TABLE 6.1: EXAMINING THE DETERMINANTS OF TECHNICAL CHANGE IN 
THE CANADIAN FOOD AND BEVERAGE INDUSTRY: THE 
TECHNICAL COMPOSITION OF CAPITAL ADJUSTED FOR 
THE LENGTH OF THE TURNOVER PERIOD 

* * R2 Y = 0.0005(Q) - 0.0013(P) - 24.90 1/ AL) = 45. 11-
(2. 1 ) (-0.9) (-2.8) DW = 1.4 

* 
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ATLANTIC Y = - 0.0028{Q) - 0.0112(P) - 22.40. 1 I AL) R2 = 24.41-
(-0.67) (-1.42) (-2.85) DW = 1.6 

** ** * R2 QUEBEC Y = 0.0026(Q) - 0.0117(P) - 16.4(A 1/A L) = 50. 11. 
(2.99) (-3.16) (-2.19) DW = 1.6 

** ** ONTARIO Y = 0.0148(Q) - 0.005(P) - 36.90/AL) R2 = 621. 
(3.06) (-1.99) (-4.72) DW = 1.3 

* PRAIRIES Y = 0.0045(Q) - 0.0097(P) - 21.00/AL) R2 = 241-
( 1. 48) (-0.61) (-2.17) DW = 1.4 

ALBERTA Y = 0.0052(Q) - 0.0019(P) - 14.60/\) R2 = 151-
( 1. 5) (-0.13) (-0.85) DW = 0.8 

* ** R2 Be Y - 0.0052(Q) + 0.0263(P) - 43.50 /A L) = 40.61. 
(-1. 66) (2.32) (-3.26) DW = 1.8 

where Y = K/L, the technical composition of capital adjusted for changes 
in the speed of production: 

Q = real output: 
P = real profits: 
A1/AL = the unit price of capital relative to that of labour: 

DW denotes the Durbin-Watson statistic: 
t-scores are shown in parentheses: 
* denotes significant in a two-tailed test at the 0.05 probability 

level: 
** denotes significant in a two-tailed test at the 0.01 probability 

level: 
n is 24 and there are 20 degrees of freedom. 
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explanatory power of the independent variables in the regression models. 

It did however, reduce the problems of serial correlation in all regions 

except Alberta. 

Table 6.2 presents a regression model of identical form to that 

just discussed, though the dependent variable in this case is the 

capacity adjusted fixed capital to labour ratio. This measure perhaps 

better than others captures the technological choices made by the firm, 

for fixed capi ta 1 embodi es di st i nct technologi es that in large part 

control the flow of all other inputs to the sphere of production. The 

relative factor price ratio in all regions except Alberta, exhibits the 

anticipated negative sign, though only in Ontario is the estimated 

parameter significantly different from zero. In this regression model, 

the influence of output is the most significant determinant of the fixed 

capital-labour ratio. In all regions, output is positively associated 

with the dependent variable and this influence is significant in 6 of 7 

regions. Again, the influence of profits on the dependent variable is 

ambiguous. The given form of the regression model on the whole performs 

better in predicting the fixed capital-labour ratio than the general 

capital-labour ratio, with a coefficient of determination in this case 

exceeding 60~ in most regions. Serial correlation was again a problem in 

Alberta. 

Tab Ie 6.3 presents the resu I ts of the th i rd regress i on mode I , 

examining the influence of the three independent variables on the 

I ntens' ty of the I abour process, measured by the amount of fue I and 

materials processed per hour of labour. The results for this model are 

almost identical to those presented in Table 6.2. with output exerting 



TABlE 6.2: EXAMINING THE DETERMINANTS OF TECHNICAL CHANGE IN 
THE CANADIAN FOOD AND BEVERAGE INDUSTRY: THE 
CAPACITY ADJUSTED FIXED CAPITAL TO LABOUR RATIO 

** CANADA Y = 0.0008(Q) + 0.0801(P) - 5.02(A 1/A L) 
(7.04) (0.14) (-1.14) 

ATlANTIC Y = 0.0014(Q) - 0.0031(P) - 6.79(A 1/A L) 
(0.76) (-0.87) (-1.89) 

** * QUEBEC Y = 0.0037(Q) - 0.006(P) - 4.15(A 1/A L) 
(7.0S) (-2.7) (-0.93) 

** ** ONTARIO Y = 0.0023(Q) - 0.0002(P) - 12.9(A 1/A L) 
(8.51) (-0.14) (-3.01) 

** PRAIRIES Y = O.Olll(Q) + 0.0004(P) - 5.57(A 1/AL) 
(6.82) (0.04) (-1.08) 

** ALBERTA Y = 0.0095(Q) - 0.0055(P) + 5.15(A
1

/A L) 
(5.56) (-0.75) (0.61) 

** ** BC Y = 0.0054(Q) + 0.0213(P) - 9.13(A 1/A L) 
(3.56) (4.4) (-1.43) 

R2 = 80.21-
OW = 1.2 

R2 = 18.81. 
OW = 1.8 

R2 = 76.71. 
OW = 1.3 

R2 = 85.11-
OW = 2.1 

R2 = 78.51-
OW = 2.1 

R2 = 69.51. 
OW = 0.9 

R2 = 62.71-
OW = 2.0 

where Y = Ku/L. the capacity adjusted fixed capital to labour ratio: 

Q = real output: 
P = real profits: 
Al/AL = the unit price of capital relative to that of labour: 

OW denotes the Durbin-Watson statistic: 
t-scores are shown in parentheses: 
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* denotes significant in a two-tailed test at the 0.05 probability 
level: 

** denotes significant in a two-tailed test at the 0.01 probability 
level: 

n is 24 and there are 20 degrees of freedom. 



TABLE 6.3: EXAMINING THE DETERMINANTS OF TECHNICAL CHANGE IN 
THE CANADIAN FOOD AND BEVERAGE INDUSTRY: THE 
AMOUNT OF FUEL AND MATERIALS PROCESSED PER HOUR 
OF LABOUR 

** CANADA Y = 0.0026(Q) - 0.0031(P) - 3.8(A
1
/A L) 

(9.58) (-1.85) (-0.38) 

** ATlANTIC Y = 0.0072(Q) - 0.0268(P) - lI.2(A
I
/A

L
) 

(1.62) (-3.14) (-1.32) 

** ** QUEBEC Y = 0.OII7(Q) - O.027S(P) - 3.4(A
I
/A L) 

(9.22) (-5.08) (-0.31) 

** ** ONTARIO Y = 0.0066(Q) - O.0092(P) I6.1(A
1
/AL) 

(12.75) (-3.4) (-1.93) 

** PRAIRIES Y = 0.0414(Q) - 0.0458(P) - 7.6(A
1
/A L) 

(8.37) (-1.77) (-0.48) 

** * ALBERTA Y = 0.0487(Q) - 0.0718(P) + 3I.3(A 1/AL) 
(6.43) (-2.23) (0.84) 

** BC Y = 0.022I(Q) + 0.0091(P} - 9.2(A
1
/A L) 

(6.21) (0.79) (-0.61) 

R2 = 83.8~ 
OW = 1.1 

R2 = 43.4~ 
OW = 1.8 

R2 = 82.71. 
OW = 1.4 

R2 = 89.2~ 
OW = 2.2 

R2 = 80" /. 

OW = 2.2 

R2 = 69.6~ 
OW = 0.9 

R2 = 10.7~ 
OW = 2.0 
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where Y = Kc/L, the amount of fuel and materials processed per hour of 
labour: 

Q = real output: 
P = real profits: 
A}/AL = the unit price of capital relative to that of labour: 

OW denotes the Durbin-Watson statistic: 
t-scores are shown in parentheses: 
* denotes significant in a two-tailed test at the 0.05 probability 

level: 
** denotes significant in a two-tailed test at the O.O} probability 

level: 
n is 24 and there are 20 degrees of freedom. 
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the strongest and most consistent effect on the dependent variable. The 

amount of profit is significantly inversely related to the intensity of 

the labour process in four regions. Again, the factor price ratio 

exhibits the anticipated sign in all regions except Alberta, though the 

parameter estimates are nowhere significantly different from zero. The 

regression model in general performs best in this case, with the 

explained variance in the dependent variable exceeding approximately 70~ 

in 6 regions and surpassing 80~ in 4 regions. 

6.5 Conclusion 

This chapter outlines a probabilistic model of the direction of 

technical change. Factor-saving bias in innovation is shown to depend on 

movements of relative factor prices. The model is an extension of the 

arguments of induced innovation theory, incorporating notions of learning 

by doing and localised search behaviour. The model thus overcomes some 

of the criticisms of its earlier neoclassical variant. 

The theoret i ca 1 arguments ra i sed are emp i rica 11 y exam i ned us i ng 

data from the Canad i an food and beverage industry di saggregated by 

reg i on • The emp f rica 1 ana 1 ys i s support s the centra 1 cIa i m of induced 

i nnovat i on theory, for changes in the re 1 at i ve pr ices of cap i ta 1 and 

labour inputs are generally associated with technical changes that 

are biased toward reduc i ng the inputs of the more expens i ve factor of 

production. The empirical results also confirm the importance of 

embodiment arguments with the capital-labour ratio and real output 

exhibiting a Significant positive relationship with technical change. 

The direct i on of causa 1 i ty is f n quest i on here perhaps, for one may 
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anticipate increases in the capital-labour ratio accompanying changes in 

the scale of production leading to increased levels of output. The 

results do not in general support the notion that increased profits 

induce firms to increase investment. 

Chapter 5 showed that labour saving technical changes may cause 

the aggregate rate of profit in an economy to fall. The present chapter 

attempted to explain the bias of technical change using the arguments of 

induced Innovation theory. Whf Ie changes in relative factor prices do 

indeed seem related to the bias of technical change, the static analysis 

here goes only a short way in examining the relationship between prices, 

prof its and techn i ca I change. C I ear I y what i s needed now i s a more 

thorough exam i nat i on of the re I at i onsh i p between techn i ca I change and 

commodity prices. While the theoretical demands of this task are beyond 

the scope of this thesis, the following chapter does contribute to this 

line of research by an empirical examination of the effects of technical 

changes on commodity prices and measures of economic performance in the 

Canadian manufacturing sector. 



- - ------------ -- - -

CHAPTER 1 

TECHNICAL CHANGE AND REGIONAL EC~IC PERFORMANCE 

IN CANADIAN MANUFACTURING 

1.1 Introduction 

The rate of profit in Canadian manufacturing fell from 45.9~ in 

1955 to 29.1~ in 1984. As the rate of profit declined, so the rate of 

growth of real manufacturing output decreased from an annual average rate 

of 5. 7~ between 1955 and 1974 to 0.004~ between 1979 and 1984. 

Manufactur i ng emp I oyment growth in Canada a I so dec I i ned. Between 1955 

and 1974 the number of hours worked in manufactur i ng increased at an 

annual average rate of 1.3~. From 1979 to 1984 however, the number of 

hours worked fell by 1.8~ per annum. Those workers fortunate to retain 

their jobs over the latter part of the period have seen the purchasing 

power of their wages slowly eroded: while real wages rose at an annual 

average rate of about 3.6~ between 1955 and 1974, they fell throughout 

the late 1970s and by 1984 they were lower than in 1977. As the 

manufacturing labour force continues to be trimmed, so over much of the 

post-war period the unemployment of fixed capital has increased, with 

capacity utilisation rates falling dramatically through the 1970s (Webber 

and Rigby, 1986). The Canad i an manufactur i ng sector, like that of the 

United States and many West European nations (see Wolff, 1986; Lipietz, 

1986; and Reati, 1986) appears to be in a crisis. 

To what extent do these figures be lie sign i f i cant spat i a I and 
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sectora 1 var 1 at ions 1 I s manufactur i ng dec 1 i ne widespread, or is it 

specific to certain industries and regions? While the theoretical 

a rguments of Chapters 5 and 6 prov i de a log i c for understand i ng the 

dynamics of competition, technical change and economic crises, they do 

not assert that all firms, i ndustr i es and reg ions will share a common 

history of deve 1 opment. A 1 though the Canadi an manufacturi ng sector 

appea rs to be fa 1 ter i ng, it is by no means clear that the econom i c 

performance of all industries or all regions is suffering the same crisis 

of profitability. 

The empirical work in this chapter has three aims. The first is 

to document the post-war performance of the manufactur i ng sector in 

severa I reg ions of Canada. Wh i I e researchers in Canad i an reg i ona 1 

economics can draw upon a rich body of data, there is a surprising lack 

of comparative studies within the Canadian economy, both at the level of 

the industry and the region. The second and related aim of this enquiry 

is to gauge the extent to which the crisis in Canadian manufacturing as a 

whole reflects the performance of different regions and industries. The 

third aim is to evaluate the effects of various types of technical change 

in Canadian manufacturing. The work is guided by the theoretical 

arguments outlined in Chapters 3-6. 

Th is chapter is organ i sed in 5 parts. Section 2 briefly 

describes the data and provides a guide to its analysis. The analysis 

proper is divided into two parts: in Section 3, regional variations in 

the econom i c performance of the manufactur i ng sector as a who I e are 

documented and explained; in Section 4, the performance of the food and 

beverage industry in the same regions is analysed. Section 5 concludes 
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the chapter summarising the main results. 

1.2 Data and Methods 

This section outlines the two data sets employed in this chapter, 

the time-frame of the study and the regional divisions used. A more 

comprehens i ve discuss i on of the data, sources and techn i ques of 

measurement may be found in Appendix 3. 

1.2.1 Data 

Two data sets are employed in the following analysis. The first 

is an aggregate of a 11 twenty manufactur i ng sectors i dent i fi ed by 

Statistics Canada. This data base is used to reveal the fortunes of the 

manufacturing sector as a whole in six regions between 1955 and 1984. 

The time series is limited by the availability of regional capital stock 

information. 

It is often argued that regional manufacturing performance is in 

large part determined by the mix of industries contained in a particular 

region (Fuchs, 1962 and Rees. 1979). This argument is examined using the 

second data base which focuses on the food and beverage industry alone. 

Exam in i ng one such industry prov I des a crude means of adjust i ng for 

industry mix differences between regions. I tis recogn I sed that th I s 

adjustment is not, perfect, for the food and beverage sector itself 

comprises nine sub-sectors (see Appendix 3). The food and beverage 

sector was chosen for th is task I arge I y because of the ava i lab iIi ty of 

data: it is the only manufacturing sector for which capital stock figures 

are read i I y ava i 1 ab 1 e on a reg i ona 1 bas Is. I n add it Ion. the food and 
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beverage industry is well represented in all regions. in 1984 ranking no 

less than fourth out of twenty industries in any region in both the size 

of its capital stock and its labour force. The data series for the food 

and beverage sector starts in 1961 rather than 1955. for a 

reclassification of industries and the definition of certain economic 

var i ab I es f n 1961 makes direct compar i son with data of ear I i er years 

problematic. 

Six reg ions with in Canada are exam i ned: Quebec, Ontar i 0, 

Alberta, Br i t f sh Columbia, the At lant i c region (Newfoundland. Pri nce 

Edward I s I and. New Brunsw i ck and Nova Scot i a) and the Pra i r f e reg i on 

( Han i toba and Saskatchewan). The At I ant i c prov i nces and the Pra i r i e 

provinces were combined to avoid problems of missing data which are 

especially acute at the industry level for individual provinces. 

7.2.2 "ethods 

Representing the maximum rate of accumulation and reflecting both 

the state of the market and the techn i ques of product ion, the rate of 

profit proves a useful indicator of economic performance. In the 

following sections of this chapter, the components of the rate of profit 

are measured for the manufacturing sector as a whole and for the food and 

beverage sector in the six regions. The empirical analysis is guided by 

the theoretical arguments of the preceding three chapters and is based on 

the assumption that only two aggregate commodities. a capital good and a 

consumer good, are produced in the economy. To be consistent with this 

claim, the definition of the rate of profit provided in Chapter 3 is 

modified as 



Mn : v (7. 1 ) 

where H is a measure of the ability of firms to capture profits 

in the market (see Chapter 3): 

n is the price rate of profit: p 

n v is the value rate of profit. 

In turn, the value rate of profit is defined as 

= 
C+V 

S/V e 
= = = (7.2) 

t'(C/V+l) t'(Q+l) 

where S (= (1-~2D)L) is the surplus value or profit: 

C (= ~IK) is the constant capital advanced: 

V (= ~2DLt' ) ts the variable capital advanced: 

Al is the unit value of the aggregate capital good: 

A2 is the unit value of the aggregate consumption good: 

D is the real wage: 

L is the amount of labour employed in production: 

K is the amount of capital employed in production: 

t' (= lIt) is a measure of the length of the turnover 

period and t denotes the number of turnover periods 

each year. Both these measures incorporate the effect 

of delaying the payment of wages (see Chapter 3): 
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e (= S/V) is the rate of exploitation: 

q (= e/V) is the value composition of capital. 

The methods of measur i ng these terms are discussed in Append i x 3. A II 

variables are calculated on an annual basis. 

The re I at i ve effects on the rate of profit of the terms in 

equations 7.1 and 7.2 are evaluated over the period 1955 to 1984 and over 

four sub-per i ods; 1955-1958; 1958-1974; 1974-1982 and 1982-1984. These 

periods were identified as break points by examination of the capacity 

uti 1 isation and profit rate series for the manufacturing sector. The 

sub-per i ods 1955-1958 and 1982-1984 are separated, for they denote 

significant turning points in the time series, marking respectively the 

end and the beg i nn i ng of pronounced bus i ness cyc 1 es. The i nf I uence of 

the components of the rate of profit are measured by estimating the 

following differential equations, after Webber and Tonkin (1987). 

Firstly, from equation 7.1, changes in the price rate of profit 

can be represented by the total differential 

(7.3) 

Thus, changes in the pr i ce rate of prof i t can be decomposed into the 

effects of changes in market competitiveness (dM) and changes in 

production efficiency (dn). For all the differential equations, dX, 
v 

for any variable X, is to be interpreted as the absolute change in the 

value of that variable. Second I y, the va I ue rate of prof it can be 

decomposed and written as 



175 

e d1Tv = ___ .de - ____ • dq -

t'(q+1) t'(q+1)2 

e (7.4) .dt' ----
t,2(q+1) 

From equation 7.4, changes in the value rate of profit can be decomposed 

into three effects: the effect of changes in the rate of exploitation 

(de) : the effect of changes in the va I ue compos it i on of cap i ta I (dq): 

and the effect of changes in the turnover time of cap i ta I (dt'). In 

turn, the changes in the rate of exploitation and the value composition 

of capital can be decomposed themselves. Thus, thirdly, changes in the 

rate of exploitation can be expressed as 

(7.5) 

Equation 7.5 decomposes the change in the rate of exploitation into the 

effects of the change in the unit value of consumer goods (A 2) and the 

effects of changes in the real wage (dO). Fourthly, changes in the value 

composition of capital (VeC) are captured as 

A 
+ _1.dP _ (7.6) 

\ 

Equation 7.6 decomposes changes in the vec into the effects of changes in 

the unit value of capital goods (dA 1), changes in the unit value of 

labour (dA L) and changes in techniques of production (dP), where P is the 

technical composition of capital. 

The technical composition of capital is defined as 



P = K/Lt' 

1 K K 
= u + c 

t' R L Lt' 

where R is the capacity utilisation rate: 

K /L is the full capacity ratio of fixed capital to labour: 
u 
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K /Lt' is the capitalised cost of fuel and raw materials processed 
c 

per hour of labour. 

Fifthly, and finally, the effects of the capacity utilisation rate (dR), 

the turnover time of cap' ta 1 (dt ' ), the rat i 0 of fu 11 capac i ty fixed 

capital to labour (dK /L) and the effect of the amount of fuel and 
u 

materials processed per hour of labour (dK /Lt') on the technical 
c 

composition of capital (TCC) are evaluated. These effects are captured 

by equation 7.7: 

K K 1 
dP = u .dt-

t,2RL 

u .dR + _.d(K/L) + d(Kc/Lt') . 

t'R2L t'R 

(7.7) 

The terms of equations 7.3-7.7 are estimated as discrete annual changes 

which are summed to yield the results presented below. The differentials 

on I y measure first order effects and therefore the interact i on terms 

between the effects var i ab 1 es are not reported. The sum of the 

interaction terms equals the difference between the sum of the effects of 

the independent var i ab 1 es and the absolute change in the dependent 

variable. 
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7.3 Reg f ona I Var f at f ons f n ttanufactur f ng Performance 

The ana 1 ys is is separated into three sect ions. Sect i on 7. 3 . 1 

examines changes in the value rate of profit and its components in six 

regions between 1955 and 1984. In Section 7.3.2, changes in the 

determinants of the price rate of profit in the same regions are 

discussed. Th is sect i on summar i ses the resu I ts and exp 1 a i ns why the 

rate of prof i t has fa 1 I en in Canad i an manufactur i ng as a who 1 e and why 

some reg Ions have performed better than others. Sect i on 7.3.3 br i ef 1 y 

exam i nes the emp i rica 1 support for a number of genera 11 y accepted 

propos i t ions in reg i ona 1 economi c theory. The data is presented in 

figures and tab 1 es • The text will not repeat the data, but it will 

highlight certain results and provide some explanation for them. 

7.3.1 The Rate of Profit 

In this section, the terms in equations 7.1-7.7 are estimated and 

the relative contributions of the determinants of the rate of profit are 

examined. The components of the value rate of profit are analysed first 

(see equation 7.2). 

7.3.1.1 The Rate of Exploitation 

The rate of exp 1 0 i tat ion prov i des a measure of how the va 1 ue 

added in production by labour is distributed between profits and wages. 

It is the product of two forces: the unit value of the aggregate consumer 

basket and the hourly real wage. In the absence of information on the 

consumption patterns of labour in different sectors and regions of the 

economy, it is assumed that the wages of all workers are spent on 



I dent I ca I baskets of goods. 
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The va I ue of each of these baskets is 

assumed to be the same and thus the rate of exploitation varies between 

industries and regions as the real wage differs between them. 

Figure 7.1 shows that the rate of exploitation In the 

manufacturing sector of Canada remained relatively constant between 1955 

and 1984. At the reg I ona I I eve I however the picture was qu I te 

different. In British Columbia (BC) for example, the exploitation rate 

decl ined by almost 22~ over the same period. I n A I berta too, the 

reduction in the rate of exploitation was relatively large (16~). In 

Quebec and the Atlantic region, the rate of exploitation decl ined more 

slowly, while In Ontario and the Prairies It Increased. 

Perhaps the most str i king feature of Figure 7. 1 is the marked 

regional variation In the exploitation rate. In the Atlantic region for 

examp Ie, th is rate is a I most 90~ greater than in BC. Thus, for every 

dollar of value added, labour in BC receives about 45~ more in wages than 

labour I n the At 1 ant I c region. 

appear to be Increasing. 

Regl ona I dl fferences in th I s var iab Ie 

The determinants of the rate of exploitation are shown in Table 

7. 1 . Over a II four sub-per i ods, reduct Ions in the un i t va I ue of the 

aggregate consumer good (see Figure 7.2) tended to depress the value of 

labour-power and raise the rate of exploItation. The strength of this 

tendency was greatest between 1958 and 1974. Hourly real wages Increased 

strongly in all regions until the mld-1970s (see Figure 7.3) offsetting 

the effects of technical change on the value of consumer goods. After 

1977 rea I wages dec I I ned, part I cui arl yin Ontario and the At lant I c 

region, and the rate of exploitation increased In all regions. 



FIGURE 1.1: THE RATE OF EXPLOITATION (ALL INDUSTRIES) 
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TABLE 7.1: DETERMINANTS OF THE RATE OF EXPLOITATION 
(ALL INDUSTRIES) 

EFFECT OF EFFECT OF 
THE VALUE OF THE REAL WAGE 
CONSUMER GOODS 

de 

PERIOD 
REGION 

1955-1958 
CANADA -0.1506 0.0419 -0.2045 
ATLANTIC -0.1886 0.0447 -0.2554 
QUEBEC -0.1508 0.0429 -0.2061 
ONTARIO -0.1521 0.0364 -0.1984 
PRAIRIES -0.1464 0.0418 -0.1970 
ALBERTA -0.1314 0.0357 -0.1868 
BC -0.1743 0.0329 -0.2172 

1958-1974 
CANADA 0.0239 1.1566 -1.1818 
ATLANTIC -0.1921 1.3795 -1.6618 
QUEBEC 0.0534 1.2683 -1.2716 
ONTARIO 0.0662 1.0607 -1.0450 
PRAIRIES 0.0867 1 .2124 -1.1842 
ALBERTA -0.0991 1.0986 -1.2594 
BC -0.2018 0.9284 -1.1850 

1974-1982 
CANADA -0.1041 0.0930 -0.2167 
ATLANTIC -0.1293 0.1413 -0.3019 
QUEBEC -0.2237 0.1437 -0.3900 
ONTARIO 0.0445 0.1222 -0.0954 
PRAIRIES -0.0544 0.1342 -0.2143 
ALBERTA -0.2239 o. 1221 -0.3653 
BC -0.0930 0.0966 -0.2079 

1982-1984 
CANADA O. 1762 0.2041 -0.0357 
ATLANTIC 0.2623 0.2278 0.0239 
QUEBEC 0.1888 0.2170 -0.0361 
ONTARIO 0.1428 0.2019 -0.0657 
PRAIRIES O. 1830 0.2184 -0.0431 
ALBERTA 0.1699 0.1786 -0.0185 
BC 0.1674 0.1509 0.0076 
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FIGURE 7.2: THE UNIT VALUE OF THE AGGREGATE CONSUMER GOOD 

1.6 

1.4 

1.2 

1.0 

0.8 CANADA 

0.6 -+"'\TI""'T-nrrrr-T""T"ITI""'T-nrrT"'lT""T",..,..,....,n 

1955 1960 1965 1970 1975 1980 

FIGURE 7.3: THE HOURLY REAL WAGE (ALL INDUSTRIES) 
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The attack on real wages after the mid-1970s was likely prompted 

by a marked reduct I on in the rate of prof it. The pace of techn i ca I 

change slowed considerably after 1974 and thus real wage gains translated 

increasingly into lower profits. The long post-war boom, fuelled in part 

by r lsi ng rea I wages but a steady rate of exp I 0 i tat i on appeared to be 

over. 

7.3.1.2 The Value Composition of Capital 

The value composition of capital (Vee) is the ratio of the 

constant capital advanced in production to the variable capital advanced. 

The vee measures the effects of technical changes on the rate of profit; 

Indirectly through changes in the unit values of the aggregate capital 

good and the unit value of labour-power; and directly through changes in 

the technical composition of capital (see equation 7.6). It is expressed 

as an index with a base value for Canada of 100 in 1971. 

In contrast to the rate of exploitation, the vee exhibits a 

marked increase ina 1 1 reg ions except the Pra I r i es ( see Figure 7. 4) . 

Nevertheless, the history of the VCC is quite dissimilar across Canada. 

In the Prairies for example, this variable increased most rapidly around 

1960, in the Atlantic region it increased quickest in the 1970s, while in 

A I berta it rose fastest after 1981. A I berta recorded the largest 

abso I ute increase in the vee between 1955 and 1984, a rise of a I most 

270~. The At I ant i c reg i on boasted the second largest abso I ute ga in, 

though in re I at i ve terms it outperformed A I berta. The Pra i r i e reg i on 

Jagged beh i nd a II others in adopt i ng techno log i ca I f mprovements, 

registering an increase in the vee of only 26.8~. Not only did the pace 



FIGURE 7.4: THE VALUE COMPOSITION OF CAPITAL 
(ALL INDUSTRIES) 

2.0 

1.5 

1955 1960 1965 1970 1975 1980 

3.0 

,/ 

I 

ONTARIO 

CANADA 

BC 

I AT1..ANTIC 

2.0 

1.5 

,/ 

1.0 

---- -----' ---
~ 

" " ~~ 

0.5 -+""T"'"T"""T'""'1rr"T""'T'"-r"""T"'T""'1r-r-T""T'"-r-T"'T""'1r-r-rrT"'T...,,-r-rn 

5.0 

4.5 

4.0 

.3.5 

3.0 

2.5 

2.0 

1.5 

1.0 

1955 1960 1965 1970 1975 1980 

I 

-" ~ ... .,.~ 
,----~, ~ 

,~-_/ "-"-'~/ 

.-
; 

I 
_~ I 

I 'f 
I 

~------..,..-~::::-::--~~--:::::-::- - --" 

f 
f 

f 
I 
I 
I , 

I 
I , 

I 
I 

0.5 -t-"T'"T"""T'""'1r-r-T""T'""T""'T"'T""'1r-r-T""T'"T"'T"'T""'1r-r-rrT""T'...,,-r-r-r"'1 
I "I"" I ' , , , I I ' 

1955 1960 1965 1970 1980 

CANADA 

QUEBEC 

ALBERTA 

CANADA 

PRAIRIES 

183 



184 

of changes in the vee vary between regions, it also varied over time. On 

average in Canada, the vee remained relatively constant between 1958 and 

1974. After 1974, the pace of the increase in the vee was more rapid, 

averaging about .6 units per year until 1982 and then accelerating 

dramat i ca 11 y to over 2.3 un i ts per annum. Figure 7.4 shows that th is 

history was not the same in all regions. 

Reg; ona I var i at ions in the vec, like the rate of exp 1 oi tat i on 

appear to be increasing. This might be due to greater regional 

specialisation, the marked rise in this variable in Alberta for instance 

strongly influenced by the recent development of the petroleum and coal 

industries. The dramatic, and perhaps unexpected, increase of the vee in 

the Atlantic region, is probably the result of regional policies (Savoie, 

1986 and Anderson and Rigby, forthcoming). 

Table 7.2 shows that the increases in the vee were dominated by 

the direct effects of technical change, measured as changes in the 

technical composition of capital (Tee). In all regions, over all sub

periods, the TCe exerted a positive influence on the vee, and over most 

of the per i ods the effects of the Tee on the vee were severa 1 times 

greater in magnitude than those of the other effects variables. In most 

regions the effects of the TeC on the vee remained steady throughout the 

1960s and 1970s, increasing after 1982. 

Technical changes that raise the TCC and contribute to the change 

in the vec also cause the unit value of capital goods to fall (see Figure 

7.5). The unit value of the aggregate capital good is almost identical 

in all regions and thus only the Canadian average is shown. This second 

influence of technical change exerts a downward pressure on the vec that 
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TABLE 1.2: DETERMINANTS OF THE VALUE COMPOSITION OF CAPITAL 
(ALL INDUSTRIES) 

EFFECT OF EFFECT OF EFFECT OF 
THE VALUE THE TECHNICAL THE VALUE 
OF CAPITAL COMPOSITION OF LABOUR 
GOODS OF CAPITAL POWER 

dq 

PERIOD 
REGION 

1955-1958 
CANADA 2.1286 0.0011 3.0714 -0.9150 
ATLANTIC 0.8503 -0.0735 1.7898 -0.8902 
QUEBEC 1.9293 0.0230 2.6158 -0.6945 
ONTARIO 1. 7933 0.0486 2.7637 -0.9835 
PRAIRIES 1.2620 -0.0733 3.0242 -0.9751 
ALBERTA 4.2510 -0.3573 6. 1122 -1. 5319 
BC 4.4950 -0.2451 6.5710 -1.6676 

1958-1974 
CANADA 4.1803 -7.5302 12.0150 O. 1368 
ATLANTIC 29.4628 -8.5438 41.9000 -2.3923 
QUEBEC 3.3854 -5.9352 9.4331 -0.5702 
ONTARIO 2.9771 -7.2433 10.2330 0.4207 
PRAIRIES 1 .2620 -8.2977 9.4228 0.6014 
ALBERTA 7.0120 -12.2730 21.2280 -1.0837 
BC 1 .5010 -10.5660 15.5950 -2.8722 

1974-l982 
CANADA 5.9204 0.3674 6.5112 -0.9197 
ATLANTIC 6.4287 0.2765 8.7203 -2.2030 
QUEBEC 3.7570 -1.5876 8.8084 -0.6466 
ONTARIO 5.9208 0.1530 5.3235 0.4799 
PRAIRIES 1.3638 -0.3116 2.1856 -0.5591 
ALBERTA 26.9140 0.4744 31.3050 -4.5153 
BC 3. 1621 0.0690 4.5196 -1.4987 

1982-1984 
CANADA 4.5913 -2.3917 5.2933 1.9343 
ATLANTIC 1.7983 -4.0356 1.6381 4.4381 
QUEBEC 3.8406 -1.8653 4.3462 1.5008 
ONTARIO 2.9824 -2.3621 4.1012 1.4815 
PRAIRIES 3.8812 -1.9929 4.5118 1.5344 
ALBERTA 37.9580 -4.9799 38.0790 6.0262 
BC 6.4308 -2.4624 6.4596 2.7451 
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FIGURE 7.5: THE UNIT VALUE OF THE AGGREGATE CAPITAL GOOD 
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was strongest through the 19605 and after 1982. This would appear to be 

due to the varying strength of the different determinants of the TCC in 

these periods (see the following section). The regional strength of this 

counter-tendency to increases in the VCC vary a great dea I . In the 

Pra i r i e reg i on for examp Ie, reduct ions in the va I ue of cap ita I goods 

suppress almost 501. of the impact of the TCC on the VCC, while in Alberta 

they suppress the effects of only 181. of the TCC. Again this may be 

because the strength of different types of technical change vary between 

regions, and because only certain kinds of changes that increase the TCC 

reduce the unit values of commodities. 

The f ina I component of changes in the VCC is the effect of 
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changes in the unit value of labour-power (Figure 7.6 and Table 7.2). 

Between 1955 and 1984, reductions in the unit value of labour power had a 

negligible effect on the VCC, though after 1977 they contributed to the 

general increase in the VCC. This was chiefly the result of reductions 

in the real wage during this latter period. 

1.3.1.2.1 The Technical Composition of Capital 

The TCC is def i ned as the rat i 0 of the phys i ca I amount of 

con stant cap ita I to the phys i ca I amount of labour emp I oyed in 

product ion. From equat ion 7. 7, the TCC has four components: the 

turnover times of capital; the capacity utilisation rate; the full 

capac i ty fixed cap i ta I to I abour rat i 0 and the amount of mater i a Is 

processed per hour of labour. The TCC is expressed as an index with a 

base value of 100 in 1971 for Canadian manufacturing as a whole. 

The TCC increased in all regions of Canada between 1955 and 1984 

(see Figure 7.7). In Alberta the rise in the TCC was most rapid, 

i ncreas i ng from an index va I ue of 56.2 in 1955 to 368.6 in 1984, an 

increase of some 5551.. On average in Canad i an manufactur i ng, the TCC 

increased by about 237"/. over the same per i od. I n both the At I ant i c 

region and BC, the rise in this variable was above the Canadian average. 

In all other regions the TCC increased significantly slower than the 

average rate. 

I n genera lover the th i rty years, a I I four effects var i ab I es 

exerted a positive influence on the TCC. although Table 7.3 reveals that 

during certain sub-periods changes in the turnover time of capital and 

the capac i ty ut iIi sat i on rate dampened the rise in the TCe. Of the 
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FIGURE 7.6: THE VALUE OF LABOUR-POWER (ALL INDUSTRIES) 
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FIGURE 7.7: THE TECHNICAL COMPOSITION OF CAPITAL 
(ALL INDUSTRIES) 
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TABlE 7.3: DETERMINANTS OF THE TECHNICAL COMPOSITION OF CAPITAL 
(ALL INDUSTRIES) 

EFFECT OF EFFECT OF EFFECT OF EFFECT OF 
TURNOVER CAPACITY TECHNICAL LABOUR 
TIMES UTILISATION CHANGE INTENSITY 

dP 

PERIOD 
REGION 

1955-1958 
CANADA 6.8870 -1.2576 5.4011 1.4545 0.5547 
ATLANTIC 3.2110 -1. 760 1 2.6263 1. 4126 0.6384 
QUEBEC 5.2835 -0.5624 3.8539 0.8918 0.6553 
ONTARIO 6.6060 -1.8802 5.3310 1.8280 0.7896 
PRAIRIES 6.5026 -0.5942 4.8915 0.9584 0.7587 
ALBERTA 13.7010 3.7268 4.3175 3.5139 1.4484 
BC 16.7200 -2.6900 14.9380 1.4071 0.6761 

1958-1974 
CANADA 33.2100 6.9224 -4.0521 22.3540 5.7299 
ATLANTIC 100.8630 31.8410 -0.1913 52.6440 8.7058 
QUEBEC 23.5974 3.1671 -1.1798 15.3880 5.3104 
ONTARIO 29.3640 6.2600 -5.6150 20.5120 5.8643 
PRAIRIES 22.4341 -1.5196 -2.0658 17.8750 5.0549 
ALBERTA 63.3220 26.0620 -27.8160 48.9160 11.0380 
BC 49.1870 13.2610 -26.7870 48.4190 6.6373 

1974-1982 
CANADA 22.5880 -8.0775 16.3760 8.2508 4.1458 
ATLANTIC 25.9980 -0.1506 18.5790 -1.0383 1 • 7008 
QUEBEC 23.5974 3. 1671 -1.1798 15.3880 5.3104 
ONTARIO 18.9290 -11. 9440 17.2580 7.2220 3.0412 
PRAIRIES 7.2108 -2.5491 4.5559 1.8266 0.9366 
ALBERTA 116.3530 -6.2392 59.8090 35.3420 7.8549 
BC 20.7530 -22.9800 -11 .7620 12.4280 1.4657 

1982-1984 
CANADA 18.4810 17 .8400 -8.9696 5.5489 0.1354 
ATLANTIC 4.7200 5.3947 -14.6200 10.7900 1.2326 
QUEBEC 14.1282 12. 1180 -2.0448 1.8191 0.3618 
ONTARIO 14.1330 18.7780 -15.0370 6.1001 1. 2051 
PRAIRIES 14.7352 11.3270 2.5722 -1.0916 -0.0067 
ALBERTA 147.7040 46.9770 27.0450 42.0330 6.3085 
BC 29.5880 21.9800 -11.7620 12.4280 1.4657 
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var i ab 1 es affect i ng the TCC, by far the most sign i f i cant has been the 

increase in the fu 11 capac ity rat i 0 of fixed capita 1 to 1 abour. Th i s 

represents perhaps better than the other effects, the impact of "pure" 

techn i ca 1 changes in manufactur i ng, be f ng the embod i ment of new 

techniques of production in additions to the capital stock. Increases in 

the capacity adjusted capital-labour ratio account for almost 50~ of the 

rise in the TCC in most regions between 1955 and 1984. Table 7.3 shows 

how the influence of this variable has changed in the regions between the 

sub-periods. 

Increases in the amount of energy and mater i a I s processed per 

hour of labour were responsible for about 13~ of the increase in the TCC 

on average in Canada from 1955 to 1984. Regional and temporal variations 

in this measure of the intensity of the labour process were not as great 

as the variations in the capital-labour ratio over the same period. 

Changes in the length of the turnover period have exerted a less 

straightforward effect on the TCC than either of the two variables just 

discussed. In general, the turnover time of capital is closely related 

to t he bus i ness cyc 1 e, decreas f ng in upsw i ngs and 1 engthen i ng dur i ng 

downswings. For the entire manufacturing sector, changes in turnover 

times exerted about 1.5 times the effect of changes in the intensity of 

the labour process on the TCC. After 1982 though, in all regions except 

the At 1 ant i c , reduct ions in the 1 ength of the turnover per i od had a 

greater impact on the TCC than technical change proper. 

Changes in the capac i ty ut iIi sat i on rate have a 1 so exerted a 

significant though uneven influence on the TCC. In all regions, capacity 

utll fsation rates fell during the downswing of the late-1950s (see Figure 



7.8) • 
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At this time changes in capacity utilisation dominated the 

movement of the TCC but this was largely because the pace of technical 

change was slow. Between 1974 and 1982, reductions in capacity 

ut iIi sat i on once more dom i nated the movement of the TCC ina 1 1 reg ions 

except Quebec and BC. These data show that investment in new technology 

is not necessarily the dominant influence on the TCC. In fact in Ontario 

throughout the second ha 1 f of the 1970s, reduct ions in capac i ty 

utilisation were responsible for over 90~ of the increase in the TCC. In 

the Atlantic region, Alberta and the Prairies, reductions in the use of 

existing fixed capital were also the primary cause of the rising TCC 

in the 1970s. 

1.3.1.3 The Turnover Time of Capital 

The turnover time of capital provides an indication of the 

average 1 ength of time between advanc i ng cap i ta 1 to finance product ion 

and recouping that investment. As such the turnover time is a measure of 

the speed of product i on and therefore a usefu 1 i nd i cator of econom i c 

performance; the shorter the turnover time the more capital that can be 

put in process for a given outlay. The inverse of the turnover time 

yields an estimate of the number of turnovers in a given period, in this 

case one year. 

Figure 7.9 shows the history of the number of turnovers in 

manufacturing in the six regions of Canada between 1955 and 1984. The 

number of turnovers each year has increased ina 11 reg ions over the 

th i rty years. The increase in the speed of product i on has been most 

rapid in Alberta and in the Atlantic region, those areas that experienced 



fIGURE 7.8: THE CAPACITY UTILISATION RATE 
(ALL INDUSTRIES) 
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FIGURE 7.9: THE ANNUAL NUMBER OF TURNOVERS 
(ALL INDUSTRIES) 
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the greatest increase in the VCC, though ita I so increased re I at i ve I y 

rapidly in British Columbia which experienced a sluggish increase in the 

VCC. On average, in Canadian manufacturing, the number of turnovers each 

year increased by approximately 32~ between 1955 and 1984. 

7.3.1.4 The Value Rate of Profit 

The value rate of profit measures the return on capital advanced 

when all commodities exchange in the market at their respective values or 

expected pr ices (see Chapter 3). The va I ue rate of prof i t measures 

efficiency in production for the vagaries of the market are not captured 

by this variable. The components of the value rate of profit are given 

by equat ion 7.2. The history and determ i nants of these var i ab I es was 

outlined above. This section summarises their effects. 

Figure 7.10 shows that the value rate of profit In Canadian 

manufactur i ng decreased ina I I reg ions between 1955 and 1984. I n the 

Atlantic region the reduction in profitability was more severe than 

elsewhere, falling by almost 58~. In Alberta, BC and to a lesser extent 

Quebec, the decline in profitability was also greater than average. In 

Ontar i 0 and the Pra I r i es, the rate of prof i t dec I i ned but at a s lower 

pace than the Canad i an average. Figure 7. lOa I so revea I s marked 

differences in the level of profitability between regions. On average 

between 1955 and 1984, the value rate of profit was more than twice as 

high in Quebec as Alberta. This is largely because the VCC in Quebec is 

significantly lower than in Alberta. In the Atlantic region, the 

relatively high value rate of profit in the 1950s results from a low VCC 

and high rates of exploitation. 



FIGURE 7.10: THE VALUE RATE OF PROFIT 
(ALL INDUSTRIES) 
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Table 7.4 examines how the variables discussed in the four 

sections above have influenced the value rate of profit in Canada. 

Increases in the VCC in all regions have dominated the movements of the 

profit rate. Had the rate of exploitation and turnover times not changed 

for examp Ie, increases in the VCC wou I d have caused the va 1 ue rate of 

profit in Canada to decrease by nearly 23 percentage points, or from 

almost 46~ in 1955 to 23~ in 1984. Reductions in turnover times opposed 

the fa II in the rate of prof i tin a 11 reg ions, though the effects of 

speeding up the production process were always overwhelmed by the rising 

VCC. Only in Ontario and the Prairies did the rate of exploitation 

increase between 1955 and 1984, tending to raise the rate of profit. In 

all other regions, the rate of exploitation decreased, exacerbating the 

reduction in profitability. 

These results question Marxist claims that increases in the rate 

of exploitation are a significant counter-tendency to reductions in the 

rate of profit. The findings here accord with those of Webber and Tonkin 

(1987). They also provide empirical support for the arguments in Chapter 

5, that techn i ca 1 changes that increase the TCC do not automat i ca 11 y 

cause the rate of exploitation to rise. 

1.3.1.5 Price-Va1ue Deviations 

In Chapter 3 it was argued that firms compete for profits in the 

market as we 1 I as in product i on • The forms of compet i t ion i n the two 

spheres are not the same. In the market, firms may gain (lose) profits 

as they acquire inputs at prices below (above) the market rate, that is 

below (above) their expected price or value. In addition, selling output 
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TABLE 1.4: DETERMINANTS OF THE VALUE RATE OF PROFIT 
(ALL INDUSTRIES) 

EFFECT OF EFFECT OF EFFECT OF 
THE RATE OF THE VALUE TURNOVER 
EXPLO ITA TI ON COMPOSITION TIMES 

OF CAPITAL 
d1T v 

PERIOD 
REGION 

1955-1958 
CANADA -0.1020 -0.0400 -0.0494 -0.0181 
ATLANTIC -0.1083 -0.0463 -0.0317 -0.0375 
QUEBEC -0.1211 -0.0451 -0.0735 -0.0103 
ONTARIO -0.0978 -0.0407 -0.0372 -0.0250 
PRAIRIES -0.0849 -0.0375 -0.0399 -0.0121 
ALBERTA -0.0332 -0.0182 -0.0300 0.0134 
BC -0.0961 -0.0381 -0.0500 -0.0181 

1958-1974 
CANADA -0.0014 0.0058 -0.0702 0.0520 
ATLANTIC -0.2072 -0.0234 -0.3869 0.1697 
QUEBEC -0.0244 0.0130 -0.0910 0.0389 
ONTARIO 0.0252 0.0159 -0.0474 0.0432 
PRAIRIES -0.0104 0.0199 -0.0285 -0.0172 
ALBERTA 0.0265 -0.0180 -0.0487 0.0785 
BC -0.0011 -0.0383 -0.0129 0.0351 

1974-1982 
CANADA -0.1150 -0.0207 -0.0684 -0.0391 
ATLANTIC -0.0444 -0.0158 -0.0314 -0.0080 
QUEBEC -0.1434 -0.0492 -0.0663 -0.0406 
ONTARIO -0.1049 0.0088 -0.0732 -0.0556 
PRAIRIES -0.0447 -0.0121 -0.0230 -0.0199 
ALBERTA -0.1084 -0.0320 -0.1096 0.0137 
BC -0.0610 -0.0147 -0.0239 -0.0405 

1982-1984 
CANADA 0.0505 0.0280 -0.0382 0.0533 
ATLANTIC 0.0313 0.0288 -0.0070 0.0081 
QUEBEC 0.0589 0.0346 -0.0526 0.0677 
ONTARIO 0.0676 0.0231 -0.0265 0.0617 
PRAIRIES 0.0540 0.0357 -0.0550 0.0647 
ALBERTA -0.0139 0.0151 -0.0633 0.0241 
BC 0.0295 0.0280 -0.0306 0.027 4 
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for pr ices above (be low) the market rate wi 11 a1 so boost (reduce) 

profits. Capturing extra profit in the market is one means by which a 

firm may push its real or price rate of profit above its value rate. 

Figure 7.11 shows that the ability of firms to capture profit in 

the market var i es wide 1 y between reg ions. Between 1955 and 1984, a 1 I 

regions except the Prairies were consistently either net winners or net 

losers in the market. The Prairie region suffered the worst decline in 

market performance over the th i rty years. The Atlantic region and 

Ontar i 0 a I so suffered a deter i orat i on in market performance, wh i 1 e a 1 I 

other reg ions improved the i r market stand i ng. The sharp peak i n the 

price-value profit rate deviation in the Atlantic region and the strong 

performance of BC through the 1970s are both attri butab I e to marked 

increases in labour productivity. 

In general these results accord with the theory of value transfer 

in Marxist economics (see Foot and Webber, 1983). That is, value will be 

captured by firms with higher than average value compositions of capital 

and those with lower than average rates of exploitation. The data and 

theoret i ca 1 arguments of th is thes I sal so suggest that the theory of 

unequal exchange should be modified to take account of variations in the 

turnover time of capital. 

1.3.2 The Price Rate of ProFit: A SlIIIDBry of Regional HanuFacturfng 

PerFormance I n Canada 

The price rate of profit is the rate of return on capital 

advanced that is actually realised by firms, prior to taxation and before 

payments to rent and interest. It is the product of the value rate of 



FIGURE 7.11: THE PRICE-VALUE DEVIATION 
(ALL INDUSTRIES) 
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profit and the price-value deviation and as such captures the effects of 

all the variables discussed above. 

Figure 7.12 shows that the price rate of profit declined in all 

regions between 1955 and 1984. Regional variations in profitability are 

sign I f i cant. In abso I ute terms, Quebec has performed best over the 

thirty years, posting an average rate of profit of 39.2~. Ontario ranks 

second, with an average rate of profit between 1955 and 1984 of almost 

37~. The Atlantic region fared worst over this period, averaging a 

profit rate of only 19.9~, while the Canadian average was 34.3~. British 

Columbia, Alberta and the Prairies, all performed worse than the Canadian 

average. In terms of changing performance levels, the Atlantic provinces 

aga i n fared worst over the th i rty years, exper i enc i ng a dec line in the 

annual price rate of profit of nearly 61~. The reduction in levels of 

profitability was also severe in Alberta (-50.2~), in the Prairies (-48~) 

and in British Columbia (-41.8~). Both Ontario and Quebec performed 

better than average in this category, suffering a decline in 

manufacturing profitabi I ity of only 28.3~ and 34. 7~ respectively. The 

average reduct i on in the manuf actur i ng rate of prof i t between 1955 and 

1984 was 36.6~. 

Table 7.5 shows the relative effects on the price rate of profit 

of product i on and market based performance in each reg i on between 1955 

and 1984. In the Prairies, poor market performance was the main cause of 

the reduction in profits. For other regions, market performance was more 

var i ab Ie. I n genera I most reg ions perform worst in the market dur i ng 

periods of recession. In the late-1950s and late-1970s for example, most 

reg ions lost prof; tin the market. Th ismay i nd i cate that compet i t ion 



FIGURE 1.12: THE PRICE RATE OF PROFIT 
(ALL INDUSTRIES) 
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TABLE 1.5: DETERMINANTS OF THE PRICE RATE OF PROFIT 
(ALL INDUSTRIES) 

EFFECT OF EFFECT OF 
PRICE-VALUE VALUE RATE 
DEVIATION OF PROFIT 

dn p 

PERIOD 
REGION 

1955-1958 
CANADA -0.1020 0.0000 -0.1020 
ATLANTIC -0.0560 0.0006 -0.0580 
QUEBEC -0. 1172 -0.0150 -0.1052 
ONTARIO -0.0916 0.0245 -0.0914 
PRAIRIES -0.1216 -0.0409 -0.0840 
ALBERTA -0.0646 -0.0304 -0.0407 
BC -0.1276 -0.0343 -0.1027 

1958-1974 
CANADA -0.0014 0.0000 -0.0014 
ATLANTIC -0.0421 0.0714 -0.1122 
QUEBEC -0.0238 0.0031 -0.0178 
ONTARIO 0.0031 -0.0250 0.0308 
PRAIRIES -0.0609 -0.0452 -0.0123 
ALBERTA 0.0646 0.0327 0.0347 
BC 0.0751 0.0734 -0.0066 

1974-1982 
CANADA -0.1150 0.0000 -0.1150 
ATLANTIC -0.1167 -0.0881 -0.0361 
QUEBEC -0.0820 -0.0484 -0.1276 
ONTARIO -0.1254 -0.0122 -0.1131 
PRAIRIES -0.0534 -0.0137 -0.0413 
ALBERTA -0.1273 0.0076 -0.1345 
BC -0.1389 -0.0792 -0.0679 

1982-1984 
CANADA 0.0505 0.0000 0.0505 
ATLANTIC 0.0205 0.0054 0.0152 
QUEBEC 0.0384 -0.0164 0.0570 
ONTARIO 0.0794 0.0060 0.0725 
PRAIRIES -0.0086 -0.0509 0.0447 
ALBERTA -0.0151 0.0029 -0.0170 
BC 0.0503 0.0175 0.0309 

203 



204 

intensifies during periods of crisis. 

In all regions except the Prairies, reductions in the value rate 

of profit were the principal cause of the decline in the price rate of 

profit. The value rate of profit fell consistently in most regions 

between 1955 and 1982 and this was almost entirely the result of 

Increases in the VCC. 

The post-war history of manufacturing in Canada provides strong 

support for Marx's classic thesis of the falling rate of profit. Between 

1955 and 1977 rising real wages mollified the demands of an increasingly 

strong labour force and also provided a ready market for consumer goods. 

R i sing rea I wages did not themse I ves squeeze prof i ts for cap ita lists 

i nt roduced techn i ca I changes that reduced the un i t va I ue of consumer 

goods. Thus, the rate of exploitation remained relatively constant. 

The technical changes introduced by capital were predominantly of 

a labour-saving kind and these exerted a negative influence on the rate 

of profit. In the mid-1970s, in response to declining profits, the pace 

of technical change slowed and capacity utilisation rates were reduced. 

The decrease in rates of capacity utilisation largely took the place of 

I abour-sav i ng techn i ca I changes, caus i ng the TCC to rise and thus 

reduc I ng the rate of prof it. Un like techn i ca I change proper however, 

reduct ions I n capac i ty ut iIi sat i on rates do not decrease the va I ues of 

commodities and so rates of exploitation fell around 1974 as real wages 

cont i nued to rise. The r is i ng rea I cost of I abour prompted qu i ck 

reaction by capital. From 1977 real wages gains were frozen. The rate 

of profit continued to fall in all regions until 1982 as rates of 

exploitation declined further and as the VCC and turnover times continued 
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to rise. 

The history of different regional manufacturers indicates that 

there was 1 ittle possibi 1 ity of escaping the crisis. In the Prairies, 

the pace of technical change was relatively slow and thus the value rate 

of profit did not decline as quickly as in other regions. However, the 

failure to innovate as rapidly as firms in other regions undermined the 

ability of Prairie manufacturers to compete in the market. The post-war 

history of manufacturing in Alberta was quite different. Rapid technical 

change, especially toward the end of the period, caused the value rate of 

profit to fall faster than in any other region. However, it appears that 

super I or techno logy a 11 owed Albertan fi rms to boost profits in the 

market. This was not sufficient to prevent the price rate of profit from 

fa 1 ling though. Ontar i 0 and Quebec performed better than a 11 other 

regions between 1955 and 1984. In both these regions the pace of 

technical change was below average and thus the value rate of profit fell 

more slowly than average. These regions did not perform very badly in 

the market however. While manufacturers in Ontario gained profits in the 

market, in Quebec, manufacturers lost profits but not at the same rate as 

the Prairies or the Atlantic region. The Atlantic provinces fared badly 

in both the market and in production. Rapid increases In the vee through 

the 1960s severely reduced the value rate of profit. These techological 

advances did 1 ittle however to Improve the competitiveness of the 

Atlantic region which consistently performed very poorly in the market. 

7.3.3 Reg i ona 1 Growth and Prof' f tab f 1 f ty: Convergence or 0 f vergence 

Rece i ved theory in reg i ona I econom i c ana 1 ys i s asserts that 
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regional profit and growth rates tend towards an equi I ibrium 

characterised by the equality of both rates across space (Borts and 

Stein, 1964; Romans, 1965 and Siebert, 1969). While neoclassical theory 

provides an explicit mechanism for the spatial allocation of capital and 

labour in perfect markets, Marxist theory too, in the form of unequal 

exchange asserts that capital wi II flow between sectors of production 

tending to equalise the rate of profit. The lack of capital and profit 

data, especially at the regional level, means that empirical tests of 

these claims are rare. It rema i ns an open quest i on therefore, what 

patterns of development we are seeking to explain. For example, do 

reg i ona I profit and growth rates converge or not? Th i s quest ion is 

addressed in this section where the patterns of regional growth and 

profit rate variations in Canadian manufacturing are examined between 

1955 and 1984. 

Table 7.6 presents the results of a study of regional profit rate 

dev i at ions in Canad ian manufactur i ng. The data for th is ana I ys i s are 

time series of regional profit rate deviations from the Canadian average. 

Inspection of the autocorrelation functions for the individual time 

series revealed that the deviation series exhibited a significant lag of 

the first order. Furthermore, on in i t i a I inspect i on, the time ser i es 

appeared to be stationary. To examine the time series of regional profit 

rate deviations in more detail a first order auto regressive model was 

estimated. 

Table 7.6 shows the estimated coefficients of the first order 

autoregressive model for each region. In all regions the autoregressive 

equation was significant and positive at the 951. level. In addition, the 
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TABLE 7.6: AUTOREGRESSIVE MODEL OF REGIONAL PROFIT RATE DEVIATIONS 
FROM THE CANADIAN AVERAGE 

Y(t) = a + bY(t-1) + e(t) 

* REGION EST a t-score EST b 95~ CI CONV a/(I-b) 

ATLANTIC -0.048 -2.20 0.692 0.404 0.980 YES -0.156 

QUEBEC 0.021 3.16 0.483 0.177 0.789 YES 0.040 

ONTARIO 0.011 2.49 0.646 0.351 0.941 YES 0.031 

PRAIRIES -0.007 -1 .41 0.702 0.446 0.958 YES CON MEAN 

ALBERTA -0.009 -1.19 0.883 0.717 1.049 NO 

BC -0.011 -1.20 0.877 0.693 1.061 NO 

TABLE 7.7: AUTOREGRESSIVE MODEL OF REGIONAL GROWTH RATE DEVIATIONS 
FROM THE CANADIAN AVERAGE 

Y(t) = a + bY(t-1) + e(t) 

REGION EST a * t-score EST b 951. C I CONV a/(l-b) 

ATLANTIC 0.003 0.65 0.820 0.594 1.046 NO 

QUEBEC -0.001 -0.77 0.609 0.248 0.963 YES CON MEAN 

ONTARIO -0.003 -0.36 0.747 0.482 1 .012 NO 

PRAIRIES -0.002 -0.70 0.675 0.378 0.972 YES CON MEAN 

ALBERTA 0.003 0.60 0.889 0.618 1.060 NO 

BC -0.003 -} .01 0.655 0.365 0.965 YES CON MEAN 

* TWO-TAILED CRITICAL VALUE OF t AT 95~ IS 2.05 
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estimated sample slope coefficient was in the range of -I to I in each 

region and this affirms the earlier claim that the deviation series are 

indeed stationary (see O'Donovan, 1983 and Nelson, 1973). For 4 of 6 

regions the 95'7. confidence interval around the estimated slope 

coefficient did not include the value of unity and thus for these regions 

the prof it rate dev i at i on ser i es converge at the given 1 eve I of 

probabi 1 ity. If the estimated sample intercept is not significantly 

different from zero, then the convergent deviation series tend towards 

the Canad i an prof it rate ser i es. Aga in at the 95'1. sign if i cance I eve 1 , 

the dev i at ion ser i es converges to the Canadi an average in on I y one 

region, the Prairies. In Ontario and Quebec, the profit rate deviation 

ser i es converge to va I ues a few percentage po i nts above the Canad i an 

mean. In the Atlantic provinces, the profit rate converges to a level 

approximately 15.6'1. lower than the mean profit rate in the Canadian 

manufacturing sector. I n genera I these resu I ts do not support the 

arguments of the neoclassical, neo-Ricardian or Marxist schools that 

c I aim prof it rates tend to equa lise throughout a II sectors of the 

economy. 

Table 7.7 presents the results of a first order autoregressive model 

of regional growth rate deviation series. The data for this analysis are 

deviations of regional growth rate series from the average rate of growth 

of the Canadian manufacturing sector. The autoregressive equations are 

positive and significant in all regions. From Table 7.7, it may again be 

observed from the est i mated s lope parameters that the growth rate 

deviation series for all regions are stationary. In addition, 3 of the 

deviation series are convergent, those for Quebec, the Prairies and BC. 



209 

In these three cases the deviation series converge to the average rate of 

growth of the Canadian manufacturing sector. While the convergent series 

exhibit the properties predicted by neoclassical regional growth theory, 

the fact that only half the series are convergent at the given level of 

probab iIi ty casts further doubt on the genera I c I aims of th is body of 

theory. Only in the Prairie region do the profit and growth rate 

deviation series behave as theory would predict. 

The resu I ts from Tab I es 7.6 and 7. 7 together, ra i se a further 

interesting question. Why is it for instance, that in Quebec, where the 

profit rate in the manufacturing sector is consistently higher than the 

Canadian average, do capital ists appear to invest outside this region, 

shown by the average rate of growth of the capital inputs to production? 

Although the evidence here Is limited, it would appear that not only are 

c I aims of reg i ona I equ iii br i urn wrong, but ex i st i ng theory cannot even 

pred i ct the direct i on of cap ita I flows between reg ions. C I ear 1 y, the 

processes of regional competition and development are not well 

understood. 

7.4 Regional Variations in the Performance of the Canadfan 

Food and Beverage Industry 

It is commonly argued that economic performance varies over space 

as the d i str i but i on of manufactur i ng act i vi ties changes (Fuchs, 1962). 

This is to some extent true. In the Canadian context for example, the 

economic history of Alberta from the mid 1970s on, is dominated by the 

petro I eum and coa 1 products sector. However, appea I to industry mix 

prov i des I itt I e exp 1 anat i on for reg i on spec i f i c patterns of growth and 
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dec line and simp lyra i ses the issue why certa in i ndustr i es are 

concentrated in particular areas. The aim of this section is to make a 

crude adjustment for industry mix and re-evaluate regional economic 

performance in Canada. The adjustment method adopted iss imp I y to 

examlne the performance of one industry across six regions. It is 

acknowledged that this procedure is not perfect, for sectoral variations 

exist within the food and beverage industry itself and these will show 

some degree of spat i a 1 different i at ion. However, it i s expected that 

sectoral performance within the food and beverage industry will exhibit 

more uniformity than that between all components of the manufacturing 

sector. 

The analysis comprises two parts. Sections 7.4.1 and 7.4.2 

follow the pattern of 7.3.1 and 7.3.2, examining the components of the 

rate of profit of the food and beverage industry and the relative 

contribution each makes to changes in that rate. Section 7.4.3 examines 

whether or not profit rates within one industry and one region show any 

greater tendency towards equilibrium than in manufacturing as a whole. 

1.4.1 The Rate of ProFit in the Canadian Food and Beverage Industry 

I n the fo 11 ow i ng 6 subsect ions, the component s of the rate of 

prof i t and the i r re 1 at i ve effects on the performance of the food and 

beverage industry are examined. Only the main findings, including the 

differences between these results and those for the manufacturing sector 

as a whole will be discussed. Data availability limits analysis to the 

period 1961-1984. This period was divided Into three sub-periods, 1961-

1973, 1973-1981 and 1981-1984. by examination of the profit and capacity 
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utilisation rate series for the industry as a whole. 

1.4.1.1 The Rate of Exploitation 

It was argued in Chapter 3 that the unit value of labour-power is 

constant within a particular branch of the economy. Thus, the value rate 

of exploitation is constant in the food and beverage industry in a given 

year across all regions. The price paid for a unit of labour (the real 

wage) may vary between reg ions however, as manufacturers obta i n labour 

inputs to production for prices which differ from their values. This is 

one more component of market based competition and another cause of the 

deviation of the value and price rates of profit. 

The (va I ue) rate of exp I 0 i tat ion in the food and beverage 

industry in Canada as a whole is consistently greater than the same rate 

for the economy as a whole, though the difference between the two rates 

has narrowed between 1961 and 1984. I n the food sector. the rate of 

exp I 0 i tat i on has decreased by approx imate I y 10. 3~ since 1961. Th is 

dec line was concentrated in the per i od to 1976 after wh i ch time 

exploitation rates have risen (see Figure 7.13). 

Table 7.8 shows that the rate of exploitation in the food and 

beverage industry decreased by almost 22 percentage points between 1961 

and 1984. By far the I argest reduct ions in th is rate occurred before 

1973. when real wages increased rapidly. After 1973, the annual rate of 

increase of rea I wages dec I i ned by about 501.. Coup led with techn i ca I 

changes that reduced the va I ue of consumer goods, the decrease in the 

exploitation rate slowed. After 1981 the rate of exploitation in the 

food industry increased in line with most manufacturing sectors. 
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TABLE 1.8: DETERMINANTS OF THE RATE OF EXPLOITATION 
(FOOD AND BEVERAGE) 

EFFECT OF EFFECT OF 

213 

THE VALUE OF THE REAL WAGE 
CONSUMER GOODS 

de 

PERIOD 
REGION 

1961-1973 
CANADA -0.3172 0.8137 -1.1797 

1973-1981 
CANADA -0.0471 0.3609 -0.4408 

1981-1984 
CANADA O. 1432 O. 1328 0.0001 
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As the un i t va I ue of consumer goods is constant throughout the 

economy, var i at ions in the (pr i ce) rate of exp 10 i tat i on are caused by 

sectora I and reg i ona I var i at ions in the rea I wage. Figure 7. 14 shows 

regional differences in hourly real wages in the food and beverage 

industry. In all regions between 1961 and 1984 the real wage increases. 

The rate of increase ranges from a low of 65~ in the Prairies to a high 

of 83~ in the Atlantic region and Quebec. The pattern of regional 

differences in wage 1 eve lsi n the food and beverage sector resemb I es 

closely that for manufacturing activities as a whole. Hourly real wages 

in the food industry tend to be a few percent lower than the 

manufacturing average, though in Quebec and in Alberta in 1984, they were 

slightly higher. The industry mix appears to explain little of regional 

wage differentials. 

1.4.1.2 The Value CoqJositton of Capital 

The vee increased on average by 33.1~ in the food and beverage 

industry between 1961 and 1984 (see Figure 7.15), This average conceals 

wide var i at ions in the pattern of change in the vee across the six 

reg ions. I n the At I ant i c pro v i nces for examp Ie, the vee rose by on I y 

181., while in Alberta it increased by 1301.. In Quebec, the vee increased 

by Just over 481. and ina II other regi ons the rate of change of th i s 

variable was below the national average for the industry. 

The abso 1 ute va 1 ues of the vec in the food industry and the 

reg i ona I patterns of its change are different from the manufactur i ng 

sector as a who Ie. For Canada in 1984, the vee was approx i mate I y 501. 

larger in the food and beverage sector than the manufacturing average. 
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The Canadian figure however hides different regional patterns. 
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In the 

Atlantic region for instance, the vee in the food and beverage industry 

in 1984 was only 25.4~ of the average manufacturing vee in this region. 

Similarly, the vee in the food sector in Alberta was lower than average 

in manufacturing. In all other regions, the vee in the food industry was 

greater than the manufacturing average. In terms of growth, the vee in 

manufactur ing i ndustri es as a whole increased approximate 1 y twi ce as 

quickly as in the food industry in all regions except the Atlantic 

provinces. I n the 1 atter area, the vee in manufactur i ng in genera 1 

increased over 15 times faster than in the food industry. In terms of 

tim i ng too, the movement of the vee in the food i ndust ry i s somewhat 

different from the manufactur i ng aggregate, wi th increases in the vee 

slowing down after 1981 in the Atlantic region, Quebec, Ontario and the 

Prairies. 

Of the forces acting on the vee, the Tee was dominant, 

overwhelming the combined effects of changes in the unit value of capital 

goods and the unit value of labour power up to 1981 in all six regions 

(see Table 7.9). In the Atlantic, Quebec, Ontario and Prairie regions, 

the effect of increases in the Tee were relatively stable up to the later 

1970s, since which time they declined in importance in Ontario and the 

Prairies and increased in importance in Quebec and the Atlantic region. 

I n Be , the Tee increased more rap i d 1 y after 1981 and was re 1 at i ve 1 y 

constant throughout the 1970s. The food and beverage sector in Alberta 

behaves similarly to the manufacturing sector in general. 

The relative effects of changes in the value of commodities has 

had a greater impact on the vee in the food industry than in 
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TABLE 7.9: DETERMINANTS OF THE VALUE COMPOSITION OF CAPITAL 
(FOOD AND BEVERAGE) 

EFFECT OF EFFECT OF EFFECT OF 
THE VALUE THE TECHNICAL THE VALUE 
OF CAPITAL COMPOSITION OF LABOUR 
GOODS OF CAPITAL POWER 

dq 

PERIOD 
REGION 

1961-1973 
CANADA 4.3567 -9.6044 18.3170 -3.7775 
ATLANTIC 0.0640 -3.2009 4.6899 -1.2371 
QUEBEC 3.8895 -9.0668 17.1790 -3.6490 
ONTARIO 5.9619 -11.6970 22.8310 -4.5690 
PRAIRIES 7.5646 -10.6480 23.5340 -4.4960 
ALBERTA 21.3621 -13.9950 42.0342 -5.2983 
BC 1.6204 -10.7440 17.3060 -4.3499 

1973-1981 
CANADA 3.7590 -2.6029 7.0938 -0.9377 
ATLANTIC 1. 3296 -0.8771 2.6772 -0.5457 
QUEBEC 8. 1433 -2.5948 11.6050 -1.0453 
ONTARIO 5.6936 -3.0724 9.4334 -0.8240 
PRAIRIES 4.0533 -3.0533 7.5966 -0.7901 
ALBERTA 6.2937 -3.9902 10.5700 -1 .4273 
BC -1.3380 -2.7731 2.0725 -0.8167 

1981-1984 
CANADA 2.3961 -3.8031 4.4398 2.0107 
ATLANTIC 0.6216 -1.1596 1.2740 0.6161 
QUEBEC 2.7571 -4.3564 4.9510 2.3462 
ONTARIO -0.8704 -4.1839 1.4079 2. 1567 
PRAIRIES -0.2727 -4.6359 2.0400 2.4262 
ALBERTA 25.5548 -7.3058 30.025 3.8348 
BC 9.2959 -4.0613 11 .559 2.1866 
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manufactur i ng in genera 1 as the pace of increases in the Tee is 1 ess 

rapid in this sector. In all regions, over all periods, technical change 

reduced the value of capital goods and this tended to supress the rise in 

the vee. In addition, between 1961 and 1981, the value of labour-power 

increased and th i s effect tended to work in concert with the fa I ling 

value of capital goods and dampen the effects of the rising Tee on the 

vee. After 1981, the value of labour-power fell in the food industry and 

t his cont r i buted to the increase I n the vee I n four of the reg ions 

examined. In the Prairies and Ontario after 1981, reductions in the unit 

value of capital goods were sufficiently strong to overwhelm the effects 

of the rising Tee and the reduction in the value of labour power, and 

consequently the vee fell. 

7.4.1.2.1 The Technical ~sltlon of Capital 

In the food and beverage industry, the Tee increased on average 

by 128" between 1961 and 1984, about 50" of the increase in the 

manufactur i ng sector in genera 1 . The lowest rate of increase was in 

Ontario (93.1") and the highest rate was in Alberta (295%). In all other 

reg ions, the rise in the Tee was closer to the industry average (see 

Figure 7.16 and Table 7.10). The timing of changes in the Tee in the 

food industry was quite different from manufactut'ing in general in all 

regions save Alberta and Be, with the Tee increasing strongly through the 

1960s as well as after 1981. 

For the most part, in all regions, changes in all four components 

of the Tee exerted a sign i f i cant impact. I n contrast to the 

manufacturing sector as a whole, changes in capacity utilisation rates. 



FIGURE 7.16: THE TECHNICAL COMPOSITION OF CAPITAL 
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TABLE 7.10: DETERMINANTS OF THE TECHNICAL COMPOSITION OF CAPITAL 
(FOOD AND BEVERAGE) 

EFFECT OF EFFECT OF EFFECT OF EFFECT OF 
TURNOVER CAPACITY TECHNICAL LABOUR 
TIMES UTILISATION CHANGE INTENSITY 

dP 

PERIOD 
REGION 

1961-1973 
CANADA 46.8870 10.3140 -4.1692 29.5070 9.5756 
ATLANTIC 11.7587 -0.3476 2.4592 6.1009 2.6828 
QUEBEC 43.6770 10.5880 -5.4301 27.3370 10.0770 
ONTARIO 55.7240 13.0000 -7.0180 38.3990 9.8899 
PRAIRIES 61. 5930 12.8620 -2.7279 35.1060 12.9900 
ALBERTA 108.6650 35.7340 -23.0660 65.7130 25.8850 
BC 43.6370 2.8980 5.1680 26.1780 7. 1246 

1973-1981 
CANADA 24.1400 6.1673 7.4173 6.3281 2.4209 
ATLANTIC 8.0956 2. 1450 2.5323 0.3420 1.2968 
QUEBEC 38.7640 12.5540 6.7836 12.7100 4.6436 
ONTARIO 32.6690 9.7837 5.0472 10.4260 3.5660 
PRAIRIES 27.7870 -7.9482 27.6850 0.9780 -0.8557 
ALBERTA 40.9660 -10.2860 30.8120 5.6512 0.3743 
BC 7.5910 -2.9880 9.3663 -2.9733 -0.1566 

1981-1984 
CANADA 15.2120 0.5706 7.6645 6. 1251 0.4884 
ATLANTIC 4.3310 -1.1386 4.0795 1.2822 -0.3112 
QUEBEC 16.9960 2.523 5. 1547 7.4066 1.2161 
ONTARIO 4.7560 -4.8224 6.8362 3.0876 -0.8365 
PRAIRIES 7.0410 5.5457 -12.1440 11.5780 1.8117 
ALBERTA 103.4030 19.9080 38.4590 30.6940 6.0584 
BC 39.7590 8. 1600 9.9585 17.0350 2.4976 



221 

turnover times and labour intensity, exerted a greater influence on the 

TCC after 1973 than changes in the full capacity fixed capital to labour 

ratio. Between 1961 and 1984, technical change in the form of increases 

in the capacity adjusted fixed capital to labour ratio have been 

significantly slower than average in the food industry. 

Capac i ty ut iIi sat i on 1 eve 1 s have genera 11 y been higher in the 

food and beverage industry than in the manufactur i ng sector as a who 1 e 

(see Figure 7.17). In most regions, capacity utilisation rates declined 

through the 1960s contr i but i ng to the marked rise in the TCC. Th is 

pattern was consistent with general manufacturing trends. On the whole, 

fluctuations in capacity utilisation rates were less severe in the food 

industry than in general manufacturing. The same is true of variations 

in turnover times. Thus, the food and beverage industry appears 1 ess 

susceptible to business cycle fluctuations than most manufacturing 

industries. 

7.4.1.3 The Turnover Time of Capital 

Figure 7.18 shows how the number of turnovers (the inverse of the 

turnover time) has increased in the food and beverage industry between 

1961 and 1984. On average across all regions, the number of turnovers in 

the food and beverage industry has risen by 271. since 1961. Alberta 

reg i stered the 1 argest increase in the speed of product i on, with the 

number of turnovers per annum r is i ng by a 1 most 661. between 1961 and 

1984. In Quebec, the speed of production rose by 421., while in BC and 

the Atlantic region, the speed of production increased by only 11.51. and 

7.5". respect i ve 1 y. Ontar i 0 and the Pra i r i es performed close to the 



FIGURE 7.17: THE CAPACITY UTILISATION RATE 
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FIGURE 7.18: THE ANNUAL NUMBER OF TURNOVERS 
(FOOD AND BEVERAGE) 
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Canadian average for this sector. 

The speed of production in the manufacturing economy in general 

increased by almost 32~ between 1955 and 1984. Thus, in terms of 

turnover times, at least for Canada as a whole, the performance of the 

food and beverage sector was on par with the industry average. Once more 

however, regional variations in performance within the food industry are 

marked and not entirely consistent with those same variations for the all 

industry aggregate. In the Atlantic provinces, whereas manufacturers in 

general managed to increase the annual number of turnovers by about 68~, 

in the food industry, the number of turnovers increased by on I y 7.51 •. 

The food and beverage industry in the three western regions a I so 

performed re I at i ve I y poor I yin i ncreas i ng the speed of product ion 

relative to the manufacturing average. 

7.4.1.4 The Value Rate of Profit 

Figure 7.19 shows regional variations in the value rate of profit 

in the food and beverage industry over the per i od 1961 to 1984. The 

value rate of profit is the synthesis of the variables discussed above. 

The value rate of profit in the food industry decreased in all regions. 

Ontario performed most efficiently, suffering a reduction in 

profitability of only 11.6~. Quebec was the only other region to perform 

better than the Canadian average in the food and beverage sector. The 

reduct i on in prof i tab iIi ty was greatest inA 1 berta where the rate of 

profit declined from 41.5~ in 1961 to 27.11. in 1984. 

The va I ue rate of profit was hi ghest in the At I ant i c region 

throughout the period. In 1984, the value rate of profit in the food and 
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beverage industry in this region was 45.4'1.. In contrast, the average 

value rate of profit in the food and beverage industry in 1984 was 

32.4'1.. The Prairies and Ontario register the lowest value rate of profit 

in the food industry, with values of 27.1'1. and 29.6'1. respectively in the 

same year. 

In 1984, the value rate of profit in the food and beverage 

industry was slightly higher than the average rate for all manufacturing 

activities. This result holds for three of the six individual regions, 

but in Quebec, Ontario and the Prairie provinces the rate of profit in 

the food sector was below the manufacturing average, largely because the 

VCC in the food sector was higher than the manufacturing average in these 

regions. The pattern of relative performance levels between the food and 

beverage industry and the manufacturing sector as a whole is quite uneven 

over the study period within regions, though in general, the decline in 

the va I ue rate of prof it has been s lower in the food industry. For 

Canada as a who 1 e, the va I ue rate of prof i tin the food and beverage 

sector was lower than the manufactur i ng average unt i I the I ate 1970s 

since which time it has been greater. 

Table 7.11 shows that in the food sector, just as manufacturing 

in general, the vee was chiefly responsible for the decline in the value 

rate of profit. However, the increase in the vee has exerted a smaller 

impact in the food industry, largely because the pace of technical change 

was s lower than average in this sector. This finding is consistent 

across a I I reg ions, a I though regi ona I di fferences in the effect of 

increases in the vee on the rate of profit are considerable even in the 

food industry. With the exception of the Atlantic provinces, these 
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TABLE 7.11: DETERMINANTS OF THE VALUE RATE OF PROFIT 
(FOOD AND BEVERAGE) 

EFFECT OF EFFECT OF EFFECT OF 
THE RATE OF THE VALUE TURNOVER 
EXPLO IT AT ION COMPOSITION TIMES 

OF CAPITAL 
dlT v 

PERIOD 
REGION 

1961-1973 
CANADA -0.0454 -0.0537 -0.0478 0.0510 
ATLANTIC -0.0847 -0.0780 -0.0131 -0.0067 
QUEBEC -0.0348 -0.0557 -0.0501 0.0618 
ONTARIO -0.0443 -0.0464 -0.0522 0.0486 
PRAIRIES -0.0610 -0.0554 -0.0800 0.0574 
ALBERTA -0.0631 -0.0610 -0.1698 0.1476 
BC -0.0539 -0.0519 -0.0190 0.0081 

1973-1981 
CANADA -0.0144 -0.0043 -0.0345 0.1940 
ATLANTIC -0.0080 -0.0009 -0.0885 0.0497 
QUEBEC -0.0283 -0.0039 -0.0769 0.0447 
ONTARIO -0.0125 -0.0052 -0.0522 0.0486 
PRAIRIES -0.0445 -0.0062 -0.0311 -0.0241 
ALBERTA -0.0390 -0.0049 -0.0518 -0.0157 
BC 0.0030 -0.0039 0.0154 -0.0107 

1981-1984 
CANADA 0.0080 0.0243 -0.0179 0.0014 
ATLANTIC -0.0017 0.0348 -0.0222 -0.0158 
QUEBEC 0.0133 0.0240 -0.0206 0.0078 
ONTARIO 0.0176 0.0225 0.0042 -0.0097 
PRAIRIES 0.0394 0.0243 0.0019 0.0117 
ALBERTA -0.0413 0.0221 -0.0963 0.0252 
BC -0.0206 0.0214 -0.0648 0.0187 



228 

regional variations are consistent with the aggregate manufacturing data. 

Between 1961 and 1984 reduct ions in the rate of exp 1 0 i tat i on 

contributed to the fall in profitability. This trend is also consistent 

with the manufacturing sector as a whole and affirms the earlier finding 

that the rate of exploitation has not been a significant counter-tendency 

to the fall in the rate of profit in post-war Canada. Reductions in the 

turnover time of capital in the food industry have had a positive impact 

on the rate of profit. Furthermore, this impact has been more consistent 

in the food industry than manufactur i ng in genera 1, as cyc 1 i ca 1 

f 1 uct uat f on sin turnover times in the food industry were re 1 at i ve 1 y 

minor. 

7.4.1.5 Price-Value Deviations 

Figure 7.20, shows that firms in the food and beverage sector 

have performed relatively efficiently in the market, on average between 

1961 and 1984, raising their price rate of profit by almost 301. over 

their value rate. The food and beverage industry captured most profit in 

the market in the mid-1960s, since which time the price-value deviation 

has slow 1 y, though not cons i stent 1 y, decreased. These resu 1 ts accord 

with those of Webber and Tonk i n (1987). I n a 11 reg ions, the food and 

beverage sector has outperformed the manufactur i ng aggregate in th is 

measure of performance. Nonetheless, regional variations in the ability 

of food and beverage producers to acquire surplus in the market varies in 

a fashion similar to that for the manufacturing sector as a whole. The 

Atlantic region is the only area in which the food and beverage industry 

loses surplus in the market, though it does perform slightly better than 
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In all other regions, including Quebec and 

the Pra i r i es wh i ch are net losers in the market at the 1 evel of 

manufacturing in general, firms in the food and beverage sector capture 

profits in the market, either from other industries in the same region, 

or from the same industry or different industries in other areas. 

7.4.2 The Price Rate of Profit 

The pr i ce rate of prof i tin the food and beverage industry 

decreased between 1961 and 1984 in all regions (see Figure 7.21). This 

reduction in profitability was relatively constant until 1981 since when 

the rate of prof it increased s 1 i ght 1 yin a 11 reg ions except Alberta. 

Across Canada, the reduction in profitabi 1 ity in the food industry has 

been less severe than in the manufacturing sector as a whole. 

Furthermore, in all regions in 1984 the rate of profit in the food 

industry was greater than the manufacturi ng average. In fact, in 

Alberta, BC and the Atlantic regions in 1984, the rate of profit in the 

food and beverage industry was more than twice that of manufacturing in 

general. 

Tab 1 e 7. 12 shows the re 1 at i ve effects of product i on and market 

efficiency on the price rate of profit in the food industry. Though 

firms in th is industry genera 11 y capture prof i tin the market, the i r 

ability to do so diminished in Quebec and BC, especially in the 1970s. 

In Ontar i 0, Alberta and to a 1 esser extent the Pra i r i es, firms in the 

food and beverage industry have become more competitive in the market. 

These changes are not simi lar to the experience of manufacturers in 

general in these regions. 
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TABLE 1.12: DETERMINANTS OF THE PRICE RATE OF PROFIT 
(FOOD AND BEVERAGE) 

EFFECT OF EFFECT OF 
PRICE-VALUE VALUE RATE 
DEVIATION OF PROFIT 

d1Tp 

PERIOD 
REGION 

1961-1973 
CANADA -0.0370 0.0263 -0.0588 
ATLANTIC -0.0506 0.0037 -0.0528 
QUEBEC -0.0615 -0.0068 -0.0444 
ONTARIO 0.0055 0.0748 -0.0659 
PRAIRIES -0.1037 -0.0306 -0.0684 
ALBERTA -0.0034 0.0820 -0.0707 
13C -0.0735 0.0173 -0.0787 

1973-1981 
CANADA -0.0635 -0.0449 -0.0165 
ATLANTIC -0.1084 -0.1071 0.0012 
QUEBEC -0.0501 -0.0169 -0.0370 
ONTARIO -0.0567 -0.0350 -0.0172 
PRAIRIES -0.0442 0.0070 -0.0486 
ALBERTA -0.0870 0.0113 -0.0526 
13C -0.1204 -0.1150 0.0020 

1981-1984 
CANADA 0.0294 0.0189 0.0126 
ATLANTIC 0.0471 0.0476 0.0047 
QUEBEC 0.0214 0.0048 0.0205 
ONTARIO 0.0424 0.0128 0.0303 
I)RAIRIES 0.0699 0.0233 0.0440 
ALBERTA -0.0438 0.0053 -0.0511 
13C 0.0568 0.0844 -0.0176 
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I n a 11 reg ions except the At 1 ant i c prov i nces and Ontar i 0, the 

history of the price rate of profit was dominated by changes in the value 

rate. Reductions in the value rate of profit in all regions tended to 

depress the pr ice rate of prof it, though not to the same extent as in 

manufacturing as a whole. Food and beverage producers performed better 

than most manufacturers in product i on because the vee increased 

relatively slowly in this sector. In turn, the slow rate of growth of 

the vee resulted from a lower than average rate of technical change and 

above average rates of capacity uti 1 isation. The sluggish rate of 

techn i ca 1 progress in the food industry did not hamper the market 

performance of this sector however. This is largely because the food and 

beverage sector is more capital intensive than manufacturing industries 

in general. 

Ontario performed significantly better than any other region 

between 1961 and 1984, its rate of profit fall ing by less than 21.. 

Quebec, the Prairies and Alberta all suffered a reduction in the rate of 

profit of about 181. over the same period. In Be the profit rate fell by 

near 1 y 261.. The At 1 ant i c reg ion aga i n performed worst, its rate of 

profit falling by just over 301.. 

In all regions. the value rate of profit declined faster than the 

price rate indicating some degree of market edge in this sector. Ontario 

outperformed a I I other reg ions in the market. Th is was not the on 1 y 

cause of the relatively strong performance of this region however, for 

techn i ca I change and thus reduct ions in the va 1 ue rate of prof i t were 

also slower in Ontario than elsewhere. In contrast, the Atlantic was the 

on 1 y reg i on to lose surp 1 us in the market in the food and beverage 
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industry. This was the primary cause of this region's relatively poor 

economic record, especially since the mid-1970s. In fact, if food and 

beverage manufacturers had been able to retain their profit in the 

market, the Atlantic region would have been by far the most profitable in 

this sector over the entire post-war period. In Alberta, the rapid pace 

of techn i ca I change depressed the va 1 ue rate of prof it, much 1 ike the 

manufacturing sector as a whole in this region, but increased market 

efficiency countered the reduction in profitability to some extent. In 

BC, market performance deter i orated as the va I ue rate of prof i t fe I I , 

contr i but i ng to the second worst post-war record in the food industry. 

The food and beverage industry in Quebec and the Prairies shared a 

simi lar history with a gradual decl ine in the value rate of profit and 

little change in market performance. 

7.4.3 Reg i ona 1 Prof t tab t 1 f ty and Growth in the Food and Beverage 

Industry 

Tab Ie 7.6 showed I itt 1 e support for the argument that reg i ona I 

manufacturing profit rates tend to converge to the national average. 

Th ismay be the resu I t of either sectora I or spat i a I barr i ers wh i ch 

impede the f I ow of i nformat i on or the equ iIi brat i ng flows of cap i ta I . 

These claims are examined in Tables 7.13 and 7.14. These tables follow 

the same format as those presented in Section 7.3.3. 

Table 7.13 examines regional profit rate deviations from the 

Canadian average in the food and beverage industry. If sectoral barriers 

prevent the equalisation of profits, then it Is expected that within one 

industry there should be a greater tendency for regional profit rates to 
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TABLE 1.13: AUTOREGRESSIVE MODEL OF REGIONAL PROFIT RATE DEVIATIONS 
FROM THE CANADIAN AVERAGE IN THE FOOD AND BEVERAGE INDUSTRY 

Yet} = a + bY{t-l} + e(t} 

* REGION EST a t-score EST b 951. C I CON V a/(i-b} 

ATLANTIC 0.137 4.51 0.083 -0.765 0.932 YES 0.149 

QUEBEC -0.019 -2.47 0.445 0.034 0.856 YES -0.034 

ONTARIO -0.006 -1.65 0.882 0.661 1. 103 NO 

PRAIRIES 0.033 2.77 0.425 0.027 0.823 YES -0.057 

ALBERTA -0.005 -0.58 0.542 O. 151 0.932 YES -0.011 

BC 0.011 0.17 0.713 0.403 1.023 NO 

TABLE 1.14: AUTOREGRESSIVE MODEL OF PROFIT RATE DEVIATIONS IN THE 
FOOD AND BEVERAGE INDUSTRY FROM THE REGIONAL AVERAGE 

Yet} = a + bY(t-l) + e{t) 

* REGION EST a t-score EST b 951. CI CONV a/( I-b) 

ATLANTIC 0.0003 0.02 0.404 -0.432 1.241 NO 

QUEBEC -0.070 -3.24 0.304 -0.116 0.724 YES -0.101 

ONTARIO -0.031 -1.79 0.712 0.385 1.039 NO 

PRAIRIES -0.247 -1. 91 0.625 0.299 0.951 YES REGIONAL 
MEAN 

ALBERTA -0.170 -4.09 0.076 -0.386 0.538 YES -0.184 

BC -0.030 -1.27 0.826 0.597 1.055 NO 

* TWO-TAILED CRITICAL VALUE OF t AT 951. IS 2.07 
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converge. 
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The resu Its in Tab 1 e 7. 13 show that th i sis not the case. 

Though the regional profit rate deviation series converged in 4 regions, 

in none of these cases did the series converge to the Canadian average. 

Table 7.14 examines the tendency for manufacturing profit rates 

to converge at the regional level. If firms in one region do not compete 

in national markets then there would be 1 ittle chance of profit rate 

equa I i sat i on in di stant markets. Examination of a regional market to 

some extent removes the spat i a I barr i ers prevent i ng prof i t rate 

equalisation. The data in this table are deviations of the profit rate 

in the food and beverage industry from the manufacturing average in each 

region. Again, the results in Table 7.14 provide scant evidence to 

support the convergence hypothesis. 

7.5 Conclusion 

This chapter examined the determinants of the rate of profit in 

the food and beverage industry and in manufactur i ng in genera 1 in 6 

regions over the post-war period. The rate of profit decl ined in all 

regions in the food industry and in manufacturing as a whole. The data 

does not i nd i cate that a sudden downturn in prof i tab iIi ty fo I lowed a 

period of stable and relatively high profits. Rather, the rate of profit 

dec 1 i ned cons i stent I y though somewhat faster dur i ng the bus i ness cyc I e 

downturns of the late-1950s and the late-1970s. 

The empirical work confirms the theoretical arguments of Chapter 

5, that labour-saving technical change causes the rate of profit to fall. 

I t thus prov i des strong support for the Marx i st theory of the fa I ling 

rate of profit. Rising wage bi lIs throughout the manufacturing sector 
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prompted the introduction of labour-saving technical changes, but these 

on 1 y compounded the pressure on the rate of prof it. The data a 1 so 

suggest certa i n mod i f i cat ions to the Marx i st mode 1 . In particular, it 

was found that increases in the rate of exp 1 0 i tat i on were not a 

significant counter-tendency to the falling rate of profit. Reductions 

in the turnover time of cap ita 1 were shown to have had the strongest 

positive effect on the rate of profit. 

Exam i nat i on of the food and beverage industry revea 1 ed that 

manufactur i ng fortunes are 1 ike 1 y to differ substant i a 11 y between 

industries. The rate of profit in the food industry in 1984 was more 

than twice that in manufacturing as a whole in Alberta, Be and the 

Atlantic region. In all other regions too, profitabi 1 ity in the food 

sector was significantly higher than average. In general therefore, it 

is not possible to infer the extent of the crisis in manufacturing from 

an examination of aggregate data alone. 

Regional variations in economic performance were also marked. In 

1984, manufactur f ng prof i t rates in Ontar i 0 and Quebec were we 1 lover 

twice those in the Atlantic region. The proponents of the industry mix 

argument assert that economic performance within an industry wi 11 be 

re 1 at i ve 1 y s i mil ar across space and that reg i ona 1 var i at ions ingrowth 

resu 1 t from differences in i ndustr i a 1 compos it i on. The emp i rica 1 work 

flat 1 y refutes th is thes is. Apart from the pos it ions of Ontar i 0 and 

Quebec, a ranking of regions by profit rates produces the same order for 

manufactur i ng in genera 1 and for the food and beverage industry. 

Significant regional variations in performance were observed in the food 

and beverage industry. Thus, variations in rates of regional growth and 
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decline must be sought in factors specific to certain places, rather than 

in factors specific to particular industries. Explaining regional 

fortunes thus demands examination of the history of development of 

part i cu I ar reg ions, of the emergence of product i ve forces and the 

chang i ng soc i a I re I at ions between cap i ta I and I abour and of po lit i ca I 

forces that influence these relations. The emp i rica I work in th i s 

chapter is an integral part of such analysis, providing some clues as to 

why certain regions perform better or worse than others. 

Finally, this chapter examined whether or not regional profit and 

growth rates tend to converge. Almost no evidence was found to support 

the convergence hypothes i s at the I eve I of manufactur i ng in genera I . 

Theoretical explanations for this "perverse" result stress the existence 

of sectoral and spatial barriers that restrict competition and inhibit 

equ iIi brat i ng flows of cap i ta I . These cIa i ms were a I so tested by 

examining the tendency of profit rates to converge within one industry 

and with in part i cu I ar reg ions. The convergence hypothes i s was not 

supported in either case. It appears that the notions of equil ibrium or 

of compet i t i ve forces act i ng to enforce equ iIi br i urn have 1 itt Ie 

foundation. 



CHAPTER 8 

CONCLUSION 

The aims of this thesis were; firstly, to examine the internal 

cons i stency of the Marx i st theory of the fa 11 i ng rate of profit; 

secondly, to use that theory to explain the post-war decl ine of the 

Canadian manufacturing sector; and thirdly, to gauge the sectoral and 

spat i a 1 extent of the manufactur i ng cr is i sin Canada. These tasks 

comprised the body of the thesis. Chapters 3 through 6 dealt with the 

theoretical issues and thus the first of the above aims. Chapter 7 

tackled the second and third aims, documenting the post-war performance 

of the manufacturing sector in six Canadian regions. Th i s chapter 

summarises the main findings of the research and suggests some avenues 

for future investigation. 

Previous studies of Marxist economics, both theoretical and 

empirical, have been hindered by the restrictive conditions under which 

corrrnod i ty va 1 ues can be ca 1 cu 1 ated, and by the trans format i on prob 1 em, 

the lack of a di rect correspondence between the labour values of 

commod i ties and the i r respect i ve pr ices. Chapter 3 prov i des an 

accounting framework that overcomes both of these shortcomings. First, 

it shows how commodity values can be calculated when fixed capital and 

variations in the rate of turnover of capital are not assumed away and 

when the product i on process is not po i nt- input po i nt-output. Second, 

Chapter 3 argues that competition does not necessarily move the economy 
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towards an equilibrium state characterised by the equality of the rate of 

profit in all sectors of production. Thus, the transformation problem as 

traditionally conceived is misplaced. The neo-R icard i an c I aim that 

prices of production are the centres of gravity around which market 

prices fluctuate cannot be sustained theoretically or empirically. 

Market pr ices cannot be determ i ned from convnod i ty va 1 ues or from the 

technical coefficients of production. Bui Iding on the work of Farjoun 

and Machover (1983), it is c I aimed that the chaos of the market means 

that the prices of convnodities must be treated as random variables, 

determinate only up to a probabil ity distribution. It is then shown that 

the expected pr ice of a convnod i ty is equa I to its 1 abour va 1 ue. The 

1 abour theory of va I ue is not therefore redundant as Steedman (1977) 

claims, in fact it is indispensible for estimating the expected prices of 

commodities and various measures of economic performance. 

In Chapter 4, a Marxist model of accumulation in a two-commodity 

economy with no technical change is outlined. The growth model shares a 

number of characteristics with similar models of a neoclassical variety. 

For examp Ie, it is estab 1 i shed that an equ iIi br i urn growth path for the 

Marxist model exists, that it is unique and stable. In addition, the 

equilibrium growth path in this economy is determined by the natural rate 

of growth of the labour force. 

Exam i nat i on of the propert i es of the growth mode I estab I i shed 

that there is no systemic tendency for the rate of profit to fall. The 

Marxist theory of capitalist crisis is thus shown to depend on technical 

change. Unlike the neoclassical growth models, the Marxist variant shows 

that equi 1 ibrium does not demand that the rate of profit be equal 
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throughout the economy, merely that it is unchanging through time. The 

cond i t ions under wh i ch overproduct i on occurs are a I so shown in th is 

simple model. If the economy shifts to a higher equilibrium growth path, 

the real wage falls, profits rise, and if the propensity to consume from 

profits remains constant, then the consumer goods department cannot sell 

a II its output. Converse I y, if the equ iIi br i urn growth rate fa lIs, the 

real wage rises, profits fall and the capital goods department finds 

itself overproducing. Overproduction is shown to be short-lived however, 

as changes in the re I at i ve rates of profi tin the two departments 

reallocate capital away from the sector that is overproducing. 

The simple model outlined in Chapter 4 provides the basis for the 

analysis of the effects of technical changes upon the economy. Chapter 5 

examines the impact of technical changes of various sorts on commodity 

values, expected prices and measures of economic performance. Technical 

change was defined simply as any alteration in the value of the aggregate 

cap i ta I or labour input coeff i c i ents. Three ma i n resu I ts were found. 

First I y, techn i ca I changes that increase the techn i ca I compos it i on of 

capital do not necessarily increase the value composition of capital and 

thus exert a downward pressure on the rate of profi t. Secondly, 

technical changes that cause the value composition of capital to rise are 

not always countered by increases in the rate of exploitation. These two 

arguments run counter to established claims in Marxist economic theory. 

The th i rd resu I t of Chapter 5 and perhaps the most important 

finding of this thesis is that in an economy where real wages adjust to 

clear the consumer goods market, the introduction of viable labour-saving 

technical changes may cause the aggregate rate of profit to fall. This 
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result effectively counters Okishio's (1961) damaging attack on the 

Marxist theory of the falling rate of profit. I t does so without 

introducing any of the complexities of joint production or fixed capital, 

and shows simply that if the assumptions of a constant real wage and no 

realisation problems are stripped from Okishio's model then his theorem 

no longer obtains. Van Parijs (1980) provided an obituary for a "straw-

man" . 

Overcoming the hurdle of Okishio's theorem means that the fall ing 

rate of profit theory can once more be set up as a logically consistent 

explanation of capitalist crisis. It still remains however, to establish 

why labour-saving technical changes would be introduced to the economy at 

a particular time rather than those of another type. This was the task 

of Chapter 6. 

Chapter 6 cr i t i ca 11 y rev i ews mode 1 s of induced i nnovat ion, 

learning by doing and localised search for new techniques. These models 

were found wanting in a number of respects. A probabilistic model of the 

likely direction of technical change was advanced that overcomes some of 

the criticisms of the earlier work. In particular, it provides a clear 

def in it i on of what const i tutes techn i ca 1 change, it manages to capture 

the not i on of I oca 1 i sed search emanat i ng from I earn I ng by do i ng and it 

does not rely on a purely random search process. The likely direction of 

technical change in this model is constrained by relative factor prices 

and is thus directed by cond i t ions of product i on. The mode I pred i cts 

that increases in the relative price of one of the factors of production 

wi I I 1 ead to the adopt i on of a new techn i que that i s biased towards 

sav I ng on the input that has become re 1 at i ve I y more expens i ve . Th i s 



243 

mode I prov i des the just i f i cat i on for the ear I i er c I aim that when the 

price of labour becomes relatively more expensive, firms will adopt new 

techniques of production that are labour-saving. Empirical tests using 

data from the Canadian food and beverage industry provided strong support 

for the mode I . 

In Chapter 7, data from the Canadian manufacturing sector were 

used to measure var i ous i nd i cators of econom i c performance and exam i ne 

the usefulness of the Marxist theory of the falling rate of profit as an 

explanation of economic decline. The data were also employed to examine 

the spat i a I extent of the manufactur i ng slowdown, to eva I uate the 

compet i t i ve pos i t i on of different reg ions in Canada and to revea I how 

"regions" compete with one another. Few, if any, previous studies have 

been able to calculate the rate of profit and its components at this 

level of detail. Until now this task has certainly not been performed on 

the Canadian economy. 

I n the Canad i an manufactur i ng sector as a who Ie, the rate of 

profit declined in all regions between 1955 and 1984. The reduction in 

profitability was relatively consistent, although it accelerated somewhat 

during the business cycle downturns of the late-1950s and mid-1970s. The 

emp i rica I ana 1 ys i s conf i rms the va lid i ty of the Marx i st theory of the 

fall ing rate of profit and explanations of economic recession based on 

that theory. Up to the mid-1970s real wages increased rapidly, though 

they did not tend to lower the rate of prof i t for techn i ca I changes 

reduced the value of consumer goods and thus maintained the rate of 

exploitation. However, these same I abour- sav i ng techn i ca I changes 

exerted a profound negat i ve effect on the rate of prof i t by i ncreas i ng 
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the value composition of capital. Contrary to received theory, the rate 

of exploitation did not act as a significant counter-tendency to the rise 

in the va I ue compos i t i on of cap i ta I and thus the rate of prof i t fe 1 I • 

Reductions in the turnover time of capital were shown to have had the 

strongest pos i t i ve impact on the rate of prof it. The sign if i cance of 

this variable has traditionally been overlooked in Marxist empirical 

analysis. 

Regional variations in the rate of profit and other measures of 

performance are sign i f i cant. In 1984 for instance, the manufactur i ng 

rate of profit was more than twice as high in Ontario and Quebec as it 

was in the Atlantic region. Only Quebec and Ontario posted an average 

rate of profit between 1955 and 1984 that was greater than the national 

average. Over the thirty years, firms in the Atlantic region suffered 

the worst dec 1 i ne in performance, the rate of prof i t fa 11 i ng by near 1 y 

611.. The reduction in profitability was also severe in Alberta (-50.21.), 

in the Prairies (-481.) and in British Columbia (-421.). Both Ontario and 

Quebec performed better than average, suffering a decl ine in 

profitability of only 281. and 351. respectively. 

Two forms of competition are identified in this thesis; 

competition in production and competition in the market. Distinguishing 

between the two forms of competition proved very useful in interpreting 

regional variations in profitability. In the Prairies for example, poor 

market performance was the main cause of the reduction in the price rate 

of profit. The pace of technical change was slow in this region and thus 

the value rate of profit did not decline as quickly as elsewhere. 

However, the fa i I ure to innovate as rap i d I y as firms in other reg ions 
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undermined the abi I ity of Prairie manufacturers to compete in the 

market. I n a I 1 other reg ions, reduct ions in the va I ue rate of prof it 

prompted by labour-saving technical changes and also by reductions in the 

capac i ty ut iii sat i on rate were the pr i mary cause of dec 1 in i ng 

profitabi I ity. In Alberta, BC and to a lesser extent Ontario, profits 

were captured from other regions in the market, but these were not 

suff i c i ent to offset the decrease in the va 1 ue rate of prof it. Firms 

in Atlantic Canada and Quebec performed relatively poorly in the market. 

At this aggregate level it is not possible to determine whether 

regional difference~ in profitabi I ity reflect the performance of 

manufactur i ng firms in genera 1 or whether they ref 1 ect reg i ona 1 

variations in the distribution of industries. In addition, it is unclear 

whether the decline in the manufacturing rate of profit is dominated by a 

few sectors of production or if it is widespread. To examine these 

issues, the regional performance of the food and beverage industry was 

examined. 

The pr ice rate of prof it in the food and beverage industry 

decreased between 1961 and 1984 in all regions. However, the reduction 

in profitability was much less severe than in manufacturing in general. 

I naIl reg ions in 1984, the rate of prof i tin the food and beverage 

industry was substant i a 11 y higher than the manufactur i ng average. For 

the most part this reflects the ability of manufacturers in this industry 

to appropriate profit from other sectors in the market. It does not 

appea r safe to infer the extent of the manufactur i ng cr is i s from an 

examination of aggregate data alone. 

Regional differences in economic performance are also marked in 
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the food industry. I n genera 1, those reg ions that posted a re 1 at i ve 1 y 

high rate of prof i tin the food sector were a 1 so those in wh i ch the 

average manufactur i ng prof i t rate was re 1 at i ve 1 y high. These resu 1 ts 

offer 1 ittle support for the "industry-mix" explanation of regional 

performance. Variations in rates of regional profitability, growth and 

decline must be sought in factors specific to certain places rather then 

in factors specific to particular industries. 

F i na 11 y, Chapter 7 exam i ned whether or not reg i ona I prof i t and 

growth rates tend to converge as predicted by neoclassical economic 

theory. Empirical analysis flatly rejected the convergence hypothesis. 

Not only was there almost no evidence of convergence, but capital flows 

in one region moved in the opposite direction to that predicted by the 

neoclassical model. Further analysis, after adjusting for the 

possibility of sectoral and spatial barriers to the mobility of capital, 

did not alter the results. 

This study examines the economic logic of the processes of 

competition and class struggle. Whi Ie this logic provides a general 

explanation for uneven development, it is unable, on its own, to explain 

why growth favours some regions over others and why economic decline is 

concentrated in particular areas. In part this results from the limited 

nature of the thesis. The forms that the relations and forces of 

production may assume are influenced by social and political influences 

as well as economic ones. Although these forces were ignored in this 

work it is recogn i sed that they play an important ro lei n determ in i ng 

regional fortunes. 

The ana 1 ys i s here a I so ra i ses a number of further issues that 
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must be addressed if we are to better understand the nature of economic 

growth and decl ine. Two areas of future research are particularly 

important. Firstly, whi Ie the Marxist model provides a viable 

explanation of economic crisis, it offers only a weak explanation of how 

the downturn in the rate of prof i tis ha 1 ted. C I ear I y, the rate of 

profit cannot fall continuously. The analysis in Chapter 5 sheds some 

light on this issue, suggesting that capital-saving technical changes may 

increase the rate of profit. While Chapter 6 argues that capital-saving 

technical changes would be introduced to the economy when the price of 

capital increases relative to labour, it is unclear how relative factor 

prices would change in periods of recession. Secondly, the results in 

Chapter 7 demand further ana I ys i s of the processes of reg i ona I 

competition and in particular the determinants of the pace and direction 

of capital flows. The results in this chapter provide a strong argument 

for the importance of soc i a I po I i c i es to reduce prob I ems of reg i ona I 

i nequa lit i es, yet they do not suggest what appropr i ate act ions may be. 

Regional pol icies may temporari ly amel iorate problems of regional 

disparities but they cannot prevent uneven development for it is an 

inevitable concomitant of growth in capitalist economies. 



APPENDIX 1 

A HODEL Of ECONOHIC GROWTH WITH NO TECHNICAL CHANGE 

Th is append i x out lines the two department mode I of economi c 

growth introduced in Chapter 4. The equations that define the model are 

presented and the ex i stence of a so I ut i on to that set of equat ions is 

examined. The properties of the solution are then discussed. 

The growth model is defined by the following equations which are 

explained in Chapter 4: 

where H represents the value of the capital stock 

~j(t) = f(n 1(t)/n2(t»' where f( ) is a continuous and positive 
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function of the departmental profit rates 

and 0 < ~. < 1, for j = 1,2 : 
J 

for j = 1,2 

for j = 1,2 

for j = 1,2 

~D/D(t) = f[~(L(t)/N(t»]' where f( ) is a continuous and positive 

function of changes in the rate of 

employment. 

It is assumed in the following analysis that a variable without a 

departmental subscript has the same value in both departments. In 

addition, it is assumed that: 

b(t) is constant for all t: 

~N/N(t) = gL(t) is constant for all t. 

After Webber (1987), the following propositions are used to 

determine whether or not this system of equations has a solution, and if 

it does, what properties the solution possesses. 

Proposition I: If H(O) ) 0, then f(H(t» ) 0 for all t. 

Proof: 
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The value of the capital accumulated in period t+l is 

Hj (t+l) = Hj(t) + Ij(t)t for j = 1,2. 

1 > A2D(t) for all t and thus 

'lTj(t) > 0, for j = 1,2. 

This in turn implies that 

for j = 1,2, and therefore 

Thus, Hj (t+l) > Hj(t)' if Hj(t) > 0, for j = 1,2. 

Proposition 2: 2 If H(O) > 0, f(H) is a continuous mapping from R+ to 

Proof: 

Hj (t+l) = Hj(t) + I jet)' for j = 1,2 

and + and 0 are both continuous functions of their respective arguments. 

Proposition 3: f(H) is homogeneous of degree I, so F(mH) = mf(H). 

Proof: 

* 
Let Hj(t) = mHj(t)' for j = 1,2. 
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* * * Then, H j (t+ 1 ) = H j (t) + lj(t) 

* = mHj(t) + I j (t) 

* * * * * = mHj(t} + ~j(t)b(t)(1-A20(t})L(t)' for j = 1,2, 

* * * * * • 
* 

R [ 
110 1a 12 + >'20 (t) 12) 

1 
~j(t) = , 

* * * * * • 
12 0 1a l1 + A2O(t)11) 

Techniques of production are unaffected by scale changes and so: 

* * 
A 1 = Al , >'2 = >'2 

* * 
all = all , a 12 = a 12 : 

* * 
1 1 = 1 1 , 12 = 12 

In addition, AO/O(t) = f[A(L(t)/N(t»)' and so the change in the scale 

of production will affect O(t+l) rather than O(t)' 

bet) is assumed constant and is therefore unaffected by m, 

* L(t) = mL(t)' and therefore, 

* 
Hj(t+I) = mHj(t) + ~j(t)b(t}(1-A2D(t»mL(t) 

= mHj(t) + mlj(t)' for j = 1,2 , 
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Propositions 1-3 together imply that the function f(H) satisfies 

the cond i t ions for the ex i stence of a ba 1 anced growth path in the two 

department model. Thus, there exists a constant 

9 = gl(t) = g2(t) 

Subject to Hj (t+l) = 9 Hj(t)' for j = 1.2. 

The stability and uniqueness of the growth path defined by g and H depend 

on the monotonicity of f(H). This characteristic of the growth path is 

examined next. 

* * Proposition 4: Suppose that H(t) > H(t) and that H1(t) = H1(t) and 

* H2(t) = mH2(t) , for m ~ 1. Then f(H) is monotonic if 

* 
H (t+ 1) > H (t+ 1 ) . 

Proof: 

* * * 
HI (t+1) = H1(t) + I 1(t) 

* = H1(t) + ~1(t)b(t)(I-A2D(t»L(t) from Proposition 3. 

Therefore. 

* 
HI (t+ 1) > HI (t+ 1 ). and 
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* 
H2(t+l) > H2(t+l)-

Thus, H(t+l) is a monotonic increasing function of H(t)- The above 

propositions imply that g and H are positive and unique_ Therefore the 

balanced growth path is stable_ 



APPENDIX 2 

THE EFFECTS OF TECHN I CAL CHANGES ON THE RATE OF PROF I T 

AND OTHER MEASURES OF ECONOMIC PERFORMANCE 

The impact of technical change on the economy is identified using 

the techniques of comparative statics. These techniques are applied to 

the fo I low i ng system of equat ions that represent the two department 

economy. This model was introduced in Chapter 4. Here it is augmented 

by a number of related equations that define the rate of profit and its 

constituent variables. The model remains essentially the same as that of 

Chapter 4, though the real wage is specified slightly differenetly. The 

model is represented by the following 11 equations: 

5 
1T = (A2. 1 ) 

C+V 

5 = (I-A 2D)L (A2.2) 

C = Al K (A2.3) 

V = A2DL (A2.4) 

K = allxl+al2x2 (A2.5) 

Xl = (l+g)K (A2.6) 

x2 = DL( l+g) (A2.7) 
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L = I 1 x 1 + 12x2 
(A2.8) 

0 = 
yL (A2.9) -

N 

.\ 1 
I 1 

= 
I-a 11 

(A2.10) 

.\2 
a 12 11 + 12 = . 

I-a 11 
(A2. 1 1 ) 

The impact of techno log i ca I i nnovat i on on th is economy is 

evaluated by altering the values of the capital and labour input 

coeffi c i ents, trac i ng the effects of such change throughout the system 

and comparing the old and new equilibria. This is done in turn for each 

of the four input coefficients. The analysis has several steps. These 

are rev i ewed in the fo I low i ng examp I e where the effect of chang i ng the 

value of the capital input coefficient in department 1 is examined. 

The first stage in the analysis is to find the total 

differentials of equations A2.1-A2.11. The variables in the system are 

the 11 terms on the left hand side of the equations and one of the input 

coefficients, in this case all' the capital input coefficient of 

department 1. The total differentials of equations A2.1 - A2.11 are 

respectively: 

dn = __ l __ .dS - ~.dC - ~.dV (A2.1a) 
C+V C+V C+V 

(A2.2a) 



de = AI.dK + K.dA I 

dV = A2D.dL + A2L.dO + OL.dA 2 

dK = a II . dx I + a 12' dX2 + XI' da 1 1 

dX 1 = ( 1 +g) .dK 

dX 2 = O(I+g).dL + L(I+g).dO 

dL = 1 1 . dx I + 1 2 • dx 2 

dO = ~.dL 
N 

11 
dAI = ----.da1l 2 

( I-a 1 1 ) 

a 1211 
____ oda

ll 
• 

2 
( I-all) 
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(A2.3a) 

(A2.4a) 

(A2.5a) 

(A2.6a) 

(A2.7a) 

(A2.8a) 

(A2.9a) 

(A2. lOa) 

(A2.1Ia) 

The second stage of the analysis is to convert the differential equations 

into a matrix. In matrix form the above equations may be rewritten as 

dU = WdU + Wda 1 1 

where dU is an Ilxl element column vector of the total 

differentials given above: 

W is an Ilxll matrix of the partial derivatives of the 
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above equations with respect to the eleven variables in the 

system: 

w is an IlxI element column vector comprising the partial 

derivatives of the II equations with respect to all' 

Next, the matrix W is augmented by the vector w to yield an IIxI2 

matrix W+, which contains all the partial derivatives of equations A2.la 

- A2.IIa. The augmented matrix is then reduced to row echelon form 

solving for the total differentials. For a positive change in alithe 

solutions of the system are: 

2 {n AIK [ -L[l-aII(l+g)] -12x2(I-a 11 }(I+g}] 

2 2 + [n + 1f][-A IDL a I2 [I-a 11 (1+g)] + A211xlx2(I-all)} 
dn = __________________________ ~--~--__ ---------.dall 

SL(I-a
11

}[I-a
11

(1+g}] 

{A1KL[I-all(l+g)] + 11xl[-llx l + 12x2]} 
de = __________ ~~--~--------~------_.dall 

L ( I-a 1 I ) [ I-all ( I +g) ] 

dK = 
Xl [-I I x 1 + 12x 2 ] 

-------------. da II 
L [ I-a 1 I ( 1 +g) ] 



dX
I 

xl ( 1 +g)[ - I 1 xl + I 2x2 ] 
• da 11 = 

L( I-all (I+g)] 

dX
2 

-21 IXlx2( l+g) 
= .da 11 

L [ i-a 11 ( 1 +g) ] 

dL 
- 11 xl x 2 

.da 11 = 
2 

L [I-a 11 ( 1 +g) ] 

1 1 
d). 1 = ----.dail 2 

( I-a 1 1 ) 

For a change in a
12

, the solutions of the system are: 

2 3 2 
- AID L [I-a 11 ( 1 +g)] - [5-V] I 1 x2 

dS = .da
l2 

2 
DL [1-a 1 1 ( 1 +g+ ] 
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A1x2[-11 X l + 12x2 ] 
de = --------.da I2 

L[ I-all (l+g)] 

A10L
2
[I-a 11 (1+9» - 2A211x~ 

dV = ------------.da I2 
L[ I-all (I+g)] 

x2(I+g)[-ll x l + 12x 2] 
dx 1 = _________ .da 12 

L [ I-a II ( 1 +g) ] 

2 -21
I
x

2
( I+g) 

dX
2 

= ______ .da
I2 

L[ I-all (I+g)] 

2 
-11 x2 dL = ______ .da

I2 
2 

dO = 

L [1-a II ( 1 +g) ] 

2 -l
l
x

2 
------. da 12 
OL [ I-a II ( 1 +g) ] 

dAI = O.da l2 

For a change in 1 I' the solutions of the system are: 
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2
X

2
K[g-1T] 

d1T = ______ .dl
1 

SL[ I-all (l+g)] 

2 -2x 
dK = 1 • d 1 

L ( 1 +g) 1 

2 

dX
1 

-2x
1 
(l+g) 

= .d 11 
L ( 1 +g) 

2x lx2(1+9) 
= dX 2 .dl 

L ( 1 +g) 1 

-x 1x2 dL = ___ .dl
1 

L 2 ( 1 +g) 

d;\' 1 = ___ .dl
1 

( l-a 1 1 ) 
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a 
d),2 = __ 1_2_. dl1 

( I-a 1 1 ) 

Finally, for a change in 12, the solutions of the system are: 

lTl
1
x

2
K[lT-g ] 

dlT = ______ .dI
2 

Sl( I-a 1 1 ) ( 1 +g) 

-OL 2 - [S-VJx
2 dS = ______ .d1

2 
L 

-2X
1
X

2 dK = ___ odI
2 L ( 1 +g) 

- 2x 1 x 2 ( 1 +g ) 
dX

1 
= _____ .d1

2 L ( 1 +g) 

2 -2x
2

(1+g} 
dX

2 
= ________ .d1

2 L ( 1 +g) 

dL = 

dO = 

2 -x
2 ___ .d1

2 
L 2 ( 1 +g) 

2 -x 
2 .dl 

OL(l+g} 2 
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APPENDIX 3 

DATA SOURCES AND TECHNIQUES OF MEASUREMENT 

The food and beverage industry is composed of 9 sub-sectors: 

meat and poultry products; fish products; fruit and vegetable processing; 

da i ry products; f lour and breakfast cerea I products; feed products; 

bakery products; miscellaneous food products and beverage products. All 

data were measured on an annua I bas i s and are pub 1 i shed by Stat i st i cs 

Canada. The data used, their sources and the techniques of measurement 

are I isted below. Unless specified otherwise, the data for both 

manufacturing as a whole and the food and beverage sector come from the 

same source. Techniques of measuring certain variables may differ 

between levels of spatial and sectoral aggregation. These differences 

are documented below. 

1. Output This was measured as the value of shipments of goods of own 

manufacture. Source: General Review of the Manufacturing Industries of 

Canada (Catalogue 31-201). 

2. Wages These data for manufactur I ng product i on workers on I yare 

pro v I ded direct I y. Source: Genera I Rev I ew of the Manufactur I ng 

Industries of Canada (Catalogue 31-201). 

3. Energy Cost This was measured as the cost of fuel and electricity 

used in production. These costs are provided directly. Source: General 

Review of the Manufacturing Industries of Canada (Catalogue 31-201). 
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4. Katerial Cost This is provided directly. Source: General Review of 

the Manufacturing Industries of Canada (Catalogue 31-201). 

5. "hi-Year Net Capital Stock This variable for all components of 

product i on (p 1 ant and mach i nery) is prov i ded direct 1 y. For all 

industries at the national level - Source: Fixed Cap i ta 1 Flows and 

Stocks (Catalogue 13-568). For all regional data - Source: Fixed 

Capital Flows and Stocks (Unpublished), available from Statistics Canada 

Construction Division. 

6. Depree i at i on Th is var i ab 1 e is measured as cap i ta I consumpt i on 

allowances for all components of production (plant and machinery) and is 

provided directly. For all industries at the national level - Source: 

Fixed Capital Flows and Stocks (Catalogue 13-568). For all regional data 

- Source: Fixed Capital Flows and Stocks (Unpublished), available from 

Statistics Canada Construction Division. 

1. Owned I nventory These data are prov i ded direct 1 y for i nd i v i dua 1 

industries for Canada as a whole. These data are collected monthly and 

annua 1 averages were used here. Source: Inventor i es, Sh i pments and 

Orders in Manufacturing Industries (Catalogue 31-003). To obtain 

reg i ona 1 owned inventory data the nat i ona 1 data for each industry was 

disaggregated by assuming that the proportion of owned inventory in each 

region was equal to the proportion of an industry's labour force found in 

that region. Regional data were obtained by summing the inventories for 

all industries in each region. 

8. Total Cost This was measured as 2+3+4+6. 

9. Circulating Constant Capital Cost This was measured as 3+4+6. 

10. Constant Cap i ta I Advanced Th is is the sum of the mid-year net 
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capital stock and the constant capital proportion of the owned inventory. 

The constant capital proportion of the owned inventory was measured as 

(9/8)*7. 

11. Variable Capital Advanced This is the variable capital proportion 

of the owned inventory. This was measured as (2/8)*7. 

12. Total Capital Advanced This was measured as 10+11. 

13. Profit or Surplus Th is is the difference between the va 1 ue of 

output and the total costs of production. It was measured as 1-8. 

14. Price Rate of Profit This is the ratio of the annual profit to the 

capital advanced. It was measured as 13/12. 

15. Hanufactur i ng Se 11 i ng Pr i ce Index This variable for the 

manufactur i ng sector as a who I e was est i mated by d i v i ding the current 

dollar value of the mid-year net capital stock (all components) for the 

manufacturing sector as a whole by the constant dollar value of the mid-

year net cap i ta I stock. F or the food and beverage sector th is pr i ce 

index was obtained by the same procedure using the capital stock data for 

the food and beverage industry only. Source: Fixed Capital Flows and 

Stocks (Catalogue 13-568). Regional manufacturing selling price indexes 

were obtained by the same procedure using regional aggregates of capital 

stock data. Source: Fixed Capital Flows and Stocks (Unpubl ished), 

ava i lab 1 e from Stat i st i cs Canada Construct i on 0 i vis i on. The reg i ona I 

manufactur i ng se 11 i ng pr i ce indexes for the food and beverage industry 

were all assumed to be equal to the national index for it was assumed 

that all food and beverage commodities traded in the same national 

market. Regional differences in the all industry aggregate selling price 

index were included to capture regional variatiomns in industry mix. 
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16. Consumer Price Index This is provided directly. Source: Consumer 

Price Index (Catalogue 62-001). This price index was not disaggregated 

by region or industry for in the absence of information on consumption 

patterns of workers by region and industry it was assumed that all 

workers purchase the same bundle of goods. 

17. Rea 1 Wage This was measured as wages deflated by the consumer price 

index or 2/16. 

18. Hours Worked This is provided directly for production workers and 

tota 1 emp 1 oyees. Hours worked for product i on workers on 1 y were used 

here. Source: General Review of the Manufacturing Industries of Canada 

(31-201). 

19. Hourly Rea 1 Wage This was measured as real wages divided by hours 

worked or 17/18. 

20. Number of Turnovers This was measured as the ratio of total costs 

of production to the owned inventory or 8/7. 

21. Rate of Exploitation 

a. F or the Canad ian manufactur i ng sector as a who 1 e th is was 

measured as the ratio of profits to wages or 13/2. 

b. For the all industry aggregate at the regional level this was 

estimated using the following equation: 

(A3. 1 ) 

where A2 represents the unit value of the aggregate consumer good 

see 23. This is assumed equal for all industries and all regions: 

o is the average hourly real wage over all industries in the 

region. 

c . For the food and beverage industry ina 11 reg ions th is was 
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measured using equation A3.1 but where 0 represents the average hourly 

real wage in the Can~dian food and beverage industry. 

Note: It is assumed that a un i t of labour-power ina given sector of 

product i on has the same va I ue ina II reg ions. For the manufactur i ng 

aggregate by region the rate of exploitation varies because of regional 

differences in the industrial composition. 

22. Va I ue of labour-Power 

a. For Canadian manufacturing as a whole this was measured by the 

following equation: 

\ = 1/ (e+ 1) : 

where e denotes the rate of exploitation. 

b. For the manufacturing sector by region this was measured as the 

product of the unit value of the aggregate consumer good (see 23) and the 

average manufacturing hourly real wage in the region. 

c. F or the food and beverage industry ina I 1 reg ions th i s was 

measured as the product of the unit value of the aggregate consumer good 

(see 23) and the average hourly real wage in the Canadian food and 

beverage industry. 

23. Unit Value of the Aggregate Consuner Good This was obtained from 

the following equation: 

~2 = ~L/D . 

Note: The Un i t Va I ue of the Consumer Good is assumed equa I throughout 

the economy. 

24. Value ~sition of Capital 

a. For the manufacturing sector as a whole across all regions this 

was measured as the rat i 0 of the constant capita I advanced to the 
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variable capital advanced, or, 10/11. 

b. F or the Canad i an food and beverage industry a I so th is was 

measured as 10/11. 

c. For the food and beverage industry at the regional level this 

was measured using the following equation: 

(A3.2) 

where all variables refer to the food and beverage industry: 

Al represents the unit value of the aggregate capital good 

see (26): 

AL represents the value of labour power: 

KILt' represents the technical composition of capital. 

Note that th i s method of measur i ng the va 1 ue compos i t i on of cap i ta lis 

consistent with the assumption that the aggregate capital good employed 

by firms in the food and beverage sector has the same unit value. 

25. Technical Composition of Capital This was measured as the ratio of 

the deflated value of constant capital advanced to hours worked, adjusted 

for variations in turnover time, or, (10*15)*20/18. 

26. Unit Value of the Aggregate Capital Good This was measured as the 

product of the value composition of capital and the unit value of labour 

power divided by the technical composition of capital, or, (24*22)/25. 

This is obtained by rearranging equation A3.2 and solving for AI. 

27. Va 1 ue Rate of Prof i t 

equation: 

1T = 
V 

e 

(q+l)t' 

This was estimated from the following 

where e is the value rate of exploitation: 
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q is the value composition of capital: 

t' is the inverse of the annual number of turnovers. 

28. Capacity utilisation Rate This was estimated by the same procedure 

employed by Statistics Canada. First, the mid-year net capital stock is 

divided by output, or 1/5. Second, the lowest capital/output ratio is 

found and this is assumed to represent full capacity output. Third, the 

capac ity ut iIi sat i on rate in other years is obtai ned by di vi di ng the 

lowest capital/output ratio by the capital/output ratio of the respective 

year. 
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