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ABSTRACT
. [

Virtually all satellite repeaters use a traveling-wave tube (TWT)
as their main power amplifier. Because on-board power is a limited com—
modity, it is highly desirable that the TWT be operated as efficiently as
possible, namely in or near saturation where it is highly nonlinear. These
nonlinear effects manifest themselves as an amplitude conpression (AM/AM
conversion) effect and an amplitude dependent phase modulaticn (AM/PM con-
version) effect: In this thesis a number of investigaticns have been

made in relation to the TWT nonlinearities and their effect on thg\per-'
I

\

" formance of comunication systems.

A novel quadrature model of the TWT has been developed. This
mdelismstusefxuinuiatit;sanalyticmdrequiresmemoibeof
only four parameters to obtain an excellent fit to the TWP characteristics.

Ar3 optimal barxdp;zss nonlinear transfer characteristic that'mazd.-
mizes its output signal to interference power ratio has also been derived.
Bymkinguséofmisopmalmferammcteﬁst{cmﬂmequadrame
nodelofthetube,acmputer—ai&dd%ignprow&mehas@éndesafiﬁed
for obtaining a predistortion compensation network for the TWF. This
network consists of a simple arrangement of attenuators andpc;aer—law
devices and has been shown, by computer simulation, to yield about 1 @B
inpmvenertinsystémperfommoeforthemsevﬂmmlyasingleczrﬁer

is present in the TWT.
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In the case when a single sample detection and majority logic
decision circuit is assumed at the receiver, it has been possible to de-
rive analytical expressions for the pzébability of error for M-ary CPSK
signals transmitted through a piecewise-linear envelope limiting repeater.
An infinite series expression for the bit error rate of binary CPSK

transmission through an actual TWT chamnel has also been derived.

A perfonmce analysis of a correlation receiver with a linear
iritegrate and dutp clrcuit has been carried out for the case of binary
CPSK. transndssic71 through a bandpass nonlinearity emibiting.AM/PM con~

4 : , |

Por the case of purely amplitude-limiting chanixels_, an optimal

(meocimum-1ikelihood) receiver structure and its approximate performance

has also been investigated.
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CHAPTER 1

INTRODUCTION AND BACKGROUND

1.1) INTRODUCTION .

Since the launch of the first, successful geo-
stationary satellite, SYNCOM II, in July 1963, satellite
communications have expanded at a phenomenal rate. Within
the last 5écade, communications traffic has heen growing
at an approximate rate of 15 to 25 ber cent per year.

This growth is expected to continue for the next 10 to
20 years [62]].

At an orbital altitufle of 34,863 km above the
equator, i.e. about six times the earth's radius, econ-
omical means can be provided to keep a satellite stationary
with respect to the rotating earth. This is known as
synchronous orbit. The angle subtended by the earth from
the satellite is about 18° and the resulting earth coverage
for communicatﬂmx#nuposes is approximately four-tenths of
the earth's surface. Hence only three such satellites are
sufficient in principle to provide communication between
any éwo points on the earth's surface [26].

Early satellites were sharply power-limited but

had more than éufficient bandwidth for the small number of

1
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available users (ground séation accesses). In order toh
trade off bandwidth for signalling power, wideband fre;
quency modulation (FM) techniques were used in conjunction
with frequency division mulfiplexing (FDM) in order to
accommodate a large number of simultaneous messages from
each user. An additional factor influencing this choice
was that the FM/FDM technology was highly developed ané
widely used in terrestrial microwave systems.

In today's systems it is desirable that a la;ge num-
ber of earth terminals (each with a different voiume of
message traffic) simultaneously access or use a gi;en satel-
lite channel. This is known as multiple access communications
and there are several methods of achieving it [65]. Of main
concern to us in the subsequent analysis are the following

multiple access methnds:

(1) frequency division multiple access (FDMA)
(2) time division multiple access (TDMA)
(3) spread spectrum m@ltiple access (SSMA)

Commercially, the most widely used methods are f}e—
quency division multiple access (FDMA) and time-division
multiple access (TDMA). In frequency-division multiple access,
thebrepeater bandwidth is divided into a number of nonover-
lapping frequency bands which constitute access channels: The
transmitting stations are then assigned to each of these access
channels. Either freéuency~division multiplexing (FDM) or

time division multiplexing may be employed in order to

assemble the individual baseband

S
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channels prior to the transmission. This multiplexed

. baseband is then modulated onto the main radio frequency

(RF) carrier either by analog means, such as, wideband
frequency modulation (FM) or phase modulation (PM), or by
digital methods, such as, phase shift keying (PSK). Wheﬁ
each user is transmitting an analog modulated FM/FDM signal,
the only viable multiple access method is FDMA with pre-
assigned channels. 1In such systems, several simultaneously
transmitted signals with different carrier frequencies are
passed through the traveling wave tube (TWT) amplifier
transponder on board the satellite (see section 1.2). As

a result of the TWT.nonlinearity, these multica;;ier sigraals
interact with each other to cause intermodulafion products
(intermodylation noise) to appear at the o%tput of the
satellite repeater. This intermodulation effect ingreases
with the number of simultaneous users. It may result in
oﬁi-of-band noise which is subtractéd from the output power
available to the desired signal or it may be within the
frequency band of a desired signal cau;ing severe signal
distortion. This undesirable effect may be mitigated to
some extent by properly spacing the frequency bands of the
various transmitted signals so that most of the intermodul-
ation noise falls outside the bands of the desired signals.
However, this causes a significant portion of the satellite

bandwidth to be unused and unusable and hence a significant



decrease in available transmission capacity and efficiency
of utilization of the satellite [74].

Another major problem of the FM/FDM/FDMA system
is the need for complicated and stringent up-link power
control among the transmitting stétions. In general, the
ratio of powers of any two component signals at the out-
put of the TWT will differ from the power ratio of the
same two components at the input, the change favoring the
stronger signal at the expegse of the weaker one (weak
signal suppression effect). This situati®sm may require
extra margin in the power requirement for each weak-signal
transmitting earth station and, in the absence of power
control, reduce the total number of stations able to use
the repeater simultaneously.

An alternative multiple access communications
method is time-division multiple access (TDMA) in which
earth stations or users communicate with each other by
using short non-overlapping bursts of signal. 1In the case
of PCM/PSK/TDMA used for voice transmission each user
first converts the analog signals (e.g. voice) into digital
signals via pulse code modulation (PCM) encoding. These
digital signals are converted into burst signals by using
compression buffers. These burst signals are then used
to digitally modulate the assigned carrier by means of

phase shift keying (PSK) and these are transmitted over
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the satellite 1link[60]. Because only one signal is pagsing
\
through the satellite at any instant, intermodulaticm |\

noise problems and accurate power control requirements ate

\
\

eliminated. Thus, a substantial improveTent in useful '\
channel capacity may be obtained. Fig. 1-1 (reproduced \
from [69]) illustrates the transmission capacity of an \\
Intelsat IV transponder as a function of the number of
active earth stations ( those simultaneously accessing
the satellite transponder) in a network using the different
multiple access systems. It is readily evident from the
plots in Fig. 1-1 that when only a small number of earth
stations is accessing the channel in either its assigned
frequency or time partition, then the available transponder
capacity is high and efficient use is made of the sateliite
transponder in both the TDMA and FDMA modes. However, as
the number of simultaneous accesses increases, the trans-
pondexr capacity droés sharply for the FDMA mode while that
of TDMA decreases much more slowly. Table 1-1 compares the
general capabilities and requirements of TDMA and FDMA
satellite systems (extracted and modified from [58]).
Either FDMA or TDMA is well suited for a high
capacity sy%tem with few traffic fluctuations with TDMA
having an advantage as the number of accesses increases. .
However, if there exists a largeé number of users ( in the

order of several hundreds), each with small 'but changing

communications traffic requirements, other forms of multiple
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Table 1-1-° 3

- COMPARTSON OF TDMA AND FDMA FOR SATELLITE OOMYDNICATIONS

|
/s

TDMA

+

FDMA ©

Total system
capacity

Drops slowly with number

of accesses

Undergoes a rapid drop

fran one to four accesses

Effective peak
transmit power
requirerment at
earth station

‘K}adl station may satu-
\gf satellite transpon-
T

Power requirement 1s pro-
porticnal to traffic
density

Message Digital Analog or digital
modulation

P
Up~link power Not critical May be critical if high
control capacity is required
Frequency Short-term frequency Long-term frequéncy
stability stability may be control is critical for

critical to carrier

recovery circuit

small channel bandwidths

Interference to
adjacent RF
channels

A band-limiting filter
following the satellite
TWL may be required to
reduce the effect of -
energy , spreading

Out of band intermodula-
tion products do not ge-
nerally limit system
design

{continued)
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Table 1-1 (continued)

TDMA FDMA
Modems Identical wideband # Operating bandwidth of
burst modems for all modem varies with
stations station's traffic
requi‘rement
Timing and Burst synchronization Not required
oontral with modem control
interface is required
at each station for
time multiplexing at
the satellite repeater
Data buffers Required Not required
’ *
-Frequency Simple because of the Conplex frequency
“ planning fcr same, single transmit multiplexing equipment is
earth station and receive carrier required
frequency for all .
earth stations

{continued)

*
Only applies to FM/FDM/FDMA case.

A
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Table 1-1 (continued)
TDMA FOMA
3
Power bandwidth Bandwidth utilization * Bandwidth is inten-
efficiency efficiency can be tionally trtded off for
increased by using power.
higher order modula-
tion. In power-limited
case forward-acting o
error correcting codes
//dcan be\apolied tgmim—
/ prove the\_oerfgnnan:%\
/ of the overall system\
/
S N &
Cost of )):e/sent Expensive tire multi- Can use the existing
technology (up plexing equipment is terrestrial microwave
to 1975) . required. | equipment to reduce the
,/’ overall oost.

*
Only applies to FM/FDM/FDMA case.
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access, e.g. spread spectrum multiple access (SSMA), may
be more approopriate.

In SSMA, the carriers from each earth station are
frequency or phase modulated in such a way that their
transmitted spectra occupy the whole of the available trans-
mission bandwidth. The message modulagion bandwidth in
such a system (SSMA) is normally small relative to the system
bandwidth. The message modulation can take the form of an
analog frequency or phase modulated signal or it Ean take
a digital form such as phase or frequency shift keying.

The usual method of generating a spread-spectrum signal,
known as the direct-sequence method, is to assign to each
user a distinct pseudonoise (PN) sequence*. This is known
as pseudonoise carrier. The clock rate of this PN sequence
(equal to half the transmitted signal bandwidth) is
normally several orders of magnitude (=1000) larger than
the message bandwidth. Each active user then modulates

his message onto this pseudonoise (;N) sequence and trans-
mits the resulting PN carrier through the satellite
repeater to the receiving términals. Both the spectrum spread-
ing and the function of addressing the transmittiné station

are achieved by this PN carrier. Upon receiving this spread-

spectrum signal, each earth station empioys a phase coherent

*A sequence ©of 21 binary numbers (zeros and ones) that is
geanated from a linear feedback shift register of length n.

A
A
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correlator capable of locking onto any one of the trans-
mitted signals while rejecting the others. Once the
receiving station is locked onto one of the PN carriers,
the message can then be recovered by correlation detection.
The PN sequence used to spread the spectrum of
the‘%ultiple—access carrier also serves to address the
transmitted carrier to the desired receiver automatically.
In general, owing to the length of the PN sequence normally
used, an extremely large number of distinctly different
addresses are available, many moré than, the number of active
links a satellite repeater can support. However, this
multiple access method is not widely used commercially at
present because it. requires fast symbol synchronization to
the transmitted PN sequence, and because it usually can
handle only slow to medium speed messages. Furthermore,
it requires ﬁore complex terminal equipment, more accurate

=,
power control at the transmitter ( in order to avoid the

o

incidence of weak signal suppression), and most important

of all it yields very poor transponder bandwidth utilization.

1.2) THE TRAVELING WAVE TUBE (TWT)

Most satellite transponders to date and in the near
future will employ traveling wave tube (TWT) amplifiers in
the kigh power amplifier stage of the transmitting section

of the satellite repeater. This choice has been dictated
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by the needs for broad bandwidth, high gain, relatively
light weight, long life, high reliability and high direct-
current (DC) to radio frequency (RF) power conversion
efficiency all of which are supplied by the TWT.

In order to facilitate an understanding of its
behaviour, a brief and elementary physical description of
the traveling wave tube is now given. The discussion in
this section essentially follows that in [57], and can be
found in most texts on electromagnetic devices [64].

The basic elements of a traveling wave tube are an
electron beam and, surrounding the beam', an RF slow wave
structure [ 64] which supports the propagation of a traveling
electromagnetic wave. The RF structure, an electron gun
(cathode, anode), electron focusing structure and a col-=
lector comprise the components of the TWT as shown in Fig.
1-2.

In the TWT an electron beam generated by the
electron gun traverses the cylindrical axis of an evacu-
ated glass tube about 30 cm. fing and about 25 mm. wide.
Thé beam, which travels through the centre of the tube, is
enclosed by a spiral wire coil (the helix). The coil and
the electron collector are both given a positive bias. In
order to keep the beam focused, the tube is surrounded by
an axial magnetic field. This focusing field, which is *

produced by an external magnetic coil, is also known
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Fig. 1-2. Traveling wave tube.
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as the beam directing field.

The high frequency signal(RF input) that is to be
amplified is fed in at the beginning of the helix. It
becomes increasingly amplified in its passage(a}ong the
helix and is ‘then uncoupled at the end (RF output). The
continuous and progressive interaction of
the fields of the electron beam and the signal leads to a
bunching of the beam electrons. These bunched elect?ons
form electric fields and consequently induce electric
fields on the helix. These induced fields are 90 out of
phase with the initially present field. The result-
ant field present on the helix appears greater in com-
parison to the original field, and thus exhibits an
amplification effect. Essentially there is a transfer of
enexrgy from the electrons to the signal field. Under
correct operating COAAitions, the total energy of the
electrons decreases along the beam and the total energy
of the high frequency signal increases along the helix.

At low RF drive levels a faithful reproduction of
the input signal is found at the cutput of the TWT, except
that there has been a considerable increase in power due to
beam-wave interaction as explained earlier. The TWT in
this case is a linear device, where the output signal
grows in direct proportion to the applied input signal.

Above a certain power level, however, an increase in RF
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input power will no longer result in a corresponding
increasekin output power. The TWT's amplification process
is then said to be in saturation. This relationship between
input and output power of the TWT is generally known é&s
the amplitude modulation to amplitude modulation (AM/AM)
conversion effect.

Apart from this AM/AM effect, the input drive power
level also effects the velocity distribution of the electron
bunches and therefore results in an amplitude-dependent
phase change at the output of TWT. This phase shift as a
result of input drive level is known as amplitude modula-
tion to phase modulation (AM/PM) conversion effect. At
small input signal level this relative phase shift is small
but it increases as the saturation level is approached.
This is to be expected, since a large velocity change of
the electron bunches occurs when the input is high which
in turn results in a large phase shift at the output of the
TWT. The plots of phase shift and output power versus
input power level for a typical TWT (Hughes 261-H tube)
is as ;hown in Fig. 1-3.

In genexal, both AM/PM and AM/AM conversion
effects cause nonlinear signal distortion at the output
of the TWT. When a single carrier i;ﬁpresent at the

input, unwanted harmonic signals, which are frequencv multiples

of the fundamental signal at the input, are generated at
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Fig. 1-3. The single-carrier characteristic of an
Intelsat IV TWT, Hughes 261-H.
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the output. In the case of multicarrier input signals,
the output signal usually contains the intermodulation
products that are displaced in frequency on the high and
low side of the original carriers. Both these harmonic
signals and intermodulation products can severely distort
the output signal especially when £h9 TWT is operating

near its saturation point.

1.3) SCOPE OF THE THESIS

The analysis of the effect of TWT nonlinearity on
the performance of coherent phase shift keying (CPSK) 1is
examined in some detail in the thesis. Other impairments
caused by multipath propagation, amplitude fading, carrier
recovery, bit timing recovery and frequency translation in
the satellite will not be considered, however, as each of
these defects does create a number of new problems. In
most cases, provided the nonlinear distortion effecﬁs are
properly accounted for these other problems‘can be handled
by well known means [9, 22, 36, 53, 55-56].

The satellite repeater is assumed to be nonregenexr-
ative and its main function is to amplify the signal, trans-
mitted from an earth station, prior to retransmitting it to

another receiving earth station. Therefore in this thesis,

the satellite communications channel will be modelled simply by:

"
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(1) additive Gaussian noise sources on the
up-link and the down-link paths.

(2) a wideband TWT exhibiting a nonlinear and
frequency independent gain and phase
shift characteristics.

This proposed communications model approximates the PSK/

TDMA case with wideband transmitting and receiving filters.

Furthermore it also represents the PSK/SSMA case where
the channels, other than the one being&monitored, can be
regarded as independent equal power white noise processes
[4].

A review of the analysis of coherent phase shift
keying (CPSK) systems through the linear additive noise
channel is' given in Chapter 2. This analysis, though
not directly applicable to the system of interest here
yields a bound on the attainable performance that can be
used to compare with that of the nonlinear channel. In
the latter part of Chapter 2, different existing models
of wideband TWT's are described and compared concurrently
with the development of a new and simple quadrature model.
This novel model is most useful in that it is well behaved
for all input drive levels and requires the choice of only
four parameters to obtain a good fit to the actual TWT

characteristics. '

In Chapter 3 the optimum bandpass nonlinearity that

maximizes its output signal to noise ratio for a certain
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class of inpu£ signals is derived, -and different methods -
of compensating the TWT to approximate this optimum band-
pass nonlinearity are investigated.

The performance of CP¥SK systems through nonlinear
chapnels is examined in Chapter 4 for Yoth the bandwidth-
limSted and the power-limited channel. For thé latter c;se
a single sample detection and majority logic decision
fec;iver is assumed, and the bit error rate is determined ‘
as a function of up-link and down-link bit energy to noise
spectral density ratio.

In Chapter 5 the performance of a binary CPSK
signal transm&tted through a purely amplitude - limiting

channel is considered for two other types of receiver.

These are:

(1) the linear integrate and dump correlation
receiver
(2) the nonlinear maximum - likelihood receiver.

Finally, Chapter 6 presents conclusions and suggest-

ions for further research.
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~~PRELIMINARY DISCUSSION AND CHANNEL MODELLING
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In thi; chapter we first, briefly review the per-
formance obtainable when M-ary coherent phase shift key-
ing (CPSK)signalg are tranémitned through a linear channel.
This performance will be used, in the subsequent chapters,
as the basis of comparison for the performance of a similar
CPSK system transmitting signals through a nonlinear channel.
In the latter part of this chapter a novel quadrature model
of the TWT is developed énd compared to other existing TWT

models.

2.1. PERFORMANCE OF COHERENT PHASE SHIFT KEYING (CPSK)

At high transmission rates, coherent phase shift
keying (CPSK) techniques are the most widely used of all
digital modulation methods. This occurs because they are

efficient from the point &f view of

(1) conservation of bandwidth
N .
(2) the possibilities of using very simple

techniques for transmission and reception.
The performance of a CPSK system in an additive
thermal noise channel is well known and can be found in

most texts on digital communication [20, 53, 76, 79). .

20
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Nevertheless, we shall include the review here for the
sak%—qf coﬁpleteness.

In the case of an additive noise channel, the trans-
mitted signal in the time interval 0 <t < T, where T is

the symbol interval,can be written as
-

I/z—;:, g(t) cos (w t +86,) 0<t<T

N si(t) = { .

-~

0 elsewhere

i=1, 2, 3, ..., a. (2.1)

where l). E is the transmitted signal energy per symbol
2) g(t) is a unit energy pulse shape, which in the
N additive noise case may be conveniently taken
to be rectangular

3) w, is the angular carrier frequency which is

assumed to be a fixed integer multiple of %1

where T 1 is the symbol rate or w0>>%£

4) ei is the transmitted phase and assumes one of
273

M r

the values

i=1,2,....,M in each symbol
interval.

Assuming that the ith symbol has been transmitted, the

L

received signal may be written as

x(t) = s (t) + n(t) 0<tc<T. (2.2)
where n(t) is narrowband white Gaussian noise which may be
written as

n(t) = nl(t) cos w t - n2(t) sin w t (2.3)

)
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where nl(t) and nz(t) are both zero mean, statistically
independent white Gaussian noises, with single sided
power spectral density N watts/Hz.

Within one symbol duration the received signal

may be written as .

x(t) = y'%g cos [wot + ei]+ nl(t) cos w t

’

- n, (k) sin w it 0<t<T. . (2.4)

Assuming that 85 is equally likely to have any one
of the M possible values, demodulation is readily accomplished

by forming the quantities

_1/2 T \
X = T f xft) cos ot dt (2.5)
0 .
5 T
and Y = ff J x(t) sin o t at (2.6)
0 © ‘

which are then sampled and passed, at time T, to a decision

.

device which makes a decision on the value of the transmitted

ei.' A block diagram of this receiver is shown in Figure 2-1.

Conditioned on the knowledge of 6. the variables

X and Y are statistically independent Gaussian random
o

variables with meansVE cos 8, anddg sin ei and common vari-

ance E& watts. The conditional joint probability density
2

function (pdf) of X and Y given ei may be written as

‘ 2 . 2
px,je) = L exp|-& ~\Ecos 8} _ (¥ A sin 0;)
Yoo S N
o o o
| | (2.7)
&
! /'/

e B e e
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Fig. 2-1. Block diagram of a correlation receiver for CPSK systems,
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Now define the new random variables R and e as +
X =R N0 COs €

Y = R N sin ¢ (2.8)

In terms of R and e equation (2.7) then becomes

p(R,clei) = % exp{432-2Ro cos (e-+6i)-F02]} (2.9)

where op = %— is the symbol energy to noise power spectral
[¢)

density ratio.

Since the values of the transmitted phase 6, are equally
probable, we can take 8, to be zero without loss of generality
and the symbél probability of error is given by the probab-

ility tRat ]e[>% which can be written as

«©

/ p(R,e|9i=O)dR de (2.10)
| _

Xfa

P (M) = 1- {
™

Substitution of equation (2.9) into (2.10) yields after some

manipulation P
2 ¢ 2, Utan (g 2
P, (M) = 1- = | exp [‘(u,-p)]{f exp [- v°] av} dqu
e ° 0 (2.11)

It was shown by Lindsey [54] that equation (2.11) can be

reduced to a readily computable expression as l

M1 1 .o #
PO = ﬁ—__'iierf lo sin gl -
1 p sin(r/M)
= | [- v2] erf [y cotX]a
S o ePl-y y cotgzldy (2.12)
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where erf (x) [ et at
] — .

is the well known
error function.

In the case of binary phase shift keying (M=2),
2 equation (2.12) reduces to the well known result

P (2) =

N =~

erfc (o]

where erfc {x) = 1 - erf (x)
It is also possible to evaluate eguation (2.12)
in closed form for 4-phase CPSK (M=4). The result 'is
) given by [53].

= NI R 3
Pe(4) = erfc [ Y erfc

2 o
( ] (2.14) .,

— V2
A '

In the region where p>>1, equation (2.14) can be
! approximated by

P (4) = erfc [2—- ] (é.lS)
€ ; iz

In the M-ary case, if we encode the equiprobable,

source symbols using a Gray code [56], which has the

property that only.one binary bit is éhanged in going
from one symbol to an adjacent symbol, then the average

bit error probability Pb(M) is related to the average

symbol error probability, P, (M) by [77]

Pe(M)

IEE;ﬁ (2.16)

Pb(M)

. ——— g e T

(2.13)
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where each symbol contains 1092M bits of in€ormation.

Hence for M = 4 and from equations (2.15 - 2.16)

-

P (4) = = erfc [PF] (2.17)
2

But the bit energy for 4-phase PSK is half that of bkinary

PSK. Hence for equal bit energy to naise power spectral
density ratios, 4-phase CPSK and binary CPSK have

identical bit error performance. This result is signifi-
cant since 4-phase CPSK requires only half the bandwidth
of binary CPSK for the same transmitted power. Fig. 2-2
illustrates the symbol error performance for M-ary CPSK as

a function of the bit energy to noise ratio defined as

B P
No 1092M

2.1 MODELLING OF SATELLITE NONLIﬂEARITY

In order to analyse the nonlinear effects of a TWT
on the performance of communication systems or to com-
pensate for this nonlinear distortion, it is first
necessary to develop a relatively simple, analytical model
of the tube.

In recent years considerable.effort has been made
to develop analytic expres;ions that approximate the TWT
nonlinearity. In an attempt to investigate the effect of
ipté&rmodulation noise caused by TWT nonlinearity or the

|
intersymbol interference effect (caused by adjacent symbols),
»
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different models of the tube have been developed [11—1},
25, 31 33-34, 51]. Basically these models are either the
cascade combination of phase and amplitude nonlinearities
as shown in Figure 2-3 or some form of quadrature envelope
nonlinearity model as depicted in Figure 2-4. However,
the models developed earlier [11-13, 25, 31, 33-34, 51]
only approximate the tube characteristics over certain,
restrictedqregions.of tube operation, as dictated by the
amount of the peak-power-limited interferences at the input
of the tube, and the characteristics of the tube beyond
saturation are not critical. However, in the case when
up-link noise is present Rt the input of the tube, these
models can lead to an anomalous behav{our of the equivalent
noise statistics at the output. This occurs becayse the
noise is not peak-limited or bounded. The cascade model of
the tube in the presence of noise at the input has been
considered in reference [80].

In this section we introduce another approximation

for the envelope nonlinearities in the quadrature model of

4

the TWT as originated in [31, S1] and depicted in Figure 2-4.

The two envelope nonlinearities Zp(R) and ZqKR) in the

in-phase and quadrature paths are assumed here to take the

form
: 2
_ -C.R 2
zp(R) = C;Re 2 10[02R ] (2.18)
-S R® 2
Zq(R) = S Re 2 Il[SZR ] (2.19)
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where I _(.) is the modified Bessel function of the first
kind of order n and R is the envelope of the TWT input
signal.

The coefficients (Cl,Czﬁﬁ,Sz)are computed from a
conventional optimization subroutine as described in
Appendix A, so as to yield a least squares curve- fit to

the actual tube nonlinearities and are found to be

1}
]

“t .
S
20 N

C 1.61245

1 ’ =

2

S1

1.71850 ' S

2

for a Hughes 261-H tube as used in

.053557

.242218

the Intelsat IV satellite.

Unlike the other quadrature models (25, 31, 33 - 34,

51], this Bessel function approximation only needs a few

coefficients (four as compared with sixt?en in (31])to give
a good fit to the TWT nonlinearities up to and beyond
saturation. In addition the modél is well behaved for all

R and permits straightforward evaluation of the TWT output
noise statistics. For very large R, equations.(2.18) and

(2.19) can be expanded asymptotically to give [2].

lim 2z, (R) = N
R+ = V2 E;
.. _ s
and lim Zq(R) = 1
R + « Y2us, . o (2.20) ;

Each ZP(R) and Zq(R), as shown in eqguation (2.20),
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is asymptotically constant and therefore well behaved for
large R. This distinct characteristic oﬁ our model circum-
vents any anomaly that may arise in evaluating the statis-
tics qﬁ the interference terms at the output of TWT, subject
to the up-link noise at the input.

For small R, Zp(R) and Zq(R) can be expressed as a

power series in R. Retaining only the first term in such

power series expansion, we get [2].

2 (R) = CR

2

z (r) = SR
q 2 , (2.21)

- f
\

The nonlinearities in equations (2.18)"and (2.19)
are plotted and compared with the measured characteristics
of the tube (Hughes 261-H) in Fig. 2-5. It is obvious from
this figure that the model proposed provides an excellent
approximation to the actual tube characteristics in the
region of interest for tube operation.
This quadrature model of a TWI' as described by eguations
(2.18 - 2.19) can also be extended to include other types
of nonlinear amplifiers éxhibiting gain compression and
AM/PM conversion effects. Examples of such amplifiers
include Klyst}on power amplifiers and crossed field a@plifiers.
Table 2-1 summarizes the existing models of the

traveling wave tube (TWT), that have been used so far in the
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Table 2-1: MODELS OF TWT
Model type
(originators) Zp(R) or £(R) Zq(R) or g(R) References
Cascade ' Fourier sine series Exponential plus quadratic | (11-13)
{Berman & Mzhl) function
Cascade Exponential and linear Exponential plus quadratic [80]
(Thamas et al) function function
Cascade Hard- or soft-limiting Zero phase shift {4, 48-50,
(Sdwartz et al) envelope nonlinearity . 59, 70]
Quadrature Series of Bessel functions Series of Bessel functions (34, 51]
(Xaye et al) of the first kind of order | of the first kind of order
one one

Quadrature 0éd polynomial of R 0dd polynomial of R {25, 31, 33]
(Eric) ‘ |

?

i
Quadrature Modified Bessel function Modified Bessel function f [42]
(Hetrakul & of the first kind of order of the first kind of order
Taylor) 2ero one }
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analysis of satellite communications systems, and provides
somg indication of the advantages and disadvantages of the
various models.

The specific overall channel model for the cammnication system
considered in the thesis is shown in Fig. 2-6. The input
to the satellite repeater consists of a single carrier,
M-ary phase-modulated, constant-envelope signal and zero-
mean, stationary Gaussian noise. The bandpass filter
bandwidth, unless it is stated explicitly otherwise, is
assumed to be wide enough to pass the signal with negligible
distortion and to limit the up-link noise tb a bandwidth
that is small compared to the center frequency of the filter.
The traveling wave tube amplifier on board the satellite
exhibits two kinds of nonlinearity, namely the AM/AM and
AM/PM conversion effects as described earlier. The TWT is .C
followed by an ideal zonal bandpass filter that confinesthe output
spectrum to essentially only the fundamentgl band of the
signal. After péssing through the satellite repeater, the
signal is transmitted to the receiver and independent thermal
noise is added to it on the down-link. The receiver processes
the composite signal and extracts the information-bearing
signal coherently using a locally generated carrier refer-
ence signal. It is assumed throughout the thesis that
carrier‘and bit timing recovery at the receiver have been
achieved.

_The system model depicted in Fig. 2-6 is also valid
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for the analysis of M-ary CPSK signals transmitted
through a linear channel with a limiting front end in
the receiver. In some practical applications, insertion
of a limiter in the receiver front end may be desirable
from consideration of dynamic range requirements. ,LIn
such app;ications, we only neea to disregard the down-
link noise‘component in our model and replace the satel-

lite repeater nonlinearity by a hard-limiter.
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CHAPTER 3

COMPENSATION OF SATELLITE NONLINEARITY

?he signal distortion resulting from the non-
linearity of the travéling wave tube (TWT] amplifier has
presented a number of problems to degigners of various
multiple access satellite communication systems and has
been aféignificant factor in determining communications

éystem performance. The gvolution of multiple access

techniques from.éssentially analog frequency-division

multiple access (FDMA) to essentially digital time-division
mu}§é€le access (TDMA), though in no ‘small measure motivated
by the problem of nonlinear distortion caused by the TWT,
has not resglted in complete elimination of the problems

but merely in a shift in emphdsis. For example,'the basic
characteristics of nonlinear power transfer and amplitude
dependegt phase modulation (AM/PM) conversion produced by
the TWT operating close to maximum power output result in

the problems associated with intermodulation and cross-

modulation distortion, gain suppression, large signal

capture (small signal suppression), and harmonic distortion
in systems employing multicarrier FDMA techniques. However,

these same nonlinear characteristics of the TWT also cause

.8ingle carrier waveform distortion, co-channel interference
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as a result of spectrum~spreading, additional inter-
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symbol interference and reduced error rate performance
in systems employing single-carfier TDMA techniques.

In this chapter different means of compensating
thé TWT, in order to alleviate the degradation caused by
TWT nonlinearity, are investigated. In section 3.1 an
expression for an optimal bandpass nonlinearity that

maximizes its output signal to interference power ratio

[RST JVPIEE

(C/I) for a certain class of input signals is derived.

" This is followed by a discussion of three main compens- !

ation techniques which can be used in conjunction with
the TWT so that the overall transfer characteristic of

the tube approximates that of the optimal bandpass non-

linearity.
3.1 OPTIMUM BANDPASS NONLINEARITY
$

To simplify our notation without loss of generality
we shall consider the case of an unmodulated sinusoidal
signal of amplitgde 5, plus narrow-band Gaussian noise at
the input to the genéral gquadrature model of the TWT.
(depicted in Fig. 2-2). In terms of the envelope,R , and
phase, ¢, the input signal can be written as

x(t) = R(t} coslugt + (b)) (3.1)

The joint probability density function (pdf) of’

the envelope, R, and the phase, ¢, of the input signal is
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then [67]
A2—2A RCOS ¢ +R2
P(RcC) = 2 exXp | - 2
2n0 20 (3.2)
for 0 SR <= and 0 £ ¢ £ 27

where 02 is the input noise variance.
The pdf of the envelope R can be obtained by
iﬁ{:egrating equation (3.2) wif:h respect to ¢ and can be

shown to be [67]

) . 2,2
02 g 2q
(3.3)

where Io (.) is the modified Bessel function of the first
kind of order zeré:.

Similarly, the integration of equation (3.2) over R
would yield the pdf of the phase, ¢, as [67]

-p 2
ple) = gn + cog £ /—f—r- @™ PSRN E orfe {-vh cos &)

»

0 < & <2n

2

A

where p B

s = equivalent input CNR and the complement-
20

ary error function erfc (x) is defined as:

L 2
erfo(x) =—2-jet dt
X
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For our purpose, he define the optimum bandpass
nonlinearity as the nonlinear device that maximizes the
outpu€ signal power subject to a constant signal plus noise
power at the output. This mdxggkm is equivalent to »
maximiiing the output SNR. The joint pdf of the envelope,
R, and phase, €, and the pdf of the envelope, R, are assumed
to take the forms shown in equations (3.2) and (3.3). This
criterion Qf optimality, i.e. maximum output SNR, has been
shown Ey Jain and Blachman [18, 49) to correspond to the
minimum probability of error for the case of a binary CPSK
'signal transmitted through a nonlinear, purely amplitude
limiting channel.

In the case of a nonlinear channel with AM/PM con-

version as depicted in Fig. 2-2, the signal power and the total

signal plus noise power at the output can be defined as [15] 4

1 2 2, |
§=3 {EER,e(zp(R) cose)]” + [ER, e(Zq(R) cose) 1°} ;
(3.4)
and é
< 1 2,5 2

S+N=3 {ER[ZP(R) + zq(R)]}
where zp and zq are the'in-phasé and gquadrature envelope
nonlinearities in equations (2.18) and (2.19), and B, _(.)

R'C
denotes the statistical average over R and ¢. ‘ *

The cbjective is to determine z;(q and z;(-) .
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the optimum in-phase and quadrature envelope nonlinearities
such that S is maximized subject to a prescribed, constant
value, C, of S + N, From equations (3.4 - 3.5), we may
then define an unconstrained objective function as
w 27 5 AL
J = {f[2 (R cos ep(Re) R} + { [ f
oo P 0 0
2 @ © 2 2
Z (R) cos ep(R,e) dRAe}* + A {2C - [ [ZZ(R) + 25(R))
q o P q

p(R) dr}} (3.6)

where i is the well known Lagrange multiplier.

By taking the integral in equation (3.6) as the

Riemann sum and equating the differentials of J with respect

i to zp(R) and zq(R), for fixed R, to zero, we obtain the

following necessary conditions defining the optimum

* *
envelope nonlinearities, Zp (R), and zq (R) as

© 2q

~ * * .
22 Zp (R) p(R) =¢ J {Zp (R) cos ¢ p(R,e) A R.d ¢ }

an
{ cos ¢ p{R,c) 4 ¢ (3.7)
and .
' w 27
A * *
A . = f -
223, (R) PR) L jo 2q (R) cose p‘R,e) dR de}.
2n
I CO8¢ p(kce) d 1 (3.8)
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where ;
* 2 * 2 N
* .
s .S . {ER'CEZp (R) cos ¢]} +{ER£[ Zq (R) cos ¢ ]} :
2C |
4C i
(3.9) !

From equations (3.7) and (3.8) it is readily
evident that i
* * . i
z, (R = 82, (R) - (3.10) '

P q

for any real constant 8 including zero. The case when

B8 = 0, however, yields a trivial solution for eguation

O & At o« e P o e

(3.7) and merely indicates that the characteristic of an

*
optinmum bandpass nonlinearity is that of Zq (R) .

In general it is then necessary for the optimum
bandpass nonlinearity to have

(1) an amplitude characteristic satisfying
equatiorns (3.7) and (3.8) to within a multiplicative
coﬁstant, and '

(2) a constant output phase shift, independent

of the input envelope, R, which may therefore .be set to zero.

e Ve,
el W

Substitution of (3.%) and (3.10) into (3.8) yields

'2u -
. * ) ‘
S* 2*(R) p(R) = C 3§—2 [ cose p(R,c) de (3.11)
! 148 0

-~

A _
Equation (38.11) is now identical to [egn. 31 of {18]],

except for a nonzero constant 8. Therefore, by using the
same argument as in [18], the optimum guadrature amplitude .

s [+ ’

»
response -characteristic, Zq(R).can be expressed as
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* L3
2 (R) = K I, 5—‘-;- /1, %3 (3.12)
q v . :
2
where K = 3—%—-—-——2
S (1+8°)

From equations (3.10) and (3.12), the overall optimum

. *
envelope transfer characteristic 2 (R), is then obtained as

* , x p) * 2
Z2 (R) WZP(R)] + [zq(R)l
AR AR |.
c I —i/ I |~
1[02J 0[02} ‘ (3.13)

*
The furiction Z (R) increases linearly from zero and

where c = Kf 1+8

rises asymptotically toward the value ¢ for large R. This
behaviour closely approximates that of a piecewise linear
limiter. Also the larger the up-link carrier to noise ratio,
53‘ . the mére closely this limiter characteristic, approaches
%ggt of a hard limiter. Fig. 3-1 shows a plot of Z*(R) as a
function of f— for different values of input carrier to noise

ratio defined as

2 o7
A
(CNR) . = — =0
I 20

The results obtained in this section confirm the pre-
vious conjectures [44, 51, 82] for the optimum transfer
characteristics of bandpass nonlinear saturation devices with
AM/PM coversion. To facilitate the ;ompensator design
presented in the subsequent analysis, it will be assumed that

(1) amplitude dependent phase shift at the output is
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completely eliminated.

(2) the envelope nonlingarity should approximate
that of a piecewise linear limiter.

This choice of a design objective avoids the
problem of designing a compensator whose characteristic
depends on the input CNR, p. Although it is only an
approximation to the optimum transfer characteristics, it
has been shown to yield very good results for the case of

multicarriei,signals [51, 82].

3.2 TWT LINEARIZATION TECHNIQUES

In order to compensate for the signal distortion
caused by TWT nonlinéarities! various linearization tech-
niques have been attempted in the past. There exist,
fundamentally, two different approaches.

The first approach takes advantage of the fact
that the satellite usually contains a number of independent
TWT's which together form a muftiport transponder of n
inputs and n outputs. By'the proper design of an n x n
Butler matrix phase-shifting network preceding and follow-
ing these n nonlinear devices, the effect of intermodul-
ation noise generated by each TWT nonlinearity can be sub-
stantially reduced [19, 68, 82].

The second approach is to alter the nonlinear

characteristics of the overall compensated TWT by means of

LY e e it ANy

2wt
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input-signal predistortion or feedforward correction of

the output signal. Other methods include the equalization

of AM/PM conversion effect by controlling the helix voltage

modulation [74, 86] and the control of basic frequency and/or ] .

spatial characteristics by proper design of the slow wave

structure of the TWT [81].

In this section we shall first briefly review the
main compensation methods, namely, Butler matrix, feed-
forward correction and signal predistortion method. A

procedure and novel implementation of the signal predistort-

ion circuit is then suggested in section 3.2.3.

‘M

,: 3.2.1 Butler matr%f transponder (BMT)

The basic configuration of the BMT amplifier network
is shown in Fig. 3-2. It consists of two complementary
(n x n) Butler matrix networks which precede and follow a

set of nonlinear amplifiers. These networks perform a

special phase shifting operation on the signal at the input
and output of the amplifiers and cause a substantial frac-
tion of the intermodulation products (IMP) appearing at out-

put ports to fall outside the frequency band of the trans-

L)

mitted signal. Consequently a significant portion of the
IMP can be reduced by proper filtering at-the output ports
and the amplifiers can be operated closer to saturation for
a specified output C/I ratio. More details on the mathemat-

ical description of a Butler matrix transponder (BMT) can be
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found in [68]. In addition to its main feature of reject-
ing the out of band IMP, the BMT also provides a means of
increasing the RF power per channel in the case when the
number of inputs to the BMT exceeds the number of existing
channels. Furthermore, under non-peak loading condition,
the BMT offers a power sharing capability which'allows
some channels to operate with a greater output power than
others without C/I degradation in any channel. |
However, in the case of singlélcarrier operation
as in TDMA systems, it has been pointed out in [68] that
the BMT loses its power saving qualities and more distort-
ion could occur. The other disadvantages of the BMT
ihclude a required increase in the transmission bandwidth

as well as the obvious one of requiring multichannel

operation.

3.2.2 Feed- forward technique .

This method of linearization makes use of a sub-

sidiary TWT to help in the compensation of the operating

45mplifier tube. A schematic block diagram of the feed-

forward'linearizaiion technique is shown in Fig. 3-3. The
input signal to the transponder igs divided into two
portions. Part one goes through Fhe main amplifier, TWTl,
and a sampling is taken through a directional coupler with
a coupling factor R where GSsl approximates the small-

G
ssl
signal in-band gain of TWTl. This sample is compared with
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Fig. 3-3.: Open-loop feedforward amplifie r mdel.
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the reference path signal which has been delayed by a
time 1)+ €qual to the propagation delay of TWT, . The
phase and ampl?iudg of this delayed reference signal is
adjusted by an amount A¢l and Bl by means of a variable
phase-shifter andM;n attenuator. . The time-shifted er;or
obtained is thenﬁpassed through another attenuator, Bos
and a phase-shifter and amplified by a subsidiary tubé,
TWTz, whose small signal gain, 9882' is such that the
error is restorgd to the appropriate level to cancel the
error of the main tube. The linearity of the compensated
tube is achieved by the proper adjustment of the variable
pﬁasexshifters‘and attenuators £713§ ‘An. appropriate time
delay Ty equal‘téﬂthe propagation delay‘sf TWT2 must also

be providéd in the main amplifier path in order to achieve

ajhchronization’éf the two paths. The fixed attenuators

in the main and reference paths in the final stage represent
Ehg loss in the directfdnal couplers and the delay line.
This ﬁaéhod allows the output signal and the sample of the

input signal to be compared and correcﬁed to any desired

" degree of accuracy [71-73].

The main advantage of the faod-forward techn%gua

“1a {ts simplicity. "The spbaidi&ry tube, 'I‘W’I‘2 is usually

operated at'very low level and c¢an be usod as a gtandby

amplifier in the satellite. Furthermore, as distinct

- from feodback tochniquos the food~forward TWT amplifier

‘does not contain any closed loops and honce is an inherontly
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stable system.

' The main disadvantage of the feed-forward tech-
nique is thatﬁ;f requiring the second TWT and two extra
low-loss delay w&veguides. This may put a restriction on
the weight of the compensated tube. Furthermore, the
degree of reliability of this technigue depends on the
balance of the two loops which may be impaired by several
long term effects, such as, aging and temperature effects,
temperature difference of the delay lines and shift in
TWT helix supply voltages. The latter factor is critical
because the TWT characteristics are sensitive to changes

in its helix voltage and the feed-forward technique there-

fore requires a highly regulated power supply [7].

3.2.3. Signal predistortion technique

The technique of signal predistortion pas récently
been applied t¢ the compensation of traveling wave tube
amplifief non}inearities. The design mathod reqhires
accurate knowiedge _of thp tube . ~Kwu ot ;11 {51] hawe
initiated the developmont of two difforént app;oaches to
tho synthasia of a ﬁiediatortion compengatox in caacade
with the TWT. The first &pproacn consists of ggpar&ta
envg}opc‘and phase predistortion nétworks connoéted in
cagcade. The prediatcrted envelope oﬁ‘the input aignal is
firat dotected and then appliod to the input of a phase-
corroction notwork. "A aimplo impiomontation of thip

L]
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technique has been reported in [?Sj.
An alternative approagh is to simultaneously pre-
distort the envelope and phase of the input signal by

using two separate envelope nonlinearities, one in the

| in-phase path and the other in the quadrature path. In

thé\subsequent analysis we shall describe a design pro;
cedure and a possible, novel implementation of a quadrature-
model compensator and the performance improvement attainable
for the case of single carrief. binary PSK transmission.

Fig. 3-4 depicts a predistortion compensator in
cascade with the TWT. The quadrature model of the TWT is
as described in section 2.1, in which Zp(.) and zq(.)_are
assumed to take the forms, .

2

-C,R '
2 2
C I lC,R] : (3.14)

zp(R) " ClR e

2

° ' -S R 2 . ’
1,{8,8%] , (3.15)

. 2
. Zq(R) - SlR [}

For our purposes wa shall seek a set of envelape

nonlinearities, Gp(R) and Gq(R). the in-phase and quadrature

combonenta of the compensation network, such that .the overall -

transfer charactoristics approximatérthat of a pilocawise
linecar envolope iimitor.with gero anvalopo-depondent phdse'
ghift as doscribed in soction 3.1. 1In torms of GP(R) &nd
Gq(R) ¢ 'tho dasirod onvolopo and phase shift at tho output
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of the compensated TWT can be written as

2 2
~C,[GC (R} +GE(R) ]
ER =CG R e 2 E L0 IOECZ(Gli(R)m;(R))J

(3.16)

2 ovind
5, (G (R+6: (]

g 2 2
“5)G,(R) e Ilfsz(gp (R)+Gq(R) })

and

Gl R6E (R

- 2 2 '
0 clcq(R) ) Iotcz(c‘b(mmq(m}]
) (3.17) ~“ °
2
=S, [GC(R)+GE(R) ]
"G R e 2 » | 4 xltszmgmmé(m}]

The objective here¢ is to determine G (R) and G (R)
such that equations (3. lﬁ)and (3. 17) are satisfied where

F(R) 18 a piecewise linear limiter oharacteriatic dofined by

R ) by
a ° <, - R—%—- . O’S-R:r{i L .
R, = ‘. o L (3.18)
- . RO . Ro» Ri{ .
: ' \

where Ry ia tho TWT output saturation voltage-and Ry is the

mgnimum voltage corraaponding %o saturation of the limiter.

Tho oxact solution of these oqqggions ig a vory difficplt
problem, and in order to obtain a tractable problem from

which meaningful raesults can be obtaiﬁedz*wo apprgximate

» .
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GP(R) and Gq(R) as the polynomials.

M
6 (R} = | a r*1 (3.19)
k=1
M 2k-1
G (R) = ] BB (3.20)
9 k=l

where the coefficients a, and b, axe to be determined so
as to satisfy equations (3.16) and (3.17) in some optimal
sense.‘

The coefficients ay and bk can be determined from
a conventional optimization subroutine [8] such that
equatiods (3.16) and (3.17) are satisfiod in a leést
squared error sense. The requifed coefficients ay and

bk for two different values of M are tabulated in.Tables

" 3-1 and 3-2 for the Intelsat IV tube (Hughes 261-H).

Corresponding to these sots of coofficients the resultiné

optimal compensator characteristics are as shown in Fig. 3-5

and the overall compehsated onvelope- trangfor .and phase
ghift charactéristics aro shown. in Fig. 3-6. It is ovidont _
from the plat in Fig. 3=6 that the overall envelope transfor
character;stic cqn be made to closoly approximate that qf a
piecewisa - linaar envolopo = limiting davico by increaaing
M, f.c. moxe complexity in tho componaation network.
Fdrthermore; tha amoEn; of AM/PM convorasion offact is

Qvidonglflroducod at Ehg expanse of incrocasing phasc=aslope
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TABLE, 3-1.
The coefficients & and b)c for the compensators (mmd) *

g

k 4 Be :
nillivolt/ (millivolt) %!
1 1.04931 -1.29116 (=1)
i 2 1.03959 (~1) ~9.40475 (=2)
3, -8.30888 (~3) $.99492 (~3)
A 146847 (~4) -9.81332 (=5)

*'l‘m nogative intéger in parentheses following each entxy

in the table represents the power of ten by which the entry
showld be multiplied.
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TABLE 3-2.
_The coafficients of . and by for the carpensators (M=6) *
k % By
millivolt/ (millivolt) K1

1 1.00184 ~1.06837 (~2)
2 1.53746 (=1) -1.76412 (~1)
3 ~1,64945 (~2) 1.88326 (~2)
" 4.53263 (-4) ~7.70929 (=4)
s 1.84654 (-8) 1.31865 (=5)
6 . =9.50100 (=8) . =7.35811 (-8)

*'I‘he negative integer in parentheses following each entry
in the table represents the power of ten by which the entry

- should be multiplied.
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variations. These phase-slope effects are undesirable as
they tend to spread'out the output spectrum. However, they
can be mitigated by determining a setwof coefficients ay
and bk such that equation (3.16) is satisfied in the
minimax sense subject to ?ppropriate inequaliﬁy constraints
on equation (3.17).

An implementation of the compensation network based
on eguations (3.19) aﬁd (3.20) would require an envelope
detector preceding a set of power law deyices. An altern-
ative method that does noéaraquire the envelope detector
is to pass the RF signal directly through nonlinear
devices Np(.) and Né(.) ‘

1f Np(u)andl%{u)denote the in-phase and quadrature

nonlinearitied acting on the instantaneous signal u, we can

exXpress Np(.) and Nq(.) as the first order inverse Chebyshev

transforms of GP(R) and Gq(R) (18] . This results in instant-

anecus signal nohlinoanitims of the form (Appendix C).

) *ii 2k=1
(u) = . (3.21)
b S
§_(u DV | (3.22)
N _(0) = u 3.22
- 9 kel %

k1. k=3=1 2k=1

1)
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k=1 k-3j-1 { 2k-1

2 (%,

2201 rancya \

3=0

Bkﬂ

. A schematic diagram representing a possible imple-
mentqidL of the compensator is depicted in Fig. 3-7. This
compenéator may be. implemented with a set of power-law
devices or alternatively with RFbmultipliers together with
appropriate gain elements.

The performance of this compensated satellite channel
has been investigated by means of computer simulation using
a general purpose satellite simulation program, (231, The
results of the simulation are shown in Fig. 3-8 for the case
of a binary CPSK system operating in a single carrier per

channel mode and in the absence of up-link noise. The trans-

mitting and receiving filters are choson to be identical 4

pole, M4dB riﬁple Chebyshev filters with 85 MHz bandwidth.

Throughoﬁt the simulation, perfect qgr?icr rocovery and bit
timing are assumed at the fééeivor. For different values of
tranomission rate, it is ovident from Fig. 3-8 that some mar-

ginal gain, about 0.3 - 0.5 dB, in aystem performancoe can bea

S P - e

e et

obtainad as a result of tho componsation. This order of improve=-
mont comparos woll with measurements obtainad by othors [Zlif’

For tho case of multicarrior signals it is well known [51, 82]

that this ovorall transfer charactoristi{cs of tho tibe sup=-
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prossos tho intormodulation offect and can provideo up to 10 dB
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improvement in caryier to interference power ratio (C/I)

i whon the TWT ia operating at 6 4B input power backoff .
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CIARTER ¢

PERFORMANCE ANALYSIS OF CPSK SYSTEMS
THROUGH NCNLINEAR CHANNELS

Tha offoct of gatallite ropoater nonlincaritics on tho porfor -

manca of dlgital commnication syatems has boen tho subject of oxtenaive .

atudy [4-6, 10, 23, 29-30, 41, 43, 47, 49-50, 59, €3, 70). As carly
satollite tranopondors wore powor limited, it was nocegsary to operato .
the travoling wavo tuo ('.Lwr)' mp}iﬁur near gaturation o ag to obtn:tn
maxirum tranandttod powor, Undor such conditions & hard=dindtor without

‘cnvelopa ﬁcpondont phaco=ghift waa found to model xeasona.bly accummly
" tho oatellite trangpandar [4=6, 30, 47, 49, 59, W], Mareovor, -
* crtain! eoplicaticna (70], tha TWE was pmoaaaa by a bandpass harxd limd- -

)

wmmmmpﬂmmmlmummputugn&mﬁnm at a
constant lavol and thorchy to olindnats thca undagired offcct off M'FN

converaiei. | }\ncth@xz factor that tam thia nm-mmq modald in the ,
analyoia ct CheK uiqmla tranm&w:d threweh tha uaﬁellitc tmnasm@ar .
o ita mathematicnl tractabllity. r\mﬂmm it oleaaly apmdmwa .

the dptinal bandpaca nonlihcarify fox the cata of high up-nnk carxicr '

‘ to noiaa powor xatio (R} ag d;nmscd Ty em:sm .

L Howavér, £he ot davclcgmm of td.qmr powor eqtallite mr*a .
- and the ihox{h“:a in \w:ex: denand ko aceeag, tha aqtam.to lacds t:d a

b xafor thin o pmm-umitcd oi\amal. B Othox mamum
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/™ tochniques that utllizo bandvidth noxe offectivoly than binary CPSK
(for oxample, M-axy CPSK (sco sectien 2.1)) then need to bo conaidered.
In this case tho haxd-limiter no longer accurately medels tho aatollite
trangpondoxr sinca tho offoct of AM/PM conversion as discwssed in Chapter
1 boconaa maro aignigicant (10, 23, 32-33, 41, 46, 63). Unfortunately,
tho analyais of bandwidth-limited aystena involves avaluating tho statie-
tica of tha intorsymbel interforence (ISI). Even for the case of a lincar
' channol it is very difficult to detormine the prebability denaity func-
v ticn of tho intoroymbol intorforence in closed foxm excopt for a vory
fow special cagea [46), dand t_l-xia groatly conplicatos the analysis. The
prosoncs of a bendpaas nenlinoarity in the channol furthor complicatea
tho maluai.a md tha’ uaua,l mthod of analyzing auch a ccnplex problem ia
by moons of oomutor anmlatim [23, 41, 63] or in somw casen tho com=
bined wio of numorical .and analytical motheds ,[109 32-33}.
owr’ ebjoative in this chopter ia to inveatigate tho offect of
tha nonlincax dtdtortion caused by tha TWC en the pcrﬁmmnce of a
cohoxent phace-ohift keying (@SR) ayatem. Sema empu&ex olmalation
m:mlta. cbtainea by cthora, on em parformanco d:qmdat&m, a3 a4 rooult
‘of handlimbtation (\dﬁﬁ\ couceg I8%) and TWE mnlsmar&w. are dacuazed
\l. This ia then follawod by tba anuyaia of the perfcmmm

-»
T et

. in coction 4.
‘of (SK adgnals t:mmxﬁtt:cd ﬂmgh a pqwa:-mm umum channol
. ‘inoluaing the utﬂﬂet of nolgo in baﬂ\ the \p-lmk {md down~link paﬂ\m
" our cbjestivo’in’ cokion 4,2 48 o dovalon mmmamm rathodology to.
hmdle ﬂn eemml nmlimm: aqtalm:n cmmcl \\M@h iml\xdas hcth gw\
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conpreaaion and AM/PM converalon.

4.1) SIMULATION STUDIES OF BAND LIMITATICN EFTECLS
The satollito communications link of intexest in this soction is

modelled as shown in Fig. ¢-1. In satellite cammicaticns, the angular
carrior frequoncy w, 1a much laxger than the tronamitted synkol rata, %.
and caplex baschand chvelope ﬂmctiona*_ {83] can be wied to reprasent
boﬁl\ the trancmitted and roccived asignal. Lot the capleox baceband enve=
lopo of tha trananitted signalba

Jo g (t-0) :
at)” = § £(tenl) o O RN
* nel -
whore ‘
1)  £(t) la a rcctangulay pulee of wnity amplitude dofined as
« . ‘ / /
8(E) = ) f O0gtg?

“ 0 ~ ethanwico
,2)‘”' "glt) 48 tho wavoferm of tho éiqnaliqg pulee used dn thel

oyatcm to ghepe the phase vardation -
. . g

* A bm@asa aignal, n(t). wit:h mgular ccnwtmquew. uq.
and s.w carplox enmlepo ﬁmt:&m. a(t:) + QX0 mlat:cd w o

) ) - Jugk -
4 L o(t) - mtu(t)o l )

' -Q\odnmmd.mecnmmalm&m m;ex qumt&w. :

s f o
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i- - ta ey 1aﬂmtrmauﬂ.ttcdphwbduringthonmaynbol intorval

and ia a.aammd to take the oqually likely valuca

k- - - n :
| 0, (W | (2l - agntd)] ‘ (4.2)
i i = "'g‘;tco\o "l. l' Ceatey ?‘, mmcvm -~
and ‘
| agn(i) = aign of &
i ' 4) I ﬁ (e, XYY ‘lo Q¢ ;0 XY «) 1ﬂmsﬁt°£quﬁmc
| o ’ -
. Iet h(t) &note half tho carplox bascb\md canwlepa of the
‘ caacadad tranamitting and ctiannol £ilter hmulse reopensa given ky
‘ | B
h(t) 9 h, & + :lh,,(t} ) B 1%
N ' wmm the subseripts cmda dcnoto tha in-phaco m\d quadmtum empmcnta. »
htw is wually abtaincci fxam tm invorca mur&cm t:mufcm ot
ita mmapondi.ng tranafor twmﬁm m«n G:E&nc& . !
. . lul <UL -
. : . eiccm\cm . (4‘4)
. “ wham m t& tm mm‘all m&m equtv&cnt megma Wﬁﬁtm mﬁ lt(u) iu
3 ehc mm ennafar ﬂmcﬂm m‘- wa a:scaé:d ttax\zmttt.ing\md e‘mml -
- ﬁn é@r@lcx envalcm @t rm e&gnal nt tha &ns\xt 9& tm ummmn .’
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ropoator 1o glven by
ut) = [ a(t=r) h(r) dr
= § fattio) + btee ) ‘ (4.5) -
hEI n n .

whore ,
attro) = [ hylv} £(t-nT=t) coolo glt=nl-t)] dr

_£ h, (v} £(t-nl-1) émlené(t-nT-r)l dr

btero) = fh (x) f(t-n'l‘-r) ain(o gct-m‘-r)) ac
+ [nﬁm £ (t=nT=x) tcoale glt-nt=n)] dr  (4.6)
If tha nmlh\m davico s yoprocentod by the quedrature nedal .

ainqu;ced in Chaptor 2, tho mlcx baschand . mvalopa aignal at itm
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If half the conplex baschand cnvelepe of the iupul.,a xegpongo
of the recoiving filtor s denoted by

PR = pylt) +3p, (k) 4.9 "

thon the complex bagthand envelope of aignal, v(t), plua down=link,
- /
nolgo, nit), aftor passing through tho receiving filter is

g(t)

[ [ve(x) + (0] ple=r) de

‘ Mtzomx) + jB(tromx) a8+ dn () (4.20)
vhoxe '
«Q
.Amom) - m(ﬂ{ Y(f) g(t-'c) d‘t)‘
JCTN :) = In{ { vix) plt=r) dr)
-B ~ - .
ond

" { nte) pteen) @)

s

'nd(t)

Ryt = T [ wtel p(t-:) &) : #' (4.31)

‘“K '.l

'v&mm mdmmwﬂ\cmlmaMQmwpmoftmmlcx

q\meities. md n(t) ia tho mlox bammx\d cnvalepo of the dmm-unk

,mtca. v - S _
mmqtha h\tcrv\l 0« ts'& W asaut atthé mmim that

' ,h tho f&mmm:md pha.e ia. eo. md that iﬁ ia da&nebc:d by uonpling ﬂ\a ’

mamwcd aieml at e ‘0' ¢ < 63 Py ad cawmg the roceived aienal

.phc:a Qt th.tu maé?t \mh a a\&tablc tmeokmd. Fon equation (4‘1613

.
NN RS0 20 1 i s g« o < s Shba P
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wa can writo

’E(‘o) " A(toa ncI) +n (to) + th(t: d) + ns(to)l

. (4.12)
Thon the phase angle at timo t) & ‘dotorminod at tho recoivor is
given by
"'l B(to’ 000 CI" * n (t )
A(t()’ 000 %GI‘) +n (to)

(4,13)

dtgl = tan

\\'ham ' I' A {"2% XYY, "‘1. l; XXX Y “}
| As tho signal ia pasged through tha ﬁlﬁcra in the aystem it
bacames daiqyod in timo and distorted in amplituda and as it pasces

through tho travaling wava tubae it widergoeas an o.r@.itudc aplification

and aimultanconaly an onvalopo dependont xotation of tho cutput phace
with magocé to the input phase.’ Gaonotrically, tho rocoived algnal at
eanpling tino ¢, moy ha roprocgnted a3 ghowt in Fig. 4-2. In Mg. 4-2
tho racoived phaco Q(tol 48 aogumed to fall dnte tho corxoct docloion
xogion q:wcn that 0y = % is txanamitted {for tho caso of eight-gxw-a

' PGK (w-eu . ‘

8ixm the ¢, ‘s axo aﬂnma to he mndqn variablica mim\ly

‘ dtumhmd ovax M valies aa almm abcva thon tha pmhabiuw of coxroat
Goteation ia e‘&m w the pxebabm.w that Mto) uca hatvma the dack
aicn ttmnl\owa os the tmnmttcd nnam Oge for a,ll soaaiblc eo‘m Na-

: :.-ﬁ\cmhicany m s ko m@mmd aa
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»
3

M/2
.1 ’
P00 = g I oRriegW) = o< plede gpld) + f [gt))
w2
W (4.14)
undor tho hypothesis that tho throshold lovols ¢, (1) ara ‘
Tl o= glh) s f (4.15)
and the probability of oxror is then given as
PQ(M) L 1=~ PC(M) ¥ ' ™~ (4016)

-~

Tho difficulty in the analytical ovaluation of tha probabllity
of oxror in oquation (4.16) is largaly duo to the fact that the probabili-
ty dlsteibution fwnction of the interoymsST intorforoncs ig vory hard to
obtain oxcep&;. for a vory fow opoclal cacon (46}, and ovon if it de known
one haa to datorndng the probability digtribution functien aftor the
canplox nanlinar trenoformatien. In prineiplo, if tho oXaat nwibor of
" rendom vardables cawding tho intorayibol intexforoncd ia known and is
finita, equaticn (4.14) ¢an o évqluc\ted by &n emauéum. dlroct cnu-
moration ovor thaca xendem variablos. Hovaver, tha conputaticnal Qtfoft
" formideblo einca tha nuber of pecaiblo conbinaticns of theco randem
variablen q;wa c:@mmtiqm with thaiy nmbam In on attenpt to reduco
the anouwnt cr nacasoary cmputat.ten. I"m:oina {32} hw auqeaatca tho
~ canbination of dlract cnumoration and edmulatica mathedo. 'I‘hin,‘mtlpd
woa agplied tQ tho cago of four-phaco CROK without the xocalving £iltor

o e w.q"

g ¥ s ¥

e e | a2 ppe g o
0
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and with no N/PM convoraion. However, thc reoults arve obtained with
wnknown accuragy and the amount of conputation neceasary in the divect
ocnumeration part is atill subatantdal. copocially for the ‘case of severa
intorferencos in which the affoct of intorsymbol intorfemncf: oxtenda
ovar many bit poriods. Donodetto ot al [10] have suggooted thé use of
\\t:he Gausg-quadrature formila (9] in ordoxr to reduce tho necasgary compu-
tation. Thoe mothod, howover, atill xequires the caloulation of various
momenta of the random variables arising from the nonlincar transformation
of tho interaymbol intorforonce as shown in equation (4,7). This mement
calculation, as ':Lt is nénmcumive. is laborious, aspecially when high
accuracy ia roquired. Tho last rosort ig to ovaluate the porformance of
a band-limdted @%‘ayamm through a nox?linqw: patellito channol by meana
of canputor simulatiens [23, 63). The nadn foaturas of theca simulaticn
pmgrmwam oimdlar to cach othox. HNowover, tho modular form of tho
sdmulatich program n (23] offoid. moro £lodbillty in conporing difforent

Qpea of modulatien that ave ayéneabm to patollito cammunicaticna. The

rogulta cotained fxom tho conputor ai'nulaﬂm'fqr CR3K gyatema (doooribed

- 4n moro dotatl dn 123]) oxo da chawn in figurcs 4=3 o ¢=0 for Ked, 4 and

8 respoctivaly. Doth tha tranamitting end mcc:tvmg filtora are asoumed
t0 bo ddntical 4 polo, i €D ripple Chcbychav filtard with 85 Mig, 3 &0 -
bendddth cnd oymatelcal X0opnco hth Koopodt to tha mdbond anguiax |
eamer froquency @G mwe oporatdng cmditiona of the WD axc exanumd,

ana with tha tuha >mmtme at caemtion L@ &mput powor ba@‘t,esz )

n'j_

*Imguc powor bae.cot*ﬁ ™ Gaﬂmd as the d&ﬁtﬁmea {dn aD) bcween
tha Zotual moan input pover ot tm mdulnued eiqna:. end ﬁhae goquired to
Dﬁtmt’ﬂ bha t\m; ’ e . o
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; : Identical transmitting and receiving filters.
i i ’ 4 poles, half dB equiripple Chebyshev.,
| 85 ¥hz bandwidth. . :
7 TWI' operating at 12 dB input power backoff.
' 107}
] :
i f ]
K] -~
: - Bit rates in megabits/sec.
60
1072 \ )
R Sy 120

Ll
—
=

. 140 |
\ “ 160 ‘

: ' 180 ;
: \ L
e
107 \
- \ i
et \ o) E:'
-1 Withmt I.S oI . t

10| WAL - o
- \.
- \ ‘ i

107 i

' ' 1] 13 ¥ ¥ :
-5 0 5 10 .15 20 dB [E /N]
Fig. 4-5. Probability of error vs E.t/?\'o, 4-phase (PSK (




—T~. Identical transmitting and receiving filters.
_ \~\ 4 poles, half dB equiripple Chebyshev.
85 Mz bandwidth.
N TWT overating at 1 dB input power backoff.
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1
7] Identical tranamitting and receiving filters.
.q\'\ 4 pales, half dB equiripple Chebyshev.

B : 85 Mz bandwidth, . .
\ ' TWI operating at 12 dB input“power backoff.
107! : \
pun \ ,
: \ “ Bit rates in megabits/sec. ‘
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® Fig. 4-7. Prohability of ‘error vs Eh/NO, 8-phase CPSK
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Identical transmitting and receiving filters.
“" N4 poles, half dB equiripple Chebyshev.

85 Mhz bandwidth.
\. TWT operating at 1 dB input power backoff.
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mdi:lxeoﬂlerwimmewbeoperatingintlmelinearregim (12 @B input ;
power backoff) of the power transfer characteristic. Figures 4-3 to 4-4 ‘,
show the probability of error of a binary CPSK system (M=2) as a function
of bit energy to noisé pover spectral density ratio, [E N, and for '
various transmission rates. The performance degradation increases as the

transmission rates approach the filter bandwidth. However, at high
transmission rates and high IEb/Nol, the perforﬁmce of the system with
the TWT, 6peratjng at saturation is siightly superior to that when TWT is -

opera\ﬂng in the linear region., This is due to the fact that, at satu-~

ration, the phase shift at the output of the tube due to input envelope

fluctuation is relatively ‘oonstant and can be conpensated for by a

coherent receiver, On the other hand, the phase shift at the cutput of,' the ‘

TWP, operating in the linear region, ismmdependentmthe'input‘
: signal envelope fluctuations. It then becomes more difficult to track

- - I A 2 e
—— e

e A

h this phase variation with a coherent receiver. Similar results can be

obtained far the case of four- and eight-phase CPSK. In all the cases
S

considered it is evident that the performance degradation increases as

T AR AV O m g

‘the transmission rates increase (as the bit rate approaches the filter
bandwidth) . | ‘ |
it is well know that the transmission rate (measured in bits/sec)

of x M-ary CPSK is log M times that of binary CPSK. However, the
transmitted power required to attain the same synbol errcr probability
"does not vary linearly with the transmission rate For example, if we |

" require a symbol error probability of 107> and & fixed symbol rate of 60

; Megasynbols/secc.:nd with the TWI opexating at 1 ds input power backoff,

BN e T

TR e
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comparison of fiqures 4~4, 4-6 and 4-8 indicates that the four-phase CPSK
system requires anextraZdBinthetransmLttédpmroverthat of the
binary CPSK case. However, the eight-phase CPSK requires an extra
transmitted power of appro:dmately 12.5 dB. l

To conclude this sectiqn we point out that, to date, the analysis
of bandlimdted CPSK signals transmitted through a bandpass nonlinearity
_is still very incamplete and quite incaiclusive. Although computer s}ma-
laﬂ.d)nemodsmaybeuse&toassessthepeﬁomanceofsudusyswm, the
acalraq; of the results obtained is gerxerglly unknown., Furthemore, in
acwalvsa:tell.ite communications systems, the effect of up~-link thermal
noise disturbance must be included in the analysis. This effect can not
--b'e readily investigated by means of camputer sinul:ation without the use
of very large amamt% of computer time.

In the following sections we shall disregard the effects of
intersynbol interferencas and shall confine our attention to the ncnli.near
analysis in the presence of only up~ and down-link thermal noises. Such
a simplified model not only ylelds a mathematically tractable problem but
also the solution leads to significant further insight into the effect
617 bandpass nonlinearities on the performance of M-ary CPSK systens,

4,2) EFFECT OF THERMAL NOISE DISTUREBANCES
N »
Our objective in this section is to investigate the effect of up~

link and down~link thermal noise disturbances on the performance of a
oohexrent phase shift keying (CPSK) system. A block diagram of the

communication system considered in this section is shown in Fig. 4-9. on _
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A

the ug-link path the tranamitted CPSK signal and the thermal noise are
added to form the input signal to the satellite repeater. The bandpass

filter preceding the TWF is assumed to pass the sign‘al without distortion

but to restrict the up-lirﬂc noise to a finite bandwidth, W. The signal
after passage through the filter is amplified by the TWI and' retransmitted

to a gromd station.

N -

. On the down-link the retransmitted signal is further corrupted
by indegendent additive therma) noise to form the receiver input signal.
An ideal ooherent receiver with an appropriate CPSK decision circuit is
assumed. One possible implementation of such a receiver is shown in
Fig. 4.10. At the réoeiver the RF signal is down-~converted to baseband,
Where 8 is the average of the AM/PM effect introduced by the TWI. The
baseband signal in each branch is then integrated and sampled every bit
duration. This is the well-known mtegraté and &unp (I&D) £filter. This
receiver structure is a specific form of a correlation receiver. It will
be assumed ﬂmm&t our discussion that phase coherence and bit
timing recovery have been ad)ievgd at the reoeive:;.

In an attenpt to determine an upper bound on the probability of
error for binary CPSK spread spectrum signals transmitted through afard—
limitaed satellite repeater, Aein [4-6] approximated the integra and
a&ump filter by a sample and sum ctor. It was pointed out in (4]
that for the case of an up-link noise limited channel with small down-
link noise disturbances tl;eerrorprobability couldbecmputedbytheuse
of the complementary error function as if the correlator output statis-
tios obeyed the normal distribution law. By approximating the inf.. jate

\

and dump filter by a sample and sum detector, Davisson et al [29~30] have
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calculated the probability of error for binary CPSK signals transmitted
through a pieoeyise-lirxear envelope-limiting repeater. However, their
method requires the direct numerical convolution of the probability
density functions of the sample and sum detection ocutputs and is very
tediousbecausealargempwberofsamles must be used in order to give
a good approximation to the integrateL and dump filters.

In view of the difficulties associated with the integrate and
dunp filter or its approximation by a sample and sum detection, Jacobs
[47] originated the substitution of this pre-detection integration by
a‘single sample and majority logic decision device. The probability of
error is then related to the single sample detection error which is
oonsiderably simpler to evaluate. Lyons [57,59] put forward a method of
characterizing the noise statistics at the output of the general bandpass
nonlinearity, Essentially, in his method the equivalent (desired) signal
companent. at the output of the nonlinearity is defined as the statistical
average of the output signal conditioned con the knowledge of the trans-
mitted information. Once the equivalent signal component is defined the
effective noise component is simply the signal at the output of TWI less
the equivalent signal component. Jain and Blachman [49] have expressed
the probability of error in terms of infinite series of modified Bessel
functions of the first kind for the case of binary CPSK signals transmit-
ted through a hard-limited repester with a single smple"gnd majority

logic receiver.

In section 4.2.1 we make use of Lyms's approach [57, 59] to
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characterize the in-phase and quadrature' noise and their statistics at
the output of a piecewise~linear soft-limiter., Based on these statistics
the probability of error for a receiver with a single sample and majority
‘logic detector is computed. A similar approach is applied in section
4.2.2 for the case of an actual TWI chamnel [45). However, due to the
caplexdity of the TWI nonlinearities, the analytical expressions for the
equivalent noise statistics are very difficult to obtain. In this case
we expand the probability density functions in temms of éram—Charlier
series as used by Cramer [28], Our emphasis in this section will be on
binary CPSK systems although the method in general can be extended to the

M~ary CPSK case,

4.2.1) Pilecewise-linear envelope limiting repeater .
F)

let us agssume the transmitted M-ary CPSK signal, within each

symbol duration, to be of the fomm

“y(t) = A cos [wyt + 8] 0<tc<T ' (4.17)

where
‘A = sgignal amplitude
wy = angular carrier frequency
T = symbol duration

91 = (?i"l) ';-'4' H i = 0, 1' 2' oo_.o,ﬁM-l

- each value of 0y having equal probability of being transmitted.
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Then the total ‘signal at the inp{:t of the nonlinear devite may
be written as

-

x(t) = [A+ nl(t)] oos(w0t+ei) - nz(t) sin(wot+oi) .(4.18)

where nl(t) agi nz(t) , representing the in-phage and quadraﬁ@e- noise
companents, are gero mean Gaussian random variables with variance N
\_A\watts.
' In tems of envelope and phase relationships, (4.18) can be
'> written as )
Q x(t) R(t) cosluyt + oy + e(t)) (4.19)

»

RO = /a4 1 + )
and
-1 | Pa(®
e (t) = tan m (4.20)

3

The signal at the output of the piecewise-linear envelope-limd-
ting repeater then becomes [43]

2(t) = £(R) cosluyt + o, + ()] ‘ (4.21)

where the limiter nonlinearity is described by

>

0<R< A

£(R) = o (4.22)
1l R> )
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The canstant A is known as the limiter softness factor. When
A is equal to zero a hard-limiting envelope nonlinearity as discussed in
[59] is obtained. .

Following the work of Lyons [57] the effective signal ocamponent,
8'(t) at the output of the nonlinear device is defined as the conditional
average of equation (4.21). The averaging of z(t), conditiconed on the
knowledge of the transmitted phase 657 is made over all the random

fluctuations due to the up-link noise components. We can then write
s'(t) = A’ 008[th + ei] (4.23)
where A' is the effective signal amplitude defined by

A’ = ER,e [£(R) cos €]

As shown in Appendix C.2, this value of A' for the piecewise-linear

envelope limiting repeater can be written as

A = 2R r p/2] + T (/2] -

2 2.
2ve * ] (1-x)x e ¥ I, [AoN ] dx (4.24)
0 .

where ER (-:[‘] denotes the statistical averaging over R and .

p = 1&2/251u is the up-link mmer to noise power ratio

In(')

]

modified Bessel function of the first kind of order n
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The first term on the right hand side of equation (4.24) corres-
ponds to A' for the case of a hard~limited channel () = 0) and was origi-
nally derived by Blachman [17],.the second term represents the correction
term due to the limiter softness factor, ),

The effective noise camponent at the output of the nonlinear
device is then obtained by subtracting (4.23) from (4.21) and is given by

n' (t) = ni(t) cos[wot+ei] - n:'z(t) sin[wot+ei]

where ni(t) = f(R) cvos ¢ - A' (4.?5)

né(t) = f(R) sin ¢ (4.26)
Now define '

A+ nl
b 4 = (4.27) °
A
y = __':2 (4.28)

The variables x and y, as defined are Gaussian random variables with

means A/A and zero respectively, and both with the same variance Nu/xz.

In terms of x and y we can write
f

x ~ Al 0 < x2+§(2 <1
nj = (4.29)
- ____)_(?_— - A’ x2+y2 > 1
/ { /x2+y2
and 2
r Y 0<x+y <1
n:'Z = (4.30)
Fiy
R A x2+y2 > 1
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The probability distribution fuiction of n can be cbtained by
integrating these Gaussian randam variables, x and y, over the appropriate
regions in the x-y plane (see Appendix C.1l). Once the probability

distribution function is obtained the corresponding probability density

function can be evaluated from
da '
Pyila) = 5 [Pr{nj < o}] (4.31)
1 .

Performing the indicated differentiation in e;.laticn (4.31)
yields (Appendix C.1)

.
0. . o eat] 21
22 | Aetra)-a 0 L_______W I O
: e /¥, .
u u . u
/2 oxp [_ A2 [1-(a+A")2]-
pni(a) = 9 m N, 1] | AAlan |
/1 - («ta")? M
A(ath’) 0 A(atA')- A [ata’ | <1
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and b 4
¢(x) = —i/_;_— [ [~a /2] da = %—erfc[—-x/ﬁ]

where erfc(-) denotes the camplementary error function.
Usincj the same procedure the following expression can be derived

for the probability density function of the ‘quadxature noise campanent né

0 ‘ 8] > 1
2 2
A |28 A-g2 A | o|-A/1-8° A
YN, |/ N YN Y N_
u u u B u
P |(5) =ﬁ [ R
+e"P[-AB/m] v o] AR/ 18
21r(l~B Nu
Ay 1"82 A+AY 1—82 b ~AY 1-8
/N /Y N_
u u
\.

Ig] <1 (4.33)

Figures 4-11 to 4-22 illustrate the behavior of pni(crA') and

pné(B) for different values of a noprzalized limiter softness factor,

* . )
A = XA, and different up-link bit energy to noise power spectral
* .
density ratios. The plots indicate that for A = 0, corresponding to

the hard-limited chamngl, the equivalent quadratftrze noise companent
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behaves in a similar manner to Gaussian noise at large up—-link [Eb/NO],

however, at small up-link IElb/No], both j (x-A') and Py {(x) behave like
1 2

-

1 -

2% 1—-x2

*
As ) increases, implying that the channel becomes more and more

linear, 'both pni(x—A') and pné(x) tend toward Gaussian density functions

for all values of up-link bit energy to noise power spectral density

ratio.
InordertoobtainPe, the receiver error rate, we mist take into

account both the noise camponent of the limiter output due to the up-link

Gaussian noise and additive down-link Gaussian noise. Let us assure that

F’l and §2, representing the in-phase and quadrature camponents of the
down-link noise component, are zero mean Gaussian random variables with
variance Nd watts. We may then define the total in-phase and quadrature

compenents of the noise at the receiver input as
= ' '
u ny + E;!. (4.34)

v = né-l-gz < (4.35)

The probability density functions pu(x) and' pv(x) of the in-phase
and quadrature noise camponents may then be obtained by convolving the
corresponding density functions of ni and gl or né and £, mspectivély.
For exénple the in-phase probability density function p,(X) is given by
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1-Af
epu(x) = —l—A'pni(z) pglfx—z) dz (4.36)
where
Pgl(x) = pgz(x) = /;Td exp[—xz/ZNd] (4.37),

are the probability density functions of the in-phase and quadrature
noise components, .‘;l and 3 in the down-link. The probability density
function of the quadrature noise, v, may be similarly obtained.

Since each sample of the signal at the input of the TWT is
statistically independent and the TWT itself is assumed to be memoryless,
it then follows that the samples at the output of the TWT are statisti-
cally independent. Using this assumption the conventional integrate and
dump detector will be replaced by a single sample detector and majority
logic decision device. The error probability is then given by the pro-
bability that more than half the, WI = 22+1, baseband samples are detected
in error [47], where W is the system bandwidth.

Using the binomial distribution, the error probability can then

be computed from’ \
L

- (22+1) ! _2e+1-) j
Pe ) @iF1=3)T 31 P (1-p)

(4.38)
=0
In this expression, p, the probability of one sample being in
error is given by the probability that u and/or v, as defined in equations

(4.34-4.35), fall outside the correct decision region. It can be shown
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that [59]
p = py *pQ0p)
-A!
where P = PriutA' < 0] ={ pu(x) dx (4.39)
. p, = Prf |v| - utam % > A'tan ;'—4- |utat > 0] (4.40)

To determine Pys we first define

! y = x+A ’ (4.41)
Then substituting equations (4.36) and (4.41) into (4.39) yields
0 1-A'
P = f f pni(z) pgl(y-A'—Z) dzdy (4.42)
- ~1-A'
Now define the new random variables a and B as

} _ Bl
f Y = m (4.43)
: zZz = sina (4.44)

Substituting equations (4.43-4.44) into (4.42) and integrating

over 8, ylelds after same manipulation

p. = 2A 6 Aa=A ol =8 0 A1 - 02 -
1 f ¢l B 'S /N, .
-1

=
+

d u
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/ ~A 2 ,an 2 2
2 u 2 ‘ ;: N

$
N - I

u u

A sin(3Y Asin€h - 2 }d s
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,
Similarly, substitution of equatians (4.34-4.35) into equation

*
(4.40) yields after some manipulation
1 1

ey

2
T . 1 s B,y
P, ¥ r ( pni[-A -sm(i—)} pné[sm(z'——)]

0 -1

[N, PUTYs SRS, TN

sin@@sin@ + sinEYcos (@

"Ny

¢

i 4L

4
LS £
e e BET

an 1319
cos (—2—-) cos (-2——-) dadp

-
MR B
Mavany mve 0t e

(4.456)

2

Equations (4.38, 4.45-4.46) allow us to calculate the probability

sl n e AR

of error for an M-ary CPSK system operating over a soft-limited channel,
| where the integrals in (4.45) and (4.46) must be evaluated numerically.
| L : i

In figqures 4-23 to 4-25, the probability of error, Pe' is plotted

e v 3o

.

¥ !
ERYRE IO T o

as a function of down-link bit energy to noise paower spectral density

ratio [(A')zwr/m d] , for different values of normmalized limiter softness’ :
factor, A", and different up-link bit energy to noise power spectral den-
sity ratios [AWE/2N ]. Also shown in these figures is the plot of the
corresponding probability of error for the linear channel using a matched
filter receiver, the optimal receiver for. linear channel.- The results

A
in fiqures 4-23 to 4-25 indicate thHat for a majority logic receiver the

* This 15 ga ar roxination based on tae asswed independence of n; and nz'.
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presence of hard-limiter or any form of soft-limiter can improve the
performance of the system. Ostensibly, this superiority in the perfor-
mance of the limited channel may strike some commmnication theorists as
anomalous. However, we point ocut that our claim of this improvement in
the performance of the amplitude-limited channel can only apply to the
case of the single sample detection, majority logic receiver. This same
oonclusion has also been made by others [49, 59] for the case of a hard-
limited channel. The generalization to the piecewise-linear limiter is,
however, new. Heuristically one can justify the afore-mentioned perfor-
mance inprovement by oconsidering the amplitude-limited channel as a form
of regenerative repeater. The "soft-averaging"” in the piecewise-linear
envelope limited channel tends to recover the signal phase from the up-
link in-phase noise, the only source of impairment for the binary case, -
and the;eby reduces the degradjng effect of the total noise. However,
without down-link themmal disturbance, such improvement is only marginal
because in this case the limiter in the repeater will now be cascaded
dixf?'gl’ztly to the hard-decision device in the receiver and the combined
ef:fect is the same as if we were to consider the linear channel.

Figures 4-26 and 4-27 depict similar results for the case of 4-
and 8-phase CPSK where the up-link and down-link carrier to noise power

ratios are defined as

AZ/m

u

Il

(R} |

2 |
(QR) A%/ (4.47)

To conclude this section we restress the fact that a majo-
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rity logic receiver is r:ct a good approxdmation to a matched filter re-
ceiver for a linear channel [47]. The performance of the majority logic
receiver is generally poorer on the linear channel than that of the
matched filter which is the optimal receiver for the linear channel. The
main reason for using the majority logic receiver in the present work is
to avoid the difficulties associated with evaluating the stochastic inte-
gral arising in the analysis of the matched filter receiver. Any conclu-
sions reached in the case of a majority logic receiver should not be
assumed to translate to the situation when a matched filter is used.
Further investigations o the pe;'formanoe of an optimal receiver (in the
maximum likelihood sense) will be deferred until Chapter S.

5

4.2.2) Actual TWI channel

In this section we shall apply the same method to analyze the
performance of a CPSK system through a nonlinear channel containing an
actual TWT amplifier. A typical model of such a commmnications system
is as shown in Fig. 4-28. The nonlinear quadrature model of the TWI de-
veloped in Chapter 2 will be assumed throughout the analysis. Similar
to the argument leading to equatim &31) , the signal at the output of

the TWT amplifier then becames

z(t) = zp(R) cos(mot + 8+ €) - Zq(R) sin(w)t + 8, + €)
(4.48)

where 2 (-) and 2, (-) are as defined in equations (%.18v2.l9):
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3 : The effective signal camponent, s (t), at the output of the
4 nonlinear device is defined as the conditicmal average of (4.48) over all
i b .
f R and ¢. Hence w’ i
;;
¥ s'(t) = A" cos(wyt + 6, -8) (4.49)
"_j where A' and g are the effective signal amplitude and phase shift defined
X )
2 - 2 i
¢ ' = 3
A ey 12,0 cos e} + (By 7, (R) oos ) i
! :
» !
_ {Z (R) cos e} B
6 N | ER'E{zq(R‘) — (4.50) %
BR'E p ',.‘
whereEReLl denotes the expectation over R and e. \
14 ¢z
The following equality is used in deriving the expressicns for - )
A' and 8.
: : _ S _ i
aER,e[Zp(R) sin €] = ER,e[Zq(R) sine] = 0 (4.51) 2!
S !
Based on the specific quadrature model of TWI' as described in :
equations (2.18-2.19), the values of A' and 8 as defined in equation 1
(4.50) can actually be evaluated in closed form as shown in Appendix D.1. <
The effective noise at the output of the TWI' is then obtained by
subtracting (4.49) from (4.48) and is given by &

a1 ot e T 3 %
-

S i~ S s g - ——
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n'(t) = ni(t) oos(wot +ei - g) - né(t) sin(wot +ei - B)
where ’

ni(t) = Zp(R) cos(e + B) - Zq(R) sin(e + g) - A' (4.52) ,

né(t) = Zp(R) sin(e + B) - Zq(R) cos (e + B) (4.53)

Die to the canplexity of 2 (1) and Z_(-) it is very difficult to
find the probability density function, pni(x) , in closed form. However
n; as defined in (4.52) is a bounded random variable and Zp(R) ’ Zq(R) are
smoothly continuous nonlinearities. Consequently the probability density
function of ni must be of bounded variation and can be expressed in temms

of a GramCharlier series expansion as [28)

2
- X
1 w e
p.(x = e ! o [x/YN'] . (4.54) .
nl r———-anl.l 0 ! Hk u

where N"J is the variance of ni and Hk(x) is the Hermite polynomial of
degree k satisfying

Hk+l(X) = XHx) -k B & (4.55)
with |
Ho(x) = 1
Hy () =X
T}eHemmitepolyngrdalsuptometmelfthdegmeareasshovmin
Table 4-1.
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Table 4-1: HERMITE PCLYNOMIALS
Ho (x) 1
‘ Hl (x) X T
By X0 -1
H3 (x) x3 - 3x
H4(x$ x4 - 6x2 + 3
iis (%) x5 - ].Ox3 + 15x
HG (%) x6 - 15x4 + 45x2 - 15
Hod %= 21x> + 105%™ 105x
Hgo x5 - 2832 + 210x" - 420:° + 105
H9 (x) x9 - 36x7 + 378x5 - 1260.x3 + 945x
H 00 X0 - 45x° + 630x° - 31505t + 47252 - 945
Hy G0 xTh - 550 + 990k - 693055 + 1732553 - J0395x
00 x - eex 4 148558 - 138605 +51975x% - 62370: + 10395
N ,
0

PR

T L 3,
R RY ANPLIPSIE W

N PO DU S U - L AT P Y U N

PR TA T

P P ey e O

§JRE v s
P SRR



k4

ipiEt
iy -

3, el

e € TamE A ..-,.-.-....3

The coefficient hk in equation (4.54) is calculated as the inte-

gral

h = f R Ix//N p, (0 ax (4.56)
Q 1 !

where 2 is the range of x and corresponds to 0 < R <= and -m < ¢ < 7.

Substituting (4.55) in (4.56) we cbtain a recursive fomm for hk as

X
= — -[V/N']p'(x)dx-
hk !Q /_N‘TJ- Hk 1 u nl
(k-1) jﬂ H _ /N pni(X) dax (4.57)

fraom which it is readily seen that the evaluation of each successive hk

requires only the evaluation of the kth moment of the random variable ni

as given in (4.52) since all other terms have been previously calculated.

It should be noted that the first three coefficients may be evaluated by

P

j inspection as
¢ hy = 1
hy = 0
: .
:\_} ‘ For the remaining coefficients hk’ k > 3, nurerical integration techni-
3 ques (for’ details, see Appendix D.2) are used to evaluate the required

moments of ni and hence the ocoefficients hk An identical procedure is

L g5 R
LS At e )

followed to obtain the statistics of the quadrature noise ccponent né

122
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The results ocbtained from the evéxluatim of the variances of n_.'L

and né indicate that at large valwes of the input carrier to noise power

ratio (CNR)I, defined as
2
- A
(CNR)I = '2‘;1:

the equivalent in-phase noise is suppressed by the limiting action of the
TWT, and hence there is an increase in the in-phase (NR at the TWT output.
This is shown in Fig. 4-29 which depicts the equivalent in-phase and
quadrature noise variances as a function of the input carrier to noise
power ratio (QNR) I Also shown in Fig. 4-29 is a plot of the ratio of

the in-phase TWT output ONR to the input ONR where the output ONR is

-given by

(QIR)O = ml

This curve is comparable to results obtained by Lesh [52] far the case of
an error function type of limiter. This improvement in in-phase CNR at
the TWT output suggests that soamewhat improved error-rate performance,
conpared to the linear channel, may be"obtained for signals which con-
tained no quadrature energy, as in the case of binary CPSK signals.

In principle, the performance of any M-ary CPSK system can be eva-
luated, similarly to that in section 4.2.1, once the probability density

function of n!

1 and the joint probability density function of ni and né

R s S Bt 12l I D S e A s a4 d b e
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are known, albeit in an infinite serxies expansion formm as in (4.54).
However, the computation becames rather camplicated, for the case of M

greater than ’two, unless some form of bounding technique is used [85].

[ER—

In the subsequent analysis we shall consider anly the performance of a
binary CPSK system.transmitted through the actual TWI' channel. Following
the, method described in section 4.2.1, the probability density function
of the total interference, Rns is then obtained by conwvolving the equi-
valent in-phase noise density function in (4.54) with the Gaussian density

W o e N e T

function of the down-link noise &y (having variance N g watts) to get

§
. -
*‘;"2; p. (x) = 1 fp . (x-2) exp[-zz/ZNd] dz (4.58)
o8 p SN M

Substitution of (4.54) into (4.58) yields after same manipulation

[38, pp. 837])

n
2 2
exp[-X"/N] = NN
(x) = —r——vo-—o +Z L"{.NT_.__

2
P exp [-X"/2N,] H [%/¥ Nyl
"‘I" % ZnNT n=3 n!vy ZﬂNT . n

(4.59)

where Nj, = N} + N, is the total noise variance and hy = h, = 0 from
" equation (4.57).
The first term in equation (4.59) is the Gaussian term which

a would be obtained in the case of a linear chamnel and the remaining terms
‘ B represent correction factors which accomt for the nonlinear effects of

the dzannel.
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The probability of one sample being in exror, p, is then given by

__Al
p = p. (x) dx (4.60)
| 2y

Substitution of (4.59) into (4.60) yields after same manipulaticn

(38, pp. 837)

D
p = 3erfc(/h) + &
T n=3

oo_ln
z()

n!

n
h N /N 2 H ) (V2]

(4.61)

where p is the effective received carrier to noise power ratio, defined

as

The absolute convergence property of the series in (4.61) is discussed
in some detail in Appendix E. Suffice it to say at this point that the
error which arises as a result of truncating the series expansion of
equation (4.61) at the (I~1)st term can be made as small as desired,
provided that L is sufficiently large and satisfies

2 DM A

- (4.62)
x In[N;, ] 2/

£
v
N
<+
N

L
L‘*.j . S



i
RPN SUM |

At

a2

T raerre « e g

el

oy

IR
. &2

127

A conputer program has been written to compute the bit error rate
of a coherent binary CPSK system from equations (4.38) and (4.61) for the
case of WP = 3 and for different values of up-link and down-link carrier

to noise power ratios, ((NR)u, (NR) a defined as

N

2
A
@R, = =
u
2
ary . = A :
( a ~ 2Nd

/

In this program the contributions in the nonlinear correction tem ih

equation (4.61) up to and including the eighth mament are included in the

camputation. This wasﬁ%ound experimentally to yield quite precise results

in the range of up-link (NR considered. For example the per@_g*tage

contribution of the eighth term in equation (4.61) to the bit %&i rats

in (4.38) was found to be less than 2% for all up-link ONR below 5 dB.
This contribution is still within 1% for the case of 10 dB up-link ONR
provided that the down-link ONR is kept small (less than or equal to 10
dB). However, at higher values of up-link and down-link (NR's, more
terms are needed due to the increasingly non-Gaussian nature of ni. Ty-
plical numerical values of the noise ixment: are listed in Table 4-2 far
diffexent values of up-link ONR.

In f‘ig. 4-30, the cawputed bit exror rates are plotted and
conpared with the corresponding restilts for the linear channel using a
single sample detection and majority logic receiver. The bit error rate
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Table 4-2: NWERICAL CALCULATION OF MOMENTS OF IN-PHASE NOISE

A LB UP-LINK CARRIER TO NOISE RATIO (CNR) .y, (dB)

mth MOMENT _ l
(voLts)™ -10 -5 0 5 10

A (volt) " 8.7105x107 1.50309 2.29829 ’2.89994 3.18779

8 (radian)’ -.43658 -.40186 -.36057 -.33576 -.33155
m=1 3.32421x10" 1.49927x10°° -4.44881x1077 5.67843x10"° 8.73919x10°°
m=2 4.58953 3.62611 1.76501 4.71406x107* 9.64520x10"2
m=3 | _5.91645 -7.30001 -3.99085 -6.99811x10""  -6.10510x102
m =4 4.16007x10 3.93109x10 1.75641x10 1.98796 :8.4196Sx10'2
m=5 ~1.09157x10° -1.46993x10° -7.19095x10 -5.93829 -1.24416x107 "
m=6 5.10399x10° 6.63206x102 3.24335x10° 2.01804x10 2,20425x107 !
m=7 -1.73932x10° .2.86816x10°  -1.51070¢10°  -7.43842x10 -4.40788x10" 1
m= 8 7.24872x10° 1.29189x10% 7.27251x10° 2.93126x10° 9,77318x10""
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v -
) ¢
for this case is given in (4.38) with .
1 u'd
= erfc| f—m 4.63
p > Yu+ Ya ( )

where erfc(x) cdenotes the cawplementary error function as defined

earlier, and

2 = .
_ A . s
Yu = -—mu is the up-link ONR
AZ
Ya = - is the down-link CNR.
d

Also shown in Fig. 4.30 are plots of the bit error rate for the
case of a linear channel using a matched filter receiver. The bit error

rate for this case is given by

_ 1 '
P, = 3 erfc(/y-,;) (4.64)
where
Yu¥a WI
Y = ————
T Yu + Yd

The plots in Fig. 4-30 exhibit an irreducible error rate for
large down-link carrier to noise power ratio due to the presence of the
up-link noise component. It is clear from the plots that in the case of
a majarity logic receiver, the performance over a nonlinear channel is
superior to that over the linear channel. This Same conclusion was
reached by Jain _[49] and Lyons - [59] for the case of a hard-limited
channel. ’ .

B
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CHAPTER 5

RECEIVER STRUCTURES FOR NONLINEAR WIDEBAND
BINARY CPSK CHANNELS

The discussion of the effect of thermal noise
disturbances on the per%ormance of binary CPSK systems in
section 4.2 has been confined to the case of single sample

detection followed by a majority logic decision. "~ In this

e v it rant N a3 ORKT e P e BT iy W T

chapter we shall extend this analysis to cover two other
receiver structures, namely, the correlation receiver and
the maximum likelihood (ML) receiver. The analysis of the
correlation weceiver is of interest because it is the
optimal receiver for the linear channel. This receiver
structure has been analyzed in the context of a bandpass
nonlinear channel by Davisson et al [29]), Jain [48] and
Jones et al [50]. However, the method of analysis yields
results only for the case of pure amplitude limiting and is
not readily extendible to the case of a bandpass nonlinearity
exhibiting AM/PM conversion. Our method of analysis will
- be somewhat similar to that of Jain [48] with the notion of
: equivalent sigqal and noise at the outéut of the nonlinearity
; as discussed in Chapter 4.

In section 5.2 we discuss the maximum likelihood

receiver for the nonlinear channel. This receiver structure

131
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yields an estimate of the transmitted phase that most
likely caused a given received signal at the receiver

a .
over one symbol duration. It is well known that for
the case of equally likely transmitted symbols and a bin-
ary CPSK system, as of interest here, the maximum likeli-
hood criterion, as used in section 5.2, yields the
receiver with minimum average risk per decision. Further-
more, for the case of linear channel with only additive
Gaussian noise disturbances the maximum likelihood receiver
can be shown to be equivalent to the correlation receiver
which is optimum in a decision theoretic sense. However,
it is usually difficult to calculate the performance of

this maximum likelihood receiver and we resort to approxi-

mation techniques in order to assess its performance.

5.1. CORRELATION RECEIVER

A block diagram representing a conventional cor-
relation receiver for a binary CPSK system is shown in
Fig. 5-l.a. The receiver cross-correlates the received
signal with the reference carrier. The output of the:
cross-correlator, assuming that all the harmonics higher
than the first are suppressed, is then passed through an
integrator. The output of the integrator is then sampled
at the end of each symbol duration and fed into a thres-
hold detector. which yields the detected phase éi'

To simplify the analysis, we approximate the inte-
gration operation by sampling and weighted summation as

shown in Fig. 5-1.b. The choice of scaling factor,

-
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is optional and is used here only for notational con-
veniences in the subsequent .analysis. In Fig. 5-1.b, the
output of the cross correlator, hfter the lowpass filter,
is sampled every AT = % seconds over the whole bit dur--
ation. All WT samples are then fed to the thréshold

détect;r. The transmitted phasé, 8, can take values of

0 or n, each with equal probability, and the probability

of making an i&correct decision does not depend on whether
0 or n is being transmitted within any particular bit
duration: Hence we shall assume throughout our“discussion'

in this section that 6 = 0 is being transmitted. The out-

put signgi, Z, to th€ threshold detector then becomes

.

z = 2 7 w(jam) (5.1)
/WT j=1
JWT 1 ?T i
= A' + — nd (34T) + &, (jAT) ] (5.2)
TR t

where A' and ni

equivalent in-phase noise component at the output of the

are the effective signal amplitude and the

&

bandpass nonlinearity. The term § fepresents the additive

down-link Gaussian noise caomponent as defined in section 4.2.

A

We now define

N =

1 W N
A7
A I =

. ny (34T) ' . ) (5.3)
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s

J

L

t:l(jA'r') (5.4)
-1 A

sll-

aQ
It is clear that N2 is still a zero-mean Gaussian

random variable of variance Nd watts. The characteristic

function, C

N {(v) of N2 can be written as

2

’,

2
N,v
CN2(V) = exp[—- g } (5.5)

Since the bandpass nonlinearity of interest is

’

assumed ta be memoryless and each input sample is statis-

tically independent of all other samples, it then follows

that the output samples ny must also be statistically

et
SRR

ARy
g

independent. If C(V) and Cy
300 1

. .
istic functions of the samplesj%g and Ny regpectively, then
T

based on the 'statistical independence of ni and equation

(v) represent the character-

-k

.2
AT

*

5 ’ (5.3) we can write

¢y W = [cw 1™ (5.6)
1 ,
\\ From the Fourier transform relationship between the
characteristic function and the corresponding probability
density function [27], we can expand the, characteristic

e function C(v) in terms of -the central moments of ni as
LN .

y « m

o iv] P
2 . cv) = ) _3.{ _..]
il ‘ p=o P L/WF

(5.7)

T Can - T ey
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where mp = B [(ni) ]

and E[ni] =0

Taking the logarithm in equation (5.6)

tn [Cy (V)] = WT fn [{C(v)j

1 ! © .
Wr 2n (1 + ) TE l}iX]pJ (5.8)

p*1 Pe AT

. Bxpanding & (1 + x) into a power series in x as [l,pp. 68]

b - i
tn (L + x) = Z (-1)?t 1 X r ~l<<xc<1l
i=1 *
(509)
equafion (5.8) becomes
L
v 3 r
ri{ iv
en | Cy (v)] = W ;T[f——] (5.10)
1 r=1 ~* |WT

where My is the rth cumulant of ni and is related to the

moment m.. by the following recursive relationship [14]

x

em . lE ' ~ ‘
. T Mesl ~ i=1ITTE-DIT Mroi-l ™ (5.11)
Exponentiating (5.10) and expanding the exponential term

as an infinite series we obtain

[

_ . 2 W™ | ¥ ow. oy
CNl(v) exp [ivWT My - BVT/2]. mzx() ol r£3 i__.f_ l:.’;l.’]

AE)
(5.12)

LN

The exponential factor is the contribution of a Gaussian
random variable with mean ¥y and variance Yoo By expand-
ing equation (5.12) and collecting terms of the same power

of WT, we obtain

eap Y

e
SRR L
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Cy (v) = exp [1/WT w, =~ u2v2/2]. 1 -

= |-

Nl 1

N
N

2
M [
R | 4 4 3 .6

Y o—=3 |V "1V *izseV

3
i Mg 5 M3¥g 7 M3 9]
(/FT) 3

L Y v6+"§ By 8_"%“4 S0,
) 2 720 1152 720 ¥ T 1728

4
Y3 12 [ +eerennn. }
31104 ¥ ] .

(5.13)

The probability of error can now be calculated from

equations (5.2, 5.6) and (5.13) as follows

Po = Pr[2<0]

-3-1 / Im[cnl(v)%z(y)eiyﬁ] & saa

where Im(.) denotes that the imgginary'éart must be taken.
Equation (5.14) follows from the statistical inde—

pendence between Nl and N, and from the Fourier inversion

relationship between the cumulative distribution funétion

and the characteristic function of a random variable {27].

Rt
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Substitution of equations (5.6) and (5.13) into (5.14)
yields an explicit expression for Pg with the use of the

following integration formulae [61)

-

[ n -p
/ v2p cos [/WT A'v] exp [~ 72v2/2] av = (—l)WT /7 &

° “Z2pFl

. -Hzp(/iE) (5.15)

/ veP*L gin [VAT A'v] exp [-y2v%/2] av = (-1)WF /% e ?
0 y2p+2

PHyp V2 (5.16)

where Hp(') is the Hermite polynomial as defined in

Chapter 4 and p ='(A')ZWT/2y2.

After some manipulations the bit error rate can be

expressed as follows

1 exp [-o] Y3 H, (V2p)
= £ [{ ] - — 2
7 SRR . YWD v “[ 6 ]

2
axp [-o] {4 Hy(/Z5) + o - (fz'a]
Ty

* wT yi/f? 72Y2
exp [~p] Yg
- . H, (V2p) + /53)
(/RF) 3> VIT [ 120 "4 144Y§
“3 |
+ o3 He(/fﬁ)
1296y
2 L
4+ oXp [“D] Mg B (/33) + "4 + N3‘g

1152y% 720y
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0H7('/20)
2 u4
n3u
+ __3.__:1_7 Hy (VZ5) + _.3__.5 Hy (V20) | = oeeennn (5.17)
1728y 31104y
where
Yz =¥, + Nd denotes the total received noise
1y 2 '
power and p = EEL%_l_ is the total received bit energy to
Y

total noise power spectral density ratio.

The first term in equation (5.17) is similar to the
bit error rate expression for a linear additive Gaussian noise
channel. The other terms represént correction texms due to
£he channel noqlinearity. Equation (5.17) and the knowledge
of the moments of ni are sufficient to calculate the bit
errorlpé}formance of any nonlinear channel with a correlat#on
receiver. Of computational significance is the presence of

the WT factors in the denominator. For large values of WT,

our approximate_correlation receiver approaches the con=

ventional correlation receiver and the computational effort

required in the computation of.Pe as shown in equation (5.17)
is greatly reduced. ' Equation (5.17) resembles equation (4.63),
so the absalute convergence property can -be readily estab-
lished as in Pppendix E. For WT = 1 the correlation
receiver is nothing but a single sample detection as discussed
in Chapter 4, and equation (5.17) reducés to exactly thehsame
ex;;ession §f equation (4.63).

The probability of error for the case of a hard-

LI 4




v

o

140
limited repeater was computed from equation (5.17) for
different values of up-link, (CNR.)u = A2/2Nu, and down-
link carrier to noise power ratio, (CNR)d = (A')2/2Nd, as

defined in section 4.2, and results of the computation

are depicted in Fig. 5-2 for the case of WT 100. In the
case of the hard-limiter, different moments oOf ni can be

directly evaluated in closed form as follows

EL(n))*) = El(cos.e - ANX)
k Ll k"j o j
- jg K lhdy © BloosTel (5.18)
=] *
r
—j=1 ©os [(3=21)e] + 3 : 5
i=o (j-1)! i 2 27372y 1%
j even

cOo8” ¢ = 4

1 3!
120 (4-i) 14

5371 cos [(j§=-21)¢e]-

. j odd (5.19)
and [16]
03
E [cos je) = () ! "}T JFy 13721 341 =03 ] (5.20)

2 AZ

where Y 2 AR the up-link carrier to noise power ratio

u
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~— — —  LINFAR CHMNNFEL

"  HARD-LIMITED CIANNFL

WT = 100
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Fig, 52, Probability of error vs up~-link ONR, 2-phase CPSK where
FyMolg = @RLg + 10 log) T, and [ Ng), = (QWR), + 10 log, T
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and 1Fl(a;b; -x) is the confluent hypergeometric function
(3].

It is evident from Fig. 5-2 that the error rate
for a hard-Limited channel is higher than for the linear
channel at low vaiues of (CNR)u'but that it gets ;maller
as (CNR)u increases. If up-link c¢arrier to noise power
ratio becomes very large the error rate of a hard-limited
channel and that of a linear channel will approach the same
value which is dictated by the down-link carrier to noise
ratio, (CNR)d. The improvement in the error rate for large
(CNR)u is mainly due to the improvement in the output CNR
compared to that at the output of the linear channel (see
Fig..4-29). Furthermore, in this region of high (CNR)u,
the major con%ributiowkéo the error rate is provided by the
leading Gaussian term in equation (5.17). The successive
higher order terms tend to iﬂcréase the error rate, but
their contribution is so small that Pe still remains loéer

than that of the linear channel.

5.2. MAXIMUM LIKELIHOOD RECEIVER

In the case of wideband binary CPSK signal transmission
through a linear additive white Gaussian noise channel, it
is well-knowr that the combination of a cross-correlator
followed by an in£égra§e and dump circuit and a threshold
detector as described in Fig. 5-l.a., provides optimal

performance. In fact, it is the maximum likelihood receiver

e Py 8 Lot R I Y I TR E SO TN AN 22 2T St
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for the linear channel, However, this is not i

so for the case of a bandpass nonlinear channel with

K AP i g ey P B 4

Gaussian noise being added to the signal both before and
after the nonlinearity . This particular nonlinear
channel may be regarded (as shown in section 4.2) as a . %
linear channel with additive non-Gaussian disturbances.
For this type of channel, the maximum likelihood receiver

must be redefined, and should offer an improvement in

3
3
i
%
:
2
3
N
A
1

system performgnce. Such a receiver is well-known to yield
the minimum probability of error when the transmitted

information digits are equally likely.

Following the same analysi§ as detailed in section

4.2, the output of the balanced demodulator, as shown in

Fig. 5-1.b may be expressed as
wit) = o'+ an'(t) + E() , (k=T <t < kT
[ (5.21)

where o = +1 depending on whethér 6 = 0 orn is transmitted

i o e e 1 B A S F R PN e 3

and n'(t) represents the equivalent in-phase noise at the
output of the nonlinear device as defined by equation (4.54).
£(t) is the in-phase component of the Gaussian,

down-link noise which is zero mean with variance N, watts.

d
. . e
If we consider WT samples of w(t) within one bit “

duration, we can rewrite equation (5.21) at sampling instant
t = k AT as '

(5.22)

L W 4 w(kAT) = aA' + cm)'( + Ek

Mg Szt R

e R




1

. . _
e caman
IR TRE Ny S e Uy

s e Ky

144

where AT = %

We shall assume in the subsequent analysiscthat
the probability density function of nﬁ and £ are known
either in closed form as in section 4.2.1 or in a series
expansion form as in section 4.2.2.

. Define the new random variables

+ .
zk = ni + Ek (5.23)
and Zk = -ni + Ek . (5.24)

with the following probability density functions
Po+(z) = p_,(2) * p. (2)
Zx D *x (5.25)

and pZE(z) = pni(-z) * pEk(Z) (5.26)

where * denotes the convolutional integral.
The following conditional probability density function

of Wy s conditioned on a, can be obtained from the equations

(5.22), (5.25 - 5.26) as .
plwy|a=1) = pzt(wk—A') (5.27)
and p(wklaa—l) = pzﬁ(wk+A‘) (5.28)

Based on the statistical independence of all WT
samples of Wit within one bit duration, the conditional

likelihood ratioc expression can then be written as

-~

At AT AP PO e Pt e P b Ak M ek i it —snb B P
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Wr p  [w -A']

Zﬁ k

ZE“%<+ATJ

(5.29)

L{wk t k=1, .00 0 WT = g D

Taking the logarithm in equation (5.29)

l[wk : k=1,...,WT] o en{L[% : k=1,....,Wr]}

WE
= 1 Aw) (5.30)
k=1 K
P, (We-A')
where A(Wk) = %n B WAR ] (5.31)
3

The nonlinear function A{W:) depends on the statistics

65.25 - 5.26) and (5.31).

The decision statistics [ W @ k=i71..,WTJ must now be fed

of n' and £ “as shown in equations

into the threshold logic and the decision on the transmitted
a is based on
f‘

dgf 1(0=0) if 2[ W : k=1,...WT] >0

Accept ¢

¢ = =1(6=v) if lfwk: k=1,....Wr] <O (5.32)

For the case of a purely amplitude limiting channel

as discussed in section 4.2, it can be shown that

(W, ~A") L } Gl (u-A') d
p W -A') = exp | -~ —sm——| P.: (u=A' u
Zﬁ k Y §nNd -1 2Nd Ny
" ) (5.33)
and
( ) 1 fl (e (u-A')  du
P W +A') = exp| -~ Py 1 (U™

(5.34)
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where Nd = down-link noise power,

(.)

A' = equivalent in-phase signal amplitude and pnk
is the probability density function of the equivalent in-
phase noise componeg} at the output of the limiter.

From equations (4.25), (4.28) and (5.33 - 5.34) we
can determine A(wk), the desired nonlinear device that is
needed at the receiver. Figures 5-3 to 5-10 describe the
characteristics of A(wk) for different values of normalized
limiter softnes§ factor, A* = A/A, and for various values of
up-link and down-link bit energy to noise power épectral den-A
sity ratio. It is evident in Figures 5-3 to 5-6 that A(wk) is
a bounded nonlinear function of Wy which becomes more and
more linear as A* or up~link bit energy to noise spectral
density ratio, [Eb/No]u, increases. Heuristically, the incrgase
in [Eb/No]u essentially reduces the effect of the limiter and
in the asymptotic case when no up-link nois? is present this
maximum likelihood receiver should be the same as the cor-

relation receiver in Fig. 5-1.b. However, for fixed channel

and [Eg] + an increase in [EE] implies that the contribution
N .
u da

(o] NO

due to down-link Gaussian noise'becomes less significant than
that due to the equivalent, up-link,qnon—Gaussian noise com-
ponent. In such a case the large gompoaent of the signal that
appears at the input of the receiver Qoulé likely be dﬁe to
the up-link noise component gnd should he severely compressed,
as shown in Figures 5-7 to 5-10, in order to reduce this up-
link noise effect. On the other hand, if therdown;link noise

component is large, the regeiver characteristics should again

spproximate the correlation receiver as shown in Figure 5-1 a.
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Figure 5-11 depicts a block diagram representing the proposed maximum
likelihood receiver.
Having selected the test statistics, lfwk tk=1,...,WT],

the error performance of this maximum likelihood receiver
is determined by its distribution function, which is generally
difficult to find without resorting to extensive numerical
computation. However, for sufficiently large WT, 2 as defined

in equation (5. 30) is a sum of a large number of statistically

"independent, hounded variates. Furthermore, since the received

signal Wy is a samplqd version of the received slgnal that is
continuous within the bit dugation, then & can be shown to
have an unbounded variance for asymptotically large WT [66].
Consoquently, we can invoke tho Central Limit Theorem [37]) to
ensure that the random variable % 1s asymptotically normal
for large WT. It is then reasonable to speak of the ratio of
statistical mean of &t to its standard daviation as a measure
of system poarformanceo.

If a=]l, was actually transmittted, thon from tho agymp-
totically normal distribution of & it can be shown that %

is also asymptotically normally distributed with mean

no= 3@ kgi M{pz;(wk—A') A(wk) dwk (5.35)
a8
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and varilance
WT ©
2 1 2 2
o == ] [ po. (W =A') A“ (w ) dw_ - u (5.36)
W2 k=l - 2tk ko Tk

We now define y as the ratio of the statistical
mean of 2 to its standard deviation as

y = 2 (5.37)

-0

and since . is asymptotically normal distributed, the

1)
asymp¥otic performance of the system isacompleteiy determined
by this parameter. Since the transmitted phase 6 can take
the value of 0 or n with oqual probability and the cost of
making an incorrect decision is the same whether 0 or = is
being transmitted, then the single threshold to.which the
log~likelihood ratio, %, must be compared can be shown to be
zero. Based on the binary docision that is made at the
raecelvexr aocording to oquation (5.32), the asymptotic error

probability is thon given by

P, = pr{2 s 0|a=l)

« Forfc (yv//3) (5.38)

whoro oxfe(.) donotes the complemontary orror funétioﬁ.
Figure 5-12 illustratas tho asymptotic orror porformance of
the maximum likolihood receoiver for a hard-limitod channal
with difforont values of up-link and down-link bit onorgy to

nolse spoctral density ratio. For small [Eb] tho porformanceo
old ‘
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of the maximum likelihood receiver is slightly inferior
to that of the matched filter receiver for the lipear
channel. The explanation for this is evident in figure 5-7
which indicates that the maximum likelihood receiver charac-

Eb] and the gtatistics
d

No
of the received noise approach the Gaussian normal distribu-

Eé} the performance of
d

| .
teristic is more linear for small [

tion as assumed earlier. For large [
N

o
the maximum likelihood receiver yields an improvement over

that of t@e majority logic receiver, however, it is pborer
than that of the matched filter roceiver for the case of the
linear channel. Figures 5-13 to 5-15 illustrate the perform-
ance of the maximum likelihood receiver for the plecewise -
Fincar limiting channel. Of importance is the fact that the
porformance of the maximum likelihood receiver approaches that
of the linoar matched filter case as A* increoases., Intu-
itively this should bo so as tho matched filtor is nothing
but the maximum likelihood roceiver for tho linear channel
and the samplod output of tho matched filtor is a normally
distributed random variable. -

. To concludo this soction we omphasizo the point that
our analysis of maximum likelihood rocoivor is not.rgugricted
to tho caco of a purely amplitudo limiting channol but also is
oxtondible  to cover tho caso of an actual MWT channol.. In
such a caso tho Gram~Charlior sorios oxpansion must again be

usoed, as in saction 4,2.2,in order to charactorizo .tho proba=-
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bility donaity function of ni. Onco this is known, a
proceduro, similar to that developod in this saction,

may be usod to dorivé the maximum likeolihood receivor and
to ansess tho parformance of such a recolvor., Howover,
becauso closed form oxpf@aaionn Qfo not availablo for the
probability denaity function of ni the assosamont of tho

porformance of this rocoiver is a vory difficult task.
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CHAPTER 6

CONCIUSIONS AND SUGGESTIONS IOR FUTURE STUDY

6.1) QONTRIBUTIONS, OF IHis THESIS

In thie thoolg an attanpt has boan mdd to invostigate tho
offact of bandpass nomgin@cmitien on tho porformance of cohoront phase
ghift koying oys « A necad for such invostigation arises in tho case
of satollito camnications whore tho transmitted oignal (CPSK) and
w=link nodgo aro pasced through a TWI' on board the satollito prior to
rotranomiosion to a‘mceiving carth gtation. Tho major contributicna
of tho thoois may bo sumarized as follows:

() A novol quadmature modol of W' hag boon dovoloped, Ag
compaxed to tho othor axloting medols our proposed nonlincar quadratunc
Imd’cl offm‘a tha EOJ.lcwmg advmt&gmm ' -y

(a) i.t only needa tho ehcd.ca of four paranotors to givo a i
- good ﬂt to tho actual tuke nealincarity up to and boyend saturation,
(b) - it g wold bohaved for all ingut levals and porits
" stralghtforvard avaluation of tho nodco statiotica.at tha cutput of tha
tuba, ‘ . | . : -t
' () Fer mnumar Gaviecn with AYRN cenvem&m.
charactoriotics of tm cotimal ban&gaau nonlincavity that yield “ o £
mastovm aiqnal to interfoxenco powor xatdo hava heon Gardved,

(3) Bm:ed on (1) and (3) ¢ & pevodlle inplemontatdon of a ' \
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signal prodistortion capongator in cagcadn with tho actual IWI' has been
suggoatad. . Tho compensator, cmaiezti%g of a aimple arrangonent of
appropriate attonuators and power law dovices, has boen ghown, by

. camputor simulation, to yleld abéut 1 A dprovamont in gystem perfor-

manco for the case of a aingle carrior por channel modo of oporation.

(4) Analytical oxproosions for tho probability donsity
functicns of tho oquivalant in-phaco and quadrature nolge caponents at
tha output of a plocewigo-lincar ocnvelopo Umiting dovieo have been
dGrived. Thoso axpresoions allow stralghtforward evaluation of tho -
probability of error for M-ary CPSK aignalo tronamitted through euch a
limitor with both up= and down=link noloo prosont. ‘

(8) In tho caso of an actual IWI', tho Gram-Charlior corieo ox-
panoden has boeh applicd to approximate tha paf of tho equivalont in-phaco
nolca conpoanant at tho output of WP, Thio pdf has boon uscd to ovaluate
the porformance of binary CPSK signals tranamitted through tha actual
Wl channol wj.ﬁx a single eanple dotocticn and majority logle dectaion
davico at tho racoivor as in casa (d). Thio analyods io readily oxton=
aiblo to the ¢onoral caco c:f Ne=ary CPaK oyatom pmvideé a sindlax
oxponaton {a alco vsod to approwliata tho pdf of tho oguivalont quadratuso
nolco -Empmeht at tho output of TWE.

. (6) *  Fuxthor mlémtoq( roults have alco-boeon ebtained for
tha eaco of binary CPOK oignals troncmitted through a puroly amplitude
Lindtdng nenkinaw chonnol with the corrolation rocolvor or the masclman-
likolihood x\é@ver. In tha cxso of a cumle.tioz{ rocodver tho bit
oryor Tata .c:@maaim hag boen Gordved o8 & infinite coxica expanaim

4
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for the eaco of maltdehrriox !.ngut uigm;l havn been conjoctwred (81,
82) to bo that of a placcidoo-Linaar envolezo limitor with roro cavalo-
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gomawhat similar to tho case of a majority logic recolvor, Tha oxact ox-
propsion for the porformanco of a maximum likeliheod receivor io gonorally

dlfficult to darivw. Howovor, an approximate oxproogien has been dori-
vod basod on the asosunption that tha statistico of tho output of tho

maximam likelihood roooiver, prior to tho throshold dotootor, oboy tho

normal dlatribution law,

6.2) SUGGESTIQNS IOR IUIURE STUDY

Thoro aro numrous dixoctions in which tho protont atudy could ’ .
ba oxtonded. A fow of thaco aro ligted bolow:

(1) Tho orxor rata analycis of M-ary CPSK signals tranamitted
through a nonlinoar satellite channal with combined offacts of interoym=
bol intorforoncoa and additive, t:hémal, vp= and down-link nodsco chould
bo invogtigated. In oxdar to t:;:lva puch a conplox problom, tha doodrod ;
eignal end intorforenco mxma at tho eutput of tho nealincar davico
muot bo cpocifically Gafined in cuch a way that an ovaluatien of tho
otatistica of tho interforonca tomo con bo xoodily accaiplishod

(a)' Tha ovorall tranafor mg.ﬁ@i&x‘iuuca of a bandpase nen=

mmrity that mudnicas itg outm\t carzior to intorforenca pamr r

P2 Gopondont Fhaco uhi.ft at tho Qu&wt‘ Howavoy, t}mm io no cxigting .
enalysla that juotitics t\uu emjcctum m: tha eaco of mulﬂmx&w
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input. ~6§ oqual inportance in tho compensator analybia ie the hardware
inplemontation of tho resulting conponsation notwork and the sensitivity
in tho parformance of tho ovorall componoated MWL as oach conponont in
tho écxmenaation notwork variea. (

(3) Tho hardwaro implamentation and thoe porfommanco analyois
of tha mauximum likolihood (ML) roceivor chould bo congidored. Tho oxact
oxprosaion for tho porformanco of such a recolvor may not ‘bo peasible
and ono may have to rocort £0 a computor simulation wd\niq\;c in ordox
to aocoos tho lmprovemont in dotoctability of ouch a recaivar ovor moxe
conventional, oxigting rocoivors, ' q

(4) T porformance analyois of the coxmlation recolver and
tho ML rocolvor in Chaptox 5 should bo oxtended to tm caga of M=ary
CPaK aigml trmmhauim.

() The cvaluat-.ton of the powor opactrum apread of CPOK
olenals cauced by TWI' anplifior nonlincaritica de aleo an important
problem, Exmasiva npmod producca adjacont txariopondar (or adjacont
dmmcl) _Antorforonce whieh oy m waccoptablo. Shm:paz tuhara at tho
natelube mpcacor e\\tput and/ox at thc carth utation input could bo
used to. kmp _thie unéodsed lntaxfamnea within accoptehia lovola,  Howe
ovox, 4t 1o wall known that charpor £iltora will introduca additichal
:intoroymiel intarforenca Thug, o eevpramico 10 noccosary, dnd i oxdor
to provi¢a on eptlmal txadoolf mmmn intoreynbol intoxforonca end
&jacent chonnol f&n@rﬁmj:nea‘. m acourate avaluwation of tho pém: ‘
cpactanm cproed of GRIR oignal da juat oo ano‘réqnt'é;x o ancoemont Qf
| AL qxqwn'd pc:ﬁmfma in the protoned of ;kitamyirbel intorforence

b}
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and additivo up= and down-link Gaugalan.nolaca,

(6) 'Tho entiro analysis prosentod in this thoais is based on
tho anoumption of porfoct synchronization in both carrior and bit timing
rocovery. Such an asounption , though groatly simplifying our analysis,
is not madily justified without sacrifico in hafdwam coanploxity at
tho rocoivor. Carrior phaco orror and bit timing error ara woll known
to regult in furthor dogradation in tho porformanco of CPSK tranamlesion
syatam through a linocar channol. Tho investigation of aud{ gynchroni -
gation problamg for the nonlincar channol should also be carried out;

4

Y



APPENDIX A

QURVE FIITING THE QUADRAIURE MODLL OF TWT

Tho basic input-cutput rolatimship of the TWI' is normally
obtained from output powor (GBW) and output phase (dogroos) moasuramonts
for variows valuos of input pwor (@m) [13,31). Tho output data are
thon trenafommad inte instantancouws envalepo fob the case of singlo
carrior moasuremont by uwoing tho woll-known mlationsﬁip

A8

L
whero P in 'tha ingtantanooud u;.gno.l powor
md A ds tho oignal anplituda, ‘

Tho instantancous cnvalopo txanafor fuhotion Z(x) and phaco
chift, ¢(x) aroc thon canbined to yiold tho mocowed quadratuxe modal
of tho tubo o Whlch a pultcbly chocon cot of B,(x) and B (%) caf ba
dotommined. Uoing oquaticna (2.18) and (2.19) wo may now form an
‘neonotrained cbjcativa function

. ' M ' 2 . u

J = [(E( ) coale ()] =8 (%)) + {&(x,) odn [o(x)] =

1§1 xi 8 P b | Y, | ®H

’

el
| gt | A
whora N 4o tho total nufiox of oybdivisiona of tho xongo of tho input
cavalesa, o ‘

-

69
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8inoo tho right hand oido of oquation (A.1) iz a continuous,

dfforontiablo functicn of Cl' Cz, Sl' 32‘ tho coofficienta in Zp(-) and
zq(.) » & ospvanticnal optimization swbroutine can than bo usod to mini-
miza J by p r goloction of thooo coafficients (8).



APPENDIX B
THE GiEBYSHIW TRANSIORM
If a naxrrowband signal,
u(t) = R(t) coa(2nfyt + c(t)] (B.1)

with contor froquancy fo, ig fod to a mamoryloos nenlinear dovico whogo
output v is a function of its input u at tho pama instant, than this output
can in gonoral bo”writton a8

viv) = V(R coa 0) ( (B.2)

whoro 0 = 2nfyt+ e(t)
8inco (B.2) is an cven poriedic functien of ¢, it is yoprocan-

tod oxactly, for all 0, by tho Poarlor cortes

V(R coa 0) = %ﬁva(m +,Zl vm(R) ccime (B.é)
e
whore
LI .
vm(R) - %- gv(n coa 0) coa mo do (D.4)

.coteiné 0 f- d@a'-'l(u/ﬂ).cq‘mti_ma (b.3) and (B.4) con bo
wedtten o8 T )

. " ) ‘
v = VAR L@ nen el

{
i

|

- ond | )
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2 2 2.,-1/2
vm(R) - = rv(u) 'I‘m(u/n) [R%=u“] du (B.6)
=R
whoro Tm(x) A coa(moa'lx) » 1o tho Chebyshov polynamial of

ordor m {1). Equations (B.5) and (B.6) aro gonorally known as tho
.
Chobyshov tranaform palr, Equatdion (B.6) rolatos tho mth zano envolopo

nonlinoarity to tho inastantancous voltago transfer characteristicg of
tha bandpacs nonlincar dovico.

In many cacog, howavar, the problem is not to find vl;‘(R) for a

givan v(u) but rathor to find what'v(u) will yield scme daoired vm(R).

It is thoroforo nocossary to know how to invert tho tranoformation in
(B.G) for v(u). Dlachman [18) has pointed eut that tho invorso

Chebyshov tranaform for any arbitrary m can ba oxprogeed as

viw)

whoxe V,'“(x)
By (%)

Bl (%)

with Tu!(cac ¢)

1/2
1
- 5 l [vm(u cca ¢) am(eec ¢) +

1Ll ,m
uv! (u oeo 4\)'!:03? 7 ¢] a¢ (B.6)
m
= & Ogyli0]
w -0
= 1
= Dy (%) + 20T (%) (®.7)

- é.(m o+ tan ¢ M4 %‘n{cec ¢ = ton ¢ (©.9)

/

%
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Equation (B,6) holds truo to within an arbitrary odd (when m la
oven) or oven (when m ig odd) function of u and/or any polynomial in u
of dogroo less than m., For the case when m= 1, equatian (B.6) can bo
elmplified to

2

v(u) = %,“ r [v (u cog ¢) + uv' (uw coo ¢) coa ¢) d¢ (B.9)
plus an arbitrary oven funotion of u,

To canolude this appondix we shall wark aut the oxprogsian for
tho in-phaso inastantencous veltage nonlinearity Np (u) that will yiolé
tho danired first-zeno cnvolopo nonlinearity GP(R) exprooced in tormo
of a polynomial in R as

2k=1 '
% ,§1 %

From oquations (D.9) and (B.10) wo can oxprocs Np(u) to within

an additivo conatant ao
, 1/d

o 2k-1 2k-1
N, () k-);l ke u £ cca® ™Yy do (D.11)
—_ \U:su'&g tho following intogration formula (39)

f coady a4y w "T(%'D :::(21&-1] 5:!,:\5?:)4: g‘m_

' e

cquatien (D.ll) oen ko writecn e

N, () ? A uk=d

“

o o At e n




wharo

Py

174

k=1
ke (-1)""3"1( 4 ]k “k]
Ju0 L2 (K=1) (2 (kay) =1)

-
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APPENDLX C

THE NOISE STATISTICS AND CALCUIATION OF A' FOR PIECEWISE

LINEAR AMPLITUDE LIMITING (SOFT-LIMITING) CHANNELS.

c.1) Derivation of the noise statistics “

%

The equivalent in-phase and quadrature nolse components at the

output of an envelope soft-limiting repeater can be expressed as;

-
x - A Of_x2+y251
n! = ¢
1 % e x2+y2>l
/X4y
~ €.1)
and
ﬂy 0<x2+y2;:_l
né = {
D A x2+y2>l
'? (C.2)
) A+n1 )
where X = T
n
y = “x?' €.3)

175
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8ince- ny and n, are agsumed to be zero mean, normal random
variables with varianoo N, then the probability density functions of x

and y, as defined in (C.3) can be written as

N .
A u
px 579) = N X' ) F (C.4)
- Nu .

”

where N[u,02] denotes the pdf of normal random variable with mean u, and

variance 02.

Congider first the in-phase noise component., The probability
i is defined as the derivative of its corres-

Gansity function (pdf) of n
ponding probability distribution function (PLF),

{Pr[ni < al} (cC.e) .

i

Pt (G) _A_
my

From equation (C.1l), the probability distribution function of ni
can be obtained by integrating the pdf's of x and y in equations (C.4;
C.5) over the appropriate regions in x-y plane, To fe;dlitate the
analysis we shall subdivide the range of a into different regions.

Por ofA' < -1, it follows that

Prin) < a] = Pr[x<a+A'<-1;0_<_x2+y2_<_1]+

/ Py

= 0 (C.7)

Pr <a+A'<—l;l<>(2+y2

Ty g, X P ol g T WA e S

. s r R Tem s PN e Raera M o

S Sy S
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Similarly for otA' > 1,

Prinj < a] = Prx < ofA' ; 0 2 xzwz < 1) +

Pr X <atA' 3 1« x2+y2
/x2+y2
= ] (C.8)

. ) /
In the range 0 < «tA' < 1, the region of integratim,zi , s

given by
(% < ofh! 0_<_x2+y251
A
l, i) o220
L (a+A')
(c.9)

It can be shown that for -1 < «+A' < 0, the region of inte-

7/ .
gration,d,istheamplezmtof,cf,mdisgivenby

~
X < otA' 05_x2+y25_l
d =
2
-1y l-(orf-A'é 2 2
> 0>x, x4y > 1
L ¥ (e«+A')

(C.10)
s
The regionszé andd are as shown in Fig. C-1.

The probability distribution function of nj is then given by .

RSV

bR e .
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. y

z/////f///////

\\t

“~l1€a+Ap' 80

a+ A €]

0@

Fig. C~1. Integration regions used in the determination
of the in-phase noise statistics.
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Pr [n:'L < a)

={ 1-f [ p top,ly) audy
o

[ | pytoipy (y) dudy

.

¢ < ~-1-p'
a > 1-A'
0 <« (a+A') <1
=1 < (e+A') < 0
(C.11)

Substitution of equations (C.4~C.10) into (C.1l1) yields

Pr[ni < u]

whare

!
l

T
T
<]
™
~N
o
L]

1 - 2 I ol A,
/N N
u u

a < ~=1-A'

a < l—A"
aw/ 1-(a+a) 2] 1 i
-7
Y (a+A!') ;

u

0 < oA’ <1

N

-ax/ l-(a+A')§ ] _% dx
v (otn') ;

u
-1 <otA' <0

(C.12)

erfc(~x/vZ )

179
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Tha probability density function of the in-phage noise, ni, is
obtained by differentiating the distribution function in (C.12) with

respect to a to get

roo o
0’ |etat| > 1
2) ¢[ Aath') - A] 0[ X4 l-(a+A')§:l I
N, N 7Ry ’

A2~ 2
/27;6)@[-'2"\1—' (1 = (a+A")") ]
pnv(a) = ﬁ u

1 SN
| /1 - (ear)? | u

A(atA') 6 A(atA') - )
SR IR on’] <2
u u .
(C.13)
. 2

In the case of a hard-limited channel substitution of =0 into
(C.13) ylelds [

~ .~

0 jwiatf > 1

L

o, (a)), o = { /277 expl-A”(1-(e+h")?) /20 ] (4 [A(WQ')//F; ]+
1

AR) siatera’) /T 1) |otat| <1
/—ﬁ; .
\.
(c.14)

The in-phase noise pdf as expressed in (C.14) is identical to
that derived by Lyons {58, egn 20].
Similarly it can be shown that the probability distribution

S o s Wi

A s
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4
function of n:'Z is given by ‘
f -
0 g < ~1
1 g>1
Prinj < 8] =¢ 1- ‘fJf PylApyly) dndx 0 <8 <1
Z'\ ?@a,ty) &ady -l<8:20
gm e~ ’ (Ccls)

The integricn Qmm:s A ana A corresponding to the cases
where 0 <8 <1land -1 482 <0 are as shown in Fig. C-2. After some
I

manipulations, equation (C.&S) can be expreseged as
f i

0 g < -1
1 g>1
e [ -2
N /N g/ N_ /N
u g u u u
/ 2
Pr[né<3] s{ o[-).y 1-g~ A ] Gy 0<g<1l
ef?«; /N
8
A ( ,,[zx_] °[no’l--ﬁs~ A ]-
/N /N g/ N_ /N
u = u u
0[ “Ay/ 1-g A ] Gy ~1<8<0
8/ N_ /N
u u
.
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0spsl ~14g%0

Fig. C~2. Integration regions wed, in the determination
of the quadrature noise statistics.
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Differemtiation of (C.16) with respect to g yields the pdf of

quadrature noise oomponent, ny, as

B (8) & g5 (Priny < &1}

F 2
| [ 8] > 1 :
2 _ - Y ,
| =
R | - |

+

2.2
exp(-A"g"/2, ) ‘9[ A-—Av/:— gz] , ¢[ X+A/_——L- gz] 4
2n(1-8

2) O

2 2 2
, A18 G[MA 1-¢ ] _ ¢[ A=A/ 1-g ]
! YN

u u

(8] <1

(C.17) )

Suostitution of A = 0 into (C.17) yields the pdf of n, for the
- cage of hard-limiting channel as

(N |8 > 1 }

22 :
esp[-A“8°/2N ] /2
CNICINRES T s/ ¢ AL

/ 21 (1-8%) 7y

oia/ 9-6%// W) - o(-n/ -6/ [8] <1 (C.18)

‘r

;
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) Calculation of A’

For a plecewice-linear envelope limiting channel the effective
signal anplitude A' is defined in section 4.2.1 as |

Al = ER’e[f(R)cos £} ‘ (C.19)

Prom the definition of £(R) and the well-known joiht probability

&nsity function of R and ¢, equation (C. 9) can be written as

o

A = Ee[m el -

A 2% ’ Rz 2 -l
ﬂ"(R/)\ )] R(X)S [A ezp[- + A 75:; QAR (28514 dCdR
u

u

QN

0
(C.20)
Integration of equation (C.20) with respect to ¢ yields

At = Eclcos e} ~

A

R -p 2
I [1-(R/A) ] —ﬁl;e exp[-R /Z\Ju] Il[AR/Nu] dr
0 (c.21)

Defining x = R/A and substituting the well-known identity (17]

E loos e] = %/ e P/ 2(1,00/2) + 1,(0/2))

into equation (C.21) yields the desired result in equation (4.25).

B A % s e eafe

I S il

e



e o

s
e

i
PR

N 7
S

APPENDIX D

CALOJLATICNS OF A', ¢ AND VARIOUS NOISE MOMENTS FOR

SATELLITE CHANELS

D.1) Calculation of AV and ¢

The effective signal amplitude, A', and phase shift, g, at the
output of TWT are defined ag

' - 2 y 2
A /sz’etzpm) cra])? 4+ (2, 12, (R) cone])

-1 ER,e (Zq(R) coze ]

ER,c [Zp (R) cose]

g = -tan (D.1)

where ER,e['l denotes the eypectation over R and ¢ .

For the case when the input signal to TWI is the sum of sine
wave plus narrowband Gaussian noize, the joint probability density
function of the envelcpe, RI, andpbase,e ; is

A2—2AR0055+R2

p(R,e) = ——52-— exp| - 5 (D.2)
2n0 20

for 0 <R <= and 0 <c < 2

vhere o is the input noige variance
A is the awplitude of the tranemitted sinusoidal signal.

185
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D=fine

x = Rwa3 ¢

y = Rgine (D.3)
and Po = ER,Lpr(R) oy e} (D. 4)
Pl = ER,C{Zq(R) s e} (D.5)

Subztitution of equaticnz (D.2-D.3) into (D.4) and (D.5) yields

% 2 2 2.2
Py = € [ [ '2-;;7— GAp(-Cz(ZZW)} Iofcz(z +7) )

w=A) 242 .
i e A g (D.6)
20

% . A2, 2 220,
P, = 5 f [ el -8, (PN} 1,08, (P

2710
A 2,2
eyp (-~ = dvdy (D.7)
29
Since
n
Iofcz(xz-ryz)} s —-}— r emfcz(xzwz)ays ¢}de
0
then -5 " o
c,e
1 -2 2 1
Po = -2—2-7— fd¢f Ixem{Axo - (x2+y)(C2+--T
1o 0 o o 20
- C, co3 ¢) } &dy (D. 8)
A2
where p = 5 ig the input (VR
20
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Defining o = Cz(l—coa $) + —17 and completing the neuare, we
20 )
cbtain

ACl f eypl{-p(1- -£j5 ) ¥ds (D.9)
0 2a0

4wo4a2

Defining 4 = _".;_L

a

- 2, (+cos2y) (D.10)

where ] = -—'-l—T

4C20

and integrating over ¢ we cbtain

(145 )
ACl ep| ~——x—— b
4C20 (1440) 2
Po = { (2+%) 10[0/8C20 T (1446e) ]

16c§o4( (o (1+a) 1'% 3

+ %Il[o/Sczozn(lm)l) (D.11)

In order to determine Pl’ we gtart by substituting
L.
Il(sz(x2+y2)} A —%~ [ exp{sz(gz+y2) cos slcos ¢ ds
0

into equation (D.7), and after some manipulations similar to the

previcus steps, we obtain
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p<l+ )

. s, esp 20' ) _

f 1 45205(1+a') )

v P, = (5 T, 00/85,570" (142" ]
- . 2 4 5.3

: 16520% ([0 (14217

3

+ (@) 1) 0e/85,0%0" (14 ]) 0.12)

i’ where R' = _._.1._.2_ »

‘§ 4520

InternsofPoandleecanwrite

2 2
/(PO) + (Pl)

and

. . e
w >
1 |

~1
~tan (Pl/PO) .

! D.2) Numerical evaluation of moments of in-phase noise components.

The output in-phase noise camponent, ni, is expressed in

terms of the input envelope and phase, R and ¢, as

Q -C2R2 5
' = -
ny ClR e I0 (CZR ) cos(e+8)
'Ssz 2
is e Il(SzR ) sin(e+B) - A' (D.13)

The kth moment of the in-phase noise is cbtained by averaging

the kth power of niwith respect to R and ¢.
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ok _ 1 _ R+ A" - 2AR cos ¢

E{ (nl) } o= [ [ a9 o] drde

0 =n u u
(D.14)
%
In order to use nurerical integration to evaluate (D.14),

the infinite limit of integration must be replaced by a finite limt.

Using the transformation of variables

oy
it

tan[":x] = tan 2z

€ =Yy
and substituting (D.13) into (D.14), the kth roment of the in-phase

noise n! can be expressed as

1
|
i Wk 1 T -Cztanzz 5
, ' E{ (nl) } = _B—i_N: [ f {Cltan zZ e IO(Cztan Z)-
-T -%
| -5 tan’z 2 K
i cos (y+8) - S;tan z e Il(sztan z)sin(y+8) - A'}" . {
H
, 2 2
: tmzseczze@[-tmz*}\z;%tanzcosx]}dxdy (D.15)
u

Equatian (D.15) is computed numerically using the modified
Gauss product fornmla [45]. First, the integration region in equation
(D.15) is subdivided into 22 identical squares. To each square, the
15th degree, 64-point Gauss product formula [78] is applied to evaluate
the double integration. These 22 values are then summed to yield the

kth moment of the in-phase noise. In all the cases considered it was
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k3

found empirically that the value M = 5 is sufficient to give results
accurate to 6 significant digits. The value for hk can then be
computed from equation (4.49) onoe the first k moments of the in-phase
noise are known.

The convergence rates of the final value for different noige
moments as a function of M are shown in figures D-1 to D-7, for

di fferent values of up-link carrier to noise power ratio.
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Fig. D-1. Convergence of the second moment of in-phase noise to the final value as a function of M.
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Fig. D=4. Convergence of the fifth moment of in-phase noise to the final value as a function of M.
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APPERDIX E

ABSOLUTE CONVERGENCE PROPERTY CF THE BIT ERROR RATE EXPRESSION

Consider the infinite zeries expansion for p, the probability

of one sample b}e:j.ng in error, as given by

1 e ° (-yP Ny 12
5 exrfc(vp) + 7 h = H_ ", (/20)
Ny n n-1

® n=3 nt NT

hel
i

- (E.1)
where p = (}’l')z/‘ZNT

The random variable ni is upperbounded by a finite positive
nutber K, such that

sup(x) = K> 0 for all x ¢ Q

A
Using the well-known inequality for Hemmite polynomials [40]

ae can show that
: K2
2
[h, | < (n-1)!le for n even (E.2)
N
and h| < w21khe for n odd (E.3)
where (2n-1) !t = 1+3¢5¢7<Gecccees *{2n-3) - (2n-1)

and K is as defined above.
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Purthemore the Hermite polynamial is upperbounded by [38]

— n-1 5 2/« n~-1

2 (n-1)! e
[H__; (/20) | < ol (E.3)
2 P4

»

vhere <w denotes the integer part of the real number x.
The error which arises as a result of truncating the series

expansion of equation (E.1) at the (L-1)st term can be written as

n/2
@ -p n N
= e (-1) u
R, = n}::L 5, Al Py [N’I’] Hn—l(fz_o—) (E.4)
n/2 . = / n-1
-0 - Ih I N' bt > 2 o< 2 >
S T . 2 = E.5)
I o= 1 Nop S o
2

Without loss of generality we may assure that L is even in the
subgsequent analysis.
Substitution of (E.2) into (E.5) and rearranging as sums of

even and odd terms we dbtain

2
N e
-p u
R, = e_ e kzL (S + Sypyy] E.6)
v 2x -7
where the sequences sZk' and 821«1 are defined as follows
-1t | Ya 5 ,~k-1) 2/ 0 Gk-T)
S = T xRN T (E.7)
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Zk+1 T(Zk+1y N, K1 .
It is then easy to show for the even and odd terms
S N
k42| (2k+1) u | 25k - A1)
5 S k) | N C (E.9)
% Ny
and
Sas| _ /(@e) ey | M| 240450 - &) . 10)
S et (2k+3) ~ (2k+2) N,

From D'Alempert’s ratio test of absolute convergence and
equations (E.9) and\(E.lO) it then follows that the series of S, and

pid
52k+1 are jointly absolutely convergent for «ny k > %‘- such that
ln[NT/N'] 2
u
L > 2 +% 2/p -
In NN ] 2%
(E.11)

The value for L, as indicated in (E.1ll), depends an the ratio
of total noise power at the receiver, N, to the equivalent up~link
noise power, Nl'l and tends to diverge as N“l approaches zero. However,
for the trivial case of no up-link noise, Nl'J = 0, the series terms in
(E.1) are reduced to zero and the system performance, p, is affected

only by the down-link Gaussian noise.
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Por any values of k > and L satisfying (E.1ll), equations

N

(E.9) and (E.10) becone

v 1
Sax+2 Ya | 25 72 - TR, <
sZk NT = e
(E.12)
and sind larly
S N'
Z&+3] _u] Q2 U212 - /WDy
5 2 My
Zk+1 Np |
(E.13)
Using the results for the sum of infinite geometric series, we
cbtain
L _@-2) 270 (L~2
N 2 5 2
(L-1) 1! u e
J. S <« = — — (E.14)
kz%—‘ Zx L Np [(L-2)/2]! [l-Qe(L)]
and L+l L )
T - 5 ZVQL/Z
T os, < DU “ig_} 2 e E.15)
b:% 24l ey | N | @/t (10 (MT

Carbining (E.14) and (E.15) and substituting into (E.6) we get

L (L-2) =373
_ u(z/m'] N' 5‘ -—-7— 2 o] L—Z)/Z
. e’e Yoaennr [T 2 e
"L P Np | | L@ 27217 0, @7
- % 2/oL/2
+ NN = (E.16)

7aAl) [L/2]0 [1Q4(L) )
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and since the series SZk’ are shown to be absolutely convergent,

S2k+1
then for a small truncation error bound, 5 , it is always possible to

find a sufficiently large L satisfying equation (E.11) such that
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