STRUCTURAL STUDIES OF COMPOUNDS CONTAINING DICOVALENT SULFUR CHAINS

# STRUCTURAL STUDIES OF COMPOUNDS CONTAINING DICOVALENT SULFUR CHAINS 

By<br>JAMES CLINTON BARRICK, A.B., M.S.

A Thesis<br>Submitted to the School of Graduate Studies in Partial Fulfilment of the Requirements for the Degree Doctor of Philosophy<br>> McMaster University November 1972

TITLE: Structural Studies of Compounds
Containing Dicovalent Sulfur Chains
AUTHOR: James Clinton Barrick, A.B. (Wilmington College)
M.S. (University of Florida)

SUPERVISOR: Professor F. P. Olsen
NUMBER OF PAGES: viii, 127
SCOPE AND CONTENTS:
Because of interest which has been shown in the structure and bonding in polysulfide chains as evidenced by the wide variety of hypotheses which have been proposed in explanation thereof, it was considered of interest to investigate differences among a series of compounds which differ only in the number of sulfur atoms in their polysulfide chains. Furthermore, some controversy existed concerning the molecular structure of a compound which had been prepared and studied in this laboratory, and which was a member of the aforementioned homologous series. Therefore, the x-ray crystal and molecular structures of the benzylidenimine tetra-, tri- and disulfides were sought, and the determinations are herein reported. Similarities and differences among the three compounds are analyzed with detailed consideration of their significance with respect to the precisions and accuracies of the determinations.

A pattern of short-long-short sulfur-sulfur single bonds is observed in benzylidenimine tetrasulfide which is of particular interest with reference to previous findings. A number of possible theoretical explanations for this effect are considered critically, taking into account trends in sulfur-sulfur bond length among the three compounds as well as in other reported polysulfide structures, and also available spectral, kinetic and synthetic information concerning these compounds. It is possible to reject some earlier proposed hypotheses concerning sulfur-sulfur bonding as incompatible with the trends observed in the benzylidenimine polysulfides.

## ACKNOWLEDGMENTS

I wish to express my most sincere gratitude to Dr. F. P. Olsen for his five years of ready and level-headed guidance and encouragement, and to Dr. C. Calvo, always available and unusually able and willing to explain clearly and at my current level of understanding. I wish to thank Yuki Sasaki, whose synthetic work in this laboratory laid the groundwork for my structural studies, ard P. Ram, who kindly ran ${ }^{19}$ F-nmr spectra for this study. I wish to thank other members of the crystallography group for their advice and discussions, particularly John Stephens: Jung Ja Park Kim, Pat Ashmore, and Elizabeth Marseglia.

I would like to thank my wife, Barbara, for her endurance of ten years as a student's wife, and also for typing this thesis.

TABLE OF CONTENTS
Page
Chapter 1. Introduction
A. Dicovalent Sulfur Chains ..... 1
B. Benzylidenimine Polysulfides ..... 4
C. Aims of the Present Work ..... 7
Chapter 2. Methods and Techniques
A. Interaction of X-rays With Matter ..... 10
B. Data Collection and Reduction ..... 16
C. The Phase Problem and Fourier Methods ..... 19
D. Direct Methods of Phase Determination ..... 21
E. Least Squares Refinement ..... 23
F. Errors in Structural Parameters ..... 26
Chapter 3. Crystal and Molecular Structure of Benzylidenimine Tetrasulfide (BITS)
A. Solution of the Structure ..... 30
B. Description of the Structure ..... 35
Chapter 4. Crystal and Molecular Structure of Benzylidenimine Trisulfide (BITrS)
A. Solution of the Structure ..... 47
B. Description of the Structure ..... 54
Chapter 5. Crystal and Molecular Structure of Benzylidenimine Disulfide (BIDS)
A. Solution of the Structure ..... 62
B. Description of the Structure ..... 69

Chapter 6. Discussion
A. Bond Lengths and Angles - The Empirical
Evidence
B. Bond Lengths - Possible Explanations 87

Chapter 7. Summary of Conclusions 111
Appendix. Crystal and Molecular Structure of 113 o-Chlorobenzylidenimine Disulfide (o-ClBIDS)

## LIST OF FIGURES

Page

1. $\mathrm{BaS}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ ..... 2
2. Labelling for shared-atom bond comparison ..... 28
3. Stereoscopic view of the BITS molecule down the a axis ..... 41
4. BITS unit cell contents ..... 43
5. Stereoscopic view of the BITS molecule showing the pseudo-31 axis of the sulfur chain ..... 44
6. hk0 projection Patterson (BITrs) ..... 51
7. Ok\& projection Patterson (BITrS) ..... 53
8. Stereoscopic view of the BITrS molecule down the b axis ..... 56
9. BITrS contents of two unit cells ..... 57
10. Perspective view of the BIDS molecule ..... 73
ll. BIDS unit cell contents ..... 77
11. l,3-hexasulfurdiimide ..... 97
12. Tetrathiadecalin ..... 109
13. Stereoscopic view of the o-CIBIDS molecule down the a axis ..... 117

## LIST OF TABLES

Page

1. BITS positional and thermal parameters36
2. BITS observed and calculated structure factors ..... 37,38
3. Molecular geometry of benzylidenimine tetrasulfide ..... 39
4. BITS molecular geometry ..... 40
5. BITrS observed and calculated structure factors ..... 49
6. BITrS density and cell volume ..... 50
7. BITrS positional and thermal parameters ..... 55
8. Molecular geometry of benzylidenimine trisulfide (BITrS) ..... 58
9. BITrS molecular geometry ..... 59
10. BIDS positional and thermal parameters ..... 70
11. BIDS observed and calculated structure factors ..... 71
12. Molecular geometry of benzylidenimine disulfide (BIDS) ..... 74
13. BIDS molecular geometry ..... 75
14. Selected bond lengths and angles ..... 79
15. ${ }^{19}$ F- and ${ }^{1}$ H-nmr chemical shifts in benzylidenimine polysulfides ..... 92
16. Sulfur-Sulfur bond dissociation energies ..... 104
17. Reported bond lengths in $\mathrm{Cs}_{2} \mathrm{~S}_{6}$ ..... 105
18. Refined bond lengths in $\mathrm{Cs}_{2} \mathrm{~S}_{6}$ ..... 107
19. Bond lengths in chains of four or more dicovalent sulfur atoms ..... 108
20. o-ClBIDS positional and thermal parameters ..... 116
21. o-ClBIDS observed and calculated structure factors ..... 117
22. o-CIBIDS molecular geometry ..... 119

## CHAPTER 1: INTRODUCTION

## A. Dicovalent Sulfur Chains

There is considerable interest in the nature of the bonding in polysulfide chains. ${ }^{1,2}$ The possibility of branching in polysulfur chains ${ }^{1}$ remains controversial, as does the explanation for the barrier to rotation about S-S single bonds. ${ }^{3}$ The extent to which s-orbitals, ${ }^{4}$ and still more the extent to which d-orbitals, contribute to sulfursulfur bonding are likewise unresolved questions. These questions remain despite the large number of compounds containing sulfur chains which have been synthesized and studied, with increasing frequency and with increasingly sophisticated and refined techniques. It therefore seemed desirable that any new study of polysulfide chains address itself to resolving some of these unsolved questions.

One of the more interesting and potentially informative aspects of bonding is suggested by the apparent alternation of bond length in chains of four or more sulfur atoms. This result has been reported several times in the past, but with a lack of consistency or conviction which leaves conclusions based on it open to considerable uncertainty. A major problem until recently has been that of attaining sufficient precision in crystallographic studies to be able to state categorically that two
sulfur-sulfur bond lengths (distances) are significantly different. Thus, the triclinic form of $\mathrm{EaS}_{5} \mathrm{O}_{6} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ (barium pentathionate) was studied in 1955 by Foss and Tjomsland. ${ }^{5}$ The two inner sulfur-sulfur bond lengths were found to be 2.04(4) $\AA^{*}$ while the two outer sulfur-sulfur bond lengths were $2.10(4)$ and $2.12(4) \AA$. The difference between the two sets is less than two standard deviations, so that the significance of this difference, even though it amounts to $0.07 \AA$, remains doubtful.

Another example is barium tetrasulfide. When Abrahams ${ }^{6}$ first studied the crystal structure of $\mathrm{BaS}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ in 1954, he


Figure 1. $\mathrm{BaS}_{4} \cdot \mathrm{H}_{2} \mathrm{O}^{8}$
*Throughout this thesis the uncertainty in a measurement (standard deviation or $\sigma$ where least squares is involved) will be designated by including the error in the final digit(s) in parentheses; e.g. 2.04(4) $A$ is equivalent to $2.04 \pm .04 \mathrm{~A}$.
found bond length alternation; the inner bond was $2.07(4) \&$ and the outer two were $2.03(4) \AA$ and $2.02(4) \AA$. The differences, which are quite large in absolute terms are only of the order of one standard deviation. Fifteen years later, with the availability of superior data collection and processing equipment, Abrahams ${ }^{7}$ redetermined the bond lengths in this compound, obtaining $2.0690(35) \AA$ and $2.0633(38) \AA$ for the two crystallographically independent inner sulfur-sulfur distances, and 2.0793(33) $\AA$ and $2.0624(36) \AA$ for the two outer sulfur-sulfur distances (Figure 1.). The new results are within one standard deviation of the old, but no longer indicate substantial bond length alternation. The authors considered in detail the statistical implications of their new results and finally concluded that "In view of this uncertainty [in bond lengths] the hypothesis that the inner S-S bonds are equivalent in length to the outer $S-S$ bonds should not be rejected. ${ }^{8}$

The clearest example yet found of significant bond length alternation in a chain of dicovalent sulfur atoms was reported by Ricci and Bernal ${ }^{9}$ in 1969. They studied 7,15,17, 19-tetraethoxy-2,3,4,5,10,11,12,13-octathiatricyclo $\left[12,2,2,2^{6}, 9\right]$ eicosa-6,8,14,16,17,19-hexaene (I), a compound containing two tetrasulfur chains bridging aromatic rings. The outer sulfur-sulfur bonds of the chains averaged 2.028(1) $\AA$, while the inner bonds averaged 2.066(2) A. The authors on the basis of these data and the slight shortening


I
of the carbon-sulfur distance from the usual $1.817(5) \AA^{10}$ to 1.764(8) $\AA$ conclude that "The implication is that conjugation of the two rings across an $\mathrm{S}_{4}$ fragment has been achieved, which obviously requires the formation of $C-S$ and $S-S$ $\pi$-bonds." ${ }^{9 a}$ Also found in the structure, however, were substantial non-bonded interactions between oxygen and the terminal sulfurs of the chains $[2.775(20) \AA$, less by $0.5 \AA$ than the sum of Van der Waal's radii] ; these interactions leave their conclusion open to some question. Considering the significance which has apparently been attached to this conclusion $^{2}$, it would seem to be desirable to investigate less ambiguous instances of polysulfur chains connecting aromatic systems.

## B. Benzylidenimine Polysulfides

A stable yellow solid of $\mathrm{mp} 101^{\circ}$ has been reported several times over the past century. ${ }^{11,12,13}$ Reactions leading to this material include benzylamine with tetrasulfur tetranitride, ${ }^{11,}{ }^{14 a}$ elemental sulfur with benzylamine in the presence of lead oxide, ${ }^{12,14 b}$ either sulfur monochloride ${ }^{13,14 \mathrm{~b}}$
or trisulfur dichloride with benzylamine, ${ }^{13}$ and the decomposition of either benzylamine disulfide ${ }^{14}$ or
N -benzylheptasulfurimide. ${ }^{15}$
Elemental analyses* are in agreement with the
structures II (except for molecular weight), III, IV, V and
VI.


II


III


IV


V

[^0]

VI

All five of these have been suggested at one time or another. ${ }^{11,12,13,14}$ Most recently, ${ }^{13,14 a}$ the same physical data, i.e. nmr and ir spectra, have been interpreted in terms of two different structures (V and VI). Sasaki and Olsen base their formulation VI (abbreviated henceforth as BITS, BenzylidenImine TetraSulfide) on the $n m r$ spectrum, which shows a sharp singlet at -7.87 ppm of area l and a multiplet at -7.12 to -7.55 ppm of area 5 , the latter due to the phenyl group. The one-proton singlet would appear to be in agreement only with structures III and VI, although the thioamide singlet might be expected to be broader than that observed, and the infrared spectrum did not show the $\mathrm{N}-\mathrm{H}$ stretching absorption, ${ }^{13,14,16}$ expected for a thioamide.

Although he was unable to explain the uncharacteristic benzyl group absorptions and the "quite atypical" ${ }^{13}$ methylene C-H stretching region, Pond ${ }^{13}$ tentatively assigned the l,3-diimide structure $V$ (product obtained from the reaction of benzylamine with $\mathrm{S}_{3} \mathrm{Cl}_{2}$ ) by analogy with reaction of other primary amines with $\mathrm{S}_{3} \mathrm{Cl}_{2}$. $^{17}$ The shift of 2.8 ppm downfield for the "methylene" protons relative to those in the 1,4 isomer III, was also difficult to rationalize. He also notes
that the area ratio of phenyl to methylene proton absorptions of $4.4: 1$ "is not in agreement with the calculated ratio of 2.5:1 expected for benzyl groups." He did not consider the possibility of the benzylidenimine tetrasulfide structure. C. Aims of the Present Work

In view of these differing opinions it would be desirable to settle unequivocally the question of the structure of BITS by an X-ray crystallographic determination.

If the compound is indeed benzylidenimine tetrasulfide as expected, then it is an immediate analog of Ricci and Bernal's compound. A chain of four sulfurs connects two aromatic systems (through conjugated imine nitrogens). If the hypothesis of Ricci and Bernal ${ }^{9}$ of conjugation across an $S_{4}$ fragment is correct, then alternation in bond lengths should be found in BITS. This alternation, if found, would require an explanation based on S-S bonding since, unlike the compound of Ricci and Bernal (I), opportunities for non-bonding interactions are unlikely. Contrariwise, if alternation in bond lengths were not found in BITS, then the explanation put forth by Ricci and Bernal for their compound would require revision. "Butadiene-like" ${ }^{9 b}$ conjugation is not the only hypothesis that might explain bond length alternation in a tetrasulfur chain. Some other possible explanations might include: (1) the short S... 0 non-bonding interaction affecting the outer S-S bond lengths already mentioned; (2) inductive
effects originating in the substituents on the ends of the tetrasulfur chains which would be expected to affect the outer sulfur atoms of the chain more than the inner; (3) the possibility that a chain of four sulfur atoms is capable of internally stabilizing itself in some fashion employing $\mathrm{d} \pi-$ $\mathrm{p} \pi$ or $\mathrm{d} \pi-\mathrm{d} \pi$ interactions.

If Sasaki and Olsen's compound is BITS, the
homologous compounds BenzylidenImine TriSulfide (BITrS) and BenzylidenImine DiSulfide (BIDS) are available. These are


BITrS


BIDS
obtained as byproducts in some of the same reactions which produce BITS, particularly the reaction of benzylamine with tetrasulfur tetranitride ${ }^{14}$ and with sulfur in the presence of lead oxide. ${ }^{14 \mathrm{C}}$ Adjustment of the stoichiometric ratio of the reactants in the latter case can be made to favor the production of these byproducts. Determination of the corresponding sulfur-sulfur distances in these homologs could aid in distinguishing among the various hypotheses.

The work described in this thesis then is undertaken with the aim of establishing the structure of BITS, first in regard to the overall structure, and second in regard to the possibility of alternation of $\mathrm{S}-\mathrm{S}$ bond lengths. If the inner and outer $S-S$ bonds are found to differ by a statistically significant amount, then the structure of $B I T r S$ and BIDS will also be undertaken with the aim of proposing an explanation for this effect.

CHAPTER 2: METHODS AND TECHNIQUES

The crystal and molecular structural determinations described herein used certain common techniques and methods and are founded on a common theoretical base. A. Interaction of X-Rays With Matter ${ }^{18}$

A crystal may be defined as an array of atoms whose average positions are described by the operation in three dimensions of translational symmetry upon a smaller finite array of atoms. A beam of x-rays incident upon a crystal interacts with the electrons of the atoms and exits coherently only in certain directions. If $\underline{k}^{\prime *}$ and $\underline{k}$ are the wave vectors of the incident and diffracted beams of $x$-rays respectively, then $\underline{k}=\underline{k}-\underline{k}$ ' may be used to define the conditions under which diffraction will occur. The repetitive unit of the translationally symmetric array is known as the "unit cell", whose edges are described by the vectors $a, \underline{b}$, and $\underset{c}{ }$. The following relationships (Laue equations) must be satisfied:

$$
\begin{aligned}
& \underline{a} \cdot \underline{K}=2 \pi h \\
& \underline{b} \cdot \underline{K}=2 \pi k \\
& \underline{c} \cdot \underline{K}=2 \pi \ell
\end{aligned}
$$

* 

A vector is indicated by underlining.

The Miller indices $h, k$ and $\ell$ of a plane indicate respectively the integral number of times the cell edges $\underline{a}$, $\underline{b}$ and $\underline{c}$ are intersected by that plane. Thus the diffracting planes may only intersect the unit cell edges at integral fractions of those edges.

It is generally more convenient to define a reciprocal space using as basis vectors $\underline{a}^{*}, \underline{b}^{*}$ and $\underline{c}^{*}$ defined by:

$$
\begin{aligned}
& \underline{a}^{*}=\frac{\underline{b} \times \underline{c}}{V} ; \\
& \underline{b}^{*}=\frac{c \times \underline{a}}{V} ; \\
& \underline{c}^{*}=\frac{a \times \underline{b}}{V} ;
\end{aligned}
$$

where $V$ is the volume of a unit cell, defined by $a \cdot \underline{b} \subset$ Then the solutions to the Laue equations are points in reciprocal space and it is the space that has translational symmetry. The distance $H$ of one of these points from the origin of reciprocal space is given by the Bragg equation:

$$
H=\frac{2 \sin \theta(H)}{\lambda}=\frac{1}{\alpha_{H}}
$$

where $\lambda$ is the wavelength of the $x$-radiation used, $2 \theta$ is the scattering angle between the incident and diffracted beams, $\mathrm{d}_{\mathrm{H}}$ is the distance between two of the planes hkl, and

$$
\begin{gathered}
\underline{H}=h \underline{a}^{*}+k \underline{b}^{*}+\ell \underline{c}^{*} \quad(H=|\underline{H}|) \\
\frac{1}{d} 2=h^{2} \underline{a}^{2}+k^{2} \underline{b}^{2}+\ell^{2} \underline{c}^{2}+2 k \underline{b} * \underline{c} * \cos \alpha *+2 h \ell \underline{a} * \underline{c} * \cos \beta^{*} \\
+2 h k \underline{b} * \mathbb{C}^{*} \cos \gamma *
\end{gathered}
$$

where $\alpha *, \beta^{*}$, and $\gamma^{*}$ are respectively the angles between the $b^{*}$ and $c^{*}, a^{*}$ and $c^{*}$, and $a^{*}$ and $b^{*}$ axes. Systematic extinctions of reflections (zero intensity) may arise from symmetry operators involving a translation of some integral fraction of the unit cell edges, e.g. screw axes and glide planes.

The symmetry classification or space group of the unit cell of a particular crystal may usually be determined by consideration of the symmetry of the intensity distribution of the diffracted $x$-rays, together with the systematic extinctions.

The intensity, $I_{h k l}$, of a reflection is primarily determined by the arrangement of the atoms in the unit cell, but it is also modified by other factors. $I_{h k l}$ may be written:

$$
\begin{equation*}
I_{h k \ell}=C(L p) A\left|F_{h k \ell}\right|^{2} \tag{1}
\end{equation*}
$$

Here, $C$ is a constant which depends on the volume and density of the crystal, the intensity of the incident beam, the scattering power of the individual electrons in the atoms of
the unit cell, and the efficiency of detection of the diffracted beam of $x$-rays.
$L$ is the Lorentz factor, and depends upon the manner in which the crystal passes through the conditions for diffraction of a particular reflection, which in turn depends upon the orientation of the incident and diffracted beam relative to the axis of rotation, i.e. upon the geometry of the collection process. The polarization factor, p, arises because the diffracted beam is partially polarized parallel to the plane it is diffracted from. For a direct incident beam,

$$
p=\frac{1+\cos ^{2} 2 \theta}{2}
$$

If the incident beam passes first through a monochromator, it is thus partially polarized, and $p$ is modified by the (2 2 ) angle between the direct beam and the monochromatized beam. The Lorentz and polarization corrections are usually applied together.*

Absorption of the $x$-ray beam by a given crystal is proportional to the instantaneous intensity of the beam, and to the distance $x$ travelled in the crystal:

$$
I_{(x)}=I_{0} e^{-\mu x}
$$

where $\mu$ is characteristic of the atoms in the crystal and is

[^1]calculated from the atomic mas 19
calculated from the atomic mass absorption coefficients; $e^{-\mu x}$ is known as the transmission factor. The path length $x$ depends generally upon the angle between incident and diffracted beams, and on the shape of the crystal.

Another phenomenon whose effect is similar to that of absorption in reducing the intensity is extinction. If all the unit cells are perfectly aligned with each other throughout the crystal, the energy of the incident beam will be depleted by the amount of energy which has been transferred into the diffracted beam. This phenomenon is known as primary extinction, and is rarely observed and may be ignored in soft organic crystals, because such crystals are mosaics of tiny crystals, all slightly misaligned with respect to one another. In such an array of small blocks of perfectly aligned unit cells which are then nearly but not quite aligned with other such blocks, the diffracted beam leaving one block can be rediffracted back into the incident beam, thus depleting the diffracted beam. This phenomenon is known as secondary extinction. Only very strong reflections are affected, and the magnitude of the effect is usually small compared to random errors. Therefore corrections for secondary extinction have not often been made.

The last term in equation (1), $|F(H)|^{2}$, is the one of greatest significance since it is the one which is sensitive to the locations of the atoms in the unit cell. For the purposes of this work, an atom may be considered as
a spherical concentration of electron density with an approximately Gaussian cross section. Since this sphere is of finite size, x-rays scattered from a volume element in one part of the sphere are not necessarily in phase with those scattered from another part; the straighter the beam (incident and diffracted) passes through an atom, the more of it will be in phase, and the more intense will be the diffracted beam. Each atom may be described as a mathematical point with an angular variation in scattering power described by the function $f(H)$ known as the atomic scattering factor. These scattering factors are tabulated ${ }^{19}$ for each atom as a function of $\sin \theta / \lambda$. The calculated structure factor $F_{c}(\underline{H})$ then is the sum over all atoms in the unit cell:

$$
F_{c}(\underline{H})=\sum_{j=1}^{n} f_{j}(H) \exp \left(-2 \pi i \underline{H} \cdot \underline{r}_{j}\right)^{*},
$$

where $n$ is the number of atoms in the unit cell and $\exp \left(-2 \pi i \underline{H} \cdot \underline{r}_{j}\right)$ represents the dependence of the phase of the structure factor on the position of the $j^{\prime}$ th atom in the unit cell, $\underline{I}_{j}$ being the vector from the atom to an arbitrary origin in the unit cell.

The effect of thermal vibration is to smear the atomic point-center over a region of space, and is taken into account by a temperature factor. If the vibration of each

$$
{ }^{*} H=h x+k y+\ell z .
$$

atom is assumed to be isotropic, a single parameter $B_{j}$ $\operatorname{modifies}$ the $F_{C}(\underline{H})$ by $\exp \left[-\mathrm{B}_{\mathrm{j}}\left(\sin ^{2} \theta / \lambda^{2}\right)\right]$. If anisotropic vibration is allowed for, six components of the symmetrical second-order tensor $\underline{U}_{j}$ must be determined, to modify $F_{c}(\underline{H})$ by $\exp \left(2 \pi^{2} \underline{H} \cdot \underline{U}_{j} \cdot \underline{H}\right)$. The square root of the component $U_{i i}$ of $U=$ gives directly the average root mean square displacement (RMSD) of an atom in the $i^{\prime}$ th direction. In general, it is necessary to determine the three positional $r_{i}$ and the temperature factor only for the atoms in the unit cell which are not related by symmetry, that is, the atoms in the asymmetric unit.

## B. Data Collection and Reduction

Intensities were recorded either as proportional to the number of counts registered by a scintillation counter, or as proportional to the darkening of a spot on a photographic film, each film containing the reflections of one plane in reciprocal space, i.e. one layer line. Experimental methods of intensity estimation are discussed theoretically in Zachariasen, ${ }^{18 a}$ and more practically in Chapter 6 of Buerger $^{20}$ and Chapters 5 and 6 of Stout and Jensen. ${ }^{21}$

T'wo geometries for film data collection were used in this study, the Weissenberg method ${ }^{2 l a}$ and the precession method, ${ }^{22}$ both rotating crystal methods using monochromatic x-radiation. The directly and quickly obtained peak intensity (non-integrated) photographs obtained by these methods are useful in assessing the quality and symmetry of
the crystal. However, more uniform and reproducible intensities are obtained from integrated photographs 21 b intensities are obtained from integrated photographs. Each reflection was obtained as a chart tracing from a Joyce-Loebl microdensitometer; the height of the peak was measured from the background (typically 5 mm but sometimes much higher), the unobserved reflections were flagged and assigned an intensity equal to the maximum value that it could have (see p. 25 for subsequent treatment of these unobserved or "less-than" reflections).

The narrow range of linear response of the film (a factor of 5 to 10 ) was overcome by one of two methods. In the Weissenberg case, where film-to-crystal distance was not critical, three films were exposed at once, each one acting as a filter for the one behind. For the precession technique, a series of timed exposures was taken. The different ranges of intensities were scaled together on the basis of common reflections, each pair of films of the same layer scaled using only those common reflections which lay in the region of linear response on both films. An "unobserved" reflection was one with an intensity indistinguishable from background even on the film with the greatest exposure.

The FORTRAN programs WEILPC and PRELPC (written by A. K. Das and I. D. Brown in this laboratory) applied Lorentz and polarization corrections to the intensities (from

Weissenberg and precession films respectively) and converted them to structure factors.

Each layer was scaled independently in the ultimate refinement, but for purposes of structure solution it was often useful to put all data on a common scale. This was done by least squares adjustment of common reflections using the FORTRAN program SCALE, written by J. S. Stephens in this laboratory.

The other method of recording intensity used a scintillation counter and was employed in conjunction with the Syntex computer controlled automatic four-circle diffractometer. The principles of the methods of crystal alignment and intensity collection are found in Stout $\varepsilon$ $21 c$
Jensen. The $2 \theta / \theta$ scanning technique was employed. Standard deviations on the reflections were calculated according to:

$$
\sigma\left(F_{0}^{2}\right)=\left[\sigma^{2} \text { counting }+\left(S F_{0}^{2}\right)^{2}\right]^{1 / 2}
$$

where $S$ is a machine instability constant, which generally lies between 0.01 and 0.1 . After preliminary treatment by the program SYNTEX to make the diffractometer data compatible with the XRAY67 system, assignment of "unobserved" reflections as those measuring less than $3 \sigma\left(F_{o}{ }^{2}\right)$, Lorentz and polarization corrections, and conversion to structure factors were carried out by the XRAY67 system FORTRAN programs, DATCO3 and DATRDN.

Absolute statistical data scaling was carried out as a preliminary to calculation of three-dimensional Patterson Fourier synthesis and to direct methods of structure solution by the XRAY67 FORTRAN program DATFIX, using a variation of Wilson's method. ${ }^{28}$ This gave an overall scale factor, an overall temperature factor, the $E$ values* required for input into statistical phase determination (direct methods) and a summary of statistical agreement of the E's with the distribution for centric and acentric structures.
C. The Phase Problem and Fourier Methods

The electron density at a point $x, y, z$ in the cell $21 d$
is given by:

$$
\rho(x, y, z)=\frac{1}{\bar{V}} \sum_{h k \ell} \sum_{h k \ell} \exp [-2 \pi i(h x+k y+l z)]
$$

The structure factor (page 25) may be written in expanded form as:

$$
F_{h k \ell}=\sum_{j} f_{j} \exp \left(2 \pi i\left(h x_{j}+k y_{j}+\ell z_{j}\right)\right.
$$

Thus the electron density is the Fourier transform of the structure factors, and the structure factors are the Fourier transform of the electron density. However, in order to calculate the electron density it is necessary to know the phases of the structure factors, information which is not contained in the measured intensity data.

[^2]1. The Patterson Method.- One method of finding phases is to locate atom positions using the Patterson function,

$$
\left.P(\underline{s})=\frac{1}{V} \sum_{h k \ell} \sum_{O_{h k \ell}} \right\rvert\, F^{2} \cos (2 \pi \underline{H} \cdot \underline{s}) .
$$

$P$ is large only when s corresponds to an interatomic vector in the real unit cell; $P$ is proportional to the product of electron densities of the two atoms defining the interatomic vector. The two dimensional, or projection Patterson is given by, e.g.:

$$
P(x, y)=\frac{1}{A}\left[\sum_{h k}\left|F_{h k 0}\right|^{2} \cos 2 \pi(h x+k y)\right.
$$

Since $P(s)$ only requires the square of the structure factor, the Patterson Fourier can be calculated directly from the $F_{o}^{\prime}$ s. The problem then is to find a consistent set of interatomic vectors which fit the resultant peaks. Resolution is poor, however, and overlap is large (the number of peaks is $n^{2}-n$, where $n$ is the number of atoms in the unit cell). Only peaks due to the heaviest atoms are likely to be identifiable. Then the phases calculated for $F_{c}(H)$ for the heavier atoms may be assigned to $F_{0}(\underline{H})$ 's in order to calculate $\rho(x, y, z)$. If these heavier atom positions represent enough electrons, and are well enough located, peaks may show up on the $\rho(x, y, z)$ (electron density) map for further atoms.
2. Electron Density Difference Synthesis.- Another helpful Fourier map may be calculated by substituting $F_{0}(\underline{H})-F_{c}(H)$ for the $F_{0}(H)$ 's in the expression for $\rho(x, y, z)$ to obtain a difference synthesis. In this map atoms which are located in the wrong place (i.e. excess electron density) appear as negative regions, and missing atoms appear as positive regions.

The locally written (J. S. Rutherford) FORTRAN program SYMFOU and the XRAY67 system FORTRAN program FOURR were used to calculate the Fourier maps of this study. D. Direct Methods of Phase Determination*

The structural information in the intensities $\left(\mathrm{F}(\underline{\mathrm{H}})^{2}\right)$, which the Patterson function brings out, can be attacked more directly by statistical consideration of the probabilities of occurrence of relatively intense reflections, i.e. those measuring a substantial fraction of the intensity of $\mathrm{F}_{000}{ }^{2}$. These amplitudes must of necessity represent the in-phase scattering of most of the electrons in the unit cell, and therefore can provide structural information. In particular, relationships between the indices of two relatively strong reflections can lead to a high probability for the phase (or sign, since these methods have found practical appiications mainly for centrosymmetric structures)

[^3]of a third strong reflection related to the firct two by ths sum or differerce of their Miller indices:
\[

$$
\begin{equation*}
S\left(F_{h k \ell}\right) S\left(E_{h^{\prime} k^{\prime} \ell},\right) \cdot S\left(F_{h-h^{\prime}, k-k^{\prime}, \ell-\ell},\right) \tag{2}
\end{equation*}
$$

\]

where $S$ means "sign of." A statistical analysie of all such relationships among the strong reflections can provide sufficient phases to lead to a solution of the structure.

The chances of success (the resolution) is increased if the atoms can be considered as vibrationless point atoms, and for this purpose a unitary structure factor is defined:

$$
\left.u_{h k l}=\frac{F_{h k l}}{\left.e^{-B\left(\sin ^{2} \theta / \lambda\right.}{ }^{2}\right)}\left\{\sum_{i}^{N_{f}}\right\}_{\dot{i}}\right\}
$$

where $f^{\prime}$ 's are the scattering factors ${ }^{19}$ and $B$ is an overail temperatupe factor. The average value of $|U|$ drops as the number of atons in the cell increase, i.e. as the probability of all atoms diffracting in phases decreases, but the sign relationships are still of value in phase determination. ihough based on probabilities rather than certainties. To soale the structure factors relarive to the number and sixss of atoms present, Karle and Hauptman ${ }^{24 b}$ have introducect the normalized structure factor $E_{h k}$, defined by

$$
E_{h k \ell}^{2}=\frac{U^{2} h k l}{U^{2}}
$$

where $\bar{U}^{2}$ is determined for each class of reflections in the cell, as determined by the space groups symmetry. Cochran and Woolfson ${ }^{25}$ proposed that the probability of equation (2) being true is:
$P=1 / 2+1 / 2 \tanh \left\{\left(\sigma_{3} / \sigma_{2}^{3 / 2}\right)\left|E_{h k \ell} \cdot E_{h^{\prime} k^{\prime} \ell} \cdot E_{h-h}, k-k^{\prime}, \ell-\ell\right|\right\}$
where $\sigma_{3}=\sum_{i}^{N} n_{i}{ }^{3}, \sigma_{2}=\sum_{i}^{N} n_{i}{ }^{2}$, and $n_{i}=\frac{f i}{\sum_{j} f_{j}}$.

The XRAY67 system FORTRAN program SIGMA2 and PHASE were used to calculate the sign relationships and statistical correlations necessary to arrive at a set of signed E values. Fourier syntheses (E-maps) of these signed E's were then prepared by the XRAY67 system program FOURR.
E. Least Squares Refinement

The procedure of least squares refinement makes small adjustments to parameters describing the model of the structure so as to minimize the function $\mathrm{R}_{2}$ :

$$
R_{2}^{2}=\frac{\sum \frac{H}{H}(\underline{H})| | F_{o}(\underline{H})\left|-\left|F_{c}(\underline{H})\right|\right|^{2}}{\left.|w(\underline{H})| F_{o}(\underline{H})\right|^{2}}
$$

where $w(\underline{H})$ is a weight assigned to the reflection $\underline{H} .{ }^{*} \quad R_{2}$ is known as the "normalized residue" or "weighted R-factor."
*See p. 24 for methods of assigning weights; $p .26$ for use of these weights in calculating standard deviations in the parameters. The purpose of such weighting is to make the refinement on the structure factors independent of their average magnitudes.

More commonly used as an indicator of quality of fit between data and model is the "unweighted R-factor", or just
"R-factor":

$$
R_{1}=\frac{\sum| | F_{o}(\underline{H})\left|-\left|F_{c}(\underline{H})\right|\right|}{\sum_{(\underline{H})}\left|F_{0}(\underline{H})\right|}
$$

The FORTRAN program CUDLS, written by J. S. Stephens in this laboratory, was used to calculate structure factors and perform the least squares refinements. Where it was necessary to refine groups of atoms (e.g. benzene rings) as rigid bodies the related program GROUPLS, by the same author, was used. These programs also calculated interatomic distances and angles and their standard deviations, and prepared the data for input to SYMFOU, the Fourier mapping program by J. S. Rutherford.

There are several methods of assigning weights w(H) to reflections. The most direct way is to assign an estimate of the error in the individual reflection (estimated standard deviation, $\sigma(\underline{H})$ ). For diffractometer data this is based on the counting statistics (see p.18); w(H) then is most simply $\frac{1}{\sigma(\underline{H})^{2}}$. The effects of some systematic errors, however, are not readily apparent, and are not taken into account in considering counting statistics alone. For early stages of refinement, when phases are more likely to be correct for stronger reflections, the use of unit weights
$(w(\underline{H})=1$ for all reflections) tends to force convergence of the refinement. But to account for much of the unknown systematic errors, which are often a function of $\left|F_{0}(\underline{H})\right|$, weights can be chosen so that the function $w(\underline{H})\left|\left|F_{0}(\underline{H})\right|-\left|F_{c}(\underline{H})\right|\right|^{2}$, (or $W(\underline{H}) \Delta_{F}{ }^{2}$ ) is on the average not a function of $\left|F_{0}(\underline{H})\right| .^{26}$ This is done by fitting the curve of the average value of $\left|\left|F_{0}(\underline{H})\right|\right|^{2}$ to a power series in $\left|F_{o}(\underline{H})\right|$ :

$$
\frac{1}{w(\underline{H})}=A+B\left|F_{0}(\underline{H})\right|+C\left|F_{0}(\underline{H})\right|^{2}
$$

Information from counting statistics can be incorporated into this Cruickshank ${ }^{26}$ weighting scheme:

$$
\frac{1}{w(\underline{H})^{2}}=A+B\left|F_{0}(\underline{H})\right|+C\left|F_{0}(\underline{H})\right|^{2}+\left.\left.D\right|_{\frac{F_{0}}{F_{0}(H)}}\right|^{2}
$$

where $\sigma_{F}$, the estimated standard deviation in the structure factor, is derived from the counting statistics.*

Reflections unobserved on films were treated in the refinement as being "less than" the lowest intensity measurable in that region of that film. Thus if the structure factor ( $F_{c}$ ) calculates less than the maximum $F_{0}$ value that the reflection could have had and still not be observed, it is ignored in the least squares refinement; whereas if it calculates more than that amount, then the model is in disagreement with observation to at least the extent of the excess of $F_{c}$ over $F_{0}$. The contribution to the *See page 18.
least squares refinement is then taken as $\left[F_{c}-(f m i n) F_{0}\right]$, where fmin was usually taken as 0.90 or 0.95 , to reflect the probability that the intensity of the "unobserved" reflection is somewhat less than the upper limit possible.

Diffractometer measured reflections whose intensities were less than three standard deviations (as estimated from the counting statistics) were also treated as "unobserved" reflections in the least squares refinement (fmin $=1.0$ ); reflections with negative intensities were discarded.
F. Errors in Structural Parameters

The general equation for the estimated standard deviation $\sigma$ for any parameter $p_{i}$ is

$$
\sigma_{p i}^{2}=\frac{b_{i i_{r=1}}^{\left(\sum_{r} w_{r} \Delta F_{r}{ }^{2}\right)}}{m-n}
$$

where $b_{i i}$ is the $i t h$ diagonal element of the inverse matrix, $w_{r}$ the weight of the $\underline{r t h} \Delta F, m$ the number of $F_{o} ' s$, and $n$ the number of parameters. Comparison of the least-squares parameter shifts to the errors in them (shift/error) can be used as a guide to the course of refinement. Refinement by full-matrix least squares is usually considered completed when (parameter change)/ $\sigma_{p}$, or shift/error, $<0.3$ for each parameter in a centric structure; for acentric structures, where the phases as well as the parameters can make small adjustmerts to fit the structure factors, refinement is usually continued until the maximum shift/error is 0.05 . $^{21 \mathrm{f}}$

The standard deviation in a bond length $L$ between two uncorrelated atoms can be derived from the $\sigma_{p}$ 's; ${ }^{21} \mathrm{~g}$ for the monoclinic case:

$$
\begin{aligned}
& \sigma_{L}{ }^{2}=\left(\sigma_{x_{1}}{ }^{2}+\sigma_{x_{2}}^{2}\right)\left(\frac{a \Delta x+c \Delta y \cos \beta}{L}\right)^{2}+\left(\sigma_{y_{l}}^{2}\right)\left(\frac{b \Delta y}{L}\right)^{2} \\
&+\left(\sigma_{z_{1}}^{2}+\sigma_{z_{2}}^{2}\right)\left(\frac{c \Delta z+a \Delta x \cos B}{L}\right)^{2}
\end{aligned}
$$

where $\sigma_{x_{1}}$ and $\sigma_{x_{2}}$ are the standard deviation ( $\sigma_{p}$ 's) of atoms 1 and 2 in the direction, and similarly for $\sigma_{y_{1}}, \sigma_{y_{2}}, \sigma_{z_{1}}$, $\sigma_{z_{2}} ; \Delta x$ is $x_{2}-x_{1}$, etc., and $L$ is the bond length.
For the orthorhombic case:
$\sigma_{L}{ }^{2}=\left(\sigma_{x_{1}}{ }^{2}+\sigma_{x_{2}}{ }^{2}\right)\left\{\frac{a \Delta x}{L}\right\}^{2}+\left(\sigma_{y_{1}}{ }^{2}+\sigma_{y_{2}}{ }^{2}\right) \frac{b \Delta y^{2}}{L}$

$$
+\left(\sigma_{z_{1}}^{2}+\sigma_{z_{2}}^{2}\right) \frac{c \Delta z^{2}}{L}
$$

General equations of this type are used by CUDLS in arriving at errors in bond length.

If the errors are isotropic, the equations reduce to $\sigma_{L}{ }^{2}=\sigma_{A}{ }^{2}+\sigma_{B}{ }^{2}$, where $A$ and $B$ are the two atoms. Similarly for the comparison of two bond lengths, the standard deviation in the difference between them is $\sigma_{\Delta}{ }^{2}=\sigma_{1}{ }^{2}+\sigma_{2}{ }^{2}$. In averaging bonds of the "same kind" to obtain a "best value for that type of length ${ }^{29 a}$ :

$$
\bar{x}=\frac{\sum_{i} x_{i / \sigma_{i}}{ }^{2}}{\sum_{i} 1 / \sigma_{i}^{2}} \text { and } \sigma^{2}(x)=\frac{1}{\sum\left(1 / \sigma_{i}^{2}\right)}
$$

where $x_{i}$ is a bond length and $\sigma_{i}$ is its estimated standard deviation.

These considerations apply strictly only to independent uncorrelated atoms. More generally, $\sigma_{\ell}{ }^{2}=\sigma_{A}{ }^{2}+\sigma_{B}{ }^{2}-2 \operatorname{cov}(A, B)^{27 a}$ where $\operatorname{cov}(A, B)$ is a measure of the dependence of the positions of $A$ and $B$ upon each other ${ }^{27}$ (see below). For example, for averaging two bond lengths which are correlated through a shared atom, neglecting other 21 h correlations and assuming isotropic errors,

$$
\sigma_{L}^{2}=1 / 4\left[2 \sigma_{A}^{2} \cos ^{2}(\theta / 2)+\sigma_{B}^{2}\right]+1 / 4\left[2 \sigma_{A}^{2} \cos ^{2}(\theta / 2)+\sigma_{C}^{2}\right] .
$$



Figure 2.
And for comparison between two such shared-atom bond lengths,

$$
\sigma_{\Delta}^{2}=\sigma_{A B}^{2}+\sigma_{A C}{ }^{2}+\sigma_{A}^{2} \cos \theta,
$$

where $\sigma_{\Delta}$ is the standard deviation in the difference between the two bonds, ${ }^{\prime} A B$ and $\sigma_{A C}$ are the errors in the two bonds,
$\sigma_{A}$ is the positional error in the shared atom, $\theta$ is the bond angle (see Figure l.), and $\left(-\sigma_{A}{ }^{2} \cos \theta\right)$ is the covariance in the bonds. For a bond angle of $107^{\circ}$, common in polysulfur chains, the resulting increase in $\sigma_{\Delta}$ is about 6\%. All other correlations were assumed to be smaller than this, and were neglected. Standard deviations in bond angles are calculated similarly; for isotropic errors and uncorrelated atoms,

$$
\sigma_{(\theta)^{2}}=\frac{\sigma_{B}^{2}}{(A B)^{2}}+\frac{\sigma_{C}^{2}}{(A C)^{2}}+\frac{\sigma_{A}^{2}(B C)^{2}}{(A B)^{2}(A C)^{2}}
$$

Preliminary cell parameters were measured from peakintensity films, but more accurate parameters were measured in all cases in this study by careful centering of several (15-30) reflections on the Syntex diffractometer and least squares analysis of the $2 \theta$ values $^{21 i}$ obtained by the XRAY67 system FORTRAN program PARAM. This program calculates the standard deviations in the cell parameters, which are then incorporated into the bond lengths and angles by the FORTRAN program MOLG, locally written by I. D. Brown, et. al.

## CHAPTER 3: CRYSTAL AND MOLECULAR STRUCTURE <br> OF BENZYLIDENIMINE TETRASULFIDE (BITS)

A. Solution of the Structure

The compound was obtained from the reaction of sulfur plus benzylamine, with lead oxide as a sulfide scavenger:*
$7 \mathrm{~S}+2 \mathrm{C}_{6} \mathrm{H}_{5} \mathrm{CH}_{2} \mathrm{NH}_{2}+3 \mathrm{PbO} \rightarrow 3 \mathrm{PbS}+\mathrm{C}_{6} \mathrm{H}_{5} \mathrm{CHNS}_{4} \mathrm{NCHC}_{6} \mathrm{H}_{5}+3 \mathrm{H}_{2} \mathrm{O}$.
The product was purified by chromatography on a silica gel column, followed by recrystallization from hot methanol to give yellow needles melting at $100.5-102^{\circ} \mathrm{C}$. Crystals for x-ray analysis were grown from benzene solution.
hk0 and hkl Weissenberg photographs were used to establish the crystal class as monoclinic. These films and all subsequent ones were consistent only with systematic absences of the type hol for $h$ odd and $0 k 0$ for $k$ odd, establishing the space group as $\mathrm{P} 2_{1} / \mathrm{a}$, Accurate unit cell parameters were determined by least squares adjustment of a, $b, c$ and $\beta$ to the $2 \theta$ angles of 15 well-centered reflections (measured on the Syntex automatic diffractometer) to be: $a=13.851(4) \AA, b=19.721(16) \AA, c=5.981(2) \AA, \quad \beta=101.33(4)^{\circ}$.

The density of benzylidenimine tetrasulfide (BITS) was found by flotation in $n$-heptane/ $\mathrm{CCl}_{4}$ to be $1.395 \mathrm{~g} / \mathrm{cm}^{3}$; calculated for $\mathrm{Z}=4: 1.404 \mathrm{~g} / \mathrm{cm}^{3}$.

[^4]Intensity data were obtained from integrated Weissenberg and precession photographs. Hkn data with $n=0-5$ were recorded with Cuka radiation using an integrating Weissenberg camera from a crystal measuring $0.30 \times 0.34 \times 0.58 \mathrm{~mm}$, mounted with the axis in the needle direction (001). Skl data, $s=0-4$, were recorded with MoKa radiation using an integrating Buerger procession camera from a crystal measuring $0.12 \times 0.24 \times 0.6 \mathrm{~mm}$, mounted in the needle direction (which in this case, however, was the 010.) The intensities were measured with a Joyce-Loebl microdensitometer.

No absorption corrections were made. The maximum variations in transmission factors for the two crystals were $\pm 9 \%$ (first crystal, CuK,$\mu=52 \mathrm{~cm}^{-1}$ ), and $\pm 3 \%$ (2nd crystal, MoKa, $\mu=5.6 \mathrm{~cm}^{-1}$ ).

The structure factors obtained after Lorentz and polarization corrections were scaled together by a least squares adjustment of common reflections. The XRAY67 program DATFIX* was then used to estimate the overall temperature factor and scale factor and to calculate quasinormalized structure factors (E's). The XRAY67 programs SIGMA2 and PHASE were applied to the resulting E's to obtain phases (signs); PHASE determined signs of 207 of the strongest $E_{H}$ 's, 114 plus and 93 minus. From the subsequently prepared Fourier synthesis (by the XRAY67 program FOURR)
*See pages 21-23 for the use of direct methods programs.
the positions of the four sulfur atoms could be discerned. Electron density and difference syntheses* using the phases obtained from these sulfur positions for all the structure factors ( $F_{0}$ 's) yielded the positions of the two nitrogen atoms and two of the carbon atoms. A least squares cycle (CUDLS) using these positions followed by another set of electron density and difference syntheses (maps) yielded two new carbon atoms. Planarity of the $C_{7}$ NS moiety was assumed, on the basis of $s p^{2}$ hybridization at the carbon and nitrogen atoms, and of the results of the solved structure of benzylidenimine trisulfide (see Chapter 4). The position of the atoms of the benzylidene group were calculated on the reasonable assumption of $120^{\circ}$ bond angles at carbon and nitrogen. Structure factor least squares refinement was continued restricting the carbon atoms of the benzene rings to move only as a rigid group (GROUPLS) until the R-factor was down to 0.20 . By then enough of the phases were correct that refinement of all carbon atoms was well-behaved and use of the least squares program CUDLS was resumed. Cruickshank weighting schemes $W^{2}=1 /\left(A+B F_{0}+C F_{o}{ }^{2}\right)$ were applied so as to normalize $w\left(F_{0}-F_{c}\right)^{2}$ over the range of intensities. Up to this point isotropic temperature factors had been applied to all atoms.

[^5]Anisotropic temperature factors were refined first on the sulfur atoms only, then on all non-hydrogen atoms. Hydrogen atoms were located in the least-squares planes of the benzene rings, $0.97 \AA$ from the appropriate carbon atom in each case, with $\mathrm{C}-\mathrm{C}-\mathrm{H}$ angles of $120^{\circ}$ and an isotropic temperature factor arbitrarily taken to be $.07 \AA^{2}$. None of the hydrogen atom parameters was refined. The R-factor at this point was 0.075 .

The standard deviation on the bond lengths in the benzene rings was $0.013 \AA$, but the average deviation from the mean ring $C-C$ distance ( $1.372 \AA$ ) was $.017 \AA$, and the maximum deviation from the mean was $0.054 \AA$. Large thermal ellipsoids, elongated primarily out of the plane, were also noted for the ring atoms, suggesting libration or disorder effects in the rings. An attempt was made to correct for these effects by substituting two half-atoms for the most discrepant carbon atoms in each benzene ring and refining the positions and populations of the two fractional atoms separately in each case. Two best least-squares planes for each benzene ring were then selected from among the possible combinations of 6 atom rings, and carbon atom positions for two idealized hexagonal rings calculated; these rings were refined as rigid groups by the program GROUPLS. The number of variables for two rings with one fractional population each and isotropic temperature factors on each of the individual atoms was 26 , compared with 24 for a single ring with unit
population on each carbon atom varied independently with isotropic temperature factors, and 54 variables with anisotropic temperature factors on the carbon atoms. No R-factor improvement was obtained from the disordered ring model, and so the undisordered model was restored.

However, in order to take some cognizance of the deviations of the rings from the accepted hexagonal shape, an increase in the standard deviations derived from the leastsquares fit by a factor of $\sqrt{2}$ was applied. This had the effect of reducing the maximum deviation from the mean $\mathrm{C}-\mathrm{C}$ distance in the benzene rings from $4 \sigma$ to less than $3 \sigma$.

Increasing all the $\sigma$ 's by a factor does not, of course, substitute for making systematic corrections, but doing so would reflect the greater uncertainties that arise, and the possibility that the data may contain a greater degree of random error than is reflected in the $R$-factor. Evidence for such a possibility was found during averaging (see below), when about $20 \%$ of reflections common to two films were found to differ by $10-25 \%$. In some cases it was possible to decide which was the less reliable by inspection of the films; in other cases they were averaged. Such a possibility is further suggested by the difference between the two carbon-nitrogen bond lengths, which approaches significance despite the apparent chemical equivalence.

Recollection of the data by diffractometer to obtain high quality data on a common scale, is recommended to
resolve the anomolous benzene ring and improve confidence in all bond lengths.

Common reflections were averaged on the basis of scales least-squares adjusted for each layer to the $F_{C}$ 's at an R-factor of 0.075 . The total number of symmetry independent reflections was 2565 , 1211 of which were intense enough to measure on at least one film. Hydrogens were readjusted to the least-squares planes of the carbon atoms of the appropriate ring, and to C-H distances of $0.97(1) \AA$ and $\mathrm{C}-\mathrm{C}-\mathrm{H}$ angles of $\mathrm{l} 20(2)^{\circ}$, before the last cycle. Refinement was taken as completed when the maximum shift/error was 0.56 , the average shift/error at that point being 0.12 . The final unweighted $R$-factor was 0.063 . The final Cruickshank weighting scheme coefficients were $A=0.54$, $B=-0.004, C=0.0037$, and the final weighted $R$-factor for all reflections was $R=0.084$.

## B. Description of the Structure

The final values of the refined positional and thermal parameters of all non-hydrogen atoms, and the assumed parameters for the hydrogen atoms, are given in Table 1. Table 2 lists observed structure factors and those calculated from the final positional and thermal parameters of the refinement. Table 3 summarizes the bond lengths and angles, and Table 4 some inter-and intra-molecular contact distances, dihedral angles, and least-squares planes. Figure 3 shows a stereoscopic view of the molecule down the a axis and

| Atom | $\begin{gathered} \text { Table } \\ \text { x/a } \end{gathered}$ | 1: BITS | Positional |  |  | mal | Parameters ( $U_{i j}$ in $A^{2} \times 10^{3}$ ) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{v} / \mathrm{b}$ | z/C | UII | U22 | U33 | U12 |  | U13 | 023 | RMSD1 | RMSD2 | RMSD3 | Atom |
| S1 | . $5695(2)$ | . $3790(1)$ | . 5514 (4) | 98(2) | 87(1) | $85(1)$ | 4(1) |  | 4(1) | -12(1) | . 339 | . 296 | . 270 | S1 |
| S2 | . 5429 (2) | . 44208 (9) | . 2793 (4) | 84(2) | 57(1) | 120(1) | -20(1) |  | 25(1) | 0(1) | . 350 | . 295 | . 232 | S2 |
| S3 | . $3903(2)$ | . 44981 (9) | . 1828 (4) | 93(2) | $53(1)$ | $119(1)$ | 7 (1) |  | 10(1) | -2(1) | . 355 | . 302 | . 227 | S3 |
| S4 | . 3518 (2) | . 3953 (1) | .8913(3) | 104(2) | 69(1) | 93 (1) | -4(1) |  | O(1) | 11(1) | . 354 | . 289 | . 255 | S4 |
| N1 | . 5851 (5) | . 2982 (3) | . $4703(20$ | 90(5) | 81 (4) | $80(4)$ | 0(3) |  | 13(3) | -1(3) | .304 | . 284 | . 281 | NI |
| N2 | . 3289 (5) | . 3140 (3) | .9511(10) | $101(5)$ | 66(3) | $76(4)$ | -7(3) |  | 9(3) | -5(3) | . 326 | . 279 | . 250 | N2 |
| Cl | . 5767 (6) | . 2785 (4) | . $2671(11)$ | 71(5) | 78(4) | $75(4)$ | 14(4) |  | 7(3) | 7(3) | . 293 | . 276 | . 254 | C1 |
| C2 | .5877(6) | . 2066 (3) | . 2136 (12) | 65(5) | 73(4) | $83(4)$ | 5(4) |  | 11(3) | 8(3) | . 297 | . 271 | . 248 | C2 |
| C3 | . $5607(7)$ | . 1844 (4) | . $9957(13)$ | 93(7) | 89(5) | 85(5) | 15(5) |  | 1(4) | 5 (4) | . 337 | . 304 | . 260 | C3 |
| C4 | . 5698 (8) | .1165(5) | . 9400 (16) | 100(8) | 114 (7) | 115(7) | 7(6) |  | 10(6) | -28(5) | . 386 | . 311 | . 294 | C4 |
| C5 | .6100(9) | .0715(4) | .1122(20) | 132(9) | 79(5) | 135(8) | 7(6) |  | $31(7)$ | -5(5) | . 371 | . 360 | . 278 | C5 |
| C6 | .6405(9) | .0940(5) | . $3218(17)$ | 141(10) | 98(6) | $110(7)$ | 22(6) |  | 19(6) | 23(5) | . 388 | . 352 | .277 | C6 |
| C7 | .6322(8) | . 2629 (4) | . 3824 (14) | 134(9) | 79(5) | 98(6) | 20(5) |  | 15(5) | 6(4) | . 379 | . 315 | . 268 | C7 |
| C8 | . 3403 (5) | . 2903 (3) | .1457(11) | 57(5) | 66(4) | $79(4)$ | 0(3) |  | 13(3) | -12(3) | . 295 | .243 | . 238 | C8 |
| C9 | . 3240 (5) | . $2190(3)$ | .1924(11) | 46(4) | $66(4)$ | 80(4) | -2(3) |  | 9(3) | -3(3) | . 286 | . 256 | . 214 | C9 |
| C10 | . 3506 (6) | . 1934 (4) | . 4094 (12) | 96(7) | 89(5) | $75(4)$ | -15(5) |  | 8(4) | -1(4) | , 332 | . 286 | . 266 | C10 |
| C11 | . $3378(8)$ | . $1257(5)$ | .4487(14) | 114(8) | $101(6)$ | 88(5) | -4(5) |  | 2(5) | 23(4) | . 370 | . 323 | . 263 | Cl 1 |
| $\mathrm{Cl2}$ | . 2970(7) | . $0831(4)$ | .2780(25) | 93(7) | 65(4) | 115 (6) | -16(4) |  | 10(5) | 8(4) | . 355 | . 307 | .238 | C12 |
| C13 | . $2687(7)$ | . 1088 (4) | . $0639(24$ ) | 97(7) | 80(5) | 96(5) | -12(5) |  | 4(4) | -8(4) | . 339 | . 308 | . 262 | C13 |
| C14 | . $2812(6)$ | . 1759 (3) | .0184(12) | 65(5) | 64 (4) | $93(4)$ | -6(3) |  | $3(4)$ | 2(3) | . 319 | . 260 | . 242 | C14 |
|  |  | H1 . 5497 | . 3114 | . 1510 |  |  | H8 | . 3691 |  | . 3202 | . 2699 |  |  |  |
|  |  | H3 . 5295 | . 2153 | . 8755 |  |  | H10 | . 3816 |  | . 2242 | . 5290 |  |  |  |
|  |  | $\mathrm{H}_{4} .5481$ | . 0996 | .7873 |  |  | H11 | . 3570 |  | . 1074 | . 6015 |  |  |  |
|  |  | HS . 6192 | . 0243 | . 0764 |  |  | $\mathrm{Hl}_{2}$ | . 2865 |  | . 0354 | . 3088 |  |  |  |
|  |  | H6 . 6695 | . 0647 | . 4489 |  |  | H13 | . 2399 |  | . 0781 | -. 0566 |  |  |  |
|  |  | H7 . 6524 | . 1788 | . 5399 |  |  | H14 | . 2626 |  | .1941 | -. 1361 |  |  |  |

Table 2: BITS Observed and Calculated Structure Factors (xl0) Unobserved and unreliable indicated by * and $U$ respectively
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Table 2. (continued)























[^6]Table 3
Molecular geometry of benzylidenimine tetrasulfide (BITS)
(e.s.d.'s in parentheses)

Bond distances in $\AA$

| $\mathrm{S}_{1}-\mathrm{S}_{2}$ | $2.024(4)$ | $\mathrm{C}_{1}-\mathrm{C}_{2}$ | $1.467(14)$ | $\mathrm{C}_{8}-\mathrm{C}_{9}$ | $1.469(13)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{S}_{2}-\mathrm{S}_{3}$ | $2.084(4)$ | $\mathrm{C}_{2}-\mathrm{C}_{3}$ | $1.356(14)$ | $\mathrm{C}_{9}-\mathrm{C}_{10}$ | $1.373(13)$ |
| $\mathrm{S}_{3}-\mathrm{S}_{4}$ | $2.028(4)$ | $\mathrm{C}_{3}-\mathrm{C}_{4}$ | $1.392(18)$ | $\mathrm{C}_{10}-\mathrm{C}_{11} 1.373(17)$ |  |
| $\mathrm{S}_{1}-\mathrm{N}_{1}$ | $1.691(9)$ | $\mathrm{C}_{4}-\mathrm{C}_{5}$ | $1.389(20)$ | $\mathrm{C}_{11}-\mathrm{C}_{12} 1.357(17)$ |  |
| $\mathrm{S}_{4}-\mathrm{N}_{2}$ | $1.686(9)$ | $\mathrm{C}_{5}-\mathrm{C}_{6}$ | $1.319(21)$ | $\mathrm{C}_{12}-\mathrm{C}_{13} 1.362(17)$ |  |
| $\mathrm{N}_{1}-\mathrm{C}_{1}$ | $1.260(13)$ | $\mathrm{C}_{6}-\mathrm{C}_{7}$ | $1.417(18)$ | $\mathrm{C}_{13}-\mathrm{C}_{14} 1.369(14)$ |  |
| $\mathrm{N}_{2}-\mathrm{C}_{8}$ | $1.232(13)$ | $\mathrm{C}_{7}-\mathrm{C}_{2}$ | $1.381(14)$ | $\mathrm{C}_{14}-\mathrm{C}_{9}$ | $1.384(13)$ |

Bond angles in degrees

| $S_{1}-S_{2}-S_{3}$ | $106.4(3)$ | $C_{6}-C_{7}-C_{2}$ | $117.4(13)$ |
| :--- | :--- | :--- | :--- |
| $S_{2}-S_{3}-S_{4}$ | $106.3(3)$ | $C_{7}-C_{2}-C_{3}$ | $120.1(14)$ |
| $N_{1}-S_{1}-S_{2}$ | $111.2(4)$ | $C_{7}-C_{2}-C_{1}$ | $119.7(13)$ |
| $N_{2}-S_{4}-S_{3}$ | $110.5(4)$ | $N_{2}-C_{8}-C_{9}$ | $122.8(11)$ |
| $S_{1}-N_{1}-C_{1}$ | $125.1(6)$ | $C_{8}-C_{9}-C_{10}$ | $120.7(11)$ |
| $S_{4}-N_{2}-C_{8}$ | $124.0(6)$ | $C_{9}-C_{10}-C_{11}$ | $120.0(12)$ |
| $N_{1}-C_{1}-C_{2}$ | $121.0(11)$ | $C_{10}-C_{11}-C_{12}$ | $121.5(1.4)$ |
| $C_{1}-C_{2}-C_{3}$ | $120.1(13)$ | $C_{11}-C_{12}-C_{13}$ | $118.5(15)$ |
| $C_{2}-C_{3}-C_{4}$ | $121.4(13)$ | $C_{12}-C_{13}-C_{14}$ | $121.5(15)$ |
| $C_{3}-C_{4}-C_{5}$ | $118.6(16)$ | $C_{14}-C_{9}-C_{10}$ | $118.7(12)$ |
| $C_{4}-C_{5}-C_{6}$ | $119.8(17)$ | $C_{14}-C_{9}-C_{8}$ | $120.6(12)$ |
| $C_{5}-C_{6}-C_{7}$ | $122.6(19)$ |  |  |

Table 4: BITS Molecular Geometry
Selected intermolecular contact distances ( $\AA$ )

| $S_{1} \ldots S_{3}$ | $3.727(4)$ | $S_{2} \ldots C_{12} 3.556(14)$ | $C_{7} \ldots C_{8} 3.570(18)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $S_{2} \ldots S_{3}$ | $3.747(4)$ | $C_{1} \ldots C_{9}$ | $3.540(14)$ | $C_{2} \ldots C_{8} 3.601(16)$ |
| $S_{2} \ldots S_{4}$ | $3.747(4)$ | $C_{1} \ldots C_{14}$ | $3.564(16)$ | $C_{2} \ldots C_{9} 3.611(14)$ |
|  | Selected intramolecular contact distances $(\AA)$ |  |  |  |
| $C_{1} \ldots C_{8}$ | $3.221(14)$ | $C_{1} \ldots C_{9}$ | $3.635(14)$ | $C_{2} \ldots C_{9} 3.639(14)$ |

Selected dihedral angles
$S_{1}-S_{2}-S_{3}-S_{4} \quad 105.0^{\circ} \quad N_{1}-S_{1}-S_{2}-S_{3} 93.8^{\circ} \quad N_{2}-S_{4}-S_{3}-S_{2} 89.8^{\circ}$
Selected least squares planes
$\begin{array}{cc}\text { Atoms in plane } & \begin{array}{c}\text { Direction cosines } \\ \text { of plane }\end{array} \\ \begin{array}{c}\text { Deviation from } \\ \text { plane }(|\AA|)\end{array}\end{array}$
Determining Relative $\alpha \quad \beta \quad \gamma \quad$ Maximum Average

| $C_{2}-C_{7}$ |  | . 96262 | . 19232 | -. 19071 | . 029 | . 015 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $S_{1}$ |  |  |  | . 378 |  |
|  | $\mathrm{N}_{1}$ |  |  |  | . 294 |  |
|  | $C_{1}$ |  |  |  | . 024 |  |
| $\mathrm{C}_{9}-\mathrm{C}_{14}$ |  | . 96223 | -. 20191 | -. 18260 | . 011 | . 006 |
|  | $S_{4}$ |  |  |  | . 343 |  |
|  | $\mathrm{N}_{2}$ |  |  |  | . 231 |  |
|  | $\mathrm{C}_{8}$ |  |  |  | . 045 |  |
| $C_{1}-C_{7}$ |  | . 96192 | . 19673 | -. 18973 | . 022 | . 015 |
| $\mathrm{C}_{8}-\mathrm{C}_{14}$ |  | . 96072 | -. 21037 | -. 18100 | . 019 | . 010 |
| $N_{1}, C_{1}-C_{7}$ |  | . 96178 | . 22300 | -. 15887 | . 132 | . 058 |
| $\mathrm{N}_{2}, \mathrm{C}_{8}-\mathrm{C}_{14}$ |  | . 95994 | -. 23008 | -. 15991 | . 094 | . 043 |
| $S_{1}, N_{1}, C_{1}-C_{7}$ |  | . 95998 | . 23603 | -. 15073 | . 126 | . 066 |
| $\mathrm{S}_{4}, \mathrm{~N}_{2}, \mathrm{C}_{8}-\mathrm{C}_{14}$ |  | . 95769 | -. 24374 | -. 15306 | . 092 | . 052 |



Figure 3.
Stereoscopic view of the BITS molecule down the a axis

Figure 4 shows packing of the molecules in the unit cell.
The structure contains a chain of four sulfur atoms with the molecule folding back upon itself in such a way that the two phenyl groups are nearly superimposed when projected down the a axis. The planes of the phenyl rings deviate by about $9.2^{\circ}$ from coplanarity with the closest approach being the $C(1)-C(8)$ separation of $3.22(1) \AA$. The atoms of the $S_{4}$ chain form a spiral nearly showing a non-crystallographic $3_{1}$ axis extending over the four sulfurs, which intersects the planes of the phenyl groups at $60^{\circ}$ and $62^{\circ}$ (Figure 5).

The largest deviation from planarity of any atom in the benzene rings is $0.03 \AA$ (for $C_{2}$ ). The average $C-C$ distances for the two rings are 1.375 f for $C_{2}-C_{7}$ and $1.370 \AA$ for $C_{9}-C_{14}$. The overall mean ring $C-C$ bond length is 1.372 , with the maximum and average deviations from the mean being $0.053 \AA$ and $0.017 \AA$, respectively. The average $C-C-C$ angles for both rings are 120.0 . The maximum and average deviations from the mean for both rings are $2.65^{\circ}$ and $1.11^{\circ}$, respectively. The average $N-S, C=N$, and benzylidene $C-C$ distances are respectively $1.689(6) \&, 1.246(9) \&$ and $1.468(10) \&$. The average $S S S, S S N, S N C$, and NCC angles are respectively 106.34(20) ${ }^{\circ}, 110.9(3)^{\circ}, 124.5(4)^{\circ}$, and $121.9(8)^{\circ}$. The average SSSN dihedral angle is $91.8^{\circ}$. These bond lengths and angles are reasonable in comparison with known structures-see Chapter 6.



The sulfur-sulfur bond lengths, 2.024(4), 2.084(4), and 2.028(4) A, showed distinct alternation, and therefore (as discussed in the Introduction) the solutions of the structures of BITrS and BIDS were sought. These bond lengths are discussed further in Chapter 6. Thermal parameters are reasonable considering the low melting point of the compound, with the exceptions noted on page 33.

The benzylidinimine tetrasulfide molecule features a spiral of sulfur atoms with the rest of the molecule on one side of the spiral. Within the unit cell two spirals pack back-to-back making van der Waals contact (3.75 ). These pairs then stack throughout the crystal along the $\subseteq$ direction, such that there are columns of sulfur atoms with radii of about $3 \AA$ passing through the crystal in the $\subseteq$ direction. The separation from periphery to periphery is about $5 \AA$. Looking down the a axis of the cell or through the cell center in the a direction there is a space about $33 / 4 \AA$ wide. On either side are alternately sulfur atoms $S_{2}$ and $S_{3}$ of the chain, then the edges of the two benzene rings, then the two sulfur atoms again, and so on.

The closest intermolecular contact distance (ignoring hydrogen atoms) is $3.54 \AA\left(C_{1} \ldots C_{9}\right.$, effective thickness of aromatic ring $3.4 \AA$ ); the closest one involving sulfur $\left(C_{12} \ldots S_{2}\right)$ is $3.56 \AA$ (van der Wals sum 3.25A). Pauling's estimate of the van der Wals radius for sulfur is $1.85 \%$; the closest S...S intermolecular contact is $3.73 \AA$, with two
others at $3.75 \AA$. No unusually close non-bonding distances are found.

## CHAPTER 4: CRYSTAL AND MOLECULAR STRUCTURE

 OF BENZYLIDENIMINE TRISULFIDE (BITrS)
## A. Solution of the Structure

The same reactions which produce benzylidenimine tetrasulfide ${ }^{14}$ also produce the trisulfide and disulfide as byproducts in much smaller yields. Yields of desired polysulfide can be optimized from some of these reactions by adjustment of the sulfur-amine ratios to the necessary stoichiometric values, ${ }^{14}$ i.e.:
$(3+x) \mathrm{S}+2 \mathrm{C}_{6} \mathrm{H}_{5} \mathrm{CH}_{2} \mathrm{NH}_{2}+3 \mathrm{PbO} \rightarrow 3 \mathrm{PbS}+\mathrm{C}_{6} \mathrm{H}_{5} \mathrm{CHNS}_{\mathrm{x}} \mathrm{NCHC}_{6} \mathrm{H}_{5}+3 \mathrm{H}_{2} \mathrm{O}$ Specifically for benzylidenimine trisulfide (BITrS):
$6 \mathrm{~S}+2 \mathrm{C}_{6} \mathrm{H}_{5} \mathrm{CH}_{2} \mathrm{NH}_{2}+3 \mathrm{PbO} \rightarrow 3 \mathrm{PbS}+\mathrm{BITrS}$,
i.e. a $3: 1$ ratio of sulfur to benzylamine. The concentration of BITrS in the product was increased by chromatography on a silica gel column to give the trisulfide containing only small amounts of di- and tetrasulfide. This enriched mixture was then subjected to fractional crystalization from benzene to give white needles melting at $125-126^{\circ} \mathrm{C}$. ${ }^{14 \mathrm{C}}$ The size of crystal that could be obtained for $x$-ray studies was limited by the tendency of the compound to decompose on standing in solution.

Study of hk0 and hkl Weissenberg photographs established that the crystals belong to the orthorhombic system. These photographs and all subsequent ones were in
agreement only with systematic absences of type h00 for $h$ odd and $0 k 0$ for $k$ odd, characteristic of the space group $P 2_{1} 2_{1} 2$. Accurate unit cell parameters were determined by least squares refinement of $a, b$, and $c$ to the measured $2 \theta$ angles of 22 well-centered reflections, to be $a=16.639(12), b=10.003(13)$, $c=4.287(5) \AA$.
hk0, hkl, and hk2 intensity data were recorded with CuKa radiation using an integrating Weissenberg camera from a crystal $0.02 \times 0.02 \times 0.41 \mathrm{~mm}$ mounted in the needle direction (001). The rest of the data was obtained from a crystal $0.06 \times 0.12 \times 0.175 \mathrm{~mm}$, again mounted in the needle direction (which this time, however, was 010). h0l and hle photographs were recorded with CuKa radiation using an integrating Weissenberg camera; $p k \ell$ data, $p=0-2$, hkq data, $q=0-1$, and ( $\ell+\mathrm{m}) \mathrm{k} \ell$ data, $m=0-5$ were recorded with MoKa radiation using an integrating precession camera. No absorption corrections were made. For the first crystal, $\mu \mathrm{r}($ cylindrical $)=0.03$. The second crystal was more irregular, the maximum variation in transmission factors being $\pm 12 \%$ for $C u K \alpha\left(\mu=44.8 \mathrm{~cm}^{-1}\right)$ radiation and $\pm 1.5 \%$ for $\operatorname{MoK} \alpha\left(\mu=4.94 \mathrm{~cm}^{-1}\right)$. The intensities were measured with a Joyce-Loebl microdensitometer; the totals are summarized in Table 5.

Density and cell volume (see Table 6) required that there be two molecules per unit cell, implying $1 / 2$ molecule per asymmetric unit. Thus the central sulfur had to lie on the two-fold axis. The hk0 projection Patterson (Figure 6)

Table 5
BITrS observed and calculated structure factors (x10) Unobserved reflections indicated by *




FOAS FGLC




FUBS FCLC


Table 6. Cell data for $\operatorname{BITrS}\left(\mathrm{C}_{1} \mathrm{H}_{1}{ }_{2} \mathrm{~N}_{2} \mathrm{~S}_{3}\right.$, M.W.304.46)

$$
\begin{aligned}
& \text { Space group } P 2_{1} 2_{1} 2 \\
& a=16.639(12) \AA \\
& b=10.003(13) \AA \\
& c=4.287(5) \AA \\
& V=713(2) \AA^{3}
\end{aligned}
$$

$\rho_{\text {calc }}$ for 2 molecules per unit cell $=1.426(5) \mathrm{g} / \mathrm{cm}^{3}$

Figure 6.

$\frac{A}{2}$

then gave the $x$ - and $y$-coordinates of the other unique sulfur atom, and by subtraction those of the nitrogen atom. The Okl projection Patterson (Figure 7) yielded for the central sulfur atom its only unknown coordinate, $z$, and with the aid of the $y$-coordinates from the hk0 projection, the $z$-coordinates also of $S_{2}$ and $N$. Carbon atoms were located from electron density and difference Fourier syntheses calculated from the positions of the two sulfurs and the nitrogen. When enough of these had been located to indicate the orientation of the phenyl ring, the positions of the rest of the ring were calculated assuming a hexagon with sides of $1.397 \AA$. Least squares refinement proceeded allowing the phenyl ring to move only as a rigid hexagon, until the $R$-factor was down to 0.096 , at which time the atom positions were allowed to refine independently. Anisotropic temperature factors were refined first for the sulfur atoms. Anisotropic temperature factors were then refined for the nitnogen atom, but all components were less than two standard deviations from being isotropic, and no improvement in the $R$-factor was noted, so isotropic temperature factor refinement was restored for nitrogen. Positions for the hydrogen atoms were calculated assuming sp ${ }^{2}$ hybridization at all carbons, a $\mathrm{C}-\mathrm{H}$ bond length of $0.97 \AA$, and isotropic temperature factor $B=0.07 \AA^{2}$. These were held fixed while the positional and thermal parameters of the other atoms were refined. The sixteen different batches of film data were reduced to a

Figure 7.
Okl projection Patterson

common scale by least squares adjustment of common reflections, yielding 484 symmetry independent reflections of which 245 were intense enough to distinguish from background on at least one film. A Cruickshank weighting scheme was applied, with final coefficients $A=1.6, B=-0.154, C=0.0085$. The ratio of unique observed structure factors to variables refining anisotropic temperature factors on sulfur only and one overall scale was $5.2: 1$; with anisotropic temperature factors on nitrogen it would have been 4.7:1. The final maximum shift/error was 0.035 at $R_{1}=0.056$ (observed reflections only) and $R_{2}=0.073$ (all reflections).

## B. Description of the Structure

The final values of positional and thermal parameters of all atoms are given in Table 7. Table 5 lists observed structure factors and those calculated using the final positional and thermal parameters of the refinement. Figure 8 is a stereoscopic view of the molecule viewed down the $b$ axis; Figure 9 indicates the packing of the molecules within the unit cell. Table 8 gives bond lengths and angles, and Table 9 some intermolecular contact distances, dihedral angles and least-squares planes.

One half of the molecule is related to the other by a crystallographic two-fold axis. The unique half-molecule, but for the central sulfur atom, is nearly planar, the maximum deviation from the least-squares plane being . 068 ; the angle between the planes of the two halves is $107.0^{\circ}$.

## Table 7

Atomic coordinates of BITrS (e.s.d's in parentheses)

|  | $\mathrm{x} / \mathrm{a}$ | $\mathrm{y} / \mathrm{b}$ | $\mathrm{z} / \mathrm{C}$ | $\mathrm{B}\left(\mathrm{A}^{2}\right)$ |
| :--- | :--- | :--- | :--- | :---: |
| $\mathrm{S}_{1}$ | 0. | 0. | $0.3047(14)$ | - |
| $\mathrm{S}_{2}$ | $0.0167(2)$ | $0.1628(4)$ | $0.0218(10)$ | - |
| N | $0.1114(5)$ | $0.1681(11)$ | $0.896(3)$ | $0.048(3)$ |
| $\mathrm{C}_{1}$ | $0.1638(7)$ | $0.0794(12)$ | $0.920(3)$ | $0.047(4)$ |
| $\mathrm{C}_{2}$ | $0.2437(7)$ | $0.0895(15)$ | $0.785(4)$ | $0.045(4)$ |
| $\mathrm{C}_{3}$ | $0.2644(8)$ | $0.1986(14)$ | $0.801(4)$ | $0.056(4)$ |
| $\mathrm{C}_{4}$ | $0.3393(9)$ | $0.2050(14)$ | $0.481(4)$ | $0.072(5)$ |
| $\mathrm{C}_{5}$ | $0.3958(9)$ | $0.1072(14)$ | $0.532(5)$ | $0.067(5)$ |
| $\mathrm{C}_{6}$ | $0.3755(9)$ | $0.0042(16)$ | $0.715(4)$ | $0.067(4)$ |
| $\mathrm{C}_{7}$ | $0.3044(9)$ | $0.0101(16)$ | $0.838(4)$ | $0.066(4)$ |
| $\mathrm{H}_{1}$ | 0.150 | 0.003 | 1.050 | 0.07 |
| $\mathrm{H}_{3}$ | 0.228 | 0.273 | 0.563 | 0.07 |
| $\mathrm{H}_{4}$ | 0.354 | 0.284 | 0.359 | 0.07 |
| $\mathrm{H}_{5}$ | 0.460 | 0.113 | 0.444 | 0.07 |
| $\mathrm{H}_{6}$ | 0.411 | -0.071 | 0.757 | 0.07 |
| $\mathrm{H}_{7}$ | 0.282 | -0.084 | 0.967 | 07 |

Anisotropic thermal coordinates $\left(\AA^{2} \times 10^{3}\right)$

|  | $U_{11}$ | $U_{22}$ | $U_{33}$ | $U_{12}$ | $U_{13}$ | $U_{23}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~S}_{1}$ | $58(4)$ | $86(4)$ | $50(4)$ | $1(3)$ | 0 | 0 |
| $\mathrm{~S}_{2}$ | $53(2)$ | $59(2)$ | $67(3)$ | $2(2)$ | $-5(3)$ | $-8(3)$ |



Figure 9.


Table 8: Molecular Geometry of Benzylidenimine Trisulfide Bond distances in $\AA$

| $\mathrm{S}_{1}-\mathrm{S}_{2}$ | $2.049(6)$ | $\mathrm{C}_{3}-\mathrm{C}_{4}$ | $1.350(21)$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{S}_{2}-\mathrm{N}$ | $1.666(10)$ | $\mathrm{C}_{4}-\mathrm{C}_{5}$ | $1.386(20)$ |
| $\mathrm{N}-\mathrm{C}_{1}$ | $1.249(16)$ | $\mathrm{C}_{5}-\mathrm{C}_{6}$ | $1.342(23)$ |
| $\mathrm{C}_{1}-\mathrm{C}_{2}$ | $1.453(17)$ | $\mathrm{C}_{6}-\mathrm{C}_{7}$ | $1.364(21)$ |
| $\mathrm{C}_{2}-\mathrm{C}_{3}$ | $1.390(21)$ | $\mathrm{C}_{7}-\mathrm{C}_{2}$ | $1.390(20)$ |

Bond angles in degrees

| $\mathrm{S}_{2} \mathrm{~S}_{1} \mathrm{~S}_{2}^{\prime}$ | $107.4(3)$ | $\mathrm{C}_{3} \mathrm{C}_{2} \mathrm{C}_{7}$ | $119.1(12)$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{S}_{1} \mathrm{~S}_{2} \mathrm{~N}$ | $110.2(4)$ | $\mathrm{C}_{2} \mathrm{C}_{3} \mathrm{C}_{4}$ | $118.9(13)$ |
| $\mathrm{S}_{2} \mathrm{NC}_{1}$ | $127.7(10)$ | $\mathrm{C}_{3} \mathrm{C}_{4} \mathrm{C}_{5}$ | $122.9(15)$ |
| $\mathrm{NC}_{1} \mathrm{C}_{2}$ | $123.8(12)$ | $\mathrm{C}_{4} \mathrm{C}_{5} \mathrm{C}_{6}$ | $116.8(14)$ |
| $\mathrm{C}_{1} \mathrm{C}_{2} \mathrm{C}_{3}$ | $120.5(12)$ | $\mathrm{C}_{5} \mathrm{C}_{6} \mathrm{C}_{7}$ | $123.2(15)$ |
| $\mathrm{C}_{1} \mathrm{C}_{2} \mathrm{C}_{7}$ | $120.4(13)$ | $\mathrm{C}_{6} \mathrm{C}_{7} \mathrm{C}_{2}$ | $119.0(15)$ |

Table 9: BITrS Molecular Geometry
Selected intermolecular contact distances ( $\AA$ )
$S_{1} \ldots S_{2} \quad 3.490(7)$
$C_{2} \ldots C_{4}$
3.57(2)
$\mathrm{S}_{1} \ldots \mathrm{~N} \quad 3.561(12) \quad \mathrm{C}_{5} \ldots \mathrm{C}_{7} \quad 3.58(3)$
$S_{2} \ldots C_{5} \quad 3.597(16) \quad C_{3} \ldots C_{7} \quad 3.63(2)$
$C_{4} \ldots C_{7} \quad 3.56(2) \quad C_{5} \ldots C_{6} \quad 3.67(3)$

Dihedral angle $\mathrm{N}-\mathrm{S}_{2}-\mathrm{S}_{1}-\mathrm{S}_{2}^{\prime} \quad 81.85^{\circ}$
Selected least squares planes

| Atoms in plane |  | Direction cosines of planes |  |  | Deviation from plane ( $\|\AA\|$ ) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Determining | Relative | $\alpha$ | $\beta$ | $\gamma$ | Maximum | Average |
| $\mathrm{C}_{2}-\mathrm{C}_{7}$ |  | . 37116 | . 24933 | . 59514 | . 015 | . 007 |
|  | $S_{2}$ |  |  |  | . 022 |  |
|  | N |  |  |  | . 095 |  |
|  | $\mathrm{C}_{1}$ |  |  |  | . 014 |  |
| $C_{1}-C_{7}$ |  | . 37408 | . 24943 | . 59437 | . 016 | . 007 |
| $\mathrm{N}_{1}, \mathrm{C}_{1}-\mathrm{C}_{7}$ |  | . 38718 | . 24654 | . 59377 | . 040 | . 019 |
| $\mathrm{S}_{1}, \mathrm{~N}_{1}, \mathrm{C}_{1}-\mathrm{C}_{7}$ |  | . 38087 | . 24717 | . 59474 | . .059 | . 018 |

The average carbon-carbon bond length in the benzene ring is 1.37A; the maximum and average deviations from the mean are $0.028 \AA$ and $0.018 \AA$, respectively. The average $C-C-C$ angle for the ring is $120.0^{\circ}$; the maximum and average deviations from this value are $3.2^{\circ}$ and $2.1^{\circ}$, respectively. All the bond lengths and angles are chemically reasonable, as discussed in Chapter 6. The three sulfur atoms form a vee pointing up the $\subseteq$ axis and being nearly perpendicular to the a axis; these vees stack closely on top of one another forming an arrow

pointing through the structure up the $\subseteq$ axis, alternating with screw-related arrows distant by l/2, l/2, 0 and pointing down through the structure. The screw-related benzylidene groups lie side-by-side in the $\underline{b}$ direction; the cell is one molecule thick in c .
$S_{1} \ldots S_{2}$ non-bonding distance of $3.49 \AA$ is somewhat less than the sum of Van der Waals radii (3.70A), indicating a possible strong interaction; the next closest contacts ( $S_{1} \ldots \mathrm{~N}$ and $\mathrm{C}_{4} \ldots \mathrm{C}_{7}$, both at $3.56 \AA$; see Figure 9 ) are well outside of Van der Waals contact distances.

Observations of crystal decomposition may provide evidence of some intermolecular sulfur-sulfur interaction.

On standing over a period of months a yellow streak develops down the middle of the crystal in the $c$ direction. Eventually the whole crystal becomes covered with a powdery-yellow excrescence. It is suggested that decomposition proceeds by sulfur chain growth in the direction of the non-bonding interaction; the observation may bear further investigation.

## CHAPTER 5: CRYSTAL AND MOLECULAR STRUCTURE <br> OF BENZYLIDENIMINE DISULFIDE (BIDS)

## A. Solution of the Structure

The compound was obtained from the reaction of sulfur with benzylamine, in the presence of lead oxide as a sulfide l4 scavenger:
$5 \mathrm{~S}+2 \mathrm{C}_{6} \mathrm{H}_{5} \mathrm{CH}_{2} \mathrm{NH}_{2}+3 \mathrm{PbO} \rightarrow 3 \mathrm{PbS}+\mathrm{C}_{6} \mathrm{H}_{5} \mathrm{CHNS}_{2} \mathrm{NCHC}_{6} \mathrm{H}_{5}+3 \mathrm{H}_{2} \mathrm{O}$. The product was purified by chromatography on a silica gel column, followed by fractional crystallization from methanol, and further recrystallization from benzene, to give white needles melting at $100-100.5^{\circ} \mathrm{C} .{ }^{14 \mathrm{C}}$
hol and hll Weissenberg photographs showed that the crystal class was monoclinic. The space group was established to be $\mathrm{P} 2_{1} / \mathrm{c}$ with the help of an hk0 precession photograph. These films and all subsequent ones were only consistent with systematic absences of type hol for $\ell$ odd and $0 k 0$ for $k$ odd. Accurate unit cell parameters were determined by least squares refinement of $a, b, c$ and $\beta$ to the diffractometermeasured $2 \theta$ angles of 38 reflections to be $a=12.91(2)$, $\mathrm{b}=5.557(9), \mathrm{c}=20.48(6) \AA$ and $B=112.53(18)^{\circ}$. Intensity data was initially obtained from integrated Weissenberg and precession photographs. Hnl, $n=0-4$, intensity data were recorded with CuKa radiation using an integrating Weissenberg camera from a crystal measuring $0.09 \times 0.15 \times 1.0 \mathrm{~mm}$
mounted in the needle direction (010). Integrated precession photographs were obtained for the hk0, $0 k \ell, 1 k \ell, 2 k \ell$, and 3 ke layers on a crystal measuring 0.4 mm ( 001 ) $\times 0.64 \mathrm{~mm}$ (100) $\times 0.95(010)$ using MoKa radiation. The intensities were measured with a Joyce-Loebl microdensitometer. Two of the Weissenberg layers were somewhat darkened in the upper and lower quarters, due to misplacement of the beam stop. For these areas, on the $h 2 \ell$ and $h 4 \ell$ film sets, the unobserved limit was set 5-10 times higher than usual.

No absorption corrections were made. The maximum variations in the transmission factors for the two crystals were $\pm 9 \%$ (first crystal, CuK $\alpha, \mu=32.9 \mathrm{~cm}^{-1}$ ) and $\pm 4 \%$ (second crystal, MoK $\alpha, \mu=3.68 \mathrm{~cm}^{-1}$ ).

The structure factors from the $0 k \ell, h k 0$, h0l, hll, $h 2 \ell, h 3 \ell$, and $h 4 \ell$ layers were scaled together by a least squares adjustment of common reflections. The XRAY67 program DATFIX* was then used to estimate the overall temperature factor and scale factor and to calculate quasinormalized structure factors (E's). The XRAY67 programs SIGMA2 and PHASE were applied to the resulting E's to obtain phases (signs); PHASE determined 140 signs to be positive and seven negative. The Fourier electron density map calculated using these signed $E$ 's showed only a single large peak at the origin. Attempts were made to force new solutions to the Sayre equation, having a more even distribution of

[^7]positive and negative signs, by changing the signs of some E's; the only significant effect was to move the large peak from the origin (in some cases) by $1 / 2$ along one or more axes.

An explanation for the failure to find a solution became apparent upon consideration of the high "less-than" limit assigned to a number of reflections due to high backgrounds in the outer quarters of the $h 2 \ell$ and $h 4 \ell$ layers. The direct methods programs were giving high weight to these high theta "unobserved" reflections. By including only those reflections with $\sin \theta / \lambda$ less than 0.45 , a limited set of data was obtained of 873 reflections ( 654 observed). Using this limited set, DATFIX gave a much higher temperature factor than before ( 5.0 vs. 3.66 ), and one more in agreement with that previously obtained for BITS (5.0). The statistics on the E's calculated by DATFIX for the limited subset was also in better agreement with the theoretical distribution of intensities expected for a centric structure. Using this subset, only one cycle of SIGMA2 and PHASE was required to yield a solution in which the signs of 115 reflections were determined, 54 as positive and 61 negative. Careful inspection of the Fourier (E) map calculated from these 115 signed E's yielded the positions of the two sulfurs, two carbons and a nitrogen. An electron density map and a difference synthesis using the structure factors of the limited subset and the phases calculated from the positions of the five atoms from the E-map yielded the positions of three more carbon atoms.

Assumptions were made concerning molecular configurations derived from the structural studies of BITS and BITrS, namely that the $\mathrm{SNC}_{7}$ moieties were planar, with $120^{\circ}$ angles at carbon and nitrogen, and that twelve of the 14 carbon atoms were present as benzene rings. Alternate least squares refinement and electron density and difference maps progressively yielded the remaining atoms other than hydrogen. Further least squares cycles were carried out using the fill range of data, refining the scales for the $0 k \ell, h k 0, h 0 \ell$, hlı, h2l, h3^, and h4l layers separately. Eventually temperature factors were allowed to vary anisotropically fur all non-hydrogen atoms, but the R-factor came down only to 0.145 .

At this point it appeared that the refinement was limited by the quality of the data, so a new data set was collected on the Syntex automatic diffractometer. The crystal measured $0.6 \times 0.6 \times 0.35 \mathrm{~mm}$. MoKa radiation was used with a graphite monochromator set at $12^{\circ}$. No absorption corrections were made; the maximum variation in transmission factors would be $\pm 4.5 \%$. The data were collected by the $\theta-2 \theta$ technique at scan rates which varied according to a 2 -second read of peak intensity within a range from $2^{\circ}$ per minute to $24^{\circ}$ per minute. Scan width was adjusted to add one degree on either side of the separation between $K \alpha_{1}$ and $K \alpha_{2}$. Stationary-counter background counts were taken at each end of the $2 \theta$ scan range such that the duration of each background
measurement was equal to $1 / 2$ the duration of the scan. Everoy 50 th scan was that of a standard reflection, so that the standard reflection ( $-2,1,3$ ) was measured 53 times; the maximum and average deviations from the mean were $7 \%$ and $1.8 \%$ respectively.

A total of 2478 reflections were measured in one asymmetric zone. The intensities of 1999 symmetry independent non-zero reflections were obtained after averaging, 161.9 of which were larger than three standard deviations in the intensity. Standard deviations were obtained from:

$$
\sigma\left(\mathrm{F}_{0}^{2}\right)=\left(\sigma^{2} \text { counting }+\left(0.025 \mathrm{~F}_{0}^{2}\right)^{2}\right)^{1 / 2}
$$

Beginning with the structure obtained from the filn data, two cycles of refinement brought the $R$-factor down to 0.07. Because most of the strongest structure factors calculated higher than they measured, secondary extinction was suspected, and a correction applied, according to the equation: ${ }^{31}$

$$
F_{\text {corr }}=K F_{0}\left(1+\beta^{\prime}(2 \theta) C \operatorname{Lp} F_{0}^{2}\right)
$$

$\beta^{\prime}(2 \theta)$ for each reflection was calculated from ${ }^{32}$

$$
\beta^{\prime}(2 \theta)=\frac{\left(1+\cos ^{2} 2 \theta_{0}\right)\left(1+\cos ^{2} 2 \theta_{0} \cos ^{4} 2 \theta\right)}{\left(1+\cos ^{2} 2 \theta_{0} \cos ^{2} 2 \theta\right)^{2}},
$$

where $\theta_{0}$ was taken as $12^{\circ}$, the setting angle of the graphite monochromator. $C$, the extinction correction term, was
refined by the least squares program, but was never larger than the least squares error in it, and had negligible effect on the R-factor. A weighting scheme was applied where

$$
\mathrm{w}=I /\left(\mathrm{A}+B F_{0}+C F_{0}^{2}+D\left(\sigma_{F^{\prime}} / F_{0}\right)^{2}\right)
$$

The effect of $D$ was to take account of the imprecision of measurement of the weakest reflections, including those measuring less than three standard deviations in the intensities, which were treated as "unobserved." Hydrogen atoms were added in their calculated positions, assuming sp ${ }^{2}$ hybridized carbon atoms and a $C-H$ bond distance of $0.97 \AA$ (although most of the hydrogen atom positions were visible in a difference electron density map). Positions and isotropic temperature factors of the hydrogen atoms were refined along with the other atoms by full-matrix least squares to $R=0.035$ ("observed" reflections only). At this point it was noted that a number ( 20 ) of structure factor of high $h$ and $\ell$ were calculating considerably higher than they had measured. Consequently 837 reflections, including those which were suspect, were remeasured on a new crystal. The dimensions of this second crystal (an irregular chunk) were $0.21 \times 0.45 \times 0.49 \mathrm{~mm}$, leading to a maximum possible variation in transmission factor of $\pm 5 \%$. Similar conditions of measurement on the Syntex automatic diffractometer were employed, except that the standard reflection chosen was the 104. While most of the new structure factors were in good
agreement with those from the previous set (after scaling together to $F_{C}^{\prime} s$ ), there were a number of discrepancies. The new set was in much better agreement with the calculated structure factors in the several regions of reciprocal space where the structure factors had previously calculated too high. Sixty-nine reflections from the first set were therefore removed, and the $R$-factor refined after two more cycles to 2.94\%.

Common reflections between the first and second Syntex data set generally had very similar ${ }_{\sigma}{ }_{F}$ s after scajing together on the basis of least squares fit to the $F_{c}^{\prime}$ 's, with the exception of a few of the weakest reflections. With these exceptions, therefore, the scaled $F_{o}$ 's were averaged directly resulting in 2304 unique non-zero reflections (1807 "observed"). (In cases where the standard deviations differed substantially, the structure factor with the smaller $\sigma$, i.e. the larger structure factor was chosen.) Full-matrix leastsquares refinement was continued ( 2 more cycles) until the maximum shift/error was 0.28 ; the average shift/error at this point was 0.052. The final unweighted R-factor (ajl "observed" reflections only) was $2.91 \%$; the weighted R-factor (all reflections) was $3.63 \%$. Final weighting scheme coefficients were $A=0.07, B=0.0015, C=0.00045, D=22.5$. $\mathrm{C}=\mathrm{Here}$

$$
\left\{\frac{w\left(F_{o}-F_{c}\right)^{2}}{m-n}\right\}^{1 / 2}=0.97
$$

[^8]for this weighting scheme, where $m=N_{\text {used }}=1977$, including 170 out of 397 "unobserved" reflections which calculated higher than measured, and $n=N_{\text {variables }}=212$.
B. Description of the Structure

The final values of the refined positional and themal parameters of all atoms are given in Table 10. Table 11 lists observed structure factors and those calculated using the final positional and thermal parameters of the refinement. Figure 10 shows the numbering system used in a perspective view of the molecule. Table 12 gives bond lengths and angles together with their e.s.d.'s; Table 13 gives some intermolecular' contact distances, least squares planes, and dihedral angles.

The benzylidenimine groups are planar, as expected, the largest deviation of any atom in the $C_{7} N$ groups being $0.033 \AA$ (for $N_{2}$ ). The average $C-C$ distances for the two rings are 1.381A for $C_{2}-C_{7}$ and $1.383 \AA$ for $C_{9}-C_{14}$. These are approximately 2 I/2 standard deviations from the value of 1.392(4)A found by Cox, Cruickshank and Smith ${ }^{33}$ for crystalline benzene. Correction for translational and librational effects as discussed by Cruickshank ${ }^{34}$ would increase some or all of these lengths, probably bringing these results closer to those for benzene. The average $C-C-C$ angles for both rings are $120.0^{\circ}$. The maximum deviation of any ring angle from $120^{\circ}$ is $1.6^{\circ}$; the average, $0.48^{\circ}$. The average $C-H$ bond distance as refined is $0.94 \AA$. The maximum deviation of any $C-H$ bond distance from $0.94 \AA$ was $0.06 \AA$; the average deviation

Table 10: BIDS Positional and Thermal Parameters


Table 11: BIDS Observed and Calculated Structure Factors (xl0), * = unobserved
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## Table 12

Molecular geometry of benzylidenimine disulfide (BIDS)
Bond distances in $\AA$

| $\mathrm{S}_{1}-\mathrm{S}_{2}$ | $2.035(4)$ | $\mathrm{C}_{7}-\mathrm{C}_{2}$ | $1.387(4)$ | $\mathrm{C}_{4}-\mathrm{H}_{4}$ | $1.00(3)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{S}_{1}-\mathrm{N}_{1}$ | $1.693(3)$ | $\mathrm{C}_{8}-\mathrm{C}_{9}$ | $1.468(5)$ | $\mathrm{C}_{5}-\mathrm{H}_{5}$ | $0.93(2)$ |
| $\mathrm{S}_{2}-\mathrm{N}_{2}$ | $1.686(5)$ | $\mathrm{C}_{9}-\mathrm{C}_{10}$ | $1.387(3)$ | $\mathrm{C}_{6}-\mathrm{H}_{6}$ | $0.95(2)$ |
| $\mathrm{N}_{1}-\mathrm{C}_{1}$ | $1.265(4)$ | $\mathrm{C}_{10}-\mathrm{C}_{11}$ | $1.389(5)$ | $\mathrm{C}_{7}-\mathrm{H}_{7}$ | $0.91(3)$ |
| $\mathrm{N}_{2}-\mathrm{C}_{8}$ | $1.270(3)$ | $\mathrm{C}_{11}-\mathrm{C}_{12}$ | $1.371(4)$ | $\mathrm{C}_{8}-\mathrm{H}_{8}$ | $0.96(2)$ |
| $\mathrm{C}_{1}-\mathrm{C}_{2}$ | $1.467(3)$ | $\mathrm{C}_{12}-\mathrm{C}_{13}$ | $1.377(4)$ | $\mathrm{C}_{10}-\mathrm{H}_{10}$ | $0.90(2)$ |
| $\mathrm{C}_{2}-\mathrm{C}_{3}$ | $1.468(5)$ | $\mathrm{C}_{13}-\mathrm{C}_{14}$ | $1.380(5)$ | $\mathrm{C}_{11}-\mathrm{H}_{11}$ | $0.90(3)$ |
| $\mathrm{C}_{3}-\mathrm{C}_{4}$ | $1.384(4)$ | $\mathrm{C}_{14}-\mathrm{C}_{9}$ | $1.397(4)$ | $\mathrm{C}_{12}-\mathrm{H}_{12}$ | $0.93(2)$ |
| $\mathrm{C}_{4}-\mathrm{C}_{5}$ | $1.368(4)$ | $\mathrm{C}_{1}-\mathrm{H}_{1}$ | $0.96(2)$ | $\mathrm{C}_{13}-\mathrm{H}_{13}$ | $0.95(2)$ |
| $\mathrm{C}_{5}-\mathrm{C}_{6}$ | $1.384(5)$ | $\mathrm{C}_{3}-\mathrm{H}_{3}$ | $0.91(2)$ | $\mathrm{C}_{14}-\mathrm{H}_{14}$ | $0.98(2)$ |
| $\mathrm{C}_{6}-\mathrm{C}_{7}$ | $1.377(3)$ |  |  |  |  |

Bond angles in degrees

| $\mathrm{S}_{1}-\mathrm{S}_{2}-\mathrm{N}_{2}$ | $111.2(5)$ | $\mathrm{C}_{10}-\mathrm{C}_{11}-\mathrm{C}_{12}$ | $120.1(6)$ | $\mathrm{C}_{7}-\mathrm{C}_{6}-\mathrm{H}_{6}$ | $121(1)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{S}_{2}-\mathrm{S}_{1}-\mathrm{N}_{1}$ | $111.1(3)$ | $\mathrm{C}_{11}-\mathrm{C}_{12}-\mathrm{C}_{13}$ | $120.0(4)$ | $\mathrm{C}_{6}-\mathrm{C}_{7}-\mathrm{H}_{7}$ | $122(1)$ |
| $\mathrm{S}_{1}-\mathrm{N}_{1}-\mathrm{C}_{1}$ | $123.9(3)$ | $\mathrm{C}_{12}-\mathrm{C}_{13}-\mathrm{C}_{14}$ | $120.3(5)$ | $\mathrm{C}_{2}-\mathrm{C}_{7}-\mathrm{H}_{7}$ | $117(1)$ |
| $\mathrm{S}_{2}-\mathrm{N}_{2}-\mathrm{C}_{8}$ | $125.0(3)$ | $\mathrm{C}_{13}-\mathrm{C}_{14}-\mathrm{C}_{9}$ | $120.5(7)$ | $\mathrm{N}_{2}-\mathrm{C}_{8}-\mathrm{H}_{8}$ | $121(1)$ |
| $\mathrm{N}_{1}-\mathrm{C}_{1}-\mathrm{C}_{2}$ | $121.1(3)$ | $\mathrm{C}_{14}-\mathrm{C}_{9}-\mathrm{C}_{10}$ | $118.4(4)$ | $\mathrm{C}_{9}-\mathrm{C}_{8}-\mathrm{H}_{8}$ | $117(1)$ |
| $\mathrm{N}_{2}-\mathrm{C}_{8}-\mathrm{C}_{9}$ | $121.2(5)$ | $\mathrm{C}_{14}-\mathrm{C}_{9}-\mathrm{C}_{8}$ | $121.0(6)$ | $\mathrm{C}_{9}-\mathrm{C}_{10}-\mathrm{H}_{10}$ | $116(1)$ |
| $\mathrm{C}_{1}-\mathrm{C}_{2}-\mathrm{C}_{3}$ | $118.8(4)$ | $\mathrm{N}_{1}-\mathrm{C}_{1}-\mathrm{H}_{1}$ | $121(1)$ | $\mathrm{C}_{11}-\mathrm{C}_{10}-\mathrm{H}_{10}$ | $123(1)$ |
| $\mathrm{C}_{2}-\mathrm{C}_{3}-\mathrm{C}_{4}$ | $120.1(4)$ | $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{H}_{1}$ | $118(1)$ | $\mathrm{C}_{10}-\mathrm{C}_{11}-\mathrm{H}_{11}$ | $121(1)$ |
| $\mathrm{C}_{3}-\mathrm{C}_{4}-\mathrm{C}_{5}$ | $120.6(4)$ | $\mathrm{C}_{2}-\mathrm{C}_{3}-\mathrm{H}_{3}$ | $118(1)$ | $\mathrm{C}_{12}-\mathrm{C}_{11}-\mathrm{H}_{11}$ | $119(1)$ |
| $\mathrm{C}_{4}-\mathrm{C}_{5}-\mathrm{C}_{6}$ | $119.8(5)$ | $\mathrm{C}_{4}-\mathrm{C}_{3}-\mathrm{H}_{3}$ | $121(1)$ | $\mathrm{C}_{11}-\mathrm{C}_{12}-\mathrm{H}_{12}$ | $120(1)$ |
| $\mathrm{C}_{5}-\mathrm{C}_{6}-\mathrm{C}_{7}$ | $120.0(4)$ | $\mathrm{C}_{3}-\mathrm{C}_{4}-\mathrm{H}_{4}$ | $117(1)$ | $\mathrm{C}_{13}-\mathrm{C}_{12}-\mathrm{H}_{12}$ | $120(1)$ |
| $\mathrm{C}_{6}-\mathrm{C}_{7}-\mathrm{C}_{2}$ | $120.6(4)$ | $\mathrm{C}_{5}-\mathrm{C}_{4}-\mathrm{H}_{4}$ | $122(1)$ | $\mathrm{C}_{12}-\mathrm{C}_{13}-\mathrm{H}_{13}$ | $120(1)$ |
| $\mathrm{C}_{7}-\mathrm{C}_{2}-\mathrm{C}_{3}$ | $119.0(5)$ | $\mathrm{C}_{4}-\mathrm{C}_{5}-\mathrm{H}_{5}$ | $123(1)$ | $\mathrm{C}_{14}-\mathrm{C}_{13}-\mathrm{H}_{13}$ | $120(1)$ |
| $\mathrm{C}_{7}-\mathrm{C}_{2}-\mathrm{C}_{1}$ | $122.3(4)$ | $\mathrm{C}_{6}-\mathrm{C}_{5}-\mathrm{H}_{5}$ | $118(1)$ | $\mathrm{C}_{13}-\mathrm{C}_{14}-\mathrm{H}_{14}$ | $121(1)$ |
| $\mathrm{C}_{8}-\mathrm{C}_{9}-\mathrm{C}_{10}$ | $120.6(3)$ | $\mathrm{C}_{5}-\mathrm{C}_{6}-\mathrm{H}_{6}$ | $119(1)$ | $\mathrm{C}_{9}-\mathrm{C}_{14}-\mathrm{H}_{14}$ | $118(1)$ |

Table 13: BIDS Molecular Geometry Selected intermolecular contact distances ( $\AA$ )

| $S_{1} \ldots C_{12}$ | $3.457(4)$ | $S_{2} \ldots H_{3}$ | $3.24(3)$ | $N_{2} \ldots H_{4}$ | $2.98(3)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $S_{1} \ldots C_{11}$ | $3.459(4)$ | $N_{1} \ldots C_{7}$ | $3.562(4)$ | $N_{1} \ldots H_{7}$ | $2.99(3)$ |
| $S_{2} \ldots C_{7}$ | $3.555(4)$ | $C_{1} \ldots C_{6}$ | $3.400(4)$ | $C_{5} \ldots H_{13} 3.00(2)$ |  |
| $S_{2} \ldots N_{1}$ | $3.613(4)$ | $C_{3} \ldots C_{3}$ | $3.501(4)$ | $H_{5} \ldots H_{12}$ | $2.52(3)$ |

Dihedral angle $N$-S -S -N 80.7
Selected least squares planes
Atoms in plane

## Direction cosines of plane

Deviation from plane ( $|\AA|$ )

Determining Relative $C_{2}-C_{7}$

was $0.026 \AA$. A correction ${ }^{35}$ for the effect of hydrogen "riding" on carbon in the refinement gave an average $\mathrm{C}-\mathrm{H}$ length of $0.97 \AA$, closer to the usually accepted value, but a hardly significant difference in view of the precision of the measurements.

The average $N-S, C=N$, and benzylidene $C-C$ bond distances are respectively $1.689(3) \AA, 1.267(3) \AA$, and 1.467(3)A. The average SSN, SNC, and NCC angles are respectively $111.17(22)^{\circ}, 124.43(20)^{\circ}$, and $121.1(3)^{\circ}$. These bond lengths and angles, and the thermal parameters, are reasonable in comparison with known structures, as discussed in Chapter 6. The closest intermolecular contact distance is $\mathrm{H}_{5} \ldots \mathrm{H}_{12}$ at $2.52 \AA$ (Van der Waals contact distance 2.4 ) ; the closest non-hydrogen distance is $C_{1} \ldots C_{6}$ at $3.40 \AA$ (Van der Waals contact distance $3.4 \AA$ ) ; and the closest involving sulfur are $S_{1} \ldots C_{11}$ and $S_{1} \ldots C_{12}$, both at $3.46 \AA$ (Van der Waals contact sum $3.55 \%$ ).

Unlike the structures of BITS and BITrS, wherein the packing along the short axis is determined primarily by sulfur-sulfur and sulfur-nitrogen Van der Waals contact, the short axis distance in BIDS depends on ring-ring contact. The cant of the rings with respect to the $\underline{b}$ axis of $56^{\circ}$ and $60^{\circ}$ accounts for the thickness of the cell relative to the thinnest dimension of a benzene ring (3.4A) ${ }^{30}$. Figure 11 shows the orientation of the molecule in the unit cell.

Figure 11. BIDS Unit Cell Contents


## CHAPTER 6: DISCUSSION

A. Bond Lengths and Angles - The Empirical Evidence

The crystal structures of the three compounds studied have confirmed their formulation ${ }^{14}$ as benzylidenimine moieties joined by chains of dicovalent sulfur atoms.

Table 14 shows some comparative bond lengths and bond angles, including dihedral angles, in BITS, BITrS, and BIDS. The errors listed are calculated by the FORTRAN program MOLG from the combined least-squares errors in the refinements of the structures and the unit cell dimensions. In the case of BITS, these least-squares errors have been increased by a factor of $\sqrt{2}$ (see p. 34). No thermal corrections have been made.

The large anisotropic temperature factors found for all atoms, including sulfur, imply potentially large corrections to the bond lengths arising from thermal motion. However, inspection of the Figures 3,8 , and 10 showing the $50 \%$ probability ellipsoids and comparison with their rms displacements, in Tables 1,7 , and 10 , shows that the thermal displacements in the directions of the bonds are similar in all cases and thus will not likely change the interatomic distances very much. The sulfur atoms are also most likely to move independently of the other atoms in the structure. This is true since they are the heaviest atoms in the

structure and also because they are not constrained by
steric hindrance or ring strain. The sulfur atom positions are of primary interest in the present study, and corrections based on thermal motion would involve a number of questionable assumptions about the ways in which vibrations coupled atoms together, ${ }^{\text {, }}$ so they were not made. Nevertheless calculations of the type performed by Busing and Levy ${ }^{35}$ were carried out using the program MOLG in order to get some idea of at least the magnitudes that these corrections could have. In all cases except those bonds involving hydrogen, the minimum "corrected" distance so calculated, for correlated parallel motion, was within 0.002 A of the uncorrected distance. The maximum, for correlated anti-parallel motion, was always greater than the uncorrected distance, corrections varying from as little as $0.12 \AA$ for $S-S$ bonds to as much as $0.35 \AA$ for C-C bonds. (Carbon-hydrogen bond corrections were larger, and the assumptions simpler, so corrections may be justified; see pp. 69€76.) In view of the magnitude of
*Busing and Levy ${ }^{35}$ : "While it is clear that errors
introduced by neglect of thermal effects will frequently be
appreciable, it is seldom possible, on the basis of available
information, to make the rigorously appropriate corrections.
Specifically, a knowledge of the correlation in thermal
displacements of the two atoms, that is their joint dis-
tribution, is needed, and this in general would require a
detailed analysis of the dynamics of the atomic system.
However, it frequently happens that useful estimates can be
made from simplified models of the vibrating system, and
these estimates may serve as acceptable approximations to the
actual system; it is also possible to place rigorous upper
and lower bounds upon the corrections.
these corrections, and the inability to calculate accurate corrections, improved accuracy could be best obtained by refinement of low-temperature intensity data. This is a step that would be well advised if further work were done on these compounds.

The similarity of these three compounds, differing only in numbers of sulfur atoms, suggests that systematic error corrections would likely tend to be in the same direction. In other words, differences between atom positions among the compounds would likely remain constant even though absolute atom positions might change by systematic error corrections.

For purposes of comparing two bond lengths,

$$
\sigma_{\Delta}^{2}=\sigma_{1}^{2}+\sigma_{2}^{2}
$$

assuming no correlation between the atom positions in the two bonds. If the two bonds originate from a common atom, (see p. 28):

$$
\begin{equation*}
\sigma_{\Delta}{ }^{2}=\sigma_{A B}^{2}+\sigma_{A C}{ }^{2}+2 \sigma_{A}^{2} \cos \theta \tag{3}
\end{equation*}
$$

In BITS, the outer two sulfur bond lengths $\left(S_{1}-S_{2}\right.$ and $\left.S_{3}-S_{4}\right)$ differ by $0.004(6) \&$. Hence the two outer S-S bond lengths do not differ significantly; the mean outer S-S bond length is thus $2.026(3) A$. The bond angles $S_{1}-S_{2}-S_{3}$ and $S_{2}-S: S_{4}$ differ by $0.1(4)^{\circ}$, again an insignificant difference. $\theta$ in equation 3 is then $106.3(2)^{\circ}$ for purposes
of comparison of the inner and outer bonds; $\sigma_{A}=0.003 \AA$ (Table 1--pooled e.s.d. from errors on $S_{2}$ and $S_{3}$ ). The difference between the inner and outer $S-S$ bonds is then $0.058(6) \AA$, i.e. 10 pooled standard deviations, a highly significant difference. Clearly alternation of $S-S$ bond lengths occurs in BITS.

The inner S-S distance in BITS is significantly longer than any other bond in any of the three structures. The next longest bond, the sulfur-sulfur distance in BITrS, is less by $0.035(7) \AA$, or 4.8 standard deviations. The BITrS S-S bond is in turn longer than the outer S-S bonds in BITS by $0.023(7) \AA$, or 3.4 standard deviations; the probability that the latter two types of bonds are equivalent is thus less than $0.1 \%$. ${ }^{36}$ On the other hand, the difference between the S-S distance in BIDS and that in BITrS, and the difference between the $S-S$ distance in BIDS and the outer $S-S$ bond length in BITS, are much less significant. The difference between the BIDS and BITrS S-S lengths is $0.014(7) \AA$, or 1.9 standard deviations; the probability that the bonds are equivalent is therefore at least 5\%. The difference between the $S-S$ bond in BIDS and the outer bonds in BITS is $0.009(5) \AA$, or 1.80 ; the probability of equivalence is at least 7.5\%. Thus the four unique $S-S$ bond distances are in decreasing order of length:

```
inner BITS >> BITrS > BIDS > outer BITS,
```

where >> indicates significantly greater than and > indicates probably greater than.

Among the four sulfur-nitrogen distances in BITS and BIDS, the maximum difference between any two is $0.007(6) \AA$; the "best value"*, then, is

$$
\begin{aligned}
x & =\frac{\sum_{i}\left(x_{i} / \sigma_{i}{ }^{2}\right)}{\sum_{i}\left(1 / \sigma_{i}{ }^{2}\right)}=\frac{30.246 \times 10^{4}}{17.889 \times 10^{4}}=1.691 \AA \\
\sigma^{2}(\bar{x})= & \frac{1}{1.7889 \times 10^{5}}=5.59 \times 10^{-6} ; \sigma(\bar{x})=0.0024
\end{aligned}
$$

The $\mathrm{S}-\mathrm{N}$ distance in BITrS, however, is $0.025(10) \AA$ less than this "best value"; the probability that the $\mathrm{S}-\mathrm{N}$ bond in BITrS is equivalent to those in BITS and BIDS is thus only about l\%. If all five are included together anyway, however, the "best value" becomes $1.689(2) \AA$, in fair agreement with the value of $1.66 \AA$ predicted by Sasaki ${ }^{\ddagger}$ from the infrared spectra of the benzylidenimine polysulfides on the basis of the empirical formula:

$$
r_{S N}=0.0483\left(\mu_{S N}\right)+1.099
$$

where $r_{S N}=$ bond length in $\AA$, and $\mu_{S N}=$ wave length of stretching frequency in $\mu\left(\mathrm{cm}^{-1}\right)$. The $S-N$ distance is
*See pp. 27-28; Reference 29a.
${ }^{\dagger}$ Reference 17, p. 38.
substantially shorter than the "normal" single N-S bond length of $1.76 \AA$ (sulfamic acid, $\mathrm{H}_{3}{ }^{\ddagger}-\mathrm{SO}_{3}{ }^{-}$), or the single bond radii sum ${ }^{30}$ of $1.74 \AA$, suggesting some double bond character. The empirical plot of Chapman and Waddington ${ }^{38}$ relating bond length to bond order implies a bond order of about 1.4. Shortening of $N-S$ single bonds is more the rule then the exception whenever a lone pair resides on nitrogen. ${ }^{10}$ The average value of $1.69 \AA$ found in these three compounds is not to be construed in any way as an "unusual" $N-S$ bond length. Presumably $d \pi-p \pi$ bonding between sulfur and nitrogen provides the explanation.

The combined "best value" for the five carbon-nitrogen distances is

$$
\begin{gathered}
\bar{x}=\frac{240435}{189863}=1.267 \AA . \\
\sigma^{2}(\bar{x})=\frac{1}{189863}=5.73 \times 10^{-6} ; \sigma(\bar{x})=0.0024 \AA .
\end{gathered}
$$

The maximum deviation from this combined value is the $N_{2}-C_{8}$ distance in BITS, differing by .035(13)A--possibly significant (i.e. a $1 \%$ confidence level). This distance is typical of carbon-nitrogen double bonds. ${ }^{10}$

The combined "best value" for the five exocyclic carbon-carbon distances is
$\bar{x}=\frac{243,141}{165,745}=1.467 \AA \quad \sigma^{2}(\bar{x})=6.033 \times 10^{-6} ; \sigma(\bar{x})=0.0025 \AA$.

The maximum deviation from this combined value is the $C_{1}-C_{2}$ distance in BITrS, differing by $0.014(17) \AA$. This distance is significantly less than the carbon-phenyl average distance of $1.506(5) \&$ normally quoted suggesting increased double bond character. This is to be expected due to overlap of the $p \pi$ orbitals of the $C-N$ double bond with the $p \pi$ orbitals of the aromatic ring. The coplanarity of the exocyclic carbon, nitrogen, and sulfur atoms with the ring in each case (Tables 4, 9, and 13) substantiates $p \pi$-orbital overlap from the ring through the chain.

The average sulfur-sulfur-sulfur included angle in BITS, at lo6.3(3) ${ }^{\circ}$, differs from the $S-S-S$ angle in BITrS by $1.1(4)^{\circ}$, or 2.6 standard deviations, significantly different at the $1 \%$ confidence level; the angles were therefore not averaged. On the other hand, precision is not high enough in the NSS included angles to attribute significance to the $1.0(6)^{\circ}$ maximum difference (between the $N_{1} S_{1} S_{2}$ angles in BITS and the $\mathrm{NS}_{2} \mathrm{~S}_{1}$ angle in BITrS); the combined "best value" for the five angles is $\bar{x}=110.92^{\circ} ; \sigma^{2}(\bar{x})=1 / 38.521=.02596 ; \sigma(\bar{x})=0.16^{\circ}$. The maximum deviation then from this combined value is the $\mathrm{NS}_{2} \mathrm{~S}_{1}$ angle in BITrS, differing by $0.7(5)^{\circ}$.

BITrS deviates significantly from BITS and BIDS in the SNC angles. The combined "best value" for the 4 SNC angles in BITS and BIDS is:

$$
\bar{x}=\frac{3829.05}{30.759}=124.5(2)^{\circ} ;
$$

The maximum deviation among the four angles from this combined value is the $S_{1} N_{1} C_{1}$ in BIDS, differing by $0.61(35)^{\circ}$; the difference of this best value from the SNC angle in BITrS is $3.2(10)^{\circ}$, or 3.2 standard deviations, significantly different at the $0.1 \%$ confidence level.

The "best value" for the five NCC angles is

$$
\bar{x}=\frac{1764.1}{14.538}=121.34^{\circ} . \quad \sigma^{2}(\bar{x})=0.06877 ; \sigma(\bar{x})=0.26^{\circ} .
$$

The maximum deviation from this value is the $\mathrm{NC}_{1} \mathrm{C}_{2}$ angle in BITrS, differing by $2.5(\sigma=1.25)^{\circ}$.

To be successful, any explanations should account for the following facts (priorities being in the order listed):
(1) The substantial sulfur-sulfur bond length alternation in BITS,
(2) The order of $\mathrm{S}-\mathrm{S}$ bond lengths:
inner BITS >> BITrS > BIDS > outer BITS,
(3) The near orthogonality of bond angles involving sulfur, including dihedral angles,
(4) The similarity between BITrS and BIDS and difference from BITS in SSSN dihedral angles (Tables 4, 9 and 13),
(5) The suggestion of difference of BITrS from BITS
and BIDS, noted in the $S-N$ bond length and NCC angle especially.

## B. Bond Lengths - Possible Explanations

The compound studied by Ricci and Bernal ${ }^{9}$ contains two chains of four sulfur atoms each. They found that in each chain, the outer two sulfur-sulfur bonds (2.026(2), $2.025(2), 2.040(2) 2.020(2) \AA$, "best value" $2.028(1) \AA)$ were shorter than the inner sulfur-sulfur bond (2.065(2), 2.066(2) $\AA$, "best value" $2.0655(14) \AA$ ), the difference between inner and outer bonds being $0.0375(17) \AA$. Their suggested explanation is that the $\pi$-systems of the two phenyl rings are linked by "butadiene-like" $S_{4}$ chains. However, in addition at least four other possible explanations seem worthy of consideration.
(1) There was the short sulfur-oxygen non-bonded distance (2.77 ) in their compound. While it is not clear just what effect this should have, it is certainly possible that it might have some effect on the electron density distribution around the sulfur and therefore on the bonding electrons between the sulfurs, and thus on the outer $\mathrm{S}-\mathrm{S}$ bond length.
(2) It is also conceivable that inductive effects might account for the observed bond length alternation. Withdrawal of electron density from the $N-S-S$ bonding region might affect mainly the central $S-S$ bond, making it anomalously long, and implying that the outer two bonds are more like true single bonds.

It would be useful to be able to refer for comparison to a standard sulfur-sulfur single bond length, but the value for that length is uncertain. The $S-S$ bond length in $S_{8}$ is $2.048 \AA^{39}$, and formally single bond lengths have been reported ranging from $1.999(5) \AA^{40}$ to $2.39(1) \AA .^{41}$ Huggins $^{42}$ calculated a value of $2.053(2) \AA$ on the basis of a bond energy-bond zength relationship; the Pauling ${ }^{30}$ sum of covalent radii is $2.08 \AA$, based on an empirical averaging over wide mange of lengths 43 based on an empirical averaging over a wide range of lengths. The value of $2.11(2) \AA$ from $\mathrm{Cs}_{2} \mathrm{~S}_{6}{ }^{44}$ has been taken as a true single bond length, ${ }^{45}$ but that determination is highly uncertain (see p. 105). In short, the sulfur-sulfur single bond is not known well enough to rule out any hypothesis solely on the basis of comparison to an absolute standard.
(3) On the other hand, the nitrogen atoms might polarize the d-orbitals on the adjacent sulfur atoms, with resonance contributions from such structures as

(4) Hyperconjugation has been suggested to account for bond lengths in disulfides; ${ }^{46}$ by extension, contributions to ground electronic states might be expected from resonance structures such as

(5) The tetrasulfur chain itself might be internally stabilized by redistribution of electron density from that of pure single bonds: contributions from resonance structures such as

and/or


This hypothesis would predict the occurrence of bond-length alternation in almost any tetrasulfur chain, regardless of what it was attached to.

While consideration of the compound of Ricci and Bernal does not permit resolution in favor of one or another of these explanations, the compounds studied here might. Aromatic $\pi$-systems are joined by 2-, 3-, and 4-sulfur chains and the extraneous influences of non-bonding interaction are largely avoided.

The idea that the sulfur-oxygen non-bonded interaction in Ricci and Bernal's compound was a significant contributor to the S-S bond-length alternation that they observed can be eliminated in respect of this study, since a similar alternation was found in the absence of any possibility of such a non-bonded interaction (See Table 4 in Chapter 3 for nearest neighbor distances).

The five remaining plausible explanations for the behavior (i.e. alternation) of the tetrasulfur chain each
permits predictions about the behavior of trisulfide and disulfide chains, which can then be compared with the empirical data. In combination with other information, then, perhaps some conclusions about the nature of the bonding in polysulfur chains could be drawn.

The inductive explanation predicts that withdrawal of electron density from the polysulfur chain would affect the chain in the same way, though not necessarily to the same extent, regardless of the number of sulfur atoms in the chain. With only a certain amount of electron density available to donate from the two benzylidenimine substituents to the sulfur chain in each case, and differing numbers of sulfur atoms to share it among, the greatest bond-shortening effect would be expected in BIDS, an intermediate amount in BITrS, and the least shortening in BITS. This trend is not observed.

Further evidence against a simple inductive effect comes from ${ }^{19}$ F-nmr data on $m$ - and $p$ - fluorine substituted benzylidenimine polysulfides. Taft, et. al., ${ }^{47}$ have studied a large number of meta- and para-substituted fluorobenzenes, and correlated the ${ }^{19} F$ chemical shifts with accepted inductive and resonance parameters ( $\sigma_{I}$ and $\sigma_{R}$ o derived from kinetic data) for the substituents. They conclude that the chemical shift of a meta-substituted fluorobenzene is a linear function of the inductive ability of the substituent to donate or withdraw electron density to or from the ring, i.e.:

$$
\begin{equation*}
\int_{H}^{m-x}=(-7.10) \sigma_{I}+0.60 \tag{4}
\end{equation*}
$$

where $\int_{H}^{m-x}$ represents the chemical shift with respect to unsubstituted fluorobenzene. The shift with respect to unsubstituted fluorobenzene of a para-substituted fluorobenzene was shown to be a linear function of both the resonance and the inductive electron donating or withdrawing power of the substituent. Thus the resonance effect can be isolated by subtracting the meta shift from the para shift:

$$
\begin{equation*}
-29.5 \sigma_{R^{\circ}}=\int_{H}^{p-x}-\int_{H}^{m-x} \tag{5}
\end{equation*}
$$

The constants $-7.10,0.60$, and -29.5 are parameters obtained from a least-squares fit to a line of

$$
\sigma_{I} \text { vs. } \int_{H}^{m-x}
$$

for the first two constants, and

$$
\int_{H}^{p-x} \text { vs. }\left(m \sigma_{R} 0-7.1 \sigma_{I}+0.60\right)
$$

for the third constant ( $=m$ ) for a large number of substituents.

The difluoro derivatives of BITS, BITrS, and BIDS were prepared from meta- and para-fluorobenzylamine and the 19 F-nmr's studied. ${ }^{48}$ The results are summarized in Table 15.
The ${ }^{19}$ F shifts of the tetrasulfide are slightly anomalous.

Table 15

|  | Table 15 |  |  |
| :---: | :---: | :---: | :---: |
| ${ }^{19} \mathrm{~F}-\mathrm{nm} \mathrm{r}$ (@ 56.4 MHz ) chemical shifts of meta- and paradisubstituted benzylidenimine polysulfides ${ }^{47}$ |  |  |  |
| Compound | Chemical shift (ppm) | Relative to: | $\sigma_{I}$ |
| m-fluoro BITS | -0.05(2) | fluorobenzene | 0.092 |
| m-fluoro BITrs | -0.76(5) | fluorobenzene | 0.192 |
| m-fluoro BIDS | -0.78(2) | fluorobenzene | 0.194 |
| p-fluoro BITS | -4.42(2) | fluorobenzene |  |
| p-fluoro BITrS | -4.52(2) | fluorobenzene |  |
| P-fluoro BIDS | -4.63(2) | fluorobenzene |  |
|  |  |  | $\sigma_{R}{ }^{0}$ |
| p-fluoro BITS | -4.39(3) | m-fluoro BITS | 0.149 |
| p-fluoro BITrS | -3.75 (6) | m-fluoro BITrS | 0.127 |
| p-fluoro BIDS | -3.85(3) | m-fluoro BIDS | 0.130 |
| ${ }^{1} \mathrm{H}-\mathrm{nmr}$ (@ 60.0 MHz) chemical shifts (ppm) benzylidene proton (relative to TMS) ${ }^{4}$ |  |  |  |
| $\text { BITS } \quad-7.87(5)^{*}$ |  |  |  |
| BITrS | -8.42(5) |  |  |
| BIDS | -8.14(5) |  |  |

* 

*Absolute error estimates (private communication from F. P. Olsen); relative to each other the precisions are estimated at $\pm 0.02 \mathrm{ppm}$.

In particular, the inductive effect is smaller in BITS than for either of the other two. A smooth trend expected from the inductive hypothesis in going from four to three to two sulfurs in the chain is not found, either in bond lengths or in the effect measured from the ${ }^{19} F$-nmr spectra. Thus, while the absolute lengths found in the sulfur chains are indubitably affected by inductive donation from or to the attached organic moieties, the explanation for the differences in sulfur-sulfur distances must be sought elsewhere.

The sulfur-sulfur bond lengths in BITS alternate markedly, implying greater, then lesser, then greater bond order in the bonds in moving across the chain. Such an alternation is not possible in the trisulfide chain, and indeed, the bond length found here is intermediate between the extremes found in BITS. In BIDS it is again possible to "conjugate" from one benzene ring to the other. The slight shortening of the S-S bond in BIDS relative to that in BITrS may be indicative of such an effect.

In other ways also BIDS seems to be more like BITS than like BITrS. The sulfur-nitrogen distance in BITrS is less than those in BITS and BIDS (which are all similar), as would be expected if the electron density in the $S-N$ bonds in BITS and BIDS had been sacrificed to the $\pi$ systems in the neighboring $S-S$ bonds. The larger SNC included angle in BITrS, implying greater $s$ character in the $\sigma$-bonds, ${ }^{49 \mathrm{a}}$ also is consistent with a greater $\pi$-bond character in the $S-N$
bond, as indicated by its shortness with respect to the $S-N$ bonds in BITS and BIDS. The ${ }^{1} \mathrm{H}-\mathrm{nm}$. spectra ${ }^{14}$ for the benzylidene protons in the three compounds also suggest greater similarity between BIDS and BITS than between either and BITrS (Table 15).

According to Ricci and Bernal, 9 b "...the consistency in the alternation of long and short bonds $\left\{\right.$ in compound $\left.I^{*}\right\}$ suggests an electronic interaction between the two phenyl rings across the chains much in the manner expected if the $S_{4}$ fragments were butadiene linkages." Overlap between $\mathrm{p} \pi$ orbitals as in butadiene requires coplanarity of the bonds, i.e. $0^{\circ}$ dihedral angles, whereas what they found were dinedral angles of $89^{\circ}$ in both chains. Thus effective $p \pi-p \pi$ overlap in the sulfur chain can be ruled out by the geometry. From the benzene ring up to the first sulfur atom in the chain, conditions obtain for $p \pi-p \pi$ overlap for all three molecules of this study, i.e. planarity and bond angles near the $120^{\circ}$ required for $s p^{2}$ hybridization. After that point the dihedral angles change abruptly from being near $0^{\circ}$ (planar) to being near $90^{\circ}$, so that a $p$ orbital which is perpendicular to a plane of three atoms is parallel to a fourth, and cannot effectively form $\pi$-molecular orbitals with any atomic orbitals on the fourth atom. Either $p \pi-d_{\pi}$ or $p \pi-p \pi$ conjugation can extend indefinitely over a planar system, but where dihedral angles in a chain deviate substantially from $0^{\circ}$, molecular
orbitals are limited in extent to three atoms. Thus one ring should have no appreciable resonance effect upon the other.

Some direct evidence concerning the amount of $\pi$-bond character conducted from one ring to another across the polysulfur chain might be expected from the $\sigma_{R^{\circ}}{ }^{\prime} s$ obtained from the ${ }^{19} F$-nmr's (see page 91).

Strictly speaking, the substituents on the m- and $p-f l u o r o b e n z e n e s$ are not identical, since at the far end of the large substituent $\mathrm{CHNS}_{\mathrm{x}} \mathrm{NCHC}_{6} \mathrm{H}_{5} \mathrm{~F}$ for each homologue, the fluorine is meta for measurement of $\int_{H}^{m-x}$ and para for measurement of $\int_{H}^{p-x}$. This difference has no effect on $\sigma_{I}$, which is measured from $\int_{H}^{m-x}$ alone, but in the expression

$$
-29.5 \sigma_{R^{\circ}}=\int_{H}^{p-x}-\int_{H}^{m-x}
$$

the $x^{\prime} s$ are different, and thus true $\sigma_{R}{ }^{\prime \prime}$ s are not obtained.* The effect which this difference has may be thought of as arising from the resonance contribution from a para-fluorine atom. The maximum error this difference could cause may be estimated by considering the resonance contribution from a fluorine atom attached directly to the ring, i.e. for $p-$ difluorobenzene ${ }^{47}$

$$
\sigma_{R} 0=\frac{6.80+3.03}{-29.5}=-0.333
$$

*The measurement should be for the mixed m-fluorobenzylidenimine p-fluorobenzylidenimine polysulfides.

Thus, the resonance donation of $\pi-e l e c t r o n$ density into the ring will measure higher than it should if in $p-x$ the $x$ substituent had a meta-fluorine atom to make it strictly comparable to m-x. The extent of the error will depend upon the efficiency of conduction of $\pi-e l e c t r o n$ density from the one benzylidenimine through the polysulfur chain, and into the other benzylidenimine. Thus, the error could conceivably lie between $\sigma_{R}$ for $m$ - and p-difluorobenzene for perfectly efficient conduction, and zero for an insulating polysulfur chain; the resonance electron density donation which is measured is probably higher than the true value according to this efficiency. The positive $\sigma_{R^{\circ}}$ 's measured for the substituted benzylidenimine polysulfides indicate electron withdrawal from the ring, and maximum withdrawal in BITS. If the true $\sigma_{R}{ }^{\prime}$ 's were all equal for the three compounds, this "greatest withdrawal" measured for BITS would indicate that conduction across the sulfur chain of the resonance contribution from the $p$-fluorine was least for the tetrasulfide. That is a rather optimistic assumption, however, considering the small differences in $\sigma_{R^{\prime}}{ }^{\prime}$ s found among the three benzylidenimine polysulfides (maximum difference calculated from ${ }^{47} \Delta q_{(c)}=0.133 \Delta \sigma_{R^{0}}=0.003 \pi-e l e c t r o n s$ at a ring carbon atom), and considering the unknown magnitude of the error introduced by the difference in $x$ between $m-x$ and $p-x$. True $\sigma_{R}{ }^{\circ}$ 's are needed to make this distinction.

Polarization of the d-orbitals on sulfur by the nitrogen (suggested explanation number 3, page 88) implies resonance contribution in BITrS from

and in BIDS from

$$
\mathrm{R}-\overline{\mathrm{N}}-\mathrm{S}+\delta+\overline{\mathrm{S}}-\mathrm{N}-\mathrm{R} .
$$

The greater proximity of the positive charges in BIDS would result in a longer $S-S$ bond than the one in $B I T r S$; such is not found.

Some suggestion of contribution from the polarization effect has been inferred from the structure of 1,3 -hexasulfurdiimide (Figure 12) by Postma, van Bolhuis, and Vos. ${ }^{50}$


Figure 12. 1,3-hexasulfurdiimide

Although the estimated standard deviations on their bond lengths may be optimistic due to their use of the blockdiagonal least-squares approximation ${ }^{27 a}$, the difference between the two inner and two outer sulfur-sulfur bonds in
the pentasulfur chain of the molecule is probably still significant. Employing their error estimates, the average of the two S-S bonds next to the N-S bonds is $2.0485(11) \AA$, and the average of the other two (inner) $\mathrm{S}-\mathrm{S}$ bonds is $2.061(1) \AA$, the difference being $0.0125(18) \AA$, or $7 \sigma$ (incorporating shared-atom correlation in the pooled e.s.d., see page 28) so that even if their e.s.d.'s are optimistic by a factor of two the difference between the two types of bonds is significant at at least the $0.1 \%$ confidence level.

There is no possibility of contribution to this observed effect from an attached aromatic system, and so it may be that the effect is due, as the authors ascribe it, to "an increase of the double bond character because of a polarization of the sulfur d-orbitals by the nitrogen atoms ${ }^{51}, 52, "$ i.e. resonance contributions from structures such as


This difference of $1 / 80 \AA$, then, may indicate the order of magnitude of the contribution to the BITS alternation from the inductive (or polarization) effect. Thus, this effect might account for the difference between the degree of alternation
of $0.038 \AA$ in the compound of Ricci and Bernal (Compound I) and the degree of alternation in BITS of $0.058 \AA$, since the electronegativity difference is greater between $N$ and $S$ than between $C$ and $S$.

The hyperconjugation explanation for the relative S-S bond lengths found in the three compounds of this study derives from some considerations by Winnewisser, et al 46 derives from some considerations by Winnewisser, et. al. They studied the rotational spectrum of $\mathrm{H}_{2} \mathrm{~S}_{2}$ and found an HSS bond angle of $91.3(5)^{\circ}$ and a dihedral angle of $90^{\circ} 36(3)^{\prime}$. They also found a much higher barrier to rotation around the $\mathrm{S}-\mathrm{S}$ bond than had been found in $\mathrm{H}_{2} \mathrm{O}_{2}$. They suggest that the orthogonal bond angle implies nearly pure $p$ bonding orbitals from sulfur, and state: "Because of orthogonalities, an unshared pair on each sulfur will be in a p orbital which is in the plane of the $S-H$ bond of the other. As a result, there will be a strong hyperconjugative interaction which will contribute $\pi$-bond character to the $S-S$ bond." Qualitatively, there will be a contribution to the ground electronic states from structures such as

$\mathrm{H}^{-}$
and


This contribution to double bond character is their explanation for the difference between $2.08 \AA$, the sum of the covalent radii for sulfur, and $2.055(1) \AA$, the value found
from electron diffraction for the $S-S$ bond in $H_{2} S_{2}$. The electronegativities of sulfur and hydrogen are not very different, permitting small contributions from a configuration with a hydrogen negative with respect to sulfur, whereas in $\mathrm{H}_{2} \mathrm{O}_{2}$ the much greater electronegativity of oxygen does not permit much hydridic character for the hydrogen, and the 0-0 bond is therefore not less than the sum of the covalent radii. On the other hand, they attribute the $S-S$ bond shortening (to $1.98(4) \AA, 1.97(3) \AA$, and $1.888(1) \AA$, respectively) in $\mathrm{S}_{2} \mathrm{Br}_{2}, \mathrm{~S}_{2} \mathrm{Cl}_{2}$ and $F S S F$ to increasing degrees of hyperconjugation, allowed by the increasing electronegativities of the halogens. (The dihedral angles in all three cases are not significantly different from orthogonality: $83.5^{\circ}\left(11^{9}\right), 82.5^{\circ}\left(12^{\circ}\right)$, and 87. $9^{\circ}\left(1.5^{9}\right.$.)

Similarly, the SSSN (and NSSN) dihedral angles in the benzylidenimine polysulfides are not appreciably different from orthogonality, at $91.8^{\circ}$ (average) for BITS, $81.9^{\circ}$ for BITrS, and $80.7^{\circ}$ for BIDS. The resonance structures from hyperconjugation for BITS could include

$$
R-\bar{N} \quad S=\stackrel{+}{S}-S-S-N-R
$$

and

$$
R-\stackrel{+}{N}-S=S \quad \bar{S}-S-N-R
$$

the latter accounting for the long inner bond of BITS. (The latter mjght be expected to contribute slightly less than the former because the SSSS dinedral angle, at $105.0^{\circ}$,
differs somewhat from $90^{\circ}$. Pauling ${ }^{30}$ gives the variation in energy with dihedral angle as a function of form Acos $\delta+$ Bcos ${ }^{2} \delta$; thus the loss of overlap lies between $3.4 \%$ and $6.7 \%$.) For BITrs the resonance forms

and

affect both sides equally, predicting a bond intermediate in strength between the inner and outer lengths in BITS. For BIDS the resonance forms

and

lead again to a shorter length than is found in BITrS; the apparent shortness of the BIDS S-S bond with respect to that in BITrS might indicate this effect. With the greater electronegativity of nitrogen than sulfur, however, the disulfide bond would also be expected to be shorter than the outer bond in BITS, and this is not found.

Further evidence against this hypothesis is the sulfur-nitrogen bonds. With contributions from zero-bondorder resonance forms they would be expected to show anomalous length; instead they show the usual shortening with respect to pure single bonds that is found in $\mathrm{N}-\mathrm{S}$
bonds where there is a lone pair on the nitrogen atom. It appears necessary to seek further.

The fifth hypothesis, of internal stabilization of tetrasulfur chains, accounts for the alternation of bond length found in tetrasulfur chains by invoking $d \pi-p \pi$ overlap within the chain, permitted by resonance structures of the type


and


The former two account for the lengthening of the central bond, since they have like charges residing on adjacent atoms. Thus, bond length alternation is predicted generally in tetrasulfur chains, aromatic or not. No particular prediction about the tri- and disulfides results from this hypothesis of a peculiar stability for tetrasulfur chains, except that they be more like each other than like BITS. Some of the evidence is in support of this likeness between BITrS and BIDS as opposed to BITS. In the ${ }^{19} F-n m r$, both $\sigma_{I}$ 'd and $\sigma_{R}$ 's were more similar between BIDS and BITrS than between either and BITS, and the similarity between BIDS and BITrS is also greater firr SSSN (and NSSN) dihedral angles.

There is a considerable variety of other data which provides "circumstantial evidence" in support of some special stability for tetrasulfur chains. Firstly, preparative work: as noted earlier*, BITS can be prepared in a wide variety of different ways. In many cases it is the only member of the homologous series which is isolated; e.g. the spontaneous decomposition of initially solid N-benzylheptasulfurimide results in good yield of BITS, and negligible amounts of other benzylidenimine polysulfides. Homologues with chains of more than four sulfur atoms have not been found.

Thermal decomposition studies on non-aromatic compounds containing polysulfide chains have also indicated a pattern of strong-weak-strong bonds in tetrasulfides. ${ }^{53,54}$

Tobolsky, et. al. ${ }^{54}$ have found from mass spectroscopic and kinetic studies (see Table 16 ) that the central bond in dimethyltetrasulfide is considerably weaker than the S-S bond in dimethyltrisulfide, which in turn is weaker than that in dimethyldisulfide. Furthermore they have found that the $\mathrm{MeS}_{2}$. radical is much less reactive than the MeS. radical. (While MeS. and other RS. radicals readily abstract hydrogen from triphenylmethane and add to double bonds, heating dimethyltetrasulfide in $\mathrm{CCl}_{4}$ solution with triphenylmethane and with cyclohexene \{i.e. under conditions known from esr studies to produce radicals, specifically the $\mathrm{MeS}_{2}$. radical\} produced ro hydrogen abstraction on double-bond addition over

[^9]Table 16 from Reference 53, p. 1908
Data collected by Muller and Hyne ${ }^{53}$ from data originally
published by Tobolsky, et. al., 54 and Pryor $5 \frac{5}{5}$ Compound Bond dissociation energy, kcal/mol

MeS-SMe $69^{*}$

HS-SH
$72^{+}$
$\mathrm{HO}-\mathrm{OH}$
$48^{+}$
MeS-S-SMe $(46)^{*}$

HS-S-S-SH $64^{\dagger}$
$\mathrm{MeS}_{2}-\mathrm{S}_{2} \mathrm{Me}$ $37^{*}$
$\mathrm{S}_{8} \xrightarrow{\text { ring } \rightarrow}{ }_{8}^{\text {chain }} 33^{*}$
HS-H $89^{\dagger}$
*From Tobolsky, et. al. ${ }^{54}$ tFrom Pryor ${ }^{55}$.
periods greater than 100 hours.) Tobolsky, et. al., ${ }^{54}$ have extended the studies to other organic $R S$. and $R S_{2}$. fragments, and found a consistant pattern of stability. Muller and Hyne ${ }^{53}$ similarly found the $H_{2}$. fragment to be less reactive than the $H$. radical. Assuming an inverse correlation between bond dissociation energy and bond length, then, the studies of Hyne, et. al., and Tobolsky, et. al., are rather suggestive of an unusually long central bond in tetrasulfur linkages in general. (Note that the substituents here are alkyl groups rather than conjugating aromatic species.)

Some crystallographic evidence suggests bond length alternation in non-aromatic polysulfides.

Abrahams and Grison ${ }^{44}$ studied the structure of cesium hexasulfide in 1953, and found alternation in the sulfur-sulfur bond lengths.

Table 17: Reported bond lengths in $\mathrm{Cs}_{2} \mathrm{~S}_{6}{ }^{44}$

$$
\begin{aligned}
& S_{1}-S_{2}=1.99(3) \AA \\
& S_{2}-S_{3}=2.10(3) \AA \\
& S_{3}-S_{4}=2.03(3) \AA \\
& S_{4}-S_{5}=2.12(3) \AA \\
& S_{5}-S_{6}=2.03(3) \AA
\end{aligned}
$$

The first, third, and fifth bonds, with a maximum deviation of $0.03(4) \AA$ from the "best value" of $2.02(2) \AA$, are clearly not significantly different; the second and fourth bonds, each deviating by $0.01(4)$ from the mean of 2.11(2), are also not significantly different. In comparing the two means, correlation should be taken into account, so that the pooled standard deviations become

$$
\sigma_{L}=\sigma_{1}^{2},{ }^{3}, 5^{+\sigma_{2}}{ }^{2}{ }^{4}+2 \sigma_{c}^{2} \cos \theta,
$$

where $\sigma_{c}$ is the positional error in the shared atoms $=0.0218$, and $\theta=$ average bond angle $=108^{\circ} 48^{\prime} . \sigma_{L}$ then equals $0.032 \AA$, and the difference, $0.09 \AA$, between the two types of
bonds is 2.9 standard deviations--an apparently significant difference.

The structure was refined at the time by the double Fourier technique, using an overall temperature factor for a total of 26 variables and over 400 independent observed reflections. The refinement had been only carried to $R=0.194$ and it seemed iikely that further refinement by full-matrix least squares might be possible. This was carried out using the published parameters and structure factors. fit first an overall temperature factor was refined, then isotropic temperature factors on all atoms, and firally With anisotropic components on the cesium atoms. Refinement in each case was continued until maximum shiftlernorso. 5 . An attempted refinenent with anisotropic temperature conponents on the sulfurs resulted in non-positive-definite components on several sulfur atoms, i.e. physically meaningless mos amplitudes of thermal vibration. Hamilton's R-test ${ }^{35 b}$ showed that anisotropic temperature factors on cesium and isotropic temperature factors on the sulfur atoms were an improvement over the overall temperature factor model at (at least) the $10 \%$ conficence level. (The R-test was based on the weighted R-factor, in turn based on Crusaknhank weighting schemes which were fairly successful in nomalizing the curve of $F_{0}$ vs w $\Delta^{2}$.) The unweighted R-factor refined finally to 0.170. The final sulfur-sulfur bond lengths are shown in Table 18.

Table 18: Refined bond lengths in $\mathrm{Cs}_{2} \mathrm{~S}_{6}$

$$
\begin{aligned}
& S_{1}-S_{2}=2.025(26) \\
& S_{2}-S_{3}=2.028(24) \\
& S_{3}-S_{4}=1.998(25) \\
& S_{4}-S_{5}=2.116(26) \\
& S_{5}-S_{6}=2.025(26)
\end{aligned}
$$

The changes are not significant with respect to the errors in them, yet virtually all semblance of bond-length alternation has vanished, though the bonds appear no more equivalent than ever. The limiting quantity in the least squares refinement is the quality of the data and recollection is clearly necessary before any conclusions could be drawn from $\mathrm{Cs}_{2} \mathrm{~S}_{6}$ that would have any relevance to the present study. This leaves little crystallographic data to support alternation in non-aromatic polysulfides. In evidence against $S-S$ bond length alternation in non-aromatic systems are several crystal structure determinations involving chains of dicovalent sulfur between non-aromatic systems which do not show significant bond length alternation (Table 19). In many cases the structures have not been determined with sufficient precision to identify $S-S$ bond differences of the order of $0.05 \AA$, such as found in BITS and compound I. Among those which might have had sufficient precision to find such alternation are tetrathiadecalin ${ }^{56}$ (Figure 13 ), in which no significant

Table 19
Bond lengths in chains of four or more dicovalent sulfur atoms (in order of decreasing apparent difference between inner and outer bonds)
Entry No. Compound
Bonds References
Inner Outer
Innermost Outermost



Figure 13.
alternation was found ( $\Delta$ inner-outer $=0.005(9) \AA$ ), and $1,4-$ hexasulfur diimide ${ }^{57}$, where the inner bond was found to be greater than the outer bonds in the tetrasulfur chain by only $0.010(7) \AA$. Foss and Marøy ${ }^{58}$ found an inner $S-S$ distance of $2.054(10) \AA$ and an outer distance of $2.025(15) \AA$ for the dicovalent tetrasulfur chain in $\mathrm{CI}_{2} \mathrm{en}_{2} \mathrm{CO}^{I I I} \mathrm{~S}_{6} \mathrm{O}_{6} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ with a bond angle of $105.8(7)^{\circ}$. This is a difference of $0.029(20) A$, significant only at the $15 \%$ confidence level and therefore not acceptable. (The difference is of interest, however, in the light of this study since it is as consistent with a larger distance as with a smaller one--i.e. a difference of $0.058 \AA$ is as likely as one of $0.000 \AA$. The determination is only precise enough to be tantalizing,

Abrahams and Bernstein ${ }^{7}$ obtained two inner and two outer independent $S-S$ distances in their careful redetermination of the structure of $\mathrm{BaS}_{4} \cdot \mathrm{H}_{2} \mathrm{O}: 2.0633(38)$, $2.0690(35) \AA$ (inner) and $2.0793(33), 2.0624(36) \AA$ (outer).

They discuss the statistical implications in detail. Although they did not conclude definitely that the differences
were not significant, the probability that the inner bond in $\mathrm{BaS}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ is longer than the outer bond by more than $0.01 \AA$ is less than 0.5\%.

The observation of substantial tetrasulfide bond length alternation in two aromatic compounds and in virtually no non-aromatic compounds implies that the $\pi$-orbitals of attached substituents directly influence the bond order in the terminal sulfur-sulfur bonds. Contribution to the observed effect from internal redistribution of electron density in the chain is apparently small.

Apparently there must be more than one contributing factor to account for the observed sulfurmsulfur bond lengths in the three compounds. These observations can probably be interpreted in terms of some conbination of effects, including hyperconjugation, internal redistribution of $\pi$-electron density within the sulfur chain, and d-orbital polarization by the adjacent nitrogen atoms, no one of which hypotheses is adequate by itself.

## CHAPTER 7: SUMMARY OF CONCLUSIONS

(I) The crystal and molecular structures of benzylidenimine tetra-, tri-, and disulfides have been determined.
(2) The $S-S$ bonds in BITS alternate in length--short-long-short--by an amount judged to be "significant".
(3) A cis-cis orientation of the benzylidenimine substituents with respect to the SSS planes was found in BITS.
(4) Molecular configurations of the three molecules appear to be dictated by the requirement that SSSS dihedral angles be near $90^{\circ}$ rather than by packing considerations.
(5) S...0 non-bonded interaction as a possible explanation for the observation of Ricci and Bernal ${ }^{9}$ is rejected.
(6) An explanation for the amount of $S-S$ bond length alternation found, based solely on differences in the inductive effect at different distances from the benzylidenimine substituents, has been rejected.
(7) Hyperconjugation as a possible explanation is inadequate.
(8) The hypothesis of a peculiar uniqueness of the tetrasulfur chain cannot be completely ruled out, but is inadequate in itself.
(9) A "butadiene-like" conjugative explanation ( $p \pi-p \pi$ ) has been ruled out.
(10) Conduction of $\pi$-electron density from one benzene ring to the other is unlikely.
(II) Polarization of the d-orbitals by the adjacent nitrogen atoms probably accounts for some, but not all, of the observed bond length alternation.
(12) A combination of effects involving $d \pi-p \pi$ orbital overlap to produce multiple bond character in the outer sulfursulfur bonds of BITS appears necessary to explain the observations.

APPENDIX: CRYSTAL AND MOLECULAR STRUCTURE
OF O-CHLOROBENZYLIDENIMINE DISULFIDE (O-CLBIDS)

Solution of the structure of o-ChloroBenzylidenImine DiSulfide was undertaken at a time when the structure of the unsubstituted disulfide (BIDS) was defying solution, in the hope that its molecular configuration might provide clues to the solution of the structure of BIDS. It was not used for this purpose, however, since the structure of BIDS was solved independently (see Chapter 5) at about the same time that the structure of $0-C I B I D S$ was solved. Because the compound was not exactly homologous with the series of unsubstituted benzylidenimine polysulfides, and because the precision of the determination was too poor for comparisons with the other compounds to be of general utility, it has not been included in the main body of the thesis.

## A. Solution of the Structure

The compound was obtained from the reaction of sulfur with benzylamine in the presence of lead oxide as a sulfide scavenger:
$5 \mathrm{~S}+2 \mathrm{O}-\mathrm{ClC}_{6} \mathrm{H}_{4} \mathrm{CH}_{2} \mathrm{NH}_{2}+3 \mathrm{PbO} \rightarrow 3 \mathrm{PbS}+\left(\mathrm{O}-\mathrm{ClC}_{6} \mathrm{H}_{4} \mathrm{CHN}\right)_{2} \mathrm{~S}_{2}+3 \mathrm{H}_{2} \mathrm{O}$.
The product was purified by fractional crystallization from methanol and further recrystallization from benzene to give white needles melting at $130-1^{\circ}$.

Weissenberg Okl and lkl photographs showed that the crystal class was monoclinic and confirmed the space groups as $P_{2} / \mathrm{c}$; these films and all subsequent measured intensities were only consistent with systematic absences of type hol for $\ell$ odd and $0 k 0$ for $k$ odd. Accurate cell parameters were determined by least squares refinement of $a, b, c$, and $\beta$ to the diffractometer-measured $2 \theta$ angles of 20 reflections to be $a=4.867(2), b=25.773(6), c=12.404(3) \AA$ and $\beta=104.95(3) A$. Intensity data were collected on the Syntex automatic diffractometer (conditions as specified pp. 65-6) from a crystal measuring $0.033 \times 0.04 \times 0.27 \mathrm{~mm}$. No absorption corrections were made; the maximum variation in transmission factor would be $\pm 7.5 \%$ ( $\mu=6.72 \mathrm{~cm}^{-1}$ for MoK $\alpha$ radiation). A total of 936 reflections were measured in one asymmetric zone. The intensities of 818 symmetry independent non-zero reflections were obtained after averaging, 505 of which were larger than three standard deviations in the intensity. Standard deviations were obtained from:

$$
\sigma_{I}^{2}=\sigma_{\text {counting }}^{2}+\left(0.025 F_{0}^{2}\right)^{2}
$$

The XRAY67 program DATFIX was used to estimate an overall temperature factor and absolute scale factor and to calculate quasi-normalized structure factors (E's). The XRAY67 programs SIGMA2 and PHASE were applied to the resulting E's to obzain phases (signs); PHASE determined 71 signs to
be positive and 71 negative. The positions of the two sulfur atoms and the two chlorine atoms were determined from the Fourier (E) map calculated from the 142 signed E's.

The rest of the structure was gradually elucidated using electron density and difference Fourier maps calculated using the full data set and phases calculated from the atoms already discovered. The assumption was made that the two $\mathrm{SNC}_{7} \mathrm{Cl}$ moieties were each planar with $120^{\circ}$ angles at carbon and nitrogen. Least squares refinement cycles were carried out first allowing all atoms to vary isotropically. Eventually the sulfur and chlorine atoms were varied with anisotropic temperature factors, for a total of 101 variables. The final ratio of observed reflections to variables was 5.0:I. A Cruickshank weighting scheme (p.67) was applied with final coefficients $A=0.7, B=0.01, C=0.001, D=1000$. The final unweighted R-factor ("observed" reflections only) was 0.0605 at a maximum shift/error of 0.43 ; the average shift/error at this point was 0.10. The final weighted R-factor (all reflections) was 0.067 .

## B. Description of the Structure

The final refined atomic positional and thermal parameters are given in Table 20. Table 21 lists observed structure factors and those calculated using the final positional and thermal parameters of the refinement. Figure I4 shows the numbering system used in a stereoscopic view of the moler ule. Bond lengths and angles are in Table 22.

Table 20
o-ClBIDS positional and thermal parameters

|  | $x / \mathrm{a}$ | y/b | $z / b$ | $B\left(A x 10^{3}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $S_{1}$ | . 2692 (10) | . 1190 (2) | . 3244 (4) | ----- |
| $\mathrm{S}_{2}$ | . 3681 (10) | . 1930 (2) | . 2956 (4) |  |
| $\mathrm{Cl}_{1}$ | . 2576 (11) | . 1799 (2) | .6041(4) | ----- |
| $\mathrm{Cl}_{2}$ | . 8058 (12) | . $0533(2)$ | . 0581 (4) | ----- |
| $\mathrm{N}_{1}$ | . 527 (3) | .0910(5) | . 4276 (10) | 44(4) |
| $\mathrm{N}_{2}$ | . 546 (2) | . 1943 (5) | . 1926 (10) | 36(4) |
| $C_{1}$ | . 746 (4) | . 1180 (6) | . $4787(12)$ | 43(5) |
| $C_{2}$ | . 953 (4) | . 0893 (7) | . 5670 (13) | 45(5) |
| $\mathrm{C}_{3}$ | .191(4) | . $1135(6)$ | . 5288 (13) | 46(5) |
| $C_{4}$ | . 409 (4) | . 0917 (7) | . $7133(13$ ) | 50(5) |
| $C_{5}$ | . 364 (4) | . 0394 (6) | . 7356 (13) | 51(5) |
| $\mathrm{C}_{6}$ | . 120 (4) | . 0106 (6) | . $6792(13)$ | 50(5) |
| $\mathrm{C}_{7}$ | . 914 (4) | . 0364 (6) | . 5947 (13) | 49(5) |
| $\mathrm{C}_{8}$ | . 615 (3) | . 1525 (6) | . 1514 (12) | $37(5)$ |
| $\mathrm{C}_{9}$ | . 761 (3) | . 1595 (6) | . $0602(12)$ | 40(5) |
| $C_{10}$ | . 863 (3) | . 1155 (8) | . 0143(12) | 39(5) |
| $C_{11}$ | . 016 (3) | . 1194 (6) | .9316(12) | 39(5) |
| $C_{12}$ | . 054 (3) | . 1675 (6) | . 8926 (13) | 44(5) |
| $C_{13}$ | . 960 (4) | . $2127(7)$ | . 9325 (13) | 51(5) |
| $c_{14}$ | . 803 (3) | . 2084 (6) | .0149(13) | 43(5) |

Anisotropic thermal parameters $\underline{\underline{U}}\left(\AA x 10^{3}\right)$

|  | $U_{11}$ | $U_{22}$ | $U_{33}$ | $U_{12}$ | $U_{13}$ | $U_{23}$ |
| :--- | ---: | :---: | :---: | :---: | :---: | ---: |
| $S_{1}$ | $46(4)$ | $94(5)$ | $47(3)$ | $-13(4)$ | $15(3)$ | $5(3)$ |
| $S_{2}$ | $5 I(4)$ | $72(4)$ | $41(3)$ | $I 2(3)$ | $15(3)$ | $-2(3)$ |
| $C I_{1}$ | $69(4)$ | $5 I(4)$ | $66(4)$ | $-15(3)$ | $17(3)$ | $-4(3)$ |
| $C I_{2}$ | $126(6)$ | $48(3)$ | $68(4)$ | $I 5(4)$ | $38(4)$ | $-0(3)$ |

Figure 14. Stereoscopic View of the o-CIBIDS Molecule down the a Axis


Table 21: o-ClBIDS Observed and Calculated Structure Factors ( $x 10$ ), Unobserved Reflections Indicated by :










[^10]Table 22
Molecular geometry of o-chlorobenzylidenimine disulfide (o-ClBIDS)

Bond distances in $\AA$

| $\mathrm{S}_{1}-\mathrm{S}_{2}$ | $2.022(7)$ | $\mathrm{C}_{1}-\mathrm{C}_{2}$ | $1.480(21)$ | $\mathrm{C}_{8}-\mathrm{C}_{9}$ | $1.496(25)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{S}_{1}-\mathrm{N}_{1}$ | $1.704(2)$ | $\mathrm{C}_{2}-\mathrm{C}_{3}$ | $1.367(22)$ | $\mathrm{C}_{9}-\mathrm{C}_{10}$ | $1.413(23)$ |
| $\mathrm{S}_{2}-\mathrm{N}_{2}$ | $1.719(14)$ | $\mathrm{C}_{3}-\mathrm{C}_{4}$ | $1.401(21)$ | $\mathrm{C}_{10}-\mathrm{C}_{11} 1.418(24)$ |  |
| $\mathrm{Cl}_{1}-\mathrm{C}_{3}$ | $1.785(17)$ | $\mathrm{C}_{4}-\mathrm{C}_{5}$ | $1.404(24)$ | $\mathrm{C}_{11}-\mathrm{C}_{12} 1.360(23)$ |  |
| $\mathrm{CI}_{2}-\mathrm{C}_{10}$ | $1.741(17)$ | $\mathrm{C}_{5}-\mathrm{C}_{6}$ | $1.423(23)$ | $\mathrm{C}_{12}-\mathrm{C}_{13} 1.388(25)$ |  |
| $\mathrm{N}_{1}-\mathrm{C}_{1}$ | $1.294(20)$ | $\mathrm{C}_{6}-\mathrm{C}_{7}$ | $1.415(22)$ | $\mathrm{C}_{13}-\mathrm{C}_{14} 1.430(26)$ |  |
| $\mathrm{N}_{2}-\mathrm{C}_{8}$ | $1.274(21)$ | $\mathrm{C}_{7}-\mathrm{C}_{2}$ | $1.429(24)$ | $\mathrm{C}_{14}-\mathrm{C}_{9} 1.415(22)$ |  |

Bond angles in degrees
$\mathrm{S}_{2} \mathrm{~S}_{1} \mathrm{~N}_{1} \quad 111.7(5) \quad \mathrm{Cl}_{2} \mathrm{C}_{10} \mathrm{C}_{11} \quad 116.7(12) \quad \mathrm{C}_{8} \mathrm{C}_{9} \mathrm{C}_{10} \quad 119.4(14)$
$\mathrm{S}_{1} \mathrm{~S}_{2} \mathrm{~N}_{2} \quad 109.7(5) \quad \mathrm{C}_{1} \mathrm{C}_{2} \mathrm{C}_{3} \quad 120.3(15) \quad \mathrm{C}_{8} \mathrm{C}_{9} \mathrm{C}_{14} \quad 123.5(15)$
$\begin{array}{lllll}\mathrm{S}_{1} \mathrm{~N}_{1} \mathrm{C}_{1} \quad 119.7(11) & \mathrm{C}_{1} \mathrm{C}_{2} \mathrm{C}_{7} \quad 123.3(14) & \mathrm{C}_{10} \mathrm{C}_{9} \mathrm{C}_{14} 117.1(16)\end{array}$
$\begin{array}{lllll}\mathrm{S}_{2} \mathrm{~N}_{2} \mathrm{C}_{8} \quad 121.4(12) & \mathrm{C}_{3} \mathrm{C}_{2} \mathrm{C}_{7} \quad 116.4(14) \quad \mathrm{C}_{9} \mathrm{C}_{10} \mathrm{C}_{11} 122.6(15)\end{array}$
$\begin{array}{llllll}\mathrm{N}_{1} \mathrm{C}_{1} \mathrm{C}_{2} \quad 114.2(14) & \mathrm{C}_{2} \mathrm{C}_{3} \mathrm{C}_{4} \quad 127.3(16) \quad \mathrm{C}_{10} \mathrm{C}_{11} \mathrm{C}_{12} \quad 117.8(15)\end{array}$
$\begin{array}{lllll}\mathrm{N}_{2} \mathrm{C}_{8} \mathrm{C}_{9} \quad 115.3(14) & \mathrm{C}_{3} \mathrm{C}_{4} \mathrm{C}_{5} \quad 114.0(15) & \mathrm{C}_{11} \mathrm{C}_{12} \mathrm{C}_{13} & 123.4(17)\end{array}$
$\mathrm{CI}_{1} \mathrm{C}_{3} \mathrm{C}_{2} \quad 120.4(12) \quad \mathrm{C}_{4} \mathrm{C}_{5} \mathrm{C}_{6} \quad 123.8(14) \quad \mathrm{C}_{12} \mathrm{C}_{13} \mathrm{C}_{14} \quad 118.5(16)$
$\mathrm{Cl}_{1} \mathrm{C}_{3} \mathrm{C}_{4} \quad 112.9(12) \quad \mathrm{C}_{5} \mathrm{C}_{6} \mathrm{C}_{7} \quad 117.5(15) \quad \mathrm{C}_{13} \mathrm{C}_{11} \mathrm{C}_{9} \quad 120.5(15)$
$\mathrm{Cl}_{2} \mathrm{C}_{10} \mathrm{C}_{9} \quad 120.7(13) \quad \mathrm{C}_{6} \mathrm{C}_{7} \mathrm{C}_{2} \quad 121.0(15)$
Selected intermolecular contact distances

| $\mathrm{S}_{1} \ldots \mathrm{C}_{8}$ | $3.46(2)$ | $\mathrm{C} 1_{1} \ldots \mathrm{C}_{13}$ | $3.56(2)$ | $\mathrm{C}_{4} \ldots \mathrm{C}_{7}$ | $3.48(3)$ |
| ---: | ---: | ---: | :--- | :--- | :--- |
| $\mathrm{Cl}_{1} \ldots \mathrm{C}_{1}$ | $3.54(2)$ | $\mathrm{Cl}_{1} \ldots \mathrm{~N}_{2}$ | $3.59(1)$ | $\mathrm{C}_{4} \ldots \mathrm{C}_{11}$ | $3.52(2)$ |

The average C-C distances for the two rings are $1.406 \AA$ and $1.404 \AA$ respectively; the maximum and average deviations from the overall mean of $1.405 \AA$ are 0.045 and $0.016 \AA$. The average $C-C-C$ angles for the two rings are each $120.0^{\circ}$; the maximum deviation of any ring angle from $120^{\circ}$ is $7.4^{\circ}$, the average deviation $3.3^{\circ}$.

The "best value" $N-S, C-C l, C=N$ and exocyclic $C-C$ distances are respectively 1.712(9), 1.763(12), 1.282(14) and $1.484(16) \AA$. For the SSN, SNC, and NCC angles the "best values" are respectively $110.8(4)^{\circ}, 120.1(8)^{\circ}$, and $114.5(9)^{\circ}$. The sum of the angles around the carbon atoms to which the chlorine atoms are attached is in each case 360 . The chlorine atoms bend away from the exocyclic carbon atoms, however (contact distances $\mathrm{Cl}_{1} \ldots \mathrm{C}_{1} 3.03(2) \AA$ and $\mathrm{Cl}_{2} \ldots \mathrm{C}_{8} 3.05(2) \AA$ ), so that the four CICC angles are not equivalent, the inner one being $120.4(9)^{\circ}$ and the outer one $114.2(9)^{\circ}$.

The difference between the sulfur-sulfur bond length in o-CIBIDS and the inner distance in BITS is definitely significant at $0.062(8) A$. The difference from the $S-S$ bond in $\operatorname{BITr} S$, at $0.027(9)$, is also probably significant, but the differences from the BIDS $S-S$ bond and the outer $S-S$ bonds in BITS, at $0.013(8)$ and $0.004(8)$ respectively, are not significant. Thus, the $\mathrm{S}-\mathrm{S}$ bond in o-ClBIDS is consistent
with expectations based on the number of sulfur atoms in the chain, but provides no new information.

The difference of the average $S-N$ bond length at 1.712(9) from the weighted average of the other three compounds $\{1.689(2) \AA\}$ is $0.023(10) \AA$, possibly significant. The difference from the $S-N$ bond in $\operatorname{BITrS}\{1.666(10)\}$ is more definitely significant ( $\Delta / \sigma=3.4$ ).

The carbon-chlorine bond is significantly longer than the 1.70(1)\& quoted in Interatomic Distances Supplement ${ }^{10}$ for the aromatic $C-C I$ average distance ( $\Delta / \sigma=4.0$ ), and is quite close to the value quoted therein $\{1.767(5) \&\}$ for the paraffinic $C-C I$ bond ( $\Delta / \sigma=0.3$ ).

The nitrogen-carbon and exocyclic C-C distances do not deviate significantly from those found in the other three benzylidenimine polysulfides studied $\left\{\Delta_{N C}=0.017(14)\right.$ and $\Delta_{c-c}=0.021(16) 3$.

The SSN angle average is not significantly different from the value from the other three structures $\left\{\Delta=0.2(4)^{\circ}\right\}$. The SNC and NCC angles $\left\{120.6(8)^{\circ}\right.$ and 114.8(10) ${ }^{\circ}$ respectively\} are both less than those found in the unsubstituted compounds, however: $\Delta_{S N C}=3.9(8)^{\circ}$ and $\Delta_{\mathrm{NCC}}=6.6(10)^{\circ}$.

The general molecular configuration is similar to that in BIDS in that, unlike BITS and BITrS, the packing along the short axis is determined by phenyl ring contacts rather than sulfur-sulfur contacts. The cant of the rings
with respect to the short axis (in this case a) is less than in BIDS, accounting for the relatively shorter short axis. The shortest intermolecular contact distance is $S_{1} \ldots C_{8}$ at $3.46(2) \AA$ (Van der Waal's sum $3.55 \AA^{30}$, but see p. 76) ; there are no other unusually short contact distances.
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[^0]:    Calculated for $\mathrm{C}_{14} \mathrm{H}_{12} \mathrm{~N}_{2} \mathrm{~S}_{4}$ (molecular weight 336):
    C,49.97; H,3.59; N,8.32; S,38.11. Found ${ }^{14 \mathrm{C}}$ (332):
    C,49.54; H,3.67; N,8.70; S,37.70.

[^1]:    *See page 17.

[^2]:    * 

    See page 22.

[^3]:    $\%$
    A brief discussion of the theoretical basis for 21 e direct methods can be found in Stout and Jensen, Chapter 13. For a more thorough treatment see Woolfson. ${ }^{23}$

[^4]:    *See page 4 and reference (14) for other methods of synthesis.

[^5]:    *This and all subsequent Fourier syntheses were carried out by the FORTRAN program SYMFOU.

[^6]:    
    
    
    
     …................................... . .
    
    
    
    

[^7]:    "See pages 21-23 for the use of direct methods program:.

[^8]:    *see
    page 26.

[^9]:    *Page 4; Reference 14.

[^10]:    
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