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\ ABSTRACT
|

* Interest in the processes of urban growth and innovation diffusion

\
|

has not been restrlcted to geography, but has proliferated through
related disciplines su¢\\as economics, sociology and regional science.
However, it can be sald\tﬁft both inside and outside geograp Ilttle

in the way of detailed ttthion has been focussed upon the interface
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between the two processefs; t¥at is, the relations between innovation

diffusion and urban growﬁh. in this thesis, several aspect7 of these
relations are examined. ' \ . }
. ‘ /

4
. The greater part of the analysis carried out in t#is thesis utilises

hypothetical data, althoug real\data for one diffusion prﬁcess‘(Planned
Regional Sﬂopping Coﬁtres iA Cang a) are used in an attemét to ascertain
the genergl viability of the spatial diffusion model as an integral part
of an innovation - based growth mod;; The use of hypoth%tlcal data in
the greater part of the analysis not only simplifies the naly51s but
also allows a degree'of experimentation that would not be|possible given
the constraints often imposed upon the researcher by (real) data availa-

bility.

A spatiel diffusion model is developed. In contrast to other

spatial diffusion models, this model follows the diffusion 'of what is
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termed the 'general innovation', and its results are not specific to the

e
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diffusion of one innovation or éroup of innovations. Conseq&ently, the

model is able, both conceptually and practically, to take into account
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the diffusion of many innovatlons, whose origin may not be the same, within '
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the same system of cities over the same time period. Summary measures

uponp the general diffusion process are developed, and the diffusion process is

simulated within hypothetical systems of cities with different parameters.
Variation in the summary measures on the general diffgsion process is

shown to be an identifiable function of variation in the parameters of

the system of cities in which diffusion occurs. This abilif& to comprehen-
sively link the form of the diffusion process to that of the space in
which diffusion occurs is an important contribution to existing knowledge
of diffusion processes,

If the adoption of innovations by cities is equateé with growth,
or with growth at some rate above system norms, variation in the growth
pattern for a system of cities can be intuitively linked to variation in
the diffusion process within that system. To establish this relationship
_ more precisely, a simple growth model using the results of the spatial
diffusion m;del as input is developed, and the grqwﬁh pattérns produced
in a hypothetical system of cit}es quer digfefent conditions observed.

It is seen that sevéral of these growth patterns resemble closely those
identified for several real systems of cities over.sgg; time periods,
which indicates that innovation may indeed provide a reasonable basis
for modeiling growth within a system of cities. The simple grovtg model
is dynamic because diffusion influences ufﬁan growth and urbgn growth
influences diffusion.

3

This research does noi pretend to offer éﬁsolution to the urban

growth problem. However, it does investigate some of the spatial properties

of systems of cities, properties largely ignored in many other approaches
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to the urban growth problem, and the possible implications of these

properties for urban growth,
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CHAPTER 1
AIMS AND INTENTIONS

The aim of this thesis is to develop a model of growth within a
system of cities, based upon the spatial diffusion of inncovation. It is
not maintained that innovation diffusion, or any other single factor,
can produce a tdtally adequate explanation of urban growth. Instead,
the intention is to demonstrate that a simple growth model bsased ;pon
the spatial diffusion process is able to replicate some important regu-
larities observed within the growth process, while at the same time
yielding some insight into the nature of that p;ocess.

The problem posed is thus: given data on the location and size
of cities, knowing how information flows depend on distance, given the
number of innovations produced in a time period and the potential effect
of any one innovation on the growth of a single city, estimate the pattern
of growth rates within thglggstem of cities. The problem is tackled in
several stages. A model of the diffusion of innovations is developed in
which it is assumed that the location pattern reflects the accessibility
of cities to information about innovations, an assumption which is
Justified by some empirical analysis. It is possible to estimate from !
this model how the expected time taken for an innovation to reach a
city (adoption time) depends on the access of that city to information

about that innovation: because of the complexity of the model, this

estimate is obtained by regression on many simulations of the diffusion

1



process. Then the relationship between these adoption times and the system
parameters (the location and size of cities, and the effect of distance

on information flows) is estimated. At this point, the diffusion

model is solved, and can be applied to the analysis of growth rates.

Given the available data, s simple growth model is used to link adoption

of innovations to growth and to examine the manner in which patterns of
growth depend on the impact of individual innovations and the size of

any one city. The aim of the thesis, of solving an innovation - growth
model, has been accomplished: given system parameters, the rates‘of

growth of cities in that system can be predicted by the model.

In terms of organisation,the research material is presented in
three sections. The first section (Chapters 2 and 3) places the thesis
in its general context and examines the major methodologies available to
make the chosen model operational; the second section (Chapters 4 and 5) v
presents the diffusion model and investigates its properties; aﬁd the third
section (Chapters 6 & T) develops and evaluates a simple growth model
and proposes some avenues for further research.

Chapter 2 emb;aces two important themes. Firstly, because it is
desirable to keep the properties and implications of existing theory in
mind (Richardson, 1973b), impgortant elements of two approaches to the
explanation of urban growth, the economic and the statistical, are
examined. Throughout this partial review of existing theory, particular
attention is paid to the manner in which space is treated, which has usually

been inadequate. This abstract discussion is counterbalanced by a brief

review of some of the major empirical 'system' regularities in the urban
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growth process, using Published work on Central Canada as a source of
data: for example, it is observed that the variance of city growth rates
is negatively correlated with city size (Barber, 1972). Secondly, since
the nature of the relationship between invention and innovation and urban
growth has been subject to obfuscation and ambiguity (for. example, consider
the work of growth pole theorists such as Lasuén, 1969:1973), a detailed
examination of this relationship is undertaken. It is observed that such

a relationship does exist and that it provides a viahle base for the
development of a model of growth within a system of cities. The ;roblem
tackled in Chapter 3 is one of selecting the appropriate methodology by
wvhich to model the diffusfbn\process. Two such methodologies, the economic
and the spatial, are considered. Because evidence presented in the
literature does not demonstrate the superiority of either methodology
(Sheppard, 19T4), the analysis of an.available data set, that for the
diffusion of Planned Regional Shopping Centres in Canada, is undertaken.
The model developed to investigate the diffusion of Planned Regional
Shopping Centres separates the effects of market size, information
availability and demand for the innovation, since a failure to do so has
handicapped.previous efforts to model this and similar diffusion processes.
The resufég of this analysis point toward the suitability of the spatial
;pproach to diffusion modelling, and are considered important because

this particular diffusion process has been interpreted as an aspatial,
economically - determined one (Cohen, 1972). A brief reviéﬁ of the major

elements within the spatial approach to diffusion modelling and of two

works which antecede this one, Pedersen (1970) and Robson (1973), completes

"
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the first section of the thesis.

Given the viability of the spatial approach to diffusion model-
Ying and keeping the shortcomings of previous modelling efforts in mind,
a spatial diffusion model is proposed, and its properties investigated
through the simulation of the diffusion process within a hypothetical
system of cities (Chapter k). However, although they yield considerable
insight into the nature of the diffusion process, the results produced by
such & simulation are specific ta the system ¢of cities in which diffusion

A ]
occurs. Since the way in which the form of the diffusion process responds

to changes in t%e parameters of the system of cities is of consdderable
relevance, both in the diffusion context and the growth context, it is
examined in Chapter 5. This ex;;inatign is carried out by repeatedly
simulating the diffusion process within systems of cities incorporating
different combinations of critical system parameters. The structure of
each of these diffusion processes is summarised by a regression of two
- information potential measures on each city's mean adoption time.
Variation in the coefficients of this regression is then linked to
variation in the system parameters through regression. The regularity
of these responses permits the estimation of city adoption times within
any comparable system of cities in which the critical parameters and city
information potential scores are known. This analysis of the properties
of the diffusion model completes the second section of the thesis.

In the third and final section of the thesis, the relisbility

of the estimates of city adoption times and, conéequently, of the analysis

,carried out in Chapter 5, is tested and a simple growth model is developed.

-
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The properties of the simple growth model are investigated through simu-
lation within a hypothetical system of cities. Given knowledge of the
kinds of responses initiated in the form of the diffusion process by
changes in the parameters of the system of cities (Chapter 5), in these
simulations attention is focussed upon the nature of changes in the
distribution of growth rates initiated by changes in the exogenously -
determined parameters of the growth model. This simulsation analysis

is quite extensive, but at the same time limited; for example, only one
form of the growth model is experimented with. Indeed, it become;
increasingly apparent that, although the objective set at the beginning
of the thesis - of demonstrating that a simple growth model based upon
the spatial diffusion process is sgble to produce reasonable distributions
of city growth rate; ~ is met, additional insight into the nature of the
growth process might be obtained if further snalysis using this model were
to be undertasken. Some possibilities for further research are outlined
and commented upon in Chapter T. -

In sﬁmmary, this thesis produces three main results. Firstly,
the analysis of‘the Canadian Planned Regional Shopping Centre 3iffusion
demonstrates that it is possible to define the demand component within some
diffusion processes, and that such definition permits a more reasonable
testing of the economic and interaction hypotheses. Secondly, the
investigation of the properties of the spatial diffusion model through
simulation demonstrates the nature and properties of such a model in
a manner moré comprehensive than any that the author is familiar with.

Thirdly, the development of a simple growth model based upon the diffusion
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of innovations, and the investigation of its properties through simulation,
demonstrates that a growth model based upon the innovation diffusion
process is able to produce sets of growth rates similar to those found
within syéfems af cities,

The approach tq analysis adopted in this thesis involves the
handling of large amounts of hypothetical data. Where neceséary to the
understanding of results, summaries are included. Other data and/or the
computer programmes used to generate them can be obtained from the author
on request.

Equations are numbered consecutively in each chapter, but numbering
is re-commenced at the start of each chapter, If, at any point, an
equation from another chapter is referred to, it is preceded by the
number of the origin chapter. For example, in Chapter 5, reference is
made to equation (L.10).

The 1list that follows demonstrates the form of notation used
in this thesis. Only frequently used terms are included. Exceptions

to this form are indicated in the text.

Si = Size of city i
Pi = Population of city i
dij = Distance between city 1 and city
IiJ = Interaction between city i and city J
P = Probability of a message being passed from city i to
iJ
city J
Ai and Bi = Information potential measures for city i
(t) )

= Probability of adoption by city i in time period t

kel
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The probability that contact between a non - knower
and a knower leads to adoption

Mean adoption time for city 1

Variance of adoption time for city i

Population coefficients (parameters)

Sample coefficients

Estimates of sample coefficients

Parameter on distance Q%thin the gravity model
\

Slope of the rank size 3istribution

Cumulative probability of adoption by city i at a
given point in time

Growth rate of city i

The time period up to which adoption of an innovation
contributes to urban growth

The form of the growth increment
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CHAPTER 2

URBAN GROWTH

In order to place this work in context, some existing approsaches
to the urban growth problem are briefly reviewed. This review is divided
into two major sections; the first deals with some of the major theoretical
developments and the second with empirical anglyses of a single urban
system, that of Central Canada. The first of these sections, which is
the more extensive, examines two important theoretical aspproaches to the
explanation of urban growth, the economic and the statistical, and the

nature of the relationship between innovation and urbdban growth and its

'
¥

possible use as the basis of a growth model.

b

2.1 Theoretical Explanations

Although this thesis is concerned specifically with the nature
of the growth process within systems of cities, many urban growth models
are developed within simpler spatial frameworks. Thus, some theories
and models refer to growth within a single city or region , while others
refer to growth within complex systems of cities or regions. In this
first part of the chapter, the term 'regional growth' is used in both
the urban and the regicnal contexts.

2.1.1 Economic Models

"The existence of cities per se may be Jjustified
on soclal, political and cultural grounds, but these
criteria would not seem to demand cities of different



size. The most plausible systematic explenations of

vhy there is a distribution of city sizes are based

upon economic theory."(Richardson, 1973a, p. 157)

Richardson's viewpoint may be sound; nevertheless the majority of attempts
to explain regional growth through economic arguments are less plausible.
This point is illustrated by reference to four regional growth models
which are prominent in the literature. These particular modéls are

chosen not only for their prominence but also because they serve to
illustrate the diversity of opinion within this single approach to the
regional growth problem. Some reference is also made to econometric
models.

The expoﬂt base model has probably the longest history of any
regional growfh‘ﬁédel (North, 1955). One concept is central to the model.
Given that économic activity within a region can be divided into its
export (basic) and residentiary (non-basic) components, it is proposed
that growth in that region depends eptirely upon that of the export
sector. The relative performance of regions is thus linked to the
relative performance of their export industries, a viewpoint which
reflects the model's origins in trade theory (Richardson, 1973b). Such
a monocausal explanation is an appealing one, particularly in light of
the Pact that empirical evidence for Stockholm (Artle, 1965) and for
Philadelphia (Karaska, 1969) indicates that over 50% of the final demand
for goods produced in large cities is exte¥nal in origin. However,
the disadvantages of the model are numerous and far outnumber its

advantages. For example, the early work of Tiebout (1956) and of

Biumenfeld (1955) shows that the model is sensitive to the size of the



region and that it neglects the importance of a strong infrastructure
(residentiary sector) in promoting growth. The model also supposes a
free flow, and complete elasticity of supply, of/the factors of
production. Both Thompson (1968) and Richardson (1973b) point out the
genefal problems associated with such assumptions while Borts and Stein
(196k) ané Lane (1966) focus upon the effects of inelasticity in the
supply of labour upon the performance of the model.

Several attempts to overcome these problems have been made.

For example, Paelinck (1970) estimates the industry by industry

effects of increased demand for exports on growth. However, such efforts
have not substantially reduced the disadvantages asscciated with the
approach. This is evident in the recent work of Kottis (1972) and
Mattilla (1973), both of whom work with Michigan data, where the problems
of scale sensitivity (Tiebout, 1956) and definition of the export

sector (Isard, 1960) again aﬁpear.

If the export base model represents an over - simplified
approach to the regional growth problem, then the neoclassical model
represents an inappropriate one. The works of Borts (1960) and Borts
and Stein (1964) are the earliest attempts to incorporate aggregate
neoclassical growth theory within a regional framework. But as Richardson
(1973b) comments,

"It began a borrowing from the literature on growth

theory in general rather than working out an independent

approach to the specific theoretical problems raised

by the regional growth process." (Richardson, 1973b, p.2)

It is assumed that the relative growth of regions depends upon their

labour and capital productivity rates; capital flows from high to low

STy
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wage regions and labour in the opposite direction. The model therefore
implies that the prosperity of regions converges over time. However,
the inappropriateness of the neoclassical model, at the national as

well as the regional level, has frequently been pointed out (Richardson,
1973b). At the national scale, the assumptions of perfect competition,
full employment, a Cobb - Douglas production function, zero internal
transport cost and uniform (in terms of age) capital stock have come
under attack (Kaldor, 1966). At the regional scale, the opportunities
for criticism increase. For example, it has been shown that the policies
and problems existing at the national level, taxation and trade
imbalance for instance, are not of the same importance at the regioneal
level (Richardson,1973b). It is also obvious that the existence of
space itself makes the assumption of perfect competition impractical,
even ip theory, while the assumption of full employment is Jjust as weak
given that unemployment continues to be one of the most pressing
regional problems. However, despite these basic criticisms, the model
still has many ;Zherents (probably because it is still easier-to borrow
theory than to develop it) and it continues to yield neat and precise
results (Kaldor, 1966).

The export base and neoclassical models represent orthodox
macroeconomic approaches to the regional growth problem. The next two
models discussed, cumulative causation and growth centre models, are
more empirical}y - based. The neoélassical model predicts that the
nature 9? c;pital and labour flows will, in the long term, lead to

regional convergence although, as Richardson (1969) points out, such
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convergence will not occur if, for instance, the benefits of out -
migration to poorer regions are outweighed by high rates of natural
increase. On the other hand, the cumulative causation model taking
greater heed of empirical evidencg, predicts regional divergence over
time for some time intervals.

The principle of circular and cumulative causation was
suggested by Myrdal (1957), who argued that "the play of forces in the
market normally tends to increase rather than decrease the inequalities
between regions" (Myrdal, 1957, p. 26). Regardless of the nature of the
initial sdvantasge, perhaps some resource or transportation factor , or
simply chance, it is proposed that the build-up of agglomeration
economies makes regional imbalance a self-sustaining phenomenom (Pred,
1966). Within such an imbalanced regional system, two types of effects
are envisaged: the first or spread effects are favourable to poorer
regions and include a growing demand for the primary products of
poor regions, while the second or backwash effects are unfavourable to
poorer regions and include the flow of labour, capital and goods and
services from poor to rich regions. Hirschmann (1958) proposed that
regional divergence might be halted by the onset of diseconomies of
scale in the rich regions but this has yet to be empirically verified.

A classic example of such a process in operation is contained in Wensley
and Florence's (1940) analysis of the emergence of an industrial complex
in the English Midlands. Both Rosenstein - Rodan (1943) and Thompson
(1965) point out that continued investment of overhead capital in the

rich (developed) regions constitutes a strong inertia effect which

~
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promotes continued regional imbalance. Webber (1972) presents & summary
14
of the three major factors which determine the degree of polarisation
within any regional system,
"Polarisation is enhanced by extensive economies of
agglomeration, a low marginal propensity to import the
.products of other regions and a low demand for unskilled
immigrants, together with a relatively wide wage
differential." (Webber, 1972, p. 83)
N
The major problem associdated with Myrdal's framework is the
very fact that it is a 'framework' rather than a podel. Despite the efforts

]
of Kaldor (1970) to formalise them, the hypotheses proposed by Myrdal

remain ungegted in all but the most general o? ways (Webber, 1972).
Thus, whereas-it was possible to level precise criticism at the export
base model and the neoclassical model, criticism of the cumulative
causation model is restricted to generalities. Indeed, generality (for
instance, the precise nature of the fl;ws within the system is not defined)
constitutes the model's basic weakness. Developments upon the model, such
as those initiated by Friedmann(1966), have augmented rather than reduced .
this over - generality.

To a considerable extent, the growth ce%tre model suffers from
this same shortchbming.

~

"Despite the flimsy theoretigcal background and the lack
of empirical verification, there is nonetheless a great
deal of intuitive appeal in the notion of a growth centre
in which economic and social development is initiated and
transmitted to an area around it." (Darwent, 1969, p. 13)

This opinion is shared by others. In the Ontario context, the Hon.
Charles McNaughton states that

"By stimulating the outlying centres (in the Toronto
Region) so that they can attract many more residents
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and commuters, we can reduce the increasing congestion
within, and now extending mainly westward from, Metropo-
litan Toronto. At the same time, we shall be laying

the basic framework,for a carefully planned decentralised
urban region of the future." (Ontario Department of
Treasury and Economics: Regional Development Branch, 1970,
p.18)

However, as in the majority of such proposals, the exact nature of these
growth centres is not elaborated upon (King, 1974).

Growth centre theory originated in the work of a group of French .
practical economists led by Perroux, who first coined the phrase 'pole

]

de croissance' in connection with economiec development (Perroux, 1955).
In a summary of his early work, Perroux (1970) observes that

"One of the aspects of structural change is the appeara-

.nce and disappearance of industries, the variable

proportion of the flow of total industrial production

within these diverse industries in successive periods,

and the ¥arying rates of growth for different industries

measured over one time period or over successive

periods."
and consequently that

"...Growth does not appear everywhere at the same time; it

becomes manifest at points or poles of growth, with

variable intensity; it spreads through different channels,

with variable terminal effects on the whole economy."

(Perroux, 1970, p.9)
However, as originally conceived, these poles of growth were located |
in economic rather than physical space and thus identifiable through the
analysis of input - output tables. It was those who developed Perroux's
work who gave the concepts 'key industry', 'mropulsive firm' and \
'backward and forward linkages' a spatial interpretation (Hansen, 1971). N
For example, Nichols (1969) states that

"...A growth pole is an urban centre of economic activity \
vhich achieves self-sustaining growth to the point .
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that growth is diffused outward into the pole regions."
(Nichols, 1969, p.19),

although this assumes that polarised growth will be beneficial to those
areas linked to the high growth region, whereas it has been suggested
that the opposite may be true (Myrdsl, 1957: Schultz, 1953). The degree
of underdefinition within the growth centre framework is well illustrated
by the failure of its proponents to agree even upon a minimum size for
growgh certres (Hansen, 1971: Hermansen, 1972).

These four models represent different approaches to the regional
growth problem, each with its own strengths and weaknesses. However,
they all share two major characteristics; a failure to adequately
explain the origin of regional imbalance and an inadequate treatment of
space. Consider’the origin question first. Within the cumulative
causation framework, Myrdal (1957) makes reference to factor endownment
and advantageous location as possible explanations for the origin of
regional imbalance, a view shared by Pred (1966). However, if the
regions being considered are city regions or cities then, as Richardson
(1973a) suggests, reference must be made to a myriad of social, political,
cultural and ggouomic factors to properly explain the origin of regional
imbalanceé. Nevertheless, the failure to adegliately explain the origin of
regional imbalance is not a serious one if interest is focussed upon the
behaviour of well-developed systems. It is therefore desirable to
separately develop models to examine growth within well-developed systems
and not to attempt to incorporate withip them an explanation of the
origins of such systems, which should bF treated %s a separate problem.

The second characteristic, an inadequate treatment of space, is
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of greater importance. For example, despite the fact that inter-regional
factor flows form an integral part of the neoclassical world, the spatial
framework within which flows are considered to occur is a grossly

over ~ simplified one (Richardson, 1969). The assumption of zero
transport cost also seems unreasonabie, particularly since inter-regional
variations in such costs might serve to partially explain regional
growth. Similar criticisms can be levelled at the export base model,
vhich reduces the complexity of a system of regions to the trivial
dichotomy of the ‘region' and the ‘rest of the world'. Thus, although
the importance of inter-regional linkages is stressed in the export base
model, the precise nature of such linkages is difficult to define
(Tgompson, 1968). Like the neoclassical model, the export base model
makes some very simple assumptions in connection with transport costs;
for example, it is assumed that all export goods are transportable over
the whole system (Webber, 1972). The cumulative causation model has

only been formulated for the two or three region case and, like the

export base model, concentrates usually upon the relationship between a

e o s oo 1

single region and the rest of the system. This is even the case in
growth centre theory, where the nature of spatial linkages is of conside-

rable importance.

L A L

"...to pass from the single pole to the system of poles it
seems necessary to relate the framework of growth pole
theory to those of central place theory and industrial
structure analysis." (Lasuén, 1973, p. 164)

J——

TN

Lasuén recognises that a trivial treatment of space means that only yery ' :

simple location theory is possible; but some of the problems associated

with industrial structure analysis (for instance, its complexity) are i

J.
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evident in Paelinck's (1970) work and although central place theory

provides some insight into the origin and nature of city systems, the

lack of empirical verification makes it of doubtful value in t text

proposed by Lasuén. It is clear though that, given the inadequate

treatment of space within these regional growth models, it A's desirable

for any new theory to be formulated within a more fully-ddyeloped

spatial framework.

Econometric models have been used to develop as well as to

test theory. Excessive generality in the available thigpy/;as encouraged

3

many researchers to develop their models'with reference to data

availaebility rather than to any preconceived causal structure. Econometric

models have commonly been used to predict regional growth over the short
term, usually through regression, and in this way may constitute as
much of an explanation of regional growth as the theories discussed
earlier. However, an important problem associated with the use of such
models is that, in light of their results, many reszarchers are forced
to postulate relationships that cannot be intuitively or theoretically

Justified.

"The inadequate state of regional growth theory, and
the contradictions and confusions that have not been
sorted out because of limited testing, all means that
each analyst has had a free rein to specify his own

model without having to draw upon, or explain how he

diverges from, any conventional wisdom." (Richardson, 1973b,
p. 36)

Where theory has been incorporated, it has frequently been of an out-

dated nature; for exaemple, Bell's (1967) Massachusetts model utilises

the export base concept.
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Perhaps the most significant contribution of econometric models
to the understanding of regional growth is represented by their continued
attention ko the nature of flows within;systems of regicns, although
data limitations have caused attention to be directed mainly to inter-
regional employment linkages; for example, see the work of Casetti, King
and Jeffrey (1971) and Jeffrey (1974). More general analyses of inter-
regional flows, such as migration studies, have frequently utilised
%he gravity framework (for example,see Preston, 197k4), the utility of .
which will be explored in Chapter L. The most sophisticated regional
econcmetric model yet developed is that for Nova Scotia (Czamanski, 1968:
1972). Although the Nova Scotia model provides considerable insight into
the nature of the regional gconomy and its behaviour over time, its
performance is noEAcompletely reliable (Richardson, 1973b). For example,
by manipulating ?he~d8£§fition of industrial sectors, Czamanski (1972)
is able to define three ;Epgrate and different input - output tables

N
for Nova Scotia. This may be symptomatic of the technical problems

faced by workers in this area.

It has frequently bdbeen observeg that firms and industries are
linked within cities (Thompsén, 1965: Paelinck, 1970) and that such
links extend, over space, to other cities and are of a complex nature
(Pred, 1973:1975). The existence of inter-city linkages causes the
symptoms of growth (for example, unemployment), and growth itself, to
be spatially autocorrelated (Jeffrey, 197h: ﬁannister, 1975). It is
therefore important to include spatial interdependence within any

explanation of growth within a system of cities. Thus, although the
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four regional growth models reviewed provide considerable insight into
the nature of growth, their inadequate treatment of space means that
they do not provide g viable base for explanation within the system
context. The econometric sapproach provides a partial solution to this
spatial problem. Indeed, many econometr&c models are based upon iﬁter—
city linkages; for example, see the work of Jeffrey (1974) on unemployment
impulses and Preston (1974) on migration. However, the paucity of
theory and the fact that the phenomena modelled are the symptoms and

not the causes of growth, limit the value of ecoﬂometric growth ;odels.
It is proposed that an alternative path be explored, that of modelling
the incidence and spread of a single growth - inducing phenomenon,
innovation, within a system of cities. Although such a model could not
provide a complete éxplanation of growth, it would provide considerable
insight into the spatial nature of the growth process. The nature of
the relationship between innovation and growth will be considered at

a later point and, at this Juncture, statistical explanations of growth,
vwhich consider growth in phe system context will be briefly reviewed.

2.1.2 Statistical Models

"Since the size of a city is the net outcome of a
multiplicity of forces the individual contributions
to which are difficult to identify, there is a temp~-
tation to resort to stochastic models which treat urban
growth determinants as proportional to city size."
(Richardson, 1973a, p. 1A45)

Since the seminal works of Jefferson (1939) and Zipf (1949), students
of urbanisation and economic development have shown continuing interest
in the nature of city size distributions, Although static in nature,

medels developed to 'explain' city size distributions bear some

Stan
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relevance to the regional growth problem.
In any region, cities may be ranked in terms of population
from the highest to the lowest, such that the largest city ranks one,
the second two, and so on. When these ranks are plotted against city
populations a regular relationship is observed. The distribution is
seen to be skewed to the right, there being more small than “large cities,

and often to be adequately described by the relationship,

5 is the rank of the ith city and Pi its

population. Observed distributions are concave upwards and approximately

where q and K are constants, r

linear when plotted on logarithmic axes (Berry and Garrison, 1958). If,
instead of rank, the cumulative percentage of cities above some threshold
size is considered, a number of distributions, including the Pareto and
the Yule, may be fitted (Quandt, 1965). However, owing to the fact

that the parameter q can be easily and meaningfully interpreted, the
rank - size distribution has maintained some pre-eminence (Parr, 1970).
If q = 1, the distribution of cities has been termed the rank - size
rule (Zipf, 1949); if q> 1, there is a degree of metropolitan dominance;
and if gq< 1, large cities are relatively under - represented. The
limiting cases of the distribution are q =« , wh¥i there is only one
city and q = 0, when all cities are the same size. Berry (1961)
presents many examples of city size distributions.

Several models have been developed to explain why such a

-
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distribution should describe city systems (Richardson, 1973c) but the

most relevant to this work is that developed by Simon (1955). Simon
postulates the operation of a law of proportionate effect, a law which
states that the growth of any city is proportionate to its size. However,
not every city need grow proportionately, provided that tbe probability
of a growth increment is proportional to city size. It is‘observed that
the distribution of city sizes produced by such a process conforms to

the Yule distribution (Simon, 1955), which in turn/;onforms closely

to the Pareto and Lognormal distributions. Similar arguments in
connection with the growth of firms are presented by Simon and Bonini

(1958). The proportionate effect relationship can be expressed in

regression form,

where S§ is the size of city i at time t, b is a regression parameter,
and €5 is the error term (Robson, 19735. If b = 1, growth is a random
increment independent of city size. Whereas, if b # 1, the growth
increment is a linear function of city size, the coefficient of

which is b - 1. If the law of proportionate effect holds,

each of the n cities would have the same rate Lf growth up to

a normally distributed error term.

Attempts to place an economic interpretation upon city size
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distributions have not been very successful. For example, Zipf (1949)
considered lognormality to be symptomatic of development and Berry (1961)
proposed that city size distributions become more lognormal as the
system develops economically:

"At the highest level of development a country will

contain many specialised cities performing one or the

other or several of these functions, and viewed in the

aggregate a condition of entropy will obtain." (Berry,

1961, p. 584)

However, such arguments are mere conjecture hardly based on evidence

and models of city size distribution begin to lose their attraction when

PP,

it is remembered that the growth of individual cities has been shown to

[N SRV %

be the result of specific and not stochastic, forces {Richardson, 1973a).
Thus, one might agree with Fano (1969) and label this approach

'excessively random' ,although his proposal for constraining randomness

PRSI

within a Markovian framework would tend to bypass, rather than face,

E

criticisms levelled by Mills (1972), Richardson (1973a), and others,

e

regarding the failure of the statistical approach to consider internal,

N
. .
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or other, limits on growth. Nevertheless, one might still cling to the
statistical approach because it, unlike the economic approach outlined B
earlier, is able to opeéerate easily within the city system context.

However, this advantage is all but lost because city size distribution
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research has focussed upon aspatisl city systems, the role of location

PR

as a grbwth determinent being consistently ignored.
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The most useful result of the study of city size distributions
is that growth can be statistically linked to city size. Such a link

may be approprietely embodied within the law of proportionate effect.
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Given the existence of this statistical link, it is valuable to examine
the role.of size per se in determining growth, particularly since the
importance of size is stressed in such economic models as the growth
centre model and cumulative causation model (Richardson, 1973b).

2.1.3 City Size, Innovation and Growth

"City size may in at least some cases be what is

called an intervening variable that forms a statisticsal

link between one variable and another and may stand as a

surrogate for one of them but is not the real independent

variable itself." (Richardson, 1973a, p.8)
A number of reasons for the positive correlation between city size and
growth have been suggested. For example, it is evident from the earlier
discussion of the cumulative causation model that agglomeration
economies associated with large cities play an important part in main-

taining an already established imbalance between regions, although such

economies are difficult to measure (Richardson, 1973a). Pred (1966)

puts forward the related notion that every industry has a market threshold

that must be met. Thus, owing to their size, certain cities may be
precluded from obtaining certain industries, an argument similar to that
put forward by Ullman (1962). However, one of the most persuasive
lines of argument is that which maintains that cities tend to obtain
growth impulses through the adoption of innovations and that the
magnitude of such growth impulses is positively correlated with city
size.

In a sense, the diffusion of all innovations, excepting those of
a2 harmful nature such as disease, plays a part in the regional growth

process. However, since growth is usually thought of in economic and
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aggregaebe terms such as total production,it is the diffusion of
technological innovation which is of primary interest in the growth
context.

Since the early work of Schumpeter (1928), many economists have
stressed the importance of technological change within the growth
process. For example, Cameron (1975) is of the opinion that

"...the principal dynamic factor in the economic growth of

the last two centuries has been the application of new

technologies in agriculture, industrxﬁ transportation and

communication and, indeed, in all aspects of economic

activity." (Cameron, 1975, p. 217)

Although the impact of technological innovation upon growth has been
well documented by economic historians (for example, see Hartwell, 1971
and Mathias, 1969) such documentation has been qualitative rather than
quantitative in emphasis. Such an emphasis is dictated by the complex
nature of the growth process. Indeed, Mansfield (1968) maintains

that the complexity of the growth process makes it impossible to measure
the precise contribution of any single factor such as innovation.
Nevertheless, the weight of historical evidence points toward the
importance of technological innovation in the growth process. For
example, the economic history of nineteenth century Britain supplies
numerous examples of rapid town or regional growth as a consequence of
innovation within single firms or industries (Mathias, 1969). A similar
relationship is equally important in the short - term and contemporary
context.

"Technical innovation is essential to corporate growth

and is the principal means of corporate competition.

Companies must innovate at an increaging rate. New ‘products
and processes have progressively shorter life cycles....
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a progressively larger share of corporate incomes
comes from products introduced within the last ten
years." (Schon, 1967, quoted by Pred, 1975, p. 253)

The tempo of innovation has increased because, as an economy becomes
more developed, the number of innovations that become available within
it increases dramatically (Schmoolker, 1966). Thus, the major difference
between the contemporary and the historical situation is the number
of innovations available within any system. Although a few examples of
urban growth as a consequence of the adoption of specific innovations
. )

might still be found (Thomas and Le Heron, 1975), the number of innovations
being adopted within the system means that the effect of a single
innovation is difficult to detect (Lasuén, 1973), even in the rather
gross manner practiced by economic historians. Nevertheless, innovation
does occur because

"Business firms are reasonably sensitive to variations in

cost and profit because of competitive pressures.

Should an opportunity for abnormally high profits arise

because of the introduction of either a new product or

a new, lower cost technique of production, existing

firms will have both a positive incentive and a& negative

sanction - the threat of bankruptcy - to adopt it."

(Cameron, 1975, p. 217-218)

If it is assumed, qute reasonably, that firms which innovate will

grow, or grow fastdi than those that do not, it follows that the cities

or regions in whigh they are located will benefit from their innovativeness:

"...each adoption of a growth - inducing innovation by

an organization...contributes to city -~ system development
by the creation of jobs at the site of adoption.”

(Pred, 1975, p. 253)

Central to Schon's (1967) statement on the role of innovation

in the growth process ig the implicit assumption that, in connection




with growth, it is not only the number of innovations adopted by the
unit being considered (a city, a corporation or a firm) that is important
but also the timing of such adoptions. Although an innovation might
eventually be adopted by every firm in an industry or in every city in
a system, the possibility for monopoly profit or competitive advantage
afforded by early adoption causes the growth stimulated by adoption to
decrease over time (Thompson, 1965). In the context both of the number
of innovations adopted and the timing: of adoption, the process by which
innovations/appear and then diffuse is clearly of considerable interest.
It has been observed that inventive activity is concentrated in
cities (Pred, 1966). Moreover, the amount of such activity is correlated
with city size; for example, Thompson (1962) finds a correlation coefficient
of 0.96L4 between the number of U.S. patents granted to individual states
and the population size of the metropoclises of those states. Why should
this urban concentration of inventive activity occur? Pred (1966)
proposes that invention is the product of the supply and demand conditions
existing within industrialising centres and Schmoolker (1962) proposes
that & 'snowball effect' operates; that is, a situation exists in which
one invention makes others possible (for example, transistorisation in
electronics). However, such hypotheses are difficult to test and the
statistical link identified by Thompson (1962), that the number of
innovations that originate in a region 1s proportional to its size, is
the most critical result produced in the invention context. Of more
importance in understanding the relationship between innovation and

growth is the way in which grgyth -~ inducing innovations are diffused.
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. Unfortunately,

"Relatively little is known about the various factors

which influence the rate of diffusion and the way in

which such innovations spread through the industrial

structural fabric of the manufacturing sector."

(Thomas and Le Heron, 1975, p. 231)
Although the innovative behaviour of single firms and of single industries
has been subject to analysis by economists (Rosenberg, 1971) and the
importance of factors such as the cost of applying the innovation, the
expected rate of return, the compatability with existing production
methods and the degree of obsolesence In existing caepital stocks,
demonstrated (Mansfield, 1962: Thomas and Le Heron, 1975), little
research has been done on the process by which technological innovations
appear at different locations at different times - the diffusion process.
For example, Thomas and Le Heron (1975) find only two works, those of
Hall and Johnson (1970) and Mansfield (1972}, that provide comprehensive
empirical evidence on the diffusion process within manufacturing industries.
This paucity of empirical evidence contrasts sharply with that available
for agricultural innovations (Rogers, 1962) and innovation in general
(Gould, 1969: Hudson, 1972). Any general analysis of the link between
innovation and growth must depend primarily therefore upon general
knowledge of diffusion processes rather than upon knowledge of the
diffusion of technological innovations.

To complete this discussion of the relafionship between innovation
apd growth, it is useful to consider why innovation should be concentrated

in cities and why larger cities should be more innovative than smell ones.

The reason for the first is rather obvious. The majority of innovations,
r
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and indeed of economic activities, demand the type of economic, social
and organisational environment found only in cities. However, the
preference for larger cities is more complex.

One of the major characteristics of ﬁéchnological innovation is
the high degiee of risk associated with it. A consumer who buys a newly—
marketed commodity may risk only a few dollars, whereas an ent;epreneur
who adopts a new production process may well risk the financial well-
being of his firm. Therefore, the degree‘of uncertainty on the part of
an entrepreneur regarding a technological innovation will play an
impqrtant part in deciding whether or not, wh;n, or to what extent,
adoption will occur. Since it has been shown that large cities tend to
have better access to information than small cities (Brown, 1968: Hudson,
1972), the early appearance of innovative firms or industries in large
cities might represent a growth advantage for areas with less uncertainty
(Webber, 1972). The validity of this interpretationwill be discussed
in Chapter 3.

Thus, available evidence indicates that the diffusion of
innovations, particularly those of a fechnological nature, plays an
important part within the growth proces;. The most crucial aspects of
this diffusion process are the number of innovations ﬁ'opted and the -
timing of adoption. Giveén that the majority of these innovations are
urban oriented, it would be useful to model the incidence and diffusion
of technological innovation within a system of cities and to investigate

the relationship between the form of this process and urban growth.

Unfortunately, lack of sufficient information on the nature of technological
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diffusion processes would necessitate reliance upon knowledge of a more

general nature concerning the form of the diffusion process.

2.2 Empirical Analysis of the Central Canadian Urban System

"The rapid urbanisation in Canada during the last

century and particularly during the post war years, has

created an integrated and indentifiable system of dities.

Increasingly, economic development is articulated through

the urban system. Regional growth has become synonomous

with the growth of cities in this system.”" (Bourne and

Gad, 1972, p. T)
Studies carried out on the Central Canadian urban system during the
last ten yesars or so allow several general observations to be made:
(a) The Central Canadian system is composed of two distinct
sub-systems, one centred upon Toronto (the Ontario sub-system) and the
other upon Montreal (the Quebec sub-system) (Golant, 1972: King, 1967).
These sub-systems tend to behave differently for it is observed that
"...the urban centres of Ontario generally display a greater complexity
and more continuous variance in structural character." (Golant, 1972,
p-130). This observation illustrates the importance of properly defining
the system pf interest.
(v) Economic sctivity and, consequently, growth are congentrated
in cities (Bourne and Gad, 1972). An approach that utilises the urban
system as a spatiael framework would therefore appear to be a very useful
one,
(c) There exists & significaent degree of spatial autocorrelation of

urban growth, For example, in an anslysis of the growth of small urban

centres, Hodgson (1972) found a significant correlation between the

—
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growth rate of nearest neighbours (often up to the seventh order). This
implies that spatial factors, or factors that operate with a spatial

bias, are importent within the growth process (see Bannister,1975 , for

a fuller discussion). \

(d) Econometric models incorporating economic variables yield
satisfactory explanations of short-term growth within the system
(Golant, 1972: Barber, 1972). This indicates that a basically economic
approach to the explanation of growth is a 'valid one. o
(e) Large cities experience steady growth rates and the variability
of growth rates increases as city size decreases (Bourne and Gad, 1972:
Barber, 1972). There is also evidence that, during some time periods,
large cities grew at a faster raté than small ones (Davies, 1972).

These generalisations constitute the subjective interpr;tation
and evaluation of a number of detailed empirical works and their
brevity is in no way a reflection upon the qua}ity of those works.
Empirical analysis of urban systems is not easy given the paucity of
relevant theory. For instance, Barber (1972) comments that

"In the absence of a well - developed theory of ﬁ}ban

and regional growth, it is.,.possible that several

important growth determinents have been excluded from

this enquiry." (Barber, 1972, p. 159)
Atempts to use inadequate theory (Davies, 1972: Hodge, 1972) or no
theory at all (Golant, 1972: Barber, 1972) have tended to produce
results of limited geherality, although more recent work h%s been more
productive. For example, Bannister (1975) comprehensively analyses the

Bbatial and economic structure of a system and its effect upon growth.

Nevertheless, beyond a set of specific findings, difficult to interpret
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out of context, this sort of empirical analysis produces a set of general
observations that are by no means unique (Robson, 1973, presents similar
findings for nineteenth century Britain); that growth is essentially an econ-
omic process, that it is spatially autocorrelated and that large cities
sometimes grow faster, but always experience less variable growth rates,

than small ones. It is necessary for any model of growth within a

system of cities to incorporate these general observations.

2.3 Summary

This survey of regional growth has been both partial and
simplistic in that not all theories about, or models of, regional growth
have been reviewed, and of those considered the majority have received
only limited attention. However, given the purpose of this chapter - to
place this research in context - a partial and directed review such as this
is Justified. Although it is recognised that important approaches to the
regional growth problem may have been omitted - for example, substgntial
insight into the nature of growth processes might be obtained thro&gg
examination of the historical evidence presented by authors such as S
Nader (1975) - and others considered in too cavalier a ner -~ for
example, closer examination of migration-based models (Sh;§§\197ﬁ;

Preston, 1974) and of recent publfishéd works on urban systems (Yeates,

1975) might have proved general conclusions can still
be made.
Economic models developed to explain regional growth oifer only

partial explanations and they are often internally weak -~ these are basic
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conclusions. Moreover, their generally superficial treatment of space and
of spatial flows makes the majority of economic models particularly
inappropriate for the examination of growth within systems of cities.

Such a shortcoming is of considerable importance because it kas been
observed that growth is concentrated in cities. On the other hand, é_,//
although statistical models offer an explanation of growth within a

system context, the aspatial nature of that context precludes their
consideration as a viable alternative to economic models. It therefore
appears opportune to become less ambitious and to attempt a limit;d
modelling of growth within a system of cities through examination of

a single factor in the growth process, innovation, Although such a

model could not provide & comprehensive explanation of city growth, it
would provide considerable detailed insight into the behaviour of one

growth determinant within a fully - developed spatial context, insight

that might have some general relevance.
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CHAPTER 3
MODELLING THE INNOVATION DIFFUSION PROCESS

In the first part of this chapter, the geographicai approach to
the modelling of the innovation diffusion process is evaluated by reference
to theoretical and empirical work reported in the literasture and by
empirical analysis of one diffusion process, that of Planned Regional
Shopping Centres in Caneda. In the second part of this chapter, khe

contributions of two works related to this thesis topic, those of

Pedersen (1970) and Robson (1973), are critically evaluated.

3.1 The Generality of the Geographical Approach to Diffusion Modelling

Innovation can take the form of new ideas, new corganisations, or
new products (Webbér, 1972). The study of diffusion processes - how the
adoption of an innovation progresses through a susceptible population -
has been treated both in an aspatial, and in a spatial manner; the former
predates the latter in the literature. The concern most evident in the
early sociological literature is the nature of the

"relationships between (i) an innovation or a collection
of innovations and (ii) an adopter, emphasising in the
study not only his personal and situational traits, .
which include (iii) his perception of the characteristics
of the innovations, but also (iv) the process by which
the innovation spreads, and (v) the functions of
communication media and channels in the process."
(Webber, 1972, p 222)

Study of these relationships was frequently carried out in a rural,

agrarian context, but produced, for instance, insight of a general nature

3la




31b

into the mechanics of the adoption process (Rogers, 1962). Various
regularities in the innovation diffusion process were observedﬁlof which the
S-shaped curve of cumulative adoption over time has had the greatest
impact upon subsequent studies of innovation diffusion. In contrast to
the general interest in innovation diffusion displayed in the early .
sociological literature, the geographer's interes£ in the innovation
diffusion problem has centred upon the nature of the communication processes
that convert a potential adopter to an adopter,because of their obvious
spatial implication. Indeed, complicating factors such as the na;dre of
innovat®ens and the personal characteristics of innovators have been largely
ignored so as to facilitate the quest for spatial generality.

Early work in geography followed the inspiration and direction
supplied by Higerstrand's (1952) seminal work, concentrating upon the
nature of the diffusion process at a local scale (Brown, 1968): see the
examples given by Bowden (1965), Misra (1968), among others, and the
theoretical work of Morrill (1968), Brown (1968) and Hudson (1969).
However, Higerstrand (1967) hiﬁself recognised that the existence of social
and other hierarchies wouid serve to distort the diffusion process and
thus prove his original framework too simplistic and scale - specific. Thus,
geoéraphers have become increasingly intérested in the process of innovation

diffusion within hierarchical, and particularly urban, systems (Hudson, 1972).
- %
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Hudson (1969:; 1972), Pedersen (1970) and Berry (1972) have
all examined diffusion within a hierarchical system. Of these three
models, that developed by Hudson has the strongest 'hierarchical'
flavour. Hudson (1969) attempts to model the diffusion process within
a modified Christeller k = 3 system similar to that developed by Beckmann
and McPherson (1970). However, Pred {(1971) has pointed oui several
weaknesses caused by such an 'artificial’' framework: in particular,
information is only passed down the hierarchy. Despite the theoretical
advances associated with Hudson's work, the approach developed by
Pedersen (1970) and modified by Berry (1972) is more genersal.

The Pedersen model takes into account the fact that the urban
system is a spatial as well as a functional one, such that models of
flows within it may be based upon interaction rather than upon central
place concepts. The simple gravity model

Iy " k(Pin)adijB (1)

'where Pi and P, are the populationé of cities i and j}, di is the distance

J - J

between them,.a andf are parameters, and k is a constant,

demonstrates that if a tends to zero or if each city is the same size,
the process is purely contagious, whereas if 8§ tends to zero, while

a i3 greater than zero, thén the p;ocess is purely hierarchical. Since
more gener?lly, neither o nor B equals zero, the amount of information,
IT, received in any town j, by time T, from all towns i which adopted

J

before it,is

p T

t
IJ “tglﬁ IiJ (2)
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if information about the innovation flows between places according to (1).

Both Pedersen (1970) and Berry, (1972) attempt to link such information
flows to the diffusion process within urban systems but the results
obtained are not conclusive.

Hudson (1972) distinguishes between innovations which are
adopted by a city as an organisational unit and those which -are adopted
by individuals within the city. The first of these is simpler to observe
since one has merely to measure time of adoption in each city but the
second is rather more complex since the growth of adoption within each
city as well as within the system of cities has to be measured. The
interaction diffusion model, (1) and (2), has been applied in the first
context while the logistic curve model has often been applied in the
second (Hudson, 1972). The nature of the logistic curve model has made
this second type of study aspatial in the single city context while
facilitating comparison between cities. This thesis focusses upon the
.diffusion of innovations between cities.

These interaction models are more complex than the earlier
models of Hagerstrand (1952). Yet the geographer's spatial approach to
diffusion remsins predica;ed upon the assumption, more often implicit
. than explicit, that the availability of information among a population
of potential adopters plays the decisive role in determining the sequence
of adoption. However, there exists another approach which maintains
that other factors, mainly of an ecanomic character, associated with
both the innovation and the population of adopters ;nd non-adopters,

are most important in determining the sequence of adoption. In the case

.



34

of adoption within a system of cities, the spatial interaction approach
isolates only one factor, information availability, while the economic
approach also considers such factors as profitability and degree of
entreprenurial ability (Griliches, 1957: Mansfield, 1961: Webber, 1972).
Of these economic factors, profitability has often been considered to
be pre-eminent (Mansfield, 1961). The debate between Griliches (1957:
1962) and Rogers and Havens (1961) is probably the best example of a
clash between the two approaches and will serve to highlight some of
the problems associated with attempts to resolve such a conflictt
Griliches (1957), after regressing logistic curves on adoption
data, claimed that areal differences in adoption rates for hybrid corn
vere a function of differences in an economic variable, profitability.
Rogers and Havens (1961) reacted by pointing out that profitability
should be considered a pre-requisite rather than a sufficient condition
for adoption and that information regardihg profitability has itself

to be diffused. The hybrid corn controversy could not be settled by

empirical testing since the data were seen to fit both models and this

itself may well constitute the most valuable contribution of the debate.

Bonus (1973), in a study of the diffusion of consumer durables in West

1

Germany, obtained a logistic curve of cumulative}adoption of automobiles.

Such a pattern of cumulative adoption over time has often been taken to

indicate an information - based diffusion process but Bonus claimed that
information concerning the automobile was widespread, if not universal,

at the start of his study period and that the logistic growth curve

resulted solely from an increase in income levels over time.
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‘It is therefore necessary to examine more closely models of,
and data about, the diffusion process. This is particularly necessary for
entreprenurial innovations, i.e., those that demand large capital invest-
ment by the private sector. Information undoubtedly plays a considerable
role In the diffusion of such innovations, particularly in reducing
uncertainty {Webber, 1972), but other, specifically economig factors might
also have to be taken into account. To examine the relative role of
information and other, economic factors , the diffusion of Planned
Regional Shopping Centres (PRSCs) in Canada is studied. A Planned
Shopping Centre is defined by McKeever‘ (1953):

"...It refers to a group of commercial establishments

plenned, developed and managed as a unit, with offstreet

parking provided on the property,...generally in an

outlying, suburban area." (McKeever, 1953, p.T)
Following Sheppard (197L), the size threshold for a PRSC was taken to
be 100,000 sq. feet of selling space.

The diffusion of PRSCs has been studied twice before. Cohen (1972)
has analysed the process in the United States while Sheppard (1974) has
examined Canadian data; thelr results constitute a valusble source for

comparison.

3.1.1 The Diffusion of PRSCs

Cohen (1972) attempted to test a general hypothesis - that diffu-
sion is not a purely informational process - by testing the specific
hypothesis that the diffusion of PRSCs in the United States was partly
an economic process. He proposed that the time and extent of adoption of
this innovation was a function of profitability. Cohen examined the extent

as well as the timing of edoption but in this study only the latter will
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be considered. The process was analysed in its entirety (1949-1968) and

in four sub-periods (in order to gain some insight into the changing

nature of the process over time). Variables were selected to represent

what Cohen termed 'hierarchicel' and 'market' factors within a regression

model (Table 3:1). The 'hierarchical' variables relate to the size of
a city and its market while the 'market' variables measure the structure

of the market in a city.

Cohen's results are not startling, partly because the level of

explanation (R° ) provided by the regression equations rarely exceeds 0.L0.

For the whole period, three size - relatéd variables, retail sales

volume (1948), disposable income (19L48) and general merchandise sales

(1948) proved to be significant: cities with a larger market obtained the

innovation earlier than smaller cities. Of course, these three

variables must be highly multicollinear. On analysing the process by

sub-periods, it was found that the explanatory power of size characteristics

declined over time, while market structure or affluence varisbles
became more important. Thus, Cohen's analysis indicates that (market)
size variables were dominant for the process as a whole but that in the
later stages, when most large cities had already adopted, the structure
of markets better serves to differentiate between cities. These results
were seen by the author to substantially confirm the hypothesis that the
diffusion of PRSCs was partly an economic process.

However, Cohen's analysis has several shortcomings. In a
technical sense, the high levels of multicollinearity within the set of

independent variables inflate standard errors and reduce the number of
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Table 3:1

VARIABLES IN COHEN'S ANALYSIS

1. Population.

2. Total retail sales.

3. Total general merchandise sales.

b, Total disposable income.

5. Per capita disposable income.

6. The ratio of retail sales to disposable
income.

T. Per cent urban population.

8. Relative strength of CBED.

9. & 10. Income distribution variables.

11. Per cent change in sales for the CRBD.

Source: Cohen (1972, pp. 121-122).
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significant variables; consequently it is difficult to interpret the
results of the regressions. This technical problem arises partly from
;ne of a conceptual nature. Cohen attempted to separate the hierarchical
and market components within the diffusion process but the chosen variables
were inadequate for this purpose. The appearance of (market) size
variables in an equation was interpreted to indicate a 'hierarchical'’
process, while market structure variables were thought to indicate a
'market' process, but Table 3:1 indicates that the chosen variebles
caﬁnot be interpreted in a such clearly distinctive manner. Furthermore,
the observed pattern of adoption could result either if information flows
(depend}ng on size and location) were important or if entrepreneurs
undertook & search procedure whereby larger markets, owing to their
almost assured profitability, were chosen first. It is impossible within
Cohen's framework to identify the individual influence of one or the
other factor, although the lack of any distance variable in the mnalysis
makes it a poor representation of the first interpretavion. A similar
ambiguity is present in Berry's (1972) work. The treatment of the market
factor is also inadequate: the measures of the existing competition
within centres are rather wvague, their interpretation Aepending largely
upon the sign associatea.with them in the regreséion equations. A more °
precise definition of the role of competition is needed if the economic
nature of the process is Po be properly investigated. |

In his analysis of Canadian data, Sheppard {(1974), profiting

from Cohen's errors, tested more precisely the economic and interaction

hypotheses. For instance, the importance of competition for consumer

(
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spending within a city is recognised. Sheppard refers to the Index

of Saturation (Lalonde, 1967: Gist, 1968):

IRS, = P PE /FS, (3)
where Pi = Population of city i,
PEi = Per capita expenditure in i,
FSi = Floor space of retailing in i,

IRS1

However, owing to the lack of data for the supply (denominator) element in

Index of retail saturation in 1.

the equation, this index is not used., Instead,a less adequate index of

competition is used:

= L
c, = TDI /RS, (L)
D
where TDIi = Per capita disposable income in city i,
RSi = Per capita retail sales in i,
Ci = Index of competition in i.

Such a measure is weak since 1t ignores the influence of population upon

the demand for shops in & city. Sheppard also ;ncludes variables which

reflect market size, market potential and growth potential in an

economic model. Only the analysis of time of adoptioﬁ is here considered.
Sheppard uses two separate models to compare the economic and

interaction hypotheses. The economic model is developed within a linear

multiple regression framework, although the version used is rather

/
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unusual. For each two -~ yearly time period, starting in 1952, a value of
1l is assigned to a city if it adopts the innovation and O if it does not.
The ;et of independent variables (Table 3:2) is then regressed against
this binary dependent variable. This process is repeated for each time
period, previous adopters being omitted. The low R2 values, ranging from
0.123% to 0.5623, make interpretafion of the results difficylt.

The interaction model used is a variant of that developed‘by

N

Pedersen (1970). For any period of timg T, the cumulative amount of

T

i is

informétion received by any city i, Y

-B . ’

T
I k(P 3

Y = L) RN (5)
where C(t) is the set of cities which have adopted by time t.
Again, .using a binary dependent (ariable {1 for adoption, O for non-
adoption), estimates for a and B for eacp time period are gbtained through
application of a non-linear least sduares algorithm. Despite the fact
that levels of explanation are low, the contagion effect, which is
reflected in the size of the B coefficient, becomes more important over
£ime; tﬁis accords with other observations (Gould, 1969). The importance
of the hierarchical effect decreases over time but is still significant
even in‘the later phases of the process. Sheppard (197h) concedes that

"Substantive interpretation‘of the results in terms |

of whether there is a contagion or hierarchical process

operating is difficult without comparison with simulate

" results under controlled conditions."(Sheppard, 197L, p§6€)
-

The economic model indicates that market size was the dominant

factor throughout the period and that factors such as market structure.

E
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Table 3:2

ECONOMIC VARIABLES IN SHEPPARD'S ANALYSIS

1. Population of the city.
2. Total disposable income per capita.
3. Total retail sales per ca;ita.
' Index of market quality.
5. Market potential of the city.
6. Population change since'the previous time period
as a fraction of the total population at that time.
T. Index of competition from other retailers.
8. The elasticity of expenditure with respect to income.
9. The change in incomes since the previous time period,

adjusted by dividing by the total ?isposable income
at that time.

Source: Shepperd (1974, p. 50a).
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and competition were of distinctly lesser importance, results which conform
quite closely to those of Cohen (1972).

The two models were compared for each time period and it was
found that the interaction model provided a better fit during the early
stages of the process, but was supplanted in later periods by the economic
model. The results indicate that information flows were important in
the ;arly part of the process when uncertainty regarding the profitability
of the innovation was widéspread. As knowledge concerning the innovation
approached ubiquity, uncertainty regarding profitability decreased and
market size factors became dominant.

Both Cphen and Sheppard have failed to represent the economic
factor adequately in their models and to distinguish it clearly from
interaction effects. The main Bource of confusion, particularly in
Cohen's work , is that a hierarchical sequence of adoption can arise
out of radically different causal structures. The fact that larger
markets obtain the innovation‘earlier does not prove or disprove
the economic hypothesis. A better way of testing the hypothesis is to
investigate whether or not PRSCs were first located in cities where the
demand for them wes greatest and, as will be shown, this demand factor
is not synonomous with market size.

3.1.2 Derivation of the Model

The general hypothesis that érises out of this discussion is
that PRSCs will lorate earliest in those cities which have the largest
markets. But this hypothesis encompasses two possibilities: that

entrepreneurs perceive suitability for location to depend on market

N
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size or that information about the innovation is being diffused through
the urban system in a manner which depends in part on the sizes of cities.
Thus,téese ideas are distinguished in the two alternative hypotheses:

(i) that PRSCs will locate eagkiest in cities which have the greatest
potential demand for them; and (ii) that PRSCs will locate earliest in’
cities which are most accessible to information.

Only three variables are used to test these h§botheses. They

)
are:
t ?
Mi = Size of market at city i in time t,
DE = Potential demand for shopping centres at city i in time t,
t . . e .
Pi = Information potential at city i in time t.

The first variable, Mz, is measured by the total disposable income in
city i at time t, data for which are published. The other two variables
are more complex and their derivation deserves some explanation.

The measure D:is similar in nature to the Index of Saturation
(Lalonde, 1967: Gist, 1968). Assume that the gross demand for retail
services in any city i at any given time it is given by M; (which is
measured in dollars) and that the supply of retail services is represented
by the number of retail employees in city i, REE. Thus, the level of
service in relation to the demand for services in any city i at any time
t is measured by the ratio RE:/ME (which has the dimensionsvof employees
per dollar). The system average service ratio is EREE/%ME and the diffe-
rence between this and city i's service ratio measures the divergence
of i's level of service from the system average level. The product of

this divergence and M: is



Ly

t t t t, t t
D, = (iREi/fMi - REi/Mi) My (6)

which measures thé number of retail employees which must be added to
city 1 in order to bring its level of service up to that of the system

average. If Dt is positive, it represents a deficit of employees in

i
city i at time t. Retail employment datehwere obtained fromf the Canadian
Census: owing to the limited coverage 6??the 1951 census, only twenty-
nine of the fifty-six anpters of PRSCs could be included in the study.
Since the census data ar; not compiled annually, inter-censal estimates

of the number of retail employees in each city were made with the compound

interest formula, assuming that rates of growth within each period were

stable. Thus

t+n _ texn (1)

where x = rate of growth,
e = base of the natural logarjithm
n = number of years since the last census at time t.

t
i

Consider now the derivation of P}. Let Piy be the likelihood

Annual estimates of M, were obtained in the same way.

that a given message concerning the innovation is sent from city i,
which has the innovation, to city j, which does not. This is assumed
to be proportional to the population of j, §,, and the distance between

J’

them, d,,, raised to some exponent, b:

i)

~bg (8)
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Assume that each individual in the system 1s able to send only one

message in a single time period; then pidis standardised to
LA

which measures the number of messages leaving i for city J Jdn a time
period. The information -~ receiving potential of any city,i, in the system

is therefore

P, = I p’;i (10)
JjeC®

where C(t}is the set of cities in which information about the innovation
is available.C(E)is regarded as the entire set of twenty-nine cities.

The 1952 values for each of the three variables are presented
in Table 3:3.
3.1.3 Analysis
3.1.3.17 1952 -~ 1971

The actual date of adoption and rank by date of adoption for
each city in the system is known, In an attempt to evaluate the role of
each variable in the process, simulated sequences of adoption were
generated on the basis of the city scores on each of the three variables.
For example, consider the case of MI.

of a compound interest eqﬁitépn provides annual values for Mt it is

i
known that one city adopied the innovation in 1952, so the city with the

1952 value is allocated a PRSC and the rank 1 in the Mt

highest Mi i

L5

As was previously stated, application
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simulation. This city is omitted from further analysis. The next city

to adopt did so in 1953, so the city with the highest M1953 score is
allocated a PRSC and the rank 2. This city is also omitted from further
analysis. This process continues until each city has been allotted

a PRSC and a rank. Where more than one city adopts in a single year,

for example 1955, the cities with the highest scores, that is those who
will receive a PRSC, are allocated the appropriate avérage rank., This

is consistent with the procedure used to rank the actual adoption sequence.
Such a process is an advantageous one since it mskes it unnecessary

for the supply function and the threshold demand value for PRSCs, both

of which probably change over time, to be estimated, This set of simulated
v and Pt were compared with one

i 1’

another and with the actual adéption sequence using Spearman's rank

ranks, together with similar sets for D

correlation test (Table 3:4)

These results indicate that the diffusion process is a (market)
size dependent one, the larger cities tending to adopt earlier than
small cities. The relative failure of the potential demand hypothesis is
also evident. The relatively large ry coefficient between rank by date

of adoption and rank by information potential makes the results more

A (05 R e £ Ml B S € R o

ambiguous because of the inter-correlation between market size and

information potential., These results contain the same ambiguity as is ]
present in the work of Cohen (1972) and Sheppard (197k4), for the measure

of market size reflects both demand and information, as Table 3:4 indicates. j
The effect of covariance among the simulated ranks can be removed from

the ry; coefficients by calculating partial correlation coefficients




Table 3:L

THE 1952-1971 ADOPTION PROCESS:

SPEARMAN'S RANK CORRELATION (r ) COEFFICIENTS (N=29)

R, R, R3
Ry Rank by date of adoption -~ 0.6952%*% (.2695%
R, Rank by market sgize - 0.2367
R3 Rank by potential demand -
R Rank by information

potential

* Denotes a t statistic significant at the -1Q, level.

** Denotes a t statistic significant at the .Q1 level.

L8

R,

0.6610%*

0.5195%%

0.3970%
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(Conover , 1971). For example, the partial correlation coefficient

r is calculated as
812,13k

Tsyo = Ts13Ts 47823 80, 83y

Ts12.34 = (11)

((1-rgy ) (1-rgy)) (1-rayy) (1-reyy ) (1-re gy M2

The values obtained are: = 0.6784 = 0.2149, and

Ts12.3L » T833.24
= 0.6437, These coefficients have virtually the same values as

Ts1h,23
the corresponding r_ coefficients shown in Table 3:h,

Since no R2 value could be obtained from thils non-parametric
analysis, a stepwise multiple regression model using 1952 data was
developed. The equation obtained is

in fi = 7.59361 ~ 0,00116 1n §, ~ 0.00077 1n P (12)

i

which has associated with it an R2 value of 0,5419, Interpretation is

made difficult by the presence of mulpicollinearity within the independent

variable set: for example, the simple correlation between ln Si and
1n Pi is 0,689, but the structure of the regression model appears to

confirm the earlier interpretation of the non-parametric analysis.

However, the results of the non-parametric analysis are more reliable than

the results of the regression analysis owing to the fact that the latter

uses static (1952) values to describe a dynamic process extending over
two decades.

Because of the experience of Cohen (1972) and Sheppard (197Tk),

the process was divided into sub-periods for further analysis., The small

. te o rewmmen v v
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size of the sample dictated a division into two sub-periods. 1961
was chosen as the dividing point since it was a Census year,
3.1.3.2 1952 - 1961

A non-parsmetric analysis identical to that performed for
the period as a whole was first carried out (Table 3:5). The results
of this anslysis make the overall picture a little clearer, In comparison
with the ansalysis of the entire process, the importance of the market
size variable is decreased while that of potential demand is increased.
This result indicates that the potential demand in a c¢ity plays an
important part in determining the city's position in the adoption
sequence,

The relatively poor performance of the market size var{able is
consistent with hypothesis (i), while the relatively high rg coefficient
(0.5759) associated with information potential also indicates the
importance of information flows during the early part of the process,

This latter result is consistent with Sheppard (1974). More precise
interpretation of these results is made difficult by the high rs
coefficient (0.6007) between information potential and potential demand.
The high correlation between two of the simulated rankings causes the
partial correlation coefficients to differ from the sample ry coefficients.

The value obtained for Tsyp 34 is 0.3767, for Tg is 0.7192, and

13.2h
for Tsy). 23 is 0.5225. Each partial correlation coefficient is smaller
than the corresponding r, coefficient but theilr importance relative to

one another remains the same. Thus, although both potential demand and

information potential play important roles in the first half of the



Teble 3:5

THE 1952-1961 ADOPTION PROCESS:

SPEARMAN'S RANK CORRELATION (rs) COEFFICIENTS (N=16)

RI Ry R4
R, Rank by date of adoption - 0.4511% (.7522%%
R, Rank by market size - 0.2322
Rq Rank by potential demand -
R, Rank by information
potential

* Denotes a t statistic significant at the.lQ level.

** Denotes a t statistic significant at the .QL level.

o1

Rg,

0.5759%x
0.4535%

0.6007**
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adoption process, their precise contribution cenhot be determined within
this data set.

A stepwise multiple regression model was also developed (subject

to the limitations noted before)., The equation obtained is

~

-~

Yi = 1956.7936k ~ o.oooh3Di ) . (13)

which has associated with it R2 = 0,6305, markedly higher than that for

" the first {1952-1971) model. Such an R® value, particularly in the
) ¢

context of the relatively poor results of.Cohen (1972) and Sheppard (1974),
appears to confirm the interpretation of the non-parametric analysis,
3.1.3.3 1962 - 1971

A non-parametric éndigggs was first performed (Table 3:6).
The partial correlation coefficients obtained from this,éatrix of ro
coefficients correspond almost exactiy with the simple r; coefficients.

The values obtained are r OL257h, r813 ol = 0.1786, and

812,34 |
rBlh.23 = 0,3905, From these resulis, it appears as if the process

after 1962 is either a random one or one that is influenqed by factors not
represenfed in Fhfs analysis, The only modé}ately signiéicant T
coefficient, that associated with information potential, indicates the
role of location relative to existing adopters, but this result is

only tentative{//;g significant multiple regression equation was obtained
for this period. The similarity of the éample cit{¥s in this late
adoption group in terms of their scores on all three varisbles makes

adoption within this model appear equally likely in eath of them (Table 3:7).
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Table 36

THE 1962-1971 ADOPTION PROCESS:

SPEARMAN'S RANK CORRELATION (rg) COEFFICIENTS (N=13)

Ry R, R4 R,
Ry Rank by date of adoption ~ 0.2611 0.1840 0.3929%
R, Rank by market size - 0.6511%* 0.1635

///
g R, Rank by potential demand 0.3104
Ve
R, Rank by information -
potential -

' * Denotes a t statistic significant at the .10 level.

‘%% Denotes a t statistic significant at the .01 level.



Table 3:7

W, MEANS AND VARIANCES OF THE

54

THREE INDEPENDENT VARIABLES IN 1952 (N=16) and 1962 (N=13)

1952

MEAN VARTANCE
Market size (S,) 232x10° 112x1,0°
Potential demand (D, ) 390 20x106
Information
Potential (Pi) 88x10° 13,31s2x106

1962
MEAN VARIANCE
lh2x106 8.lx109
-530 l.hx106
lh.'(xlO3 106x106
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The actual adoption time may be a function of the availability of loca{////w~\v/

capital, suitable sites end planning permission - factors that it wzj/
not possible to include in an analysis of this type - rather than vdariations
in information and demand.

3.1.4. Assessment of Results

This analysis demonstrates that, for the first half “of the
process at least, a specifically economic variable operated; this itself
constitutes an important result. However, this conclusion does not imply
that the process is an aspatial one because the importance of the
information potential variable, particularl; during the first ten years
of the diffusion process, justifies to some extent the interaction
view of diffusion, though failure of information potential to dominate
the process shows that for the diffusion of some innovations other
factors are important too.

Therefore, the information - based approach is able to provide
some explanation of the diffusion of even condition -~ sensitive innovations
like PRSCs, although it is recognised that the generality of the
information -~ based approach might partly be the result of other
factors such as market sjize and demand; whose influence it is difficult
to disentangle from that of information availability. Given that no
operational framework of equivalent generality is available for the
diffusion of techaologicel innovations, the information -~ based

approach to the modelling of diffusion proceases is adopted in this thesis,

Bl T e A L
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3.2 Spatial Diffusion Methodology

It has been noted that interest in the innovation diffusion
Qrocess has not been restricted to geographers (Brown, 1968). However,
excepting that advanced by some economists (Griliches,195T), the approach
adopted by other workers in the area (for example,by sociologists, rural
sociologists and epidemioclogists) is similar to that adopted by geographers.
This common approach is based upon the assumption that adoption does not
occur until sufficient interaction has occurred between a non-adopter
and an adopter (Rogers, 1962: Brown, 1968: Bailey, 1957). Nevertheless,
despite the valuable contributions produced in these disciplines, work
in geograp&y is of most relevance to the development of a model for the
diffusion of innovation within a system of cities.

The development of innovation diffusion modelling in geography
ié well documented (Brown, 1968: Hudson, 1972), but it is important
to consider more closely the nature of information flows within a system
of cities,

3.2.1 Information Flows Within a System of Cities

In the distant past, when spatial organisation was simple in
nature, the diffusion process was dominated by contagion effects; that
1s, it was one in which the frictional effect of distance was of paramount
importance, However, as a cause or consequence of increasing urbanisation,
communication systems have increased in sophistication and efficiency
over time. The role of urbanisation in chanéing the nature of the
diffusion process has ﬁeen demonstrated for a specific innovation by

Pyle (1969) and more generally by Pred (19661 1971). These studies
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indicate that the structure of the diffusion space plays an important
part in shaping the diffusion process.

Hudson (1972) suggests that information flows can be divided
into local, regional and international components, each with its own
structural gharacteristics. Since this thesis is concerned with the
diffusion process within a system of cities, regional flows are of
greatest relevance, It has been frequently observed that the structure
of the inter-city information network is stable over substantisl periods
of time (Bogue, 1949: Hudson, 1972). Since the diffusion of innovation
has been linked to information flows, it follows that the inter-city
diffusion process can also be assumed to be stable%?ver substantial
periods of time. Given this relationship, it is reisonable to contend
that all innovations that diffuse within the same system of cities within
the same time period will do so in a similar manner (Lasuén, 1973).
This observed stability in the inter-city information network and diffusion
process is of considerable importance since it permits the development
of spatial models of the innovation diffusion process based upon the
gravity concept (Hudson, 1972). The use of the gr;?ity concept in the
modelling of diffusion processes has already been considered (section 3.1.1),

but it will now be re-examined in connection with two antecedent works.

.2.2 Two Gravity- based Models of the Inter-city Diffusion Process

Pedersen's (1970) model is based upon the assumption that, for
innovation , the likelihood of adoption by any city is a function of
information flowing into that city from existing adopters. Since

personal contact is importent within the adoption process even when mass
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media facilities are available (Coleman, Katz and Menzel, 1957), Pedersen
considered the diffusion process in terms of a series of interactions
between adopters and non-adopters and characterised these interactions

by equation (1). This interaction model has the advantage of containing
the pure contagion and pure hierarchical diffusion processes as limiting
cases. Within Pedersen's framework, assuming that the innovation is
profitable there, a city, i, will adopt when the information it receives

from existing adopters concerning the innovation exceeds some threshold,

.

F, which is known, so that the moment of adoption for the 1th city,ti. can

»
3
)
be derived from the equation

i-1 -
F=1I (k (PiPJ) d ) (ti -

t‘J) (1k)

where Pi is the population of city i and PJ that of a city, J, which adopted
at time t .

J

Pedersen (1970) used this model to examine the diffusion of
innovation within a linearised k=3 central place system in which the
innovation originates in the largest centre. Through simulation, a
number of regula}ities in the diffusion process were observed. For
example, the distance decay parameter, B, determines the magnitude of
the hierarchical and contagion effects within the process and also serves
to speed up or slow down the overall process.

Pedersen's {1970) work possesses several shortcomings. For

example, like Hudson (1969), Pedersen tests the spatial diffusion model

within a central place framework. The results are consequently con-
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strained by the over - structured nature of the diffusion space (Pred,
1971). Criticisms may also be levelled at the diffusion process assumed;
for example, only the diffusion of inn;Qations originating in the largest
city in the system are modelled. In general, although the details of the
simulation procedure are not presented, Pedersen's conclusions seem far
more comprehensive than the extent of experimentation Justifies.

The most comprehensive effort to model the inter~city diffusion
process and its relationship with growth is that of Robson (1973). Robson
prefaced his diffusion analysis with a study of nineteenth century urban
growth in England and Wales. From this study, certain regularities
within the growth process were apparent. For instance,

) "In virtually every case, the standard deviations and

the coefficients of variation grow progressively smaller

for the larger size groups." {Robscn, 1973, p. 83)

Robson attempted to explain this observation in terms of the
diffusion of innovations. As a preliminary to the development of a
spatial diffusion model,data on the diffusion of several innovations were
examined. For example, in relation to Starr - Bowkett Building Socielies
it was observed that

"Spread occurs first by the filtering of the societies

to the regional centres or largest towns within regions

and subsequently societies spread out to other, and smaller,

places within the region.(Robson, 1973, p. 165)

Similarly strong size effects were evident within the diffusion of
telephone exchanges, gasworks and street lighting. However, instead

of considering the diffusion of these specificginnovations, Robson

proposed that "we can...think of the whole set of the innovations as
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averaging out into a 'composite' general innovation..." (Robson, 1973, p.187)

A model similar to Pedersen's (1970) was used as the basis for
gimulating the diffusion process. Agsume that there is a system of cities
in which some cities have adopted the composite innovation; each city,

i, has a population, Pi’ i=1,2..... yN. The probability, Pri, of

city i, which has not yet adopted, receiving s message in ary time period
will depend upon its size, its distance from cities which have already
adopted and the number of messages emitted by the adopter cities. Thus,

o B ) )

N
£ (P, 4 S
#

(15)
R
i

where SJ is the number of messages sent by the Jth adopter in a time
period and k is a weight which converts the sum of the expresgsions for
all places to 1.0 and individual city scores to an adoption probability.
If the number of messages emitted by existing adopters and the parameters
of the gravity model, «¢ and B, are given exogenously, application of
equation (15) produces an adoption probability for each city for each
time period. Given these adoption probabilities, allocation of megsages
is made on a probablistic, Monte Carlo, basis. If exogenously determined
resistence levels have been overcome, a message received by a non-adopter
causes it to adopt the composite innovation;while a message reseivé’d~
by an adopter stimulates further growth.

Since it attempts to model, over a long period to time, the
diffusion of many innovations in terms of a composite whole, Robson's

model is a very simple one. Thus, in connection with the growth that
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results from adoption, it was proposed that

"For any one of the innovations, the effect on growth

would almost certainly decline over time: both in terms

of the fact that economic returns may be lower for later

sdopters and that, within a given town, one innovation

would eventually be superteeded by others. But, in

effect, the simulation pools together the effects of all

these innovations by assuming a continuing stream of

inventiveness and innovation over time." (Robson, 1973,

p. 190) g

Like Pedersen, Robson reduces the generality of his results by
testing the model within a constrained central place framework. Moreover,
the model contains a basic flaw. At the start of a simulation, it
is arbitrarily decided that certain cities have the innovation which,
on the basis of empirical evidence (Chapter\?, gsection 2.1.3), is clearly
a restrictive and unreasonable assumption. The process by which the
composite innovation spreads from the original adopter cities is then
determined through the application of equation (15). Given exogenously

\

determined emission rates and adoption thresholds, the key variable in
the diffusion process is the amount of information received in a city
from existing adopters of the composite innovation. As time goes on, an
increasing number of cities will have adopted the composite innovation
and the probability of a city receiving a message becomes dependent only
upon its population potential. Therefore, after the first time period,
Robson's diffusion model degenerates into a potential model. Since the
composite innovation is made up of a stream of innovations, the set of
existing adopters should be re-determined at various points within the

simulation’ process. As the model stands, in later time .perjods,even

very small c¢ities are considered to be existing adopters of the innovations
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then being diffused, simply because they adopted the composite innovation
at some earlier point in time. Consequently, Robson's model is only
accurate if one innovation is being diffused or if growth itself

is considered an innovation.

3.2.2 Conclusions and Summary

It appears that obser;éd stability in inter-city information
flows permits the development o} spatial models of the inter-city
diffusion process based upon the gravity concept. However, examination
of two previous attempts to nodel the inter-city diffusion process in
this way indicated that such akmodel haé not yet been properly formulated.
It is possible though to list the desirable general characteristics of
such a model. For example, it is necessary to determine more reasonably
the origin of innovations and to permit the diffusion of many innovations

at the same time. A model incorporating general characteristics such

as these is presented in the next chapter.

AT,

P



CHAPTER L

A MODEL FOR THE DIFFUSION OF )
INNOVATION WITHIN A SYSTEM OF CITIES K4

~

Innovation may provide a suitable basis for modelling growth
within a system of cities. This is a conclusion of Chapter 2. Two
important results emerged from the discussion of diffusion processes
in Chapter 3: firstly, theoretical and empirical evidence in the
literature and the analysis of the diffusion of PRSCs demonstrate that,
in terms of the types of innovation whose diffusion can be modelled,
the spatial approach has considerable generality and, secondl&, th;at~
two previous efforts to model the inter-city diffusion process using

e

an interaction model produce results of only limited generality and
reliability. Keeping the shortcomings of these previous works in mind,
& model for the diffusion of innovation within a system of cities will
now be presented. Since it is difficult to model interaction within,
and between, cities within the same framework, following Hudson (1972),
the model only examines’the adoption of innovation by cities. Although
some of its implications for growth are considered in Chapter 6, the

diffusion of innovation within cities is a separate problem and is not

examined in this thesis.

4,1 Some Basic Assumptions and Propositions

Certain assumptions are made in connection with the nature of

63
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the diffusion process:

(i) the city as an entity adopts an innovation,

(i1) the probability of a city adopting & given innovation at some
point in time is a positive function of the information available to it
concerning the innovation, and

(111) the amount of information available to any city within a system
depends upon the spatial and hierarchical structure of that system,

Now consider the diffusion of innovation within a system of
cities each with a given size, Si’ i=1,2,..... N, and location with respect
to each other, dij’ i, j=1,2,..... 8. On the basis of available
evidence {Thompson, 1962), it can be assumed that, over any period of
time, the number of inventions produced in any one city, Xi, is

proportional to its size, Bi:

By extension, the probability of any given innovation originating

(being invented) in city i,p§12 is a function of its size, Si’ relative
to that of all cities in the Bystem,i Si' That is, E
'
: .
py = 5,/ 151 (2)

In one time period, the relative likelihood of a message being
transmitted from any particular city, J,pij, is proportional to

the gross interaction between the cities,Iij, which is,
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in turn, a function of the size and spacing of cities within the system.

Thus,

«1,, =8,54,° (3)

In contrast with Pedersen's formulation (equation 3.2), thi®s interaction
model is simplified by the assmption that the parameter on city size,
o in equation (3.2), is equal to 1. Consequently, the relative strength
of the hierarchical and neighbourhood components within the set of inter-
ciiy interactions depends only upon the magnitude of the parameter on

distance, 8.

-~

It Pit) is taken to represent the cumulative probability that

city 1 has adopted the innovation at time t, where

©

(t) _ % () 1) . ()
SRER RIS )

then the probability that it adopts the innovation within any time period

of length dt, dpit), is - E
t-1 - . ) .
dpit) = A(1 - Pi )) } (Pjt l);)Ji)clt . (5) ‘

J#1

Since A, the diffusion constant, is the same for all cities, relative

to that of other cities, city i's adoption probability is a function of

(1) ; (Pst—l)pji) , the sum of its interaction with
J#

existing information sources, and
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(11) 1 - plt-1)

{ . the probability that it has not yet

adopted.

In (i), within - city interaction is discounted because, given assumption
(i), only information from outside a city can influence city i's
probability of adoption. Element (ii) has a similar effect to the
retardation mechanism often inébrporated into diffusion models

(Hudson, 1972) and implies that the probability of any given piece of
information prompting adoption by city i during the time period ending

at t decreases as éhe probability that city i has already adoptea

increases.

Before proceeding with a more Aetailed exposition of the model,
an important ;haracteristic of this model vis a vis others in the field
should be noted. Both Pedersen's (1970) model and Robson's (1973)
model demand that the origin of an innovetion be known. To ﬁake their
models operational, they both make the assumption that all innovations-
originate in the system's largest city. However, in this model it is
possible for an innovation to originate in any city; the probability of
such an event being a function of c%ty gize (equation}?). In light-;f
Tﬁdmpaon‘s(1962) and Pred's (1966) work, this is a more reasonable way
of modelling the invention process than that employed by Pedersen- (1970)

and Robson (1973). Given the nature of the invention process, the model

follows the diffusion of what might be termed the 'general' innovation,

a process which incorporates within itself the whole spectrum of diffusions

that can occur within a specified system of cities. Therefore, the
mean and variance, or. any other summary measures, of the city adoption

probabilities produced by equation (5) would constitute summary

a ™
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measures upon the system's total innovation diffusion process,

Since the complexity of the inter-city diffusion process makes
it difficult to obtain analytical solutions for the model embodied in
equation (5) (see Preston, 1974, for examples of the limitations of
an analytic approach to a similar problem, that of inter-city migration),
simulation is used to examine the model's properties. This “examination
of the model's properties centres upon identifying the nature and
extent of the relationship between the form of the diffusion process
and dhe parameters of the'system of cities in which it takes place.

The diffusion process is simulated within hypothetical systems of cities.
Real systems are not used because the location pattern is one of the
ﬁaramq}ers vhose relationship with the fo;m of the diffusien process

is examined. However, in terms of the inter-city diffusion process,

the properties of the hypothetical system of cities are no different
from those of a real system of cities.

b2 Diffusion' Within a Hypothetical System of Cities '

4,2.1 The Nature of the System

The hypothetical éystem of cities is composed of N centres
whose location within the system space is determined through the random
generation of co;ordinatea. A random location pattern such as this is
more in accord with reaiity than the central place patterns used by
Pedersen (1970) and ﬁobson (1973). The set of inter-city distances,

d is determined from the cartesian co-ordinates and the gize of cite

13’

ied follows a rank - size equation. There are two reasons for using
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a rank ~ size distribution of city sizes. Firstly, the rank - size
distribution is a very useful one because, if the size of the largest
city in the system is constant, the city size distribution can be
summarised by a single parameter, the slope, q, of the rank - size line.
Secondly, the rank - size distribution has been seen to fit many systems
of cities, both across space and éver time (Berry, 1961) and although
the reason for such a regularity has not been adequately explained
(Dziewonski, 1972), it is hard to ignore it. If the size of the largest
city in the system, Sl’ is given, the size of'any city of rank r, Sr,

can be determined through application of the rank - size equation,
s_=s8r¢ (6)

The 1limits of this distribution are obtained when q is 0.0 or =. 1In
the first case, every city in the system has the same size and, in the .

second, there is only one city. -

4.2.2 Information Flows

Given a set of cities with fixed size and locatian, the nﬁmber

of meéssages being transmitted from any particular city i to any

particular city jJ, xij’ in any time period, is proportional to the size
of the destination, Sj, and its distance from i, dij’ raised to some
power, b. Thus, :
~-b
= 8,d (1)

x;g 141
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which is derived from the general gravity equation (equation 3). It
is assumed that, during the time it takes for one innovation to diffuse,
city growth is not large enough to seriously distort the interaction

a »
pattern and x,, values are not subscripted for time. This assumption

14

is necessary to the model's operation. Thus, S, is the size of city }]

J

at the start of the diffusion process and the same set of values is

~

used throughout.
It is assumed that each individusl sends only one message in

each time period and therefore x,, is standardised,

i3

»ng - xij'”;i— B (8)
§ i

Furthermore, if it is assumed that only one message is transmitted

. »
within the whole system in any one time period, x,, can be transformed

i)
into the probability, pij’ that the message is passed from any city i

to any city J:

*

»*
X
_ %44
Piy = Tix
13 1
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(9)
/

Two summery measures on inter-city information flows, Potential,
Ai’ and S Potential, Bi’

are calculated for each of the N cities. Potential
\
is the basic measure of information potential within the system and is

the standardised number of messages that a city receives from the rest

of the system in a single:time period. Thus,

!

. ‘
\ 0

. { (10)

S Potential, reflects acce;sibility to

information from larger cities
within the'system, :
N " N
B, = (£ (x,,8,))t3s (11)
SR E A5 AN
J#1

-
S Potential is calculated becauseoverall accessibility to information

from the rest of the gystem, as represented by Potential, is not an

adequate indicator of accessibility to information concerning the innovation
in early time periods.

This point can be clarified by reference to
equation (5). Element (i) in that equation represents interaction
with existing adopters.

As 8 consequence of the assumed form of the
invention process (equation 2), in earlier time periods, the probability

of any city, i, having already adopted the innovation, Pit_l), is largely

s

a function of that city's size and consequently s Potential, which
measures accessibility to information from larger cities, is a better
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indicator of the path of diffusion in these earlier time periods than
is Potential. '

4.2.3 The Adoption Process

The probability of an innovation originating in city i, pil),

is proportional to its size, Si’ and can be derived from equation (2).

(t)

In subsequent time periods, each city's adoption probability, p; , can

be obtained from a version of equation (5),

(t) (t-1), ¥, (t-1)
) L (P
Py i o1 9

J#i

=A(1-P ), t=1,2,...n. (12)

Py

The diffusion parsmeter,A, is a constant which serves to slow down, or

quicken up, the diffusion process. Because the length of a time period

is not specified, the value of A has only limited theoretical significance.

The cumulative probability of adoption for any one of the N

(t)
i

periods. Thus,

Bities, P, ', is the sum of its pit) values for all previous time

(t) _ ; e
i,

(13)

A city, 1, is certain to have adopted bhe innovation when its cumulative

' (t)
i

only when t = @, From the p

probability of adoption, P , reaches unity. Theoretically, this occurs

§t) values, it is possible also to calculate

(t)

the mean adoption probability for the sysfem, P , for each time period,

t, where
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p(t) _

LA / (1k)

the variance of adoption probabilities for the system,og, P(t) for each

b

Y
Ny

time period t, where

N

I (p
i=1

2 (t) _1

 ,p N §t))2 - ()2

(15)

and the cumulative mean adoption probability for the system, P(t), for

each time period, t, where

t

t
p(t) o (9)

?
(16)
J=1

To facilitate analysis of the diffusion process, the mean and

variance of each city adoption probability distribution is calculated.

Mean adoption time for city i, ti, is
— ® t
ARG ()
t=1
and its variance of adoption time, s?, is
2 _ o .2 ()
= _72
81 =1 (t Py ) ti (18)

t=1

To aid clarification and to facilitate the introduction of
fresh propositions, a numerical application of the simulation model will

be presented and commented upon.

[P
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4.3 A Rumerical Application

4.3.1 Description

The parameters of the system of cities in which the diffusion
process is simulaLed are as follows:

Number of cities = 20

Size of largest city = 100,000

Diffusion constant (A) = 50

City size parameter (q) = 1.0

Distance decay paremeter (b) = 2.0

Location pattern' = Figure 4:1
Given the location of cities (Figure k4:1), the matrix of inter-city

distances, 4,,, can be calculated. Although it is the inter-city

i}
diffusion process which is under study, the existence of intra-city
information flows is not neglected. Within any system of cities, a
certain proportion of the flow of information is within, rather than
between, cities.) Since the balance between these proportions is a
function of the structure of the system, it «s unreasonable to assume
that it is constant for all systems. Assuming that there is a frictional
effect on the flow of information within cities, to take this flow into
account it is necessary to measure the average distance between individuals

Wwithin a city. A mumber of measures have been suggested (Isard, 1960)
and in this analysis the following relationship is used to estimate

average intra-city distances (Webber, 197h4),

) 0.}
dii = 0.126 Si (19)

Using equations (10) and (11), the two information potential
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measures, A, and B,, are calculated for each of the N cities (Table 4:1).

i 1
On examination of these data, it is apparent that the total Potenﬁial,
N N
P Ai’ within the system of cities is less than its total population, L Si'
=1 i=1

This is because Ai does not include self-Potential; that is, Potential
derived from within - city interaction. Given the generally small size

of intra-city,relative to inter-city, distances, the calculation of

intra-city information flows deprives the $ystem ag a whole of a substantial

portion of its total possible information ﬁotential. Nevertheless,
since intra-city information flows do exists, such a method of calculation

is a ressonable one and ensures that both Ai and B, accurately reflect the

i
innovative potential of the system's cities. The ncrmalised interaction

probabilities, (Table 4:2) also reflect ,the importance of making a

pij’
clear dichotomy between inter and intra-city interdction. For example,
note that pll’ the propensity of city 1 to interact with itself,
constitutes 18.48% of the total interaction within the system. Omission
of internal propensities would increase the interaction between large
cities and small cities, which would have éonsidérable effects upon the
diffusion process.

Spatial autocorrela£ion measures are also computed. Over the
last ten years, the theoretical and practical importance of spatial
autocorrelation has achieved some prominence in the geographic literature
(King, 1969: Cliff and Ord, 1971). The importance of proximity within
the diffusion model makes the existence of spatial autocorrelétiqn

within the diffusion process probable. It is necessary to establish to

what degree spatial autocorrelation exists, within the system of cities
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1
12
13
1k
15
16
17
18
19

20

THE PRE-DIFFUSION STATUS OF THE SYSTEM

54
100000
50000
33333
25000
20000
16666
14285
12500
11111
10000
9090
8333
7692
T1k2
6666
6250
5882
5555
5263

5000

Table L:1

28568
10365
9L57
12304
16980
5958
TL13
12862
12khT
2305
65hY4
1010
2986
2530
2k228
1918
L21y
1023
2838
1518

1537
992
1208
601
2Lo6
699

664 .

1501
2905
167
- k6
112
365
341
1703
189
261
1Th
343
89

Autocorrelation

of S

l‘

-

i
0000

.1029
.0706
.1879
.2179
.23k4
.2086
. 2511
.00k43
.1709
.1008
1687
.227h
.1335
J1Th9
.0196
1765
1793
.0580
1349
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a8 well as the diffusicn process. Compared with that of Cliff and Ord
(1971), who were concerned with the 'areal' as opposed to the 'punctiform'
problem, the spatial autocorrelation measure used in this thesis is a
relatively simple one. For example, the spatial autocorrelation
statistic for city size is calculated as follows: the relationship
between the size of each of the N cities and that of its nearest
neighbour is estimated through simple correlation, the relationship
with the second nearest neighbour is similarly estimated, and so on,
up to the nineteenth nearest neighbour. In each case, r, the correlati;n
coefficient, constitutes a spatial autocorrelation statistic whose
significance can be pested using Student's t test. The nearest
neighbour spatial autocorrelation coefficients for city size are
presented in Table 4:1. It should be noted th§t the first entry in
that table, 1.000, does not mean that there is a perfect correlation
between the size of each city and that of its nearest neighbour. This
perfect correlation occurs because, for the calculation of all spatial
autocorrelation statistics, a'city always has itself ag its nearest
neighbour. ponsequently, it is the second valué in the'table which is
referred to as the first nearest neighbour spatial autocorrelation
coefficient, and so on. The absence of significant spatial autocorrelation
for city size reflécts the random way in which cities of given size were
located.‘

For each of the cities, invention probabilities are determined
by equation (2) and subsequent adoption probabilities by successive

application of equation (12). Cumulative probabilities of adoption are

.-
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calculated by equation (13) and system means, variances and cumulative

means by equations (14), (15) and (16). The probability distributions
. - 2

for cities 1, 10 and 20 are graphed in Figure 4:2. tiand_&i, are

calculated by equations (17) and (18) and are listed in Table L:3.

Inspection of these values suggests that gi and Bf are positively

correlated: see also Figure L:3. Simple linear regression Is used to

estimate the exact form of the relationship. The best - fit equation

is

Ime’ = y + Glnt, (208.)

where y= =-3.2103 and 6§ = 2.8763, which implies that

2 = 2-3.2103 T 2.8763

i i (20b)

The coefficient of determination, r2, associated with the equation is
.9638,and indicates that E; alone can be considered an adequate summery
measure upon city adoption probability distributions. Nearest Neighbour
spatial autocorrelation coefficients for E; are calculated in a manner
identical to that outlined in connection with city size and are listed
in Table 4:3, The first nearest neighbour autocorrelation coefficient
is statistically significant at the ,05 level. The degree to which

spatial autocorrelation is general for this type of diffusion process

will be investigated in Chapter 5.

-
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Figure k:2
) CITIES 1, 10 AND 20: PROBABILITIES OF ADOPTION OVER TIME
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Table 4:3

A SUMMARY OF THE DIFFUSION PROCESS

10
11
12
13
1k
15
16
17
18
19

20

_ 5 e > Agtooorreigtion
t, 5 sy 8y -8 oy
.2598 .8082 4209 .3873  1.0000
.2069 1.6220 1.1518 L4701 .5996
2426 1.3978 1.1892 .2086 . 0158
.3321  1.0215 1.2860 -.26k5  -.1890
.T109 .T126 .T10k .0022 -~ 0358
.0011  2,08k41 2.1766 ~.0925 .251k
.0302 1.8739 2.222%4 -.3486 .3212
9771 .T079 .9300 -.2201 .0275
.7078 . 7103 .7080 .0023 ~.203L
2763 12.%072 12.1575 .2L98 -.1k412
.502h 2.1110 3:0567 -.9457 -.3985
.3859  ho.h722 33.8313 6.6L09 -.3132
.5875 6.1976 5.6880 . 5097 .2069
.T190 6.3710 6.0816 .2894 .1531
.0631 .T551 1.0095 -.25h3 -.547k
.2945  13.1576  12.2k51 9125  -,02%
.2Lh26 3.1821 4.7356 -1.5535 -.0230
6767  38.0575 27.6039 10.4536 .1026
.T197  6.338) 6.0836 25k -.3821
.5159  22.5638  26.30L46 -3.7h08  -~.2372
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4.3.2 Some Further Comments

There is considerable variation within the relationship between
city size and city Potential (Table L:1). This variation arises out of
the use of an interaction model to calculate x;J values. Within such
a model, large cities tend to achieve high Potentials because they
'attract' more interaction but this is to some extent offset by the
fact that their own population masses are not sources of information for
them though they are for other cities. Also, oving to the relatively
high frictional effect of distance on information flows within this
system (b=2), the effect of location upén Potential is considerable.

For example, note the relatively high Ai vaiues for cities 5,8 and 9 ,
;nd particularly that for city 15 (Table 4:1, Figure L:4). Reference

to figure L:1 indicates that these high A, values are a consequence of

i
location. These cities also have relativeiy high Bi values (Figure
L:5). Therefore, there is considerable variation witpin the size -
potential relationships because, owing to their proximity, certain
cities are able to draw excessively upon the population masses of larger
cities and because cities are not“allowed to interact with themselves.

(i\ Ignoring for the moment the unusual configuration of the

,\ﬁdoption probability distribution for city 1 {seé Chapter S5, section
(f.l.l for a detailed discussion), the city adoption probabilities are

o) e 1o expected; larger and more accessible cities have a more

skewed distribution of adoption probdbilities than smaller
and less adgessible cities (Table U4:3, Figure 4:2). On examination of

Tables 4:1 apd L:3, it is apparent that each city's E& is linked to
/
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its Ai and Bi (Figures L:6 and 4:7). The precise form of this relationship

is estimated through regression of Ai and Bi on Ei. The best fit ////
equation is of the form y
Int, = a - 811r1Ai - B,lnB, (21a)
where a = 5,0739, Bl = -~,2896 and 82 = -,1691, which implies that
T = ¢9+0739,-.2896,-.1691 (21b)

i i i

This equation has associated with it an R® value of .976k,and its
significance for the modelling of the diffusion process becomes

apparent in Chapter 5.

4.4 Some Conclusions

It has been demonstrated that it is possible to develop a
LT )

model for the diffusion of innovation within a system of cities and to
investigate its properties through simulag;on. Unlike tﬁat of Pedersen
(1970) or Robson (1973), this model incorporates the possibility for
hultiple origin points and examines a general diffusion process rather
than one associated with a single innovation. There are other differences
between this and previous diffusion models. For example, the abiiity

to summarise the relationship between information potential and mean
adoption time (equation 21) provides a basis for investigating the

relationship between the parameters of the gystem of cities and the form

of the diffusion process.
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CHAPTER 5
PROPERTIES OF THE MODEL

In Chapter 4 & model for thé diffusion of innovation within a
system of cities was developed, anq its nature wés demonstrated‘by
simulating the diffusion process within a hypoéhetical system of cities:
Although this simulation analysis produced a number of useful insights

)
into the nature of the process mpbdelled, any conclusions made are
specific to that particular system of cities because of the model's
sensitivity to the structure of the diffusion space. Consequently, to
explore the relations between ﬁnnovation diffusion and urban growth, it
is necéssary first to investigate comprehensively the relations between
the form of the diffusion process and that of system of cities within
which it occurs. Although some qualitative evaluation is performed, by
far the greater part of this investigation depends upon regression analysis.

On the assumption that the regression of city informétion
potentials (Ai and Bi) on city mean adoption time (E;) summarises
adeduately the form of the diffusion process, the effects of changes in the
parameters of the diffusion space (first b and q, and then Location) on
the form of the diffusion process are estimated through examination of
the variation in the coefficients of the summary regression that results
from simulating the diffusion process within systems of cities with
different parameters. This analysis is comprehensivg enough to permit the

prediction of city adoption times within comparable systems of cities.

Three of the system parameters, the number of cities in the

89
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system, the size of the largest city and the diffusion constant (x),
are held constant wﬁile the city size parameter, q, the frictional effect
of distance on information flows, b, and Location are permitted to
very. Of the three parameters held constant, variation in A and the
size of the largest city does not affect the inter-city structure of
the diffusion process but variation in the number of cities in the
system does. If diffusion occurred within a frictionless environment,
the addition of an extra city to the system would not affect the inter-
city structure of the diffusion process. However, since diffusion does
not occur within a frictionless enviromment, ignoring the effect of
changing the number of cities in the system on the diffusion process

constitutes a simplification, although & necessary one.

5.1 Some Qualitative Observations on the Effects of Changing b,q, and
Location

The results presented and discussed at the end of Chapter &
are specific to the diffusion process within a system of cities with
a given pattern of location (Figure 4:1), a q value of 1.0 and b value
of 2.0. This will be referred to as System 1. To ascertain the nature
of the diffusion processes that occur within systems of cities with
different parameters, the diffusion process is simulated'within systems
with the following parameters:

System 2 Number of cities = 20

Size of largest city = 100,000 '
Diffusion constant (A) = 50.0 <>
City size parameter (q) = 1.0

Distance decay parameter (b) = 1.0
Location pattern = Figure L:1

. R tﬂq
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System 3 Number of cities = 20
Size of largest city = 100,000
Diffusion constant (1) = 50.0
City size parameter (q) = 2.0
Distance decay paremeter (b) = 1.0
Location pattern = Figure L:1
System 4 Number of cities = 20
Size of largest city = 100,000
Diffusion constant (1) = 50.0
City size parameter (gq) = 1.0
Distance decay parameter(b) =
Location pattern = Figure 5:1
Some of the results of these simulations will novw be summarised.
Sample graphs are presented in Appendix 1.

5.1.1 Changing b (System 2)

As a consequence of the closer correlation between city size

and Ai and Bi’ which is reflected in the distribution of tiand sf,

the form of the diffusion process is more hierarchical than that observed
for System 1 and, as a consequence of the decreased propensity for
intra-city interaction, it is more rapid. This increased rapidity is
reflected in a decrease in mean E;from 5.1226 in System 1 to 3.5029

in this one (Table 5:1). Similarly, the variance of E; decreases from
5.9988 to .7923. ln?iis again strongly correlated with lns?, r2 = ,8857.
Furthermore, E; can once more be accurately estimated from Ai and Bi’
although the céefficients of the regression are different from those
obtained for System 1. These results are not counter - intuitive

and correspond with other observations on the response of the diffusion
process to changes in the interaction pattern (Hudson, 1972: Pedersen, 1970).
Before discussing the effects of changing q and Location, one more result

produced in the System 2 simulation will be considered.

F O
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Simulation
No.

1

2

10
11
12
13
1k
15
16
17
18
19

20

Table 5:1

SUMMARY RESULTS FOR TWENTY SIMULATIONS

q b
5 1.00
> 1.25
W5 1.50
.5 1.75
5 2.00 .
N .
1.0 1.00 v
1.0 1.25
1.0 1.50
1.0 1.75
1.0 2.00
1.5 1.00
1.5, 1.25
1.5 1.50
1.5 1.75
1.5 2.00
2.0 1.00
2.0 1.25
2.0 1.50
2.0 1.75
2.0 2.00

Mean A
30906
29379
277715
26158

2L606:

12427
11390
10340
%18
8373
5583
4899
L2LT
3654
3142
2788
2343
1931
1573
1246

Varianc
of Ai(lo

236954
232368
. 227410
220901
215239
151623
117628
90622
70780
57277
75432
52841
34975
22699
15259
33091
22064
13419
6317

2313

3)
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Coeff. of
Variat ign
of Ai(lO ) Mean B,
T.67 1865
7.91 1770
8.19 16
8.45 157
8.75 1481
12.20 1268
10.33 11ks5
8.76 1030
7.60 925
6.84 83k
13.51 962
10.79 821
8.2k 701
6.21 601
L.86 519
11.87 675
9.k2 552
6.95 450
k.02 3k2
2.26 269

Table 5:1
Varianc
of B (10
T06
765
833
895
952
878
73k
651
616
615
1023
T1lh
516
Loo
3%0
897
553
3b5.
2h1

173

(cont'd)

Coeff. of
§ Variatign
) of Bi(lo )

.38

b3

.50

ST

.61

.69

.6l

.63

.67

.Th

1.06

.87

.Th

.67

.66

1.33

1.00

17

.70

.6k

Mean E
i

3.
3.
3.

\\3.

10.
11.

13.

15

i7.

39
52
67
87

.09
.50
.76
.11
.5k
.12
.75
ko
.31
.56

.30

08

T2
51

.bo

28

9k
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Varique

of

15.
28.
54,
63.
87.
115.
1h3,
189.

t

.18
.28
.Ls
.71
12
.19
.2k
.03
251
.00
.67

.10

59
31
09
09
96
29
63
28

.6363
.T785
.9897
.2123
4629
.81kl
L0717
. 3736
.T138
.0739
.TU26
.0ko2
. 3481
.6606
.9766
-7959
.0158
.1054
.9812
.9k16

Table

5:1 (cont'd)

B

1 2
.15718 -.10966
.15583 -.12917
L1676 -.13970
.18061 -.15019
.20457 -.1koT2
.13361 -.20119
15726 - . 2046}
.19703 -.19292
24238 " -.1806k
.28957 -.16957
.25390 -.20796
.27332 -.22682
.29877 -.24058
33743 -.23939
.38432 2.22981
. 38864 -.22562
LL68Y -.19371
45877 ~.19557
.b4321 ~.20012
.bl212 -.19338

L9943
. 9939
L9911
-9891
.9840
9936
.9900
.9865
.9818
.9764
.9753
.9820
« 9853
.98L6
.9812
.9729

.9809 i
o

.9713
. 9601
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In the System 1 simulation, city 1's probability of adoption
increases, than}decreases, and then increasesg again, from time periods
(1) to (3) (Figure 4:2). However, this anomaly is not present in the
System 2 simulation (Figure 5:2). This seemingly erratic behaviour
results from the inclusion of an invention period within the model.
In the first time period (the invention period), city adoption probabilities
are a function only of city size (equation 4.2) whereas, in subsequent
time periods, city adoption probabilities are a function of location as
well as oR.city size (equation 4.12). Consequently, although the invention
probability for city 1 is identical in both systems, namely .2780, in
System 1, city 1's probability of adoption in the second time period is
less than .2780 while, in System 2, it is larger. This reflects the
increase in the positive correlation between city size and Ai and Bi
in System 2 caused by the decrease in the frictional effect of distanée.
The adoption probability anomaly observed in System 1 is therefore a
consequence of the difference between the method of calculating adoption
probabilities in time period (1) and that in subsequent time periods,

and it will only be apparent in systems in which the frictional effect

-of distance is relatively strong and the correlation between city size

and A 'and B

{ relatively weak.

i
The fact that, for certain cities within some systems, the
probability of adopting the general innovation decreases from time
period (1) to time period (2) does not imply that the same would be
true if the diffusion of a single innovation within the same system

vere being considered. Consider again city 1's adoption behaviour in
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Figure 5:2

: PROBABILITIES OF ADOPTION OVER TIME
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System 1. That city would either invent a specific innovation or it would
receive it sometime after time period (1) but it could not do both.
Therefore, this anomaly is technical rather than conceptual in origin “
and is a consequence of the model's generality. Such an anomaly has

not been observed in the diffusion literature because other students

of the innovation diffusion process have considered only the diffusion

of single innovations, which always have a unique origin. However, it
follows that any extrapolation based upon a single diffusion process

to account for multiple diffusions would carry the implicit assumption

that all innovation originate within the same city. 1Indeed, such an assump-
tion is a wery convenient one, for it becomes increasingly apparent

in the remainder of this thesis that the possibility for multiple

invention sites incorporated into the diffusion model makes the

modelling and interpretation of the diffusion process far more complex

than it would otherwise be.

5.1.2 Changing q (System 3) .

As a consequence of the increased polarisation of city size,
the propensity for intra-city interaction among the larger cities in
the system is greatly increased. For example, pll’ city 1's propensity
to interact with itself, constitutes 51.82% of the total interaction
within this system, as opposed to 13.93% in System 2. The structure
of inter-city information flows, which determines the form of the Ai
and Bi distributions, causes the diffusion process to be dominated by

hierarchical effects. Together with the increased propensity for intra-

city interaction, this polarised distribution of information potential
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causes the diffusion process for the whole system to be less rapid than
that for System 2. This conclusion is highlighted by a mean E; of

10.0810 and a variance of 63.0933., The simple correlation between 1nE; and
lnsf is .9901. However, there is some marked deviation at the lower

(E;) end of the distribution between predicted and actual si which will

be discussed at the end of this chapter. fi can once again ‘be accurately

estimated from Ai and Bi'

5.1.3 Changing Location (System L4)

In essence, the change in LoFation substantially alters the

city by city form of the diffusion process but not its general structure.
Since, given a b value of 0.0, the diffusion process within this system
would bé identical to that in System 2, it is clear that the effect of
Location upon the form of the diffusion process is intimately connected
with that of distance. Given the same distribution of city sizes, the
location of any city determines the way in which its information potential
and, consequently, its asdoption behaviour deviates from that which would
occur if infor;ation potential and diffusion were purely size - dependént.

5.2 Characterising the Link between b,q and Location and the Form of
the Diffusion Process

The results produced by simulating the diffusion process within
different sysfems indicate that changes in the parameters of the system
of cities affect the form of the diffusion process. By taking the
regression of A, and B, on %; (equation 4:21) as a summary of the form
of the diffusion process, changes in the form of the diffusion process
can be linked to the parameters of the system of cities through the

coefficients,a,Bl andBa, of that regression equation. In the remainder
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of this chapter, methods for characterising this link will be outlined.
Although the model was run for twenty location patterns, it is convenient
to consider first the response of the diffusion process to changes in

b and q within a single location pattern, that depicted in Figure k:1.
5.2.1 b and g

The model is run for twenty combinations of b and q. The q
values selected are 0.5, 1.0, 1.5 and 2.0, which encompasses those
generally found for systems of cities (Berry, 1961). The set of b values
combined in turn with each q value is 1.00, 1.25,1.50, 1.75 and 2.00,
which also encompasses those generally found for systems of cities
(Haggett, 1972).

The amount of data that would have to be presented makes it
fmpossible to describe these twenty runs of the model in detail and
thgrefore only a limited amount of summary information for each of the
runs is presented (Table 5:1). The first eight columns of Table 5:1
contain summary date on information potential and mean adoption time.

The mean of Ai’ variance of Ai and mean of Bi vary in a regular
fashion in response to changes in b and q, the responses to the latter
being of a greater apparent magnitude than those to the former. On

the other hand, the wariance of B,, the coefficient of variation of A

i’ i
and the coefficient of variation of Bi display less regular behaviour.
This complexity in the behaviour of the summary measures on information
potential results from the complexity of inter-city interaction. For

example, as a consequence of the way in which intra-city interaction is

calculated, change in the variance of Ai is dependent upon the pattern
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of location as well as the total inter-city interaction within the system.
Similarly, the behaviour of the veriance of Bi is also dependent upon
locational characteristics. Moreover, since Bi reflects the distribution
of pair -~ wise interactions within the system, it is particularly
sensitive to cHanges in the system parameters.

The mor; complex relationships between b and q and the summary
measures on information potential are restricted to less - polarised
city size distributions. This is because the polarised distribution of
city size in high q value systems places a severe constraint upo; t
changes in the distribution of information potential associated with
changes in b. Such changes in the distribution of information potential
occur within high.q value systems but they have little effect upon the
order in which cities adopt the innovation, which is determined primarily
by city size. .

Both the mean and variance of E; are positively correlated with b and q.

Moreover, the mean and variance of EAare highly correlated, r = 0.98k49,

A B e et ST WAL S 5 Ao et A

[PereN

which permits consideration of mean ti as an adequate single measure
upon the diffusion process in each system. A regression of b and q

on mean Ei produces the best - fit equation,

Bl 8 i

mean f;'ik = -2,7389 + 1.8667bk + 5.1667q, ‘ (1)
4

vhich has associated with it an R2 value of .T7T8k4, which is quife high

considering that the relationship between b and q and mean I; is not

direct but effected through an interactibn model in which not all
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relationships are linear. The relatively poor performance of b, whose
introduction into the equation only increases the R? value by .0438, is
partly a consequence of the fact that a change in b tends to cause a
change in the rank ordering of city adoption times within & given
city size distribution and the impact of such re-ordering is not
necessarily reflected in changes in ﬁhe pean and variance of ?;,
and partly of the fact that the very magnitude of the variation caused
by changes in q overpowers that caused by changes in b. Consequently,
the poor performance of b in this regression should not be taken to
mean that the structure of inter-city interaction plays an unimportant
part in the diffusion process.

The data presented in the last four columns of Table 5:1 are

-—

a summary of the regression of Ai and Bi on ti for each of the twenty

systems. However, owing to a technical problem, the validity of the
partial regression coefficients which constitute the core of these
summary data is in doubt. ) &

"Multicollinearity constitutes a threat and often a
very serious threat both to the proper specification
and the effective estimation of the type of structural
relationship commonly sought through the use of
regression." (Farrar and Glauber, 1967, p. 93)

The three major consequences of multicollinearity are listed by Johnston (1963):

1) "The precision of estimation falls so that it becomes
very difficult if not impossiblé'to disentangle the relative
influences of the various X variables. This loss of precision
has 3 aspects: Specific estimates may have large errors;
these estimates may be highly correlated, one with another;

and the sampling variances of the coefficients may be very
large."

2) "Investigators are scmetimes led to drop variables incorrectly

from an analysis because their coefficients are not significantly
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different from zero, but the true situation may not be that
a variable has no effect but simply that the set of sample
data has not enabled us to pick it up."

3) "Estimates of coefficients become very sensitive to particular
sets of sample data, and the addition of a few more observations

can sometimes produce dramatic shifts in some of the coefficients.”

(Johnston, 1963, p. 160)
The existence of such consequences makes it evident that the interpretation
of partial Tegression coefficients within a highly collinear set of
independent variables (see Table 5:2) is not a simple task.

Since only two independent variables, Ai and Bi,are used,
a relatively simple solution to the multicollinearity problem can be
émployed. Recall the structure of the two information potential measures.
The Potential of a city (Ai) is the sum of the standardised information
flows that it attracts from other cities in the system (equation 4.10) and
its S Potential (Bi) is the sum of each of these standardised information
flows weighted by the size of the origin, divided by the total population
of the system, a constant (equation 4.11). Thus, the high correlation
between Ai and Bi occurs because the second is a weighted version of
the first. Because it is -the unique part of Bi which is of interest,
it is desirable to separate it from that part which is shared with Ai'

lnBi can be reduced to its unique element by regressing lnAi upon it,
1nB, = a + blnA, (2)
i i
and calculating the residual, Ri’ between the actual and predicted values,

R, = 1nB, - IlnB, (3)
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Table 5:2

10k

THE SIMPLE CORRELATION BETWEEN ln Ai AND 1n Bi IN TWENTY SIMULATIONS

Simulation

[oaNNNNAN |

-

10

No.

977
971
.965
.961
.958
957
.9uT
.937
.927
.919

Simulation
No.

1
12
13
1k
15
16
17
1€
19

20

.948
.937
.928
.920
913
952
.936
.925
.918
.915
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The Ri values produced for System 2 are listed in Table 5:3. A negative
Hi value means that a city has a substantial amount of its interaction
with cities of relatively small size, whereas a positive Ri value means
that a city has a substantial amount of its interaction with cities of
relatively large size and thus benefits from interaction with likely
sources of the innovation. Ri is calculated for all twenty systems and
regressions of lnAi and Ri on 1n€£ performed (Table S:4).

The degree of explanation (RQ) furnished by the regressions
Y

is uniformly high, which reflects the importance of information availability

in the diffusion process, although, in the @ = 0.5 and q = 1.0 systems,
there appears to be a tendency for the level of explanation to decrease
as the frictional effect of distance upon interaction increases. It is
probable that these, and other, small deviations originate from two
sources. The first of these is rounding error, which can be assumed to
have a randor effect and does not explain systematic variation, and
the second and more likely is that, owing to the complexity of their
_telationship with fi , the efficiency of Ai and Ri as explanatory
variables varies from system to system. _

The partial regression coefficients indicate that Ai is
always the more important explanatory variable. The Ai coefficient
becomes larger as both b and q increase, reflecting a change in the
scale and distribution of Ai values and, through the operation of the
model, that of ?i. The Ri coefficient is both less important and less

predictable. The unpredictable behaviour of Ri's coefficient reflects

the complex nature both of the measure and of its relationship with



City
No.

10
11
12
13
14
15
16
17
18
19

20

Table 5:3

R, VALUES FOR SYSTEM 2

10.9595
10.1k94

O O O 0
)
\Ve)
-
-

(o o) < o 0 W0
(o)
o
W
[exy

x
N
<
N
s

i

1nB,

8.122k
7.8968
7.8679
7.2828
7.9291
7.24L2
7.0975
7.4343
.6578
. 3008
.5596
.0113
.5236
. 3190
.9ks1

L1137

AN N N O OO O ON =

.1203
5.9940
6.2989
5.5797

1nB,

8.5590
7.8305
7.6857
7.5301
7.5981
7.15kY
7.0L88
7.2184
T.147h
6.4L01
6.660L4
6.0L65
6.4418
6.2599
T.2417
6.1787
6.2770
5.8713
6.2469
5.8622

-.L366
. 066k

-.2473
3310
. 0898
.0L87
.2159

.510k

-.1393

~.1008

-.0353

.0818

.0591

-.2966
~. 0650
-.1567

227

L0521

-.2875

106
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Simulation
No.

1

2

10
11
12
13
1k
15
16
17
18
19

20

Lo ANV

[= 2NN @ 2 W © A SRRV |

.8812
.0912
.3508
L6177
.8185
. 0754
.3569
.6680
.0118
.3679
.9014
.2125
.5372
.863k
.18k2
.9093
.1109
.1955
.1398
.8899

Tabl

REGRESSION OF 1lnA

By
-.26080
-.28011
-.30416
-. 32890
~.35337
-.31456
-.3k257
-.37373
-.Lkogs52
~. U706
-. 44000
- b7Lko
-.51110
-.54898
-.5879
-.59285
-.61958
-.63037
~.62284

-.58789

e

i

.10967
.12923
.13976
.1502k
14977
.20118
.20L6Y4
.19291
.18066
.16917
.2079h
.22685
.2koss
.23935
. 22984
.22572
.19369
.19559
.20053

.188k0

5:4 }

(

AND R, ON 1n

Yy

R

.9943
-9939
.9911
.9890
.98L40
.9936
.9900
.9865
.9818
.976k
-9753
.9820
.9853
.98k6
.9812
.9729
.9809
.9875
.9828

L95UT

107

Explanation
Added by Ri

.0075
.0119
.01LL
.0164
.0155
. 0294
. 0325
. 0299
. 0260
.0219
.0191
.0240
.0267
.0259
.0229
.0119
.0106
.0122
.0140

.0140
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the form of the diffusion process, and its small importance (Table 5:k)
indicates that, in this location pattern at least, gross accessibility
to information from the rest of system, as measured by Ai’ is more
important in determining time of adoption than accessibility to information
from larger cities, as measured by Ri'

The fact that the partial regression coefficients‘for Ai
in simuwlations 19 and 20 do not fit the orderly sequence observed in
the other eighteen simulations is an unfortunate, but easily explained,
anomaly. Reference to the city adoption probability distributio;s in
these two systems revealed that several small cities failed to attain
a8 cumulative adoption probability of 1.0 during the one hundred time
periods over which the diffusion process was simulated because of
their almost negligible information potential scores. Consequently,

the tis cajculated for these cities are unreliable and the last two
simulations are omitted from further analysis; reducing the number of
simulations in the sample from twenty to eighteen per location pattern.

It is possible to estimate the exact form of the relationship

between b and g and the coefficients of the equation ln%& = a - BllnAi - BQRi

through regression (Table 5:5). These regressions provide considerable
insight into the nature of the relationship between the form of the
diffusion process and the parameters of the system of cities in which
diffusion occurs. The limited importance of Ri in the summary regressions
on the diffusion process (Table 5:4) permits attention to be focussed

; upon the regressions for a and Bl. Within both sets of regressions, the

signs assaciated with the relevant partial regression ecoefficients
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Note:

Table 5:5

REGRESSIONS OF b AND q ON a,B, AND B,

1.89780

-.00211

~.09681

Standardised partial

bl(b) bz(q)
1.20995 1.32938
(.51351) (.93657)
- 11577 -.22586
(-.33482) (~.99473)
-.01571 ~.05866 .
(-.1k237) (-.809k49)-- -

109

.9578

L9THT

.6316

regression coefficients in parenthesis.
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indicate that an increase in q or b causes an increase in the size
of a and Bl' These relationships reflect the fact that changes in the’
distribution of Ai cause changes in the distribution of E;. In
connection with q, changes in the distribution of Ai gre the result
of the substantial re-structuring of the city size distribution that
occurs when q becomes larger and have already been commented upon
(section .5.1.2). The relationship between g anda and Bl is expected,
but a similar relationship between b and o and Bl indicates that,
although an increase in the frictional‘effect of distance benefi;s
some fortunately - located cities, it mlso causes changes in the
distribution of Ai within a system of cities with fixed size and location
by reducing inter-city inté¥action. The larger standardised partial
regression coefficient associated with q than with b in each of the
regressions indicates that the re-structuring of the city size distribution
has a greater impact upon the form of the diffusion proc¢ess than the
re-structuring of inter-city interaction.

Given the number of calculations and complex relationships
that lie between the setting of the system parameters and the estimation
of the regression coefficient;, the R2 values associated with the a and Bl
equations are relatively high (Table 5:5). The smaller R2 value associated
with the 82 equation is & function of the complexity of the efféct
that Ri represents, and the fact that it is a residual. However, .
given the small amount of explanation associated with Ri in the summary
regressions on the diffusion process, such a level of explanation is

8

considered adequate.
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Consider now the spatial autocorrelation of values of E;. Only
the first and most important nearest neighbour spatisl autocorrelation
statistic is discussed (Table 5:6). These results indicate that there
exists a substantial amount of spatial autocorrelation within the diffusion’
process. Moreover, there exists a correlation between the degree of
spatial autocorrelation prevalent within a system of cities and the
parameters b and q of that system. In fact, the simple correlation
between the spatial autocorrelation statistic and b is .739 and that
between it and q is -.743. On the basis of earlier results and Lf
knowledge of the diffusion process, such correfétions, positive with b
and negative with q, seem reasonable but, given the complexity of the
diffusion process and the limited amount of information provided by
simulation within a single location pattern, it would be unwise to
discount the possible existence of other forms of the relationship.
Regression of b and q on the nearest neighbour spatial autocorrelation
statistics (Nk) pro@uces fhe equation,

-

N, = 0.3746 + .1708b_ - .1130q (L)
(.6205)% (-.6253%
The magnitude of the standardised partial regression coefficients
(in parenthesis ) demonstrates the almost equal impor£ance of b and q
in determining the degree of spatiasl autocorrelation within these
diffusion processes. Again, given the large number of intervening
relationships between the setting of b and q and the calculation of the

spatial autocorrelation statistic, the Re value associated with this

e an s
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Note:

Table 5:6

FIRST NEAREST NEIGHBOUR SPATIAL AUTOCORRELATION STATYSTICS

FOR EIGHTEEN SYSTEMS OF CITIES

System -
Now Ny
1 .14 895
2 .55T6%
3 .592T*
4 .6158%
5 .6078%
6 * L Lh266
T .4894
8 .5ko6%
9 .5T69%

11
12
13
1k
15
16
17
18

. 5596%
.3533

4039

.hh93

hg50%

.5hio* =
.2726
. 3697
k719

* denotes statistical significance at the .05 level.
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regression, .9236, is high.
5.2.2 Location

Using the same eighteen combinations of b.and q,the model was
run for another nineteen location patterns (Appendix 2), making 360

simulations in all.
Consider the modelling framework developed up to this point.

It has been demonstrated that

Int, = o - BllnAi -~ BR, (5)

and, on the basis of results from one location pattern, that

- 1 .
o =8+ bibk + b, - (6)
By, = e - bibk - bqu - (1)
no_ .3 3

By, = -&> - b3b - blay (8)

Data on a,Bl and 82 are given in Appendix 3. Therefore, to establish
the link between Location and the form of the diffusion process, it is
necessary to be able to estimate the ctoefficients of equations (6),
(7) and (8). Before considering ways of doing this, some discussion
of the structure of the a (Table 5:7),81 (Table 5:8) and 82 (Table 5:9)
regressions produced for each location pattern is necessary.

The ‘relationships between b and q and the o coefficient are
always positive, and always strong; the R2 value associated with the

equation never falling below .9000° (Table 5:7). It is also notable that,

ook
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excep£ for Location Pattern NJ.’IS, the standardised partial regression
coefficient on q is always larger than that on b. This substantiates
earlier oﬁservations on the comparative importance ?f b and q in determining
the form of the diffusion process. Because it is not possible to
compare the standardised partial regression coefficients from one
locaticn pattern with those from another, a ratio (bl/bE) of’the two
was calculated for each location pattern (Table 5:7). A valuelof unity
for this ratio indicates & perfect balance between the influence of b
and of q, while one of less than unity indicates an imbalance i; favour
of q. The range of values for the ratio, .25956 for Location Pattern
No. 4 to 1.15072 for Location Pattern No. 18, demonstrates the degree
of variability in the form of the diffusion process that is attributable
to the location pattern.

In the B, regressions (Table 5:8), the relationship between
b and q and 81 is always negétive. However, since Bl itself extends
over a negative range, this implies that Bl becomes larger (negatively)
as b and q becomeﬂlarger. Standardisation of the partial regression
coefficients indicates the pre-eminence of q in determining the size of
B, The ratios (bl/be) of the standardised partial regression coefficients
in these regressions are highly correlated with those in the a regressions,
r = .9334, These results indicate the importance of q as a constraint
upon the form of the diffusion process.

The structure of the 82 regressions (Table 5:9) is more complex

than that of the a or the Bl regressions. Firstly, in-the a and Bl

regressions, the R2 value does not fall below .9000 but, in tHe 82 e
4
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regressions, there is a considerable variation, .1769 to .9hko0, in
explanatory power. However, it can be demonstrated that this variation
in explanatory power has little effect upon estimates of E; . Recall
that Ri plays a subordinate role to Ai in the determination of E&(Table
5:4 and Appendix 3) and consider the set of actual and estimated 82
coefficients for Location Pattern No. 9 (Table 5:10)} which has.the
lowest R2 value in the set. These data indicate that, in terms of
explanation, the contribution of Ri to the summary regressions is
generally low. Moreover, the residuals between actual and estim;ted 82
are relativély small. Taken together, this means that the possible
effects of mis-estimating the 82 coefficient on the estimation of fi

are quite small, even with a regression of low explanatory power such

as this.

Of greater interest in connection with the 82 regressions is

*

the variation in the sign associated with the partial regression

i and bg . Except for Location Patterns 5 and 18, the

partial regression coefficient associated with q is always negative.

coefficients b

This implies that the magnitude of the (negative) 82 coefficient
»
increases as g’'becomes larger. However, the small size of these

negative coefficients means that the increase in the size of 82 caused
by an increase in g is quite small. &ndeed, data on the structure

of thé summary regresgion equations (Table 5:4 and Appendix 3) indicate
that, relative to Aig Ri's role.in the determination of E; pends to
decrease in importance as q becomes larger. Consequently, the positive

.

partial regression coefficients in the regressions for Location Patterns
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LOCATION PATTERN NO. 9:

Simulation
No.

1

2

10
11
12
13
14
15
16
17
18

.1913
.2148

-2500

L2ThT

- 3059

.1851

.1962

.2067

-.2171

.2233

¥

.2158

.1903

<1711

-1591

L1652

1

1

-2720

~.1586

Table 5:10

A COMPARISON OF ACTUAL AND ESTIMATED
82 COEFFICIENTS

Explanation

. . Added
-.2295 .0382 .0294 ?
-.2311 .0163 .0408 ’
-.2327 -.0173 .0542
-.2343 ~.0h0k .0585
-.2359 ~-.0700 .0626
-.21k0 . 0289 .0303
-.2155 t .0193 .0370 :
-.2171 .010k 0Lo6 ﬂé'
-.2187 .0016 Ohb1h
-.2203 ~..0030 .0395
-.198l -.0.7k 019k
~.2000 .0097 .C167 '
-.2015 .0304 0141 .
-.2031 ~.0kko .0119
-.2047 .0395 0125 | 8
-.1828 . 0892 0141 %
~.184Y L0277 .0101

~.1859 L0273 10068
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ﬁ.
5 and 18 indicate a more pronounced decline in Ris role yithin the

diffusion process as q becomes larger and nothing more. Thus, in terms

3

of the relative importance of Ai and Ri’ Location Pattern No. 18 is the
most responsivé to change in q, while Location Pattern No..l7 is the least
responsive. The part{gl regression coefficients associated with b 'in

th; 62 regfessions display even greater variation than thosé’assoc}ated
with q, altgzugh their generally small size makes this variation of“less
importance than it might otherwise be.

Both the variation in sign and the smallness of the coefficients
in the Bé regressions might be the result of the complexity of the
relationship between Ri and b and q. The cgmplexity of R;s relationship
with the system parameters makes it difficult to both estimate and

interpret, although it is interesting to note that, within some location

patterns, the dominance of either b or q forces some uniformity (as

indicated by the size of R2 value) upon the behaviour of the 82 coefficient.

Methods by which the coefficients of equations (6), (7) and(8),
and thus the effect of Location upon the diffusion process, can be
estimated will now be discussed. Two point pattern measures - firgt
order nearest neighbour distance and spatial entropy (Curry, 1972) -
were calculated for each location pattern (Table 5:11), but were
found to be poor predictors of the coefficients of equations (6), (7)
andu48).‘$%%erefore, another approach to explaining inter-location pattern
varigﬁﬁgn in 2he form of the diffusion process had to be utilised.

The‘? exists a distinct patyern in the response-of the system

~n

sumgry measures on information potential to cgiﬁges in b and q (section

.

- ot + ot " < ms m—_ iy B



Note:

Table 5:11

NEAREST NEIGHBOUR AND SPATIAL ENTROPY SCORES

FOR TWENTY LOCATION PATTERNS

First order Nearest Neighbour

e e
1 11.15
2 k.71
3 1k.92
b 5,06
5 3.78
6 12.53
T k.31
8 12.34
9 14,00

10 13.23
o1l 10.19
12 1k.11
13 11.43
1k 15.87
15 12,25
16 11.1k
17 12.55
18 10.31
19 12,03
20 12.51

X

X . X
Coeff%gient SPat%gl,

Variance of Variation Entropy

162.
298.
267.
30.
17.
195.
238.
1.
221.
229,
110.
23k,
155.
283.
16k,
14,
166.
133.
186.

205.
The coefficient of variation is defined as variance/mean

20
39
67
20
62
27
89
25
9k
21
05
29
k7
03
45
16
55
14
01

34

1L,
20.
7.

5.

L,
15.
16.

13

170
10.

16.

13.

Sk
28
93
96
65
58
69

.87
16.

27
33
80
60

50

17.83

13.

12.
13.
1k,
15.
16.

k2
67
27
85
L5

b1

3.

3.

1295
3159

.1802
.1k66

.2351

3.2035

N ow W W

3.

2.

.2818
L1673
.2237
.2394
.9910
.2229
.2302
.2271
.1298
.2237
.2635
. 0849

0550

9410
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5.2.1), and this pattern of response varies from location pattern to

location pattern (see Appendix 3). Taken together, differences in these R

responses may help to explain inter-location pattern variation in the
coefficients of equations (6), (7) and (8). 1In other words, being a
function of Location, inter-location pattern variation. among the simple

correlations between the summary measures on A, and Bi and b and q

i

(Table 5:12) is considered a surrogate for that variable. However,

v

iy

R A

there exists a considerable degree of correlation within the set of
)
simple correlation variables (Table 5:13). For exasmple, the simple
rd
correlation between q and mean Bi is highly correlated with that between

q and mean.Ai. Consequently, use of these simple correlations as

PP Ry WS TN RPN

explanatory variablés in a regression model might give rise to the sort
of mylticollinearity problem discussed in section 5.2.1. Moreover, since
variation in the simple correlation variables is partially determined by
the point pattern characteristics of the location pattern, the simple
correlation variables are also correlated with the point pattern measures,
nearest neighbour and spatial entropy (Table S:1L)

These data provide some insight into the nature of inter-location
pattern variation in the simple correlation variables. For example,
the correlations for Xl% (mean first order nearest neighbour distance)
with the simple correlation variables are markedly higher than those
‘for X16 {spatial entropy), which reflects the importance of distance
relationships in determining the form of the diffusion process.

The high level of intercorrelation among the explanatory

variables evident in Tables 5:13 and 5:1L4 means that the development of




Loc.

Table 5:12

THE SIMPLE CORRELATION BETWEEN THE SYSTEM SUMMARY MEASURES

Pat.
No.

-~ O W

10
11
12
13
1k
15
16
17
18
19

20

X
:M%an

Bi
.173

.19k
.266
.029
489
.263
.216
.188
.160
.178
127
.273
.188
.260
.105
172
.2u7
.080
.133

. 062

ON INFORMATION POTENTIAL AND b AND q

b:

. 352 -

.392
.6Lk -.

617

.085
.Th9
232 -
.809 -
.128
.294
.819

X
Vgr. b:C.

B

.398 -.

.Thh -.

-
.359 -.

.178 -.
.609 -

377 -.
.0L8 -.
.T30 -.
.628 -~.

X
gf V. q:Mean q:

By

313

.180

621

269

.152

36L
216

Loo

.506

14k
031
570
51k

.292
624
.198
.15k
117
.28k
(Y

when  q:vir.
B, B,

.910 -.453
.902 .992
857  -.192
.9k0 .959
.889 787
.867 .758
.880 -.660
897 —;119
.916 .22h
.910 . 769
.924 .8hk
.853 ~-.0Th
.900  -.03k
.8}5 .30}
943 ~.079
.906 -.660
875 .507
.698 . 885
.92k -.118
.979 -.179

q:C. of V.
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:;d[Za.n
Ay

.01k
.029
.081
.082
.1k2
.051
.068
. OkY
.055
.030
.011
.08
.033
.087
.027
.Obk
.051
.07k
.008

.017

o

.289

.0h1 -

.363 -

.2kh

Table 5:12 (Cont'd)

Xg

Var. b:C.

A

.10k -
.0k2 -.
.129 -

.139 -

AT -
239 -,
.ok -,
109 -
176 -.
223 -,
312 -

.235 -.

110 -

.110 -

X X
8f V. q:ﬁgan

Ay

733
488
678

582

.073
RN -.

696
125
809
098
581
580
728
803
517

JusT
.264 -

Th5
TTh

.h39

726

Ah32

Ay

.911
.910
.889
.926
-938
- 899
. 894
.901
.902
. 907
.910
.886
.903
.819
.909
.900
.899
.921
912

.920

q

Var.

.905
.929
877
.866
.89
.780
.870
.869
.9L5
.926
.907
8L
.840
.897
.932
.865
.801
957
.909
. 894

12k

q:C. 8¢ V.

.153
.233
.115
.811
242
.678
.038
. 317
.232
.36
.700
Jha2
h23
.390
-.007
.31k
072
679
.221

~. U455
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Table S:14

CORRELATION BETWEEN
AND POINT

X3
xl' ~.TTT
X2 —.157
X, ~.obk
Xh ~.101
X, ~.359
X6 ~.294
x,{ -.893
Xg ~.355
Xy ~.258
'XlO ‘ .821
X, ~.013
X5 ~.317

Note: See Tables 5:11 and S:

SIMPLE CORRELATION VARIABLES

PATTERN MEASURES

1k

-.666 -
~.130 -

-.022 -.

-.066

.26 S
-.233 -
~.780 -
-.209 -

-.150 -,

.711

-.101 -.

-.355 -.

12 for definitions of variables.

15
658

119

007

LOWT
.255
.243

.732

159

101

.649

142

350

X6
.26

b0
476
.163
.0k

. 384

Jh11
.380
271

.179

126
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regression models to estimate the coefficients of equations (6),(7) and
(8) is not & siﬁple procedure. To alleviate the problem of multicolli-
nearity, it is necessary to reduce the number of independent variables

in some way. Such & reduction can be accomplished in & number of ways.
For'examﬁle, the artificial orthogonalisation (Riddell, 1970)-or parsimony
(Johnston, 1963) solutions could be utilised. Howeve;, the “use of

either of these methods creates fresh interpretation problems and the
solution to the problem of multicollinearity adopted in this part of

the analysis is a very pragmatic one.

Using selected combinations from the sixteen independent
variables; satisfactory estimating equations can be produced within
which all partial correiation coefficients are statistically siénificant
(Table 5:15). However, because their composition cannot be considered
unique (a similar level of explanation might be obtained with an alternate
mix of independent variables); their interpretation is not straightfor-
ward. | _

The R2 value associated with each‘of the nine estimating
equatioﬁs is satisfactorily high, particularly since each dependent
variable is itself an estimate. However, Uefore making some general
comments in connection with the structure of the models, it is useful to

*

place thege results in context. It has been shown that

Int, = a - B,1oA, ~ BR, (Equation 5)

and that, for each location pattern, variation in a,Bl and B,, which

2’
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summarise the form of the diffusion process, can be linked to changes in

the system parameters, b and q,

! 1 ' .
o = taT + bibk *+ ooy (Equation 6)
° 2 2 .

= % -_ -
Blk a b?bk bqu (Equation T)
8 = 3 F4 : 3 9
sz a bibk ngk (Equation 8)

In turn, the coefficients of these equations can be estimated using the
equations presented in Table 5:15. To establish the connection between
the relationships evident within these estimating equations and the
nature of the diffusion process, it is necessary to refer back, lhrough
the second level estimating equations (6,7 and 8), to the original
summary equation (Equation 5), For example, consider the case of
variable Xh in the bg equation. The partial regression coefficient.
associated with Xh (the simple correlation between mean B, and q) in
that equation is a positive one. This implies that bg is larger in
location patterns in which mean Bi is more strongly correlated with q.
In turn, this implies that the importance of q in‘determining Bl and,
consequently, the structure of the diffusion process, is greater in
location patterns in which variation in mean Bi is more closely tied to
variation in q.ﬁféuch a result is in not counter - intuitive.

Thus, although inter-location pattern variation in the form of
the diffusion process, as reflected in the variation of the coefficients
of equations (6), (7) and (8), is complex, it can be identified and
estimated, The fact that this ide;tification and estimation is made
possible only by the use of surrogate variables for Location constitutes

a result of some impo;tance - to estimate the role of inter-location

4
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pattern variation in a process as complex as inter-city diffusion,
complex measures upon the system of cities in which diffusion occurs
have to be used. The simple correlation variables used as & surrogate
for Location within this analysis are essentially measures upon the

information exchange characteristics of a given location pattern under
A

different city size and distance decay conditions. The further development

of such measures may provide a useful basis for research into the role
of Location within interaction processes.

Some further discussion of spatial af&ocorrelation is necessary.
In section 5.2.1, it was shown that city adoption times are spatially
sutocorrelated and that, given a fixed location paf%ern, the level of
spatial autocorrelation is dependent upon the magnitude of the parameters
b and q (Table 5:6). Examination of data for the other nineteen location
patterns (Appendix b) indicates that inter-location pattern variation in
the relationship between the spatial autocorrelation of 5; and b and q
is pronounced. Regression is used to characterise this relationship
and to demonstrate the degree of inter-location pattern variation
(Table 5:16),

The R2 values associated with these regressions are generally
high, although thoge for Location Patterns 5 and 18 are conspicuously
low. Reference to the appropriate Tables (Appendix L4) reveals that, in

Location Patterns 5 and 18,. the relgtionship between the spatial auto-

correlation of ti and the distance decay parameter is irregular in form;

that is, it increases and decreases within the same q set, and varies

between q sets. This is symptomatic of the type of complex relationship

b

o B e
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between system parameters evident at other points in this analysis.

The fact that such complexity is not particularly noticeable in the

other eighteen location patterns is attributable to the existence of

a basic structural relationship between the level of spatial autocorrelation

prevalent within a diffusion process and the parameters of the system in

X

which it occurs. The form of this basic relationship, a positive

correlation with b and a negative correlation with q,is apparent from

the partial regression coefficients .presented in Table 5:16.
Considering the importance of distance relationships in the

determination of inter-city interaction within systems in which b is

high, it is not surprising that ti

as the distance decay parameter increases. The negative correlation

becomes more spatially autocorrelated

between the level of spatial aut&éérrelation and q demonstrates once
e s -
again that the constreint imposed upon the form of-the diffusion process

by the city size distribution becomes mbf@’ﬁronounced as the distribution

becomes more polarised. ©Spatial autocorrelation is decreased because,

-

as q is increased, the diffusion process becomes more hierarchical in

form and less sensitive to locational factors.

— %
5.3 The Link Between t, and‘s2 ) -
—i

s
A

- Throughout this investigation of the properties of the diffusion

model, ﬁi

distribution of city ?doption probabilities., Particularly important

has been assumed tc be an adequate summary measure on the

in this respect is the fact that si was seen to be highly correlated

with E; on numerous occasions (for example, see Table 4:3), However,

%

although the E-:B2 relationship is always of the general form “
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Loc.

REGRESSIONS OF b AND q ON THE FIRST NEAREST NEIGHBOUR
AUTOCORRELATION STATISTICS FOR TWENTY LOCATION PATTERNS

Pat.
No.

10

11

<12

13
1k
15
16

17

18,
19

20

.9236
.9366
.8918
.6349
. 3205
.8505
.8957
.8993
.9265
.6679
.9k1k
.9895
9743
.9914
9745
-9654

.9011

.2076

.9739

.8199

~
~

Table 5:16

a
. 37465
.56325

-.19292

-.35598
.83607

~.1130b
.49591
.22802
.56272
.56351
.25872

-.19706

-.15306
.66085
45525
.26759

~.18228
78123
.12479
56242

132
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lnsf Ty + Glnzl (Equation u,20a)

there exist variations in its precise form within, and between, location
patterns (Appendix b), First, consider the pattern of variation

within the E;:sf regressions for Location Pattern No. 1 (Table 5:17).

The generally high level of explanation (Rz) assoctated with

these regressions Jjustifies the assumption that E; alone can be considered

an adequate measure on & city's distribution of adoption probabilities.
However, at the same time, it is evident that the strength of the

relationship vetween E; and si varies from system to system within the

same location pattern. This variation occurs because the effect of
the probability distribution anomaly (see section 5.1,1) is greater

within less polarised city size distributions, in which the range of

rd

tiis relatively smaill, than within more polarised city size distributions&yq;ti

3
o— ‘s‘ﬁ\‘

in which the range of t, is relatively large. Of considerably greater -

i

interest is the evident variat®on iﬁ the relationship between the
coefficients of equation (4.20a) and the sys;em parameters,’ﬁ and q.

It i; apparent from Table 5:17 thatd angY are both sensitive
to changes in b and q. However, although within ggzxq = 0.5 and q = 1.0
systems,$ andY both increase in size as b and q increase, within the
q = 1{5 and q = 2.0 systems, they both decrease in size as b and q
increase, The reason for this change of behaviour is technical in

nature and can be traced to the city adoption probability distributions

from which E; and 8? are derived.

The effect of the adoption probability distribution anomaly on

2 S |

S AR, R

e T e



REGRESSIONS OF 1nt, ON lns®

Simulation
QNo.

O N O NS W N e

4

l

Y
-1.9511
~2+30555
-2.7321
-3.0176

/~3.2288

-3.0390

N

-3.1634
-3.1319
-3.2416
-3+2103
-3.3232
=Je2448
-3.0735
=2.9056
~247517
-2.7352
-2.59C2
-2+.4995

-

i

Table

i

5:17

FOR LOCATION PATTERN NO. 1.

6
1.5834
1.9832
242994
2.5545
2.7303
246245
247728
2+8364
2.8856
2¢8703
3.0958
3.0322
2.9223
2.8178
2e7252
20115
2.7046
2.0152

64 65
«b8 105
«9033
«9273
9470
« 8857
9112
«9348
« 9536
+9638
+ 9526
«95382
19671
« 9743
v 9790
29603
«98 39
«9861
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s? values is a function of the difference between thé relevant city
adoption probabilities in the first, and those in subsequent, time

periods (section 5.1.1). Within the q = 0.5 and q=1.0 systemé, the

city size distribution is such that invention probabilities are relatively
well dispersed and, consequently, the anomaly does not have a strong
effect on the structure of the E;:si relationship. Within the q = 0.5
and q = 1.0 systems, the variance, as well as the mean, of adoption

times for large cities decreases as the proportion of total information
Y

potential concentrated in certain (early adopter) cities increases;

-

= %
large tis are associlated with proportionately larger sfs and small

fs. On the other hand, within the

qQ = 1.5 and q = 2.0 systems, the distribution of city sizes and invention

tis with proportionately smaller s

probabilities is such that the effect of the probability distribution

anomaly on the form of the Eg: sf relationship is stronger. Thus,

although the ratio between the E; and'si values of low potential

\Eities is still increasing as the proportion of total 4nformation

g™

potential concentrated in certain (early adopter) cities increases, the

“\.n‘

ratio between the E; and s? values for high potential cities is not

decreasing but increasing becausé the probability distribution
o .

anomaly inflates the si values of large cities. Therefore, it is

3

variation in the effect of the adoption probability distribution anomaly

that gives rise to the dichotomy in the reﬁationship between E; and

sf and b and q,

The generality of this dichotomy in the structure of the Ei: si

relationship is verified on the inspection of data on Sand yfor the
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other nineteen location patterns (Appendix 4). Within each of these
location patterns, the~relationship between 6and yand b and q can be
estimated through regression. Since, within each location pattern,
the response of dand yto changes in b and q occurs in two distinct
phages, the estimation procedure is undertaken twice, once for the

q =0,5 and q = 1.0 systems and once again for the q = 1,5 and g = 2,0
systems (Tables 5:18 to 5:21). These regressions indicate that,

for the q = 0.5 and q = 1,0 systenms,

~

_1 1

Y= e - bIb, - dlay (9)
< 2 2 2

5, =

= 8+ BIb + bogy (10)

and that, for the q = 1.5 and q = 2.0 systems,

-~

o3 3 ’
Y2k = g> + bibk *+ bog (1)
P 4 b 4

5. = - - )

2, a bl‘ok b2qk (12)

Given a fixed location pattern (Figure k:1), equations (9), (10), (11)
and (12) can be used to estimate the coefficients Y and§ of. the

%;: s? rélationship,and thereby constitute an explanation of wvariation
in the form of that relationship within Location Pattern No. 1, To
éstablish the nature of inter~locationhpattern variation in the form

of the relatgonship (see Appendix E), it is necessary to be able to

estimate the coefficients of equations (9), (10), (11) and (12). The

procedure used to develop these estimating equations (Table 5:22) is

L
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N W\

-3

10
11
12
13
1k

15

16
17
18

19,

20

¢ 8

[ ol V]

. 7600
.4833
.6843
.8256
.7807
.T308
.6006
L6714
.8576
L6557
8218
5812
.8110
. 8738
. 962
. T375
.88?9
.5228
.7981
L8717

~1.
-1.
-1.

-1.

-1.

-2

-1.

Table 5:18

.07h17
.38k462
.60L1k
.08541
.08125
.T1393
.59521

03381

.97800

76191
06778

07061

.02132

06393

. 36951
.63507
43527
.22657
77321

18L05

-1,

-1.

-1.

: REGRESSION OF b AND q ON y (q =

bl(b)

72171

.Lh6skh2

10686
5527k

41375
.96533
.50130
LTh274
.82765
.53960
.65690
.96531
.03428
.586k1
.28656
. 75990
.53027
k958l

03669

.82392

.5 and q = 1)

w

b2(q)

-1

.01253
.15538
. 37376
L7043
.52803
.61349
65451
.88376
.92552
42501
.90122
.18864
.99434
.T762k
.84398
.83922
.51559
.14345
.92069
.03688
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i

Pat.
No.

~ O\

10

11

12
13
1k
15
16
17
18
19

20

t, 82

i

: REGRESSION

.8352
L7191 1l
.8007
.839% -
.T738 1.
.8239
. 7685 1.
.T752
.8833
.81s52 1.
8927
.T572
.8876 -
.9kgl
L9667
.8509
.9330 -
.6029 1.
.8373
.8740

Table 5:19

OF b AND q ON § (q = .5 AND q = 1.0)

a bl(b)

L61UTY .69683
.60251 . 49937
.1k4971 1.04803
.29612 1.37719
62923 . 36925
.25086 .92601
017Th .55119
.58579 . 72063
.58953 .Th128
11137 . 56408
.58383 .63936
RITTAN .98199
33449 1.01k497
.hu853 .66710
06T 1.11363
.17896 . 76921
03041 T .61272
72383 .h2101
.38891 .94238

.84230 .T1641

b,(q)
1.13912
.00646
.67Th8
.1L4966
4715k
.81962
.81790
.98998
1.0L545
. 70006
1.02367
.23929

1.11285

1.03671

.99215
1.02733
1.55542

.3597h
1.00657
1.03639
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10

12
13
1y
15
16
17
18
19

20

.9922
.9891
29932
.9631
. 7845
.99h1
e
.9880
.9955
.9667
.9728
.9895
. 9707
.9963
.98LT
.9890
.9868
.9068
.9076
-901k

Table 5:20

[}
t

-5.84735
-5.2k651
-5.68108
-5.1553k
-5.14351
-6.35750
-5.75133
-5.24589
~5.53626
-4.65987
-5.95048
~5.672h5
-5.75250
~5.26816
-5.68150
-5.56331
-5.786L5
k. 37hol
-5.08468

-6.23005

: REGRESSION OF b AND q ON y (q =

bl(b)

.61923
.42498
.9hTh2
.39551
.ObskT
97543
. 78006
.67824
. 68265
. 38562
LTh10
. 20096
. 89487
. 70502
.37636
.84079
.h3812
..29311
.19252
LLh246L

1.5 AND q = 2.0)

b2(q)

.23915
.98653
.09032
.90824
.92093
.35737
27227
.00600
.01788
LT37Th
46455
.98115
.16066
.83k27
.23500
.10788
07797
. 78966
. 06683
.k6556
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10
11
12
13
14
15
16
17
18
19

20

3.

3.

L,

L.

3.
L.

: REGRESSION
g2
.9969 4
.9887 4
.9956 4
.9h23 3
.8224 L
.9657 !
.9926 3
9752 3
.9865
.9520
.9762 b,
.9921
.9815 k.
.9939 L,
.9840
9943 3.
9675
.871h
.9383
.9180

b,

Table 5:21

OF b AND q ON & (q = 1.5 AND q = 2.0)

a

. L0960 -
.18963 -
.0k255 -.
.T2786 -
.14k4ok -.
.54385 -
.98510 -
.83239 ~-.
b.25940 -.
}9735 -.
17316 -

86201 -

02367 -
19695 -
46361 -,

98461 -

22599 -.

L4587 -
02446 -

81196 -

b, (b)

1

.38L466

30916
L8123

.33734

29020

52297

41825
39202
43154
2803k
29059

.57949

L7215
L2289
26930

45811

51258

27753
.19309

36518

b2

(q)

.60917
.50639
42220
.23998
.b549s
.62553
.bls02
.36L457
.50691
. 34905
.58376
.28839
. k0056
.4L819
.65691
.40982
. 45550
.24531
.50534
.80398

~
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identical to that outlined earlier in connection with the summary
regressions on the diffusion process (section 5.2.2). The ability to
estimate these coefficients and, through them, the form of the E;;si

relationship, serves to reinforce earlier conclusions (section 5.2.2)
-

regarding the predictability of the diffusion process

5.4  Summary and Conclusions

By allowing the distribution of city sizes and the location of
cities, as well as the structure of inter-city interaction, to vary,
the properties of a spatiasl diffusion model have been investigated in
a manner more comprehensive than any undertaken elsewhere. Although
qualitative comparison of the diffusion processes that occur within
different systems of cities provided a useful base for further analysis
(section 5.1), the major part of this investigation was dependent upon
regression, both to summarise the form of the diffusion process and to
establish the lipk between this form and the parameters of the system
of cities in which diffusion occurs. The results produced by this
analysis indicate that +the form of the diffusiqn process is more
sensitive to the distributién of city sizes than it is to the structure
of inter:city interaction. If early adoption islequated with growth or
with faster growth (which will be discussed in.Chapter 6), this result

is in accord with that produced by the cumulative causation and growth
centre models (Chapter 2), that city size and its distribution plays an
jmportant part in determining the pattern of growth. Hierarchical

effects dominate the diffusion process, even within less polarised

P
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city size distributions. Although a high frictional effect of distance

on information flows increases the information potential of some fortunately-
located small cities (for example, see Table L:1), it has the overall

effect of decreasing the flow of information out of large cities, which

are the major sources of information about innovations, thereby increasing
the range of adoption times for most cities.

The relationship between the form of the diffusion process and
the city size distribution and the structure of inter-city interaction
was found to be dependent upon the location of cities (section 5.2.2),

In essence, the location of cities determines the way in which their
adoption behaviour responds to change in the structure of inter-city
interaction. The effect of Location upon the form of the diffusion
process is thus intertwined with that of b and Q, as well as vice versa,
The complexity of the relationship between Location and the form of the
diffusion process is reflected in the need to use complex surrogate
variables to explain inter-location pattern variation in the form of the
diffusion process. .

As well as producing insight into the nature of the relationship
between the form of the diffusion process and the parameters of the-
system of citi€s in which it oc;urs, this analysis permits estimation of
city adoption times without actually running the diffusion model. Given
the general nature of the diffusion process modelled, these equations
. represent a means of characterising the inter-city diffusion process

within.any system of (twenty) cities and they will be used to provide

input to a growth model in the next chapter. The ability to develop

PR - &



145

N
equations such as these demonstrates that it is possible to comprehensively

characterise the nature of interaction - based processes within systems
of cities,
It should be noted that formal questions of statisticai inference
have not been posed consistently during this investigation of the
properties of the diffusion model because analysis is either carried out
on a population - for example, the regression of city information potentials

(Ai_and Bi) on city mean adoption time (E;) - or it is carried out in a
context in which prediction and not inference is the prima;; con;ern ~ for.
example, the regression of b and q on the coefficients of equation 5.
Consequently, significance tests are performed only at c;rtain points

in the analysis, such as the estimation of spatial autocorrelation

within the diffusion process, whetre the identification of significant

or non-significant statistics aids in interpretation.
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o CHAPTER 6

&

A SIMPLE GROWTH MODEL

6.1  The Antecedents

Two previous attempts to model the 1ink between innovation

diffusion and growth, those of Pedersen (1970) and Robson (1973), will

’
/

begcxamined. First, consider the work of Pedersen (1970). Pedersen (1970)
pro;osed that '

"When a town adopts the innovation, it starts to grow

at a fixed rate (or increases its growth rate), Given

two towns originally of the same size, the one that

adopts first will thus achieve the greatest size."

(Pedersen, 1970, p.227)
However, Pedersen's results are based upon the diffusion of a single
innovation and his proposal for linking diffusion and growth is more
suited to his diffusion model than to the more complex one oullined in
Chapter 4. Pedersen's consideration of only a single innovation means .
that estimated growth rates are dependent solely upon the adoption time t
for that one innovation. Since empirical evidence (Pred, 1966: Robson, 1973:
Lasuén, 1973) indicates that innovalions do not diffuse singly, the
growth patterns generated by Pedersen's model are of limited generality.
However, Robson's (1973) model does attempt to cater for the diffusion
of more than a single innovation and his proposals for linking innovatién
diffusion end growth are worthy of close scrutiny,

Robson (1973) experimented with several procedures for estimaling

the growth that results from adoption of a composite innovation (sce

146
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chapter 3, section 3.2.2 for a discussion of Robson's diffusion model).
For example, in one formulation, it was proposed that the growth generated
in town J on reception of a message concerning the composite innovation
ishf'PJ , Where PJ is the population of city J, in the time period in which
the message is received andh/@J/Q in the following time period. Thus, for
any given time period, the growth of city J is given by

t b

t t-1 4 ,—t-1 b ~t
N fPJ + Ny f'PJ /2 + fﬁj (1)

where N; is the number of messages received by city j in time period t
and N;“l is the number received by that city in the previous time period.

1
Robson. proposed that the inclusion of the h[fg term in each time period,

regardless of the number of messages received, represents self-generated

growth within the city,

Through numerical simulation within a k = 7 central place system,
Robson concluded that the size ~ dependent formulation embodied in equation
' 3

(1) over-emphasises the role of city size in the growth process and

proposed instead that each message ylelds a fixed increment of population

to the receiving city:

"This increment would then represent say, the addition

of a factory or a unit of tertiary employment which would
be the same size irrespective of the size of town to which
it was added." (Robson, 1973, p. 195)

By assuming that each message generates an additional population of 100
" for the receiving city in the time period in which it is received,

equation (1) is replaced by B

“a
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t-

y l50 + 100 (2)

Ntloo + N
J
This formulation was used as the baslis for numerous simulations of the
growth process, again within a k = T central place system. By varying
the simulation rules (for example, adoption thresholds and the frictional
effect of distance on information flows), Robson was able to produce
growth rates similar to those for nineteenth century Britain.

Robson's (1973) method for linking the results of the diffusion
process and growth is more sophisticated than Pedersen's but the basic
error in his diffusion model,that is, the failure to separate the adoption
of earlier innovations from that of later innovations (see Chapter 3,
section 3,2.2),reduces the credibility of his results, Nevertheless, it
is useful to consider some of the implications of Robson's method for
linking the results of the diffusion process and growth., Two alternative
frameworks are prdposéd: firstly, ;ne in which the growth resulting
from the reception Ef a stimulus is proportional to the size of the
receiving city (equation 1); and, secondly, one in which it is uniform
for all cities regardless of their size (equation 2). Note that the
inclusion of a constant to represent self-generating growth serves to
distort the results produced by both frameworks. On examination of the
growth patterns produced by a simulation model incorporating equation (1),
Robson concluded that the size ~ dependent procedure over-emphasises the

role of city size in the growth process. This conclusion ‘is only pertly

correct.
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Assume that innovations in the secondary and tertiary sectors
of industry are being considered. An innovation in the tertiary sector,
such as a Planned Regional Shopping Centre, will generate employment in
relation to its own size, and the size and number of such facilities
located in a city has been seen to be related to city size (Cohen, 1972
Sheppard, 1974). 1In general, it is reasonable to assume that the employment
increase generated by the adoption of an innovation in the tertiary

sector is related to the size of the adopting city. This in itself is

considerable evidence for the importance of city size in determining

A L8

growth increments and a similar case can be made in connection with

innovations in the seccudary sector.

In the theoretical context, Richardson (1973a) points out that

agglomeration economies cause the optimum size of a factory to be
correlated with city size, and,.in the empirical context, Robson (1973)

N ¥
presents indirect evidence from nineteenth century Britain. For example,

B2 L W Bl SANEE, S TR I e 1 e

Robson (1973) examines the diffusion of gaswcrks in nineteenth century

Britain and it is reasonable to assume that the employment generated in

a city by the adoption of an innovation such as a gasworks is a positive

function of

R S et
FPR- P

PN

7
and in that city for gas, which is, in turn, a positive

A

function of city

o,

Moreover, the/growth generated by innovation

b
within existing indw? ¢s, which constitutes a large proportion of g
o i

total innovation within the Secondary sector Qﬂgnsfield,1968 }, tends to i
. 40

P K3

be a positive functigg;of the size of the adopting unit (Richardson, 1973a: 3
A

. - S
Thompson, 1965). However, despite the plausibility of these arguments
»

D,
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for a size - related increment, there ma& be only a limited elasticity of
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firm size g¥en within the secondary sector: for example, see Sheppard's
(1974) data of PRSCs in Metropolitan Toronto. Therefore, the growth
model developed to link the results of the diffusion process to growth
investigates the implications of both fixed and size - related growth
increments.

The general diffusion model developed in this thesis is for the
inter-city diffusion of innovations but, in the discussion of the possible
form of the growﬁh increment, reference was made to the number of unité
of a given innovation that would appear in & city. This implies ;hat for

some innovations there exists an intra-city diffusion process.

[}

However, because it is not pgsgible to model such a process in this thesis,

it is assumed that tpenférm of the intra~city diffusion process is uniform

4
’l

throughout @he'§&stem and that for any city its results are the same as

Pl ¢

thpse"ﬁroduced by some 'size - related increment.

e 6.2 A Simple Growth Model ¢

FEA

The procedure outlined in Chapter 5 permits the estimation of
city means (E;s) and variances (sis) of adoption time for the diffusion
of' a general innovation within any system of twenty cities with given
size, location and propensity for information exchange. How can these
-measuyeé on ihe diffusion procegs be trans¥#ted into growth rates?

Consider a system of cities with known size distribution (q);
location relative to one another, and propensity for interaction (b).
Within this system, city information potentials are calculated using
equations 4.10 a&d h.11 and-surrogate variables for Location corresponding

to those presented in Tables 5:11 and 5:12 are obtained. The surrogate

j variables for Location are, in turn, used to estimate the coefficientg of
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equations 5.6, 5.7 and 5.8 (Table 5:15), which, in their turn, provide
estimates of the coefficients of equation 5.5. Given the appropriate

city pd&ential values, E; values can be estimated from equation S.S.(

A

Estimates of s? are obtained from these E; values using the data and
cquations presented in Chapter 5, section 5.3. To estimate the probability,

ass that the ith city has adopted the general innovation by some point in
time, t(x), it is necessary to re-create cach of the city adoption

n ~Ap
probability distributions from tiand si. If the city adoption probability

distributions were normal in form, ais could be estimated by integrating
a
the arca under the normal curves but, because the city adoption probability

distributions are skewed (Figure 4:2), it is necessary to use the gamma

distribution. Thus,

X 1 xae—x/de - (3)
Fla + 1)B(mf 1)

&.=I
1 0

vhere x is that point in time up to which the area under the curve is

integrated and a and B are the parameclers of ihe gamra distritutlion,

a and B can be estimated using the first mcment around zero,p , and the
. }

? .
second noment around the mean, ¢ . Since these moments are known te be

1]

Bla + 1) . ) (4)
8% (a + 1) (5}

<
il

and since eslimates of the means and the varisnces are svailable, it is
- -
possible to calculate @ and 8 for each of the city adoolion probability

distributions, From equation (U},

~F
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1
N

]

—

(; + 1)

™ 5
]

and, substituting for 8 in equation (5),

~ é— i "
32 - i i (a + 1)
i
(¢ +1)  (a +1)
N =2
2 t
84 i
(a0 + 1)
Therefore,
.87
= -1
;2
i

By substituting back into equation (4),

22
& A ti )
ti=6( - )

8

i
: 2
B::

ti

Using the appropriate a value, I'(a + 1) can be calculated,

~

M(a + 1) = g” x% ax
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(6)

(72

(8)
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~

and &y calculated from equation (3},

It is reasonable to assume that a number of innovations, N,

(0)

t(X)

are available for adoption within the period t to . If it is

assumed that each of these N innovations becomes available to the system

(0)

at time t , 1t follows that the diffusion of each of them is goverﬁéQ\

~

by the same set of system parameters, hence E; and si can be taken to

{

\I

be measures upon the mean diffusion paths of each of the N innovations.
If adoptions are independent, the probability of any city i, adopting b

of the N innovations, F(b)i, is given by the binomial:

~

F(b), = 2,°Q - )" P(E) NCY

A

The mean of this distribution is Naiand its variance is Nai(l - ai).

Furthermore, if it is assumed that the adoption of each of the N innovations - 3

yﬁelds an identical growth increment, Q, to each adopiing city, city i's

expected percentage growth rate in the period t(O) to t(X) is Gi:

~

QNa, J
Gy = 100% (10)
S,
i
where Si is the size of city i at time t(o). By superscripiing each
variable for time, the growth model can be expressed within a dynamic
context, Thus, Sgl), the size of city i at the end of the first growth
0 A~
period, t( ) to t(X), is equal to Sio) + QNail), and is used as the basis
LY ) ~ o
for the calculation of E§“) and si(g), which are, in turn, used to y

“(»
estimate the second expected growth increment, QNaiL), and so on,




15k

6.3 The Short - term Simulation of CfﬁitGrowth

6.3.1 The Accuracy of t and s? Estimates
b ;h

Before investigating the properties of the simple groWth model

within a hypothetical system of cities, it is necessary to ascertain the

»

accuracy of the Ei and sf estimates used as input to the grdwth model.
The test procedure used is a simple one. E; and sf values for System 1

are estimated using the equations developed in Chapter 5 (Table 6:1).

These estimates are compared with actual tis and sis (Table 4:3) through
regression of %; on E; and 8? on sf. If predicted and actual values are

identical, the slope of these regressions, b, will be 1.0. The equation

for E&is ‘ %D

= re 2
by = 0889 + .9317t, (r

= ,9856, t=.1301, s.e. = .5251) (11)

the b coefficient of which i8 not significantly different from 1.0

at‘tﬁe\yQS level according to a t test (Hoel, 1962). This result attests

to the reliabilitf\éf‘the\gstimation procedure for ti outlined in Chapter
S ¢ ¢
5. The equation for s? is .

s? = 1.1618 + .63715? (r2 = ,9239, t = .2480,s.e,=1.4633) (I2)

the b coefficient of which is also not significantdy different from 1,0

at the .05 level. However, on reference to the appropriate tables (L:3

and 6:1), it 18 apparent that there is some considerable deviation between
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(LOCATION PATTERN NO. 1, b =72.0 AND q = 1.0)

City No.

10
1
12
13
1h.l
15
16
17
18
19

20

Table 6:1

ESTIMATES OF t, AND s

ctp

2.1895
3.1754
3.1262
3.3591
2.3042
3.9395
3.7860
2.7h43
2.4147
6.9694
4.3188
9.5061
5.5130
5.8560
2.243)4
T.1h72
5:37hh
'8.6528
5:6639
8.9098

2

.

10.
2.

26.

A2
8,
i

.3710
.0950
.OL6h
.2899
.4305
L1126
.8271
.T161
.493k

7964
6807

6512

. 4563

11.
5.
20.
5.

22.

p
QQSOhh

3983
6179
0665
26}8
9625
0705
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actual and estimated sf et the extremities of the sf distribution. These
deviations, particularly those at the upper limit of the distribution,
inflate the standard error around the egstimate of b and guarantee ac-
ceptance Of the null hypothesis that the slope of the regression\ds not
significantly differenq from unity, thereby distorting the results of

the test. Therefore, although estimates of %; are very reliable, those

of si are less so. However, it will be shown (section 6.4) that the

under - prediction of large sf values has only a limited effect upon

growth estimates.

6.3.2 Designing the Simulation Procedure

Within the simple framework 6utlined in section 6.2, three

variables determine the distribution of city growth rates:

(i) the distribution of E; and si,

(14)  the length of the time period, t(o) to t(x), over which
) ay is calculated, and

(iii) the nature of the growth increment, Q, which a city
obtains on adopting an innovation.

The number of innovations, N, available withip the system during a given
period of time has no effect upon the distribution of growth rates and

is treated as a constant.

Although the inter-city structure of E; and si is determined

by the system parameters, their actual magnitude.is dependent upon A, the

diffusion constant. "The inclusion of a constant in the .diffusion equation

(equation 4.12) is permissible because the actual length of a time period '

~

need not be defined within this theoretical analysis. %; and si are

therefore relative, and not absolute, measures on city adoption behaviour,

e
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their distribution constituting a measure upon the diffusion characteristics
of the system. Since the behaviour of E& and s? in response to changes

in the parameters of the system of cities has already been investigated,

it is possible to extrapolate this known diffusion behaviour to anticipate
the relationship between the parameters of the system of cities and tQi
distribution of growth rates. For example, since the locat?on of a cit&
determines how .its adoption behaviour deviates from that which would occur
if the diffusion process was dependent only upon city size, it follows

that deviation from sizé - expected growth patterns would be greater

within systemg of cities in which distance has a high frictional. effect on
information flows than within systems of cities in which it has a low
frictional effect. 1In systems in which a high frictional effect of
distance on information flows is prevalent, the growth potential of smaller
cities would be closely tied to their location. By slowing down the
diqusioq process, a high frictional‘effect of distance on information
flows would also cause a reduction éf:the total growth within the system
of cities.

The results of the diffusion analysis also indicate that tpe
distribution of city size would‘constrain the relationship between the
structure of inter-city interaction and growth. 8ince the diffﬁsi;n\
process within a system of cities of uniform size is totally location -
dependent, the steepening of the city size disﬂribution would cause the :
diffusion process and related growth effects to become increasingly
size ~ dependent and location —iindependent. This means that, in polarised

city size distributions, deviations from the size - dependent mode
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would be rare and really only possible for small cities in very close
proximity to large cities. These are a few of the implication; of the
diffusion results presented in Chapter 5; their generality permits
attention.to be focussed upon the effects on the pattern of growth of
variation in variables (ii) and (iii).

Although the length of a diffusion time period is not defined,

(x)

the specification of the time period t(o) to t hes a considerable

~

influence upon the distribution of ay values and hence of growth rates.

(x)

In terms of the growth process, t is that point in time up to which .

g city obtains a growth stimulus from the adoption of an innovation

(0)

originating in the system at time t . If x is large, every city may
have an ;i value of 1.0 but, as x becomes smaller, the ;elative advantsage
of early adopters in the growth process is increased. In theory, it is
desirable to test the model for a large number of x values but, in practice,
a small number of x values suffices to demonstrate the effects of its
variation.,

The third variable, the form of the growth increment, Q, has
already been discussed in general terms (sectioQ.G.l). In short, a
Q value dependent only upon city size favours larger cities,while one that
is completely independent of city size favours smaller cities. Both
these extremes, and three composites, are éxperimented with. Simulations
of the growth process are carried out within a single hypothetical s#stem
of cities, System 1. Within this system of cities, growth rates are
eétimated using x values of 2,3 and b in cembination with each of five

Q formulations.” The Q formulations used are:
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NailO -~

°

Q, = Na,.00055,

Q = (N;ilo + N;i.ooossi)/z
Q) = (N;ilo + N;i.OOIOSi)/2
QU = (N;ilg + N;1.001ssi)/2

Within each of the fifteen simulations, 100 innovatiions are available
for adoption in each of five growth periods. City size is incremented
at the end of each growth period and czty growth rates are calculated ?
at the end of the fifth time period. For x = 2, tﬁe pe;iod over which
growth is simulated spans 10 diffusion time periods, for x = 3, 15
diffusion time periods and.for x = 4, 20 diffusion time periods.
Consequently, it is the growth that resalts from the diffusion of 500
innovations and not growth over a fixed period of time that is examined.
The growth model is designéd to predict relative, rather than
absolute, growth rates (the possibility of predicting the latter will be

examined in Chapter 7). To this end, the total population within the

o 3 e AP T RN
MR ek RO SIS e R s TR e 2

system of cities is held constant throughout the simulation period. At

the end of each growth period, the city growth increments, QNai are

summed , iQﬁai, and the incremented population of each city reduced by the
proportion IS,/(IS, + IQNa,). That is,
i iyt 3l

WD g g S Y

-

s = (s{% + ama{t)) 8{/(55{?) + samalt)), (13) K

i

where S

il) is the normalised size of city i at the end of growth period (1). 3

The percentage growth rate for ecach city in the system at the end of the

simuletion period, Gi’ is calculated,
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- (5) (0),,4(0)
Gi-((si - 8 )/si Y100% (1k)

A}

The mean and variance of city growth rates for various size classes

are calculated. These summary results act as a monitor on the effect of
changing x and Q on the distribution of growth rates and allow comparison
of the model's results with an empirically observed growth regularity -
that the mean of growth rates is uniform for different size classes or
weakly (positively) correlated with city size, but that the variance

of growth rates decreases with increasing city size (see Chapter 2,
section 2.2). The small number of cities in the hypothetical system
dictates division int@ only four size classes. The firAt size class is
composed of the three cities with over 30,000 inhabitants, the second of
the four cities with between 13,500 and 30,000 inhabitant;, ;he third

of the six cities with Yetween 7,5000 and 13,500 inhabitants, aqd the

fourth of the seven cities with fewer than 7,500 inhabitants.

6.3.3 Numerical Simulation

The five growth simulations with x = 4 are first discussed and
then contrasts produced by changing x outlined and evaluated.

The city growth rates produced in each of the five x = L
simulations are listed in Table 6:2 and class means and variances in
Table 6:3. Graphs of city growth rates against initial size are given
in Appendix 5. Setting x = L produces a distribution of ;i values which

favours medium -~ sized and small cities (Table 6:4 and Figure 6:1). This

bias is reflected in the Ql growth rates; the class variance of growth
PR |
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City No.

I~

10

11

13
14
15
16
17
18
19

20 °

-9.15
-6.55

.80
8.9k
1.36
6.16
20.71
26.81
-5.68
11.30
~7.5h

3.16

2.25
s5k.52
-1.19

10.97
‘-3029

10.23

-2.51

CITY GROWTH RATES:

.81
.95
.62
RIS
.61
R
5T
.89
.0
b3
b
.48
.65
.27
.9b
.56
.23
.24
.95
.39

Table 6:2

~2.

-1.

-1,

11.

15.

10,

L,

29

.95

88

05

.10

.53

91

.9k

76

23

.01

.80

bs

.Th

52

.90
-6.

88

.18
-8.

21

.53
.86

12.
17.

~1h

-16.
-8.
-10.
31.

-12.

-1k,
-6,

-1k,

.19
47
79
.55
27
.65
ko

T4

00

.78

Sh
91
00
17
80

.56

30

o1 -

21

6.

-2.

13.
18.
-20.
-6.

-22.

-10.
-19.
-11.

-20.

49

10

.59
.1h
.91
43
.85

62
36
19
03
17

.85
.22
.28
.3k

5
95
22

21

161

O e P T

L DL R P



MEAN AND VARIANCE OF CLASS GROWTH RATES FOR FIFTEEN SIMULATIONS

Simulation
No.

1

2

10
11
12
13
1k

15

‘N

=W

Table 6:3

Class 1
M 6°
-6.14 6.93
3.13 10.99
-1.63 .19
-.15 L.82
1.27 14%.00
~-k.31 1.39
1.93. 3.0
~1.26 L 6.t
-k ST N
.39 (e »
-1.62 ,
R \
-5k
-, < N
-t
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; C}ass 2 2

PA
.32 11.46
.97 1é.62
- 36 9.93
b1 22.91
.63 b1.99
.26 27.03
.0k 2l 96
27 26.16
- Th 58.36
.26 103.61
45 8.62
.71 6.63
.60 7.64
b 16.87
.29 30.10
/‘.—(

Table 6:3 (cont'd)

Class 3
u o
8.13 163.08
t;i;ﬁég' 43.78
s ‘,9§ 96.89
-2.10 166.7k
-5.0h 249,55
5.16 148,31
-5.72 35.36
-.17 84.58
-2.81 149.68
-5.35 228.99
1.43 22.16
-2.60 5.01
~.57 12.15
" -1.82 21.96
-3.07 34.95
-

: 163
Class L
u e
10,1k | 357.36
-9.80 28.36
.23 156.05
-k.s53 223.60
-9.03 297.04
5.91 383.01
-8.17 27.40
-1.03 159.78
-5.01 226.68F
-8.86 297.56
2,19 8. 87
-3.2} 5.75
-.36 33.62
~2.02 -+ 47.61
-3.69 62.80
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Table 6:k <\\ )
ESTIMATES OF BINOMIAL PROBABILITIES (;i)
City x=2 x=3 ) x=h ) '
1 | 4102 . -9006 .9937
2 1173 4760 . 7896
3 .1235 4939 .8139
Lo, L0977 L1152 . 7400 ;
5 . 3484 .8559 . 9869
6 .0591 2696 5541 §
T | 0680 23065 .6081 é
8 192k 6538 9197 J
9 .2982 8077 . .9765 %
10 .0214 .0805 .1804 %
11 .0L478 .2189 712 ?
12 .0185 .0561 2148 * '%}
13 . .0289 .1238 .2831 ’ 3«
n a6 1095 2505 | éi
15 -3799 ’ ‘.880u .9910 'éé
16 .0210 LOTT5 1727 %
17 .0301 Ta .1307 . 2985 & é%
18 .0188 L0611 1590 ‘ %
19 \ L0277 .1170 .2679 ,i;
!

20 .0187 L0594 .12h2 3
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rates increases as city size decreases but the class mean also increases.
However, abandonment of the absolute growth increment, Q,, in favour of

the size - dependent one, Q,., more than compensates for the bias toward

29

medium - sized and small cities in the ai distribution; the class mean,

Y

as well as the class variance,of growth rates decreases with decreasing
size. As might be anticipated, the composite growth increment,,Q3,
produces & combination of the above effects; the class variance'of growth
rates increases as city size decreases and, although by no means uniform,
the class mean displayg less variation than in the Q1 and Q2 simulations.
As the importance of the size element within thg composite growth increment
is increased (Qh and Q5)’ the advantage &ffgifid to larger cities is
iﬁcreased and the distribution of growth rates is changed. For example,
in the Q3 simulation, city 7 has a higher growth rate than city 2,

whereas, in the Q. simulation, the reverse is true. However, only in the

5

simulation is the size effect strong enough to compensate for the bias

QS 8

toward medium - sized and small cities ig the ay gistributi;n; the first
size class has a higher mean growth rate than the second size class.

These simulations demonstrate that, althgugh the diffusion results
impose a constraint upon the form of the growth pattern thr&ﬁgh the

distribution of ay the manipulation of one of the growthparameters , Q,

“also has substantial effects upon the distribution of growth rates. To

investigate further the relationship between the diffusion results and
the parameters of ,the growth model, similar sets of Q simulations for
x = 3 and x = 2 are examined,

The binomial probabilities, 8y estimated for x = 3 and x = 2 are
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listed in Table 6:l4 and graphed against city size in Figures 6:2 and 6:3.
Comparisons with the probabilities for x = 4 indicate that the growth

advantage afforded to early adopters increases as x decreases. For example,

~

consider the values of ;1 and a, for each of the x values. For x = L,
their values are .9937 and .T7896 respectively, for x = 3, .9006 and
.4760 respectively and, for x = 2, .4102 and .1173 respectively, which
demonstrates the re-structuring effect associaﬁ;d with changing x. This
re-structuring effect is particularly evident in the Q1 growth rates for
both x = 3(Taﬁle 6:5) and x = 4 (Table 6:6).

A comparison of the three sets of Ql growth rates indicates

that, under size - independent growth conditions, lowering x reduces
. ‘ .
the growth potential of medium - sized cities. For example, consider

‘the growth rates for cities 1 and 7. In the x = 4 simulation, their
growth rates are -9.15% and 6.16% respectively, in the x = 3 simulation,
~5.17% and .61% respectively and, in the x = 2 simulation, -1.23% and -.96%

respectively (see also the appropriate graphs in Appendix 5). However,

the re-structuring of a values in favour of early adopters caused by

i

lowering x does not mean that the effect of using a size - independent
growth increment is nullified. This is*evident from the class mean and

class variance data (Table 6:3).

|
I

Comparison of the growth rates proéﬁced by the size - dependent
growth increment, Q2, ihdicates 8 similér change in the fortune-of'
mediﬁm.— sized cities. For example, city 8 has a growth rate of 1.89% ~
in the x ="k simulation but one of only -.81% in the x = 2 simulation.

Since its x = 3 value, .75%,lies between the x = 4 and x = 2 values,
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City

ot

n

= w

i

10
11
12
13
1b
15
16
17
18
.19

20

~5.17
-5.09
-2.67
-.66
11.12
-2.02
.61
16,71
26.26
-5.Th

. 2.00

~6.30
-1.98
-2.36
53.57
~3.69
1.11
-4, 32

.98

-3.92

CITY GROWTH RATES :

-10.

-8

~10.

-10.

-10.

.22
50
AT

89

T3

03

.61

25

.69
.81
.86
.86

Table 6:5

2.18

-3.60°

-2.22
8.47
Y
~2.88
8.90
15.68

-8.08

-3.15
-8.56
_5.83
~6.19
29.78

~7.10 .

-4.38

~7.53
-l 46

-~7.38

T
-k

.01
JTH
.49
.02
26 -
.00
21
46

.21

13.0h

-10.

~11.

31

-12.

.3k
.65

53
06

.73

12

.20
62
.28

.53

~11.
~18.

‘15 .

33.
-16.
-13.

-1T.

-17.

.8l
.96
e
.9k
.03
.52
.60
.9k
7
.78

49
b7
ok

.Th

25
90
86

.91

61

170
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Table 6:6

\\\§
CITY GROWTH RATES: x = 2
City Q Q, Q 9 Q , )
1 -1.23 5.6k 2.16 .98 7.83
2 -2.13 -2.1} -2.13 ~3.23 ~k.38 ;
3 -1.48 -2.10  -1.78 -2.87 -3.99 §
4 -1.22 -2.70 -1.94 ~3.28 k.65 @
5 5.52 2.1 b6 5.64 7.17 %
6 ~1.56 -3.51 “2.52 k.29 -6.08 é
7 ~.96 ~3.36 -2.15 -3.86 ~5.60 E
8 L.57 ~.81 1.89 1.49 1.06 g
9 10.59 1.59 6.15 - T1.21 8.37 i
10 222" _h.s -3.22 5.3k ~7. 4k %
11 -.7 -3.77 -2.23 ~b. 1k -6.06 %
12 -2.18 -4.31 -3.23 -5.36 ~7.49 :
13 ~1.44 -k, 11 -2.76 -4.81 " ~6.86
14 -1.h7 -7 ~2.81 -4.90 ~6.98
15 25.0k 2.64 ., 13.83 | 14.87 15.71
16 -1.637 k4.2 -2.93 -5.05 ~7.17
17 -. 76 -li.10 -2.43 4.4y -6.5k4
18 -1,60 ~b.30 -2.9kh -5.98‘ -7.20
19 ~.70 T P -k, 48 " —6.54

20 1,43 4.3 -2.86 25,00 —T.13
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the behaviour of city 8; growth rate in response to changes in x is
approximately linear. However, in other instances, such linearity

is not present; for example, city l's growth rate is highest in the
x = 3 simulation. Such complex behaviour occurs because the effect of

changing x varies from city to city. Thus, city 1l's growth rate is

highest in the x = 3 simulation because it is under these growth conditions

that its advantage relative to the rest of the system is greatest,
As was true for x = 4, the composite growth increments (Q3, Qh
and Q5) for x = 3 and x = 2 produce interesting results. For example,

for Q5, a decrease in x causes a decrease in the relative growth of

medium -~ sized cities. For all shree values of x, increasing the magnitude
- \

of the size element within the growth increméEENEEEEPSxa relative increase

in the grovth rate of c¢ertain, but not all, large cities. For example,
for ;11 three values of x, increasing the magnitude of the size element
within the composite growth increment causes city 1's growth rate to
increase; but city 2's to decrease. This is symptomatic of the inter-
dependencies that exist among city growth rates and among the growth
parameters. Although city 2's growth increases in absolute %erms

as the magnitude of the size element within the composite growth
increment is increases, this absolute increase does not compensate

for the loss in relative advantage (over city 1) caused by the reduction
in the imporéancé of the absolute element withia the composite growth
incremené. Thus, the response of a city's growth rate to changes in a

growth parameter not only depends upon the prevalent value for the other

growth parameter but also upon the responses of the other cities in the

.
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system to changes in the growth éarameters; responses which are determined
by the results of the diffusion process.

Comparing these results with Canadian data (see Chapter 2,
section 2.2), indicates:(i) that the time period during which cities
obtain a growth increment from adoption should be considered to be
relatively short, otherwise the predicted growth of medium - sized cities
is larger than reality;and (ii) that the growth increment that a city
obtains from the adoption of an innovation should be considered some
function of its own size, otherwise the predicted growth of small cities
is larger than realgty.

This simulation - based analysis of short - term growth
indicates that, under certain conditions, the siégie growth model produces
reasonable distributions of growth rates. Each of tne parameters of the
growth model and the distribution of adoption times has a different
relationship with the pattern of gfbwth within a hypothetical system of
cities. The effect pf Qlis to increase or decrease the advantage
afforded to cities of large size; the results presented in Table 6:3

substantiate this conclusion. The parameter x has a more complex role.

The magnitude of x determines the precise effect of the distribution of
s

-

adoption times upon growth rates. Although early adopters have a
consistent advantage over late adopters, owing to the complex nature of
the city adoption probability distributions, the distribution of ay

is sensitive also to changes in x.
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5
6.3.% The Spatial Autocorrelaticn of Growth Rstes

The first nearesl neighbour spatial autocorrelation statistic
for growth rates for each of the fifteen growth simulations is presented
in Table 6:7. It has been noted that, ;ity adoption behaviour, as
summarised by E}, is spatially autocorrelated (Chapter 5, section 5.2).
Indeed, the first nearest neighbogr spatial autocorrelation statistic
for E; in the system of cities used in the growth simulations is .5996.
However, the data presented in Table 6:7 indicate that there exists

considerable variation in the effect of this spatial autocorrelation of
4

adoption time upon growth rates, i

" The first conclusion that can be drawn from the data presented
in Table 6:7 is that variation in Q has a more pronounced effect upon
the spatial autocorrelation of growth rates than variation in x, primarily

~

s
because possible variation in the a, distribution in response to a change

*'.' \
¥

in x is constrained by the fixed distribution of adoption times. Conseguently ,
althov~h a change in x causes some changes in the distribution of growth
rates, it does not substantially alter the basic pattern of growth over
space. However, changes in Q have a more pronounced effect upon the
pattern of growth over space.
The absence of spatial autocorrelation of growth rates in the
Ql simulations occurs because the absolute growth increment causes
small cities, hhic£ tend to be late adopters, to have relativelf'high
growth rates. Thus, the absolute growth increment, which nullifies

i

the growth advanWage that earlier adopters obtain from adopting more
innovations within the time period over which a, is calculated, also

~
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Table 6;7

SPATIAL AUTOCORRELATION OF GROWTH RATES

x=h

-~ 1834

6016
»

.1319

.3391

.bu8T

x
~.0863
.6135
.1890
.3526
RN

"
w

It
"o

X
-.0847
. 53hk
.1516
.2958
.3818
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nullifies the effect of spatially - a.' s
spatial pattern of growth. OJOwing td the .r,
the determination of city adoption time, *'*¢ -«

growth rates increases as the importance < »..¢

increnent increases. This result is a very lu,,"ﬁ

that an absolute growth increment, by making the .: .
times unimportant in t@e determination of growtl reter | o

the model's conceptual validit}. Consequently, a cotjr e 4 v
increment, which keeps this impbrtant resulti of the 347f.c. o jr . .

el
intact, and which also produces intuitively ressonable dictr b, ¢+

growth rates by size class, appears to be the most reasonable forr . f
the growth increment.
The spatial autoéorrelation of city size is also monitored in
each of the growth simulations but, owing to the relatively short
period over which the growth process is simulated, even within the most
spat?:lly autocorréiated growth environment, the x = 3, Qh system,
the spatial autocorrelation of city size increases only from -.1029 to -.0L69.
Consequently, the results produced by this short - term simulation of
growth are of only limited usefulness in testing for the increasing
spatial autocorrelation of city size over time and thereforeg the poifébélity

4

for simulating growth over the long term is examined.

6.4 The Long Term Simulation of City Growth

1

The procedure used to estimate E& and s? , the summary measures

on the diffusion process and input to the growth model, is unstable over



the long term. This instability occurs because the dynamic nature of the
growth model causes the city size distribution to chanée in form over

/
time. The initial distribution of city sizes is/réhx’- size, with

, 4
slope q = 1.0, This q value is used not only to determine city sizes

\

but also as input'into the estimating equations for %, and si (chapter 5,

i

_section 5.2). As the growth model is iterated during the sifort - £erm
simulation of growth, the esgimates of<locational variables and cit&
information potentials, vhich are also inputs into the estimating equations
for E; and af,fespond to changes in city size. However, both b and q

are asgumed to remain cé@stant. In the case off b, there is little tq."
indicate why such an assumption could not be extended over relatively

long time periods dut, ig the case of q, no such extension is possibdle,

The stability in city size distributions reported in the literature

(Madden, 1956)'i§/the consequence of an overall stability in th® factors
which determine growth (Richardson,.19738). Although individual cities

may experience unusually high, or ugusually low, growth rates over short
periods of time, the behaviour of the system as a whole displays considerable
*stability because.the factors Qﬁat determine growth are essentially .those
that deternmine the size of citiea.. Such stability allows statistical

models based upon conceptt?%uch as 'proportionate effect' (éimon, 1955)._

to have some credibility. The importance of'lécational effects within

this process has been well documented by economists aé well as geographers
(Webber, 1972) and has been observed to take the form of spatial

autocorrelation of phenomena such as growth rates, unemployment and

. 4 . .
city size. However, within the hypothetical system of cities in which
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growth is simulated, city size is not spatially autocorrelated

becauge cities are located at random. The ex{stenpe of strong locational
effects within the diffusion'pro9ess causes considerable instability
within the city size distribution as the system attempts to adjust

itself to the determined growth conditions. This instability causes : %
deviation from.the rank - size diseribﬁfiég; which means that estimates ;
of E& and si are only reliéble over the short Ferm or as long as the

city size distribution maintains a rank - size profile.

i To investigate the growth process over longer periods of time,

‘severa; simulations are carried out using the diffusion model to directly
calculate the binomial probabilities, as. For computational cénvenience,
the number of innovations available to the system within each growth
.period is raised from 100 to 1060, vhich has the effect of accelerating
any tendency toward increased spatial autocorrelation.

Before examining the long f-term growth pattern from System 1,
with x = 3 and using the Q3 growth increment, the binomial probabilities
obtained directly from the model (Table 6:8) are compared with those
estimated using the procedure outlined in section 6.3.é (Table 6:L).

A regression test identical to that performed on estimated and actual

E;s and'si 8 18 used to facilitate this comparison. For x = 2, the

- ~

regression of a,-on &y pioducqp the equation,

.

¥

a, = . 0504 + .91hh;i(r2 = .8359,%t = .3733, s.e.= .2293) (15)

B et

for x = 3,
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Table 6:8f ;
BINOMIAL PROBABILITIES CALCULATED DIRECTLY FROM THE DIFFUSION MODEL o,
N ’ 3’ ?;
v City ' xe2 x=3 =l 3
1 4323 .9900 .9900 ;
2 2577 .4898 .8567 Y
A 3 2450 L96h 8733 i
4 1473 66 .9365° s
5 3715 .8220 .9900 %
5 .1391 .3151 .6191 %
7 .1285 2963 .5939 - i
8 2362 7120 19900 3
9 4222 .7992 ‘ .9900 %
10 . 050k _.0978 1957 ﬁ
11 0817 2072 khoy f’
12 . 0384 .0685 .1332 ?
13 L0711 . .1655 .3536 ;
14 } . 0663 1517 .3073 - gi
15 .2509 . L6274 '
16 0432 .0955
17 - .0521 .1349
18 .0393 .0821
19 . 0617 15204

20 .026) .0509
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a, = ,0317 + .9282ai(r2 = ,9530, t = ,2880, s.e, 2 .2u93) (16)

and, for x = U,

a, = .0311 + 1.0097ai(r2 £ 9744, t = ,1925, s.e. = ,0504) (17)
Using a t test, the b coefficient in each of the regressions

was founé to be insignificantly different from 1.0 at the 0.5 level.

1
H t A

However, as was the case in the regressions of E; on %; and 65

!
sf (section 6.2), the t valyes are influenced strongly by the standard

on

{
errors. Indeed, closer examination of the data ( Tables 6:4 and 6:8)

suggests that ‘estimates of éi are more reliable for x=.3 and x= k4

than for x =2. The divergenée between ai and ﬁi for x = 2 is a

consequence of the inclusfo? of a size - dependent invention period within
the diffusion model.. The apomalies in the city adoption probability
distributiong that arise fr?m the inclusion of a size - éépendent

invention period within thezdiffusion‘model (for example, see.

Chapter 5, section 5.3) are smoothed out when a8y is estiﬁated but not when
the probabilities are directly calculated from the diffusion model.

As x increases, the distorting effects associated with the inclusion

of an invention period are lessened and estimated probabilities

more closely approximate those generated by the diffusion model.
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The long - term growlh rates produced within the x = 3, Q3
system are presented in Table 6:9 and graphs of growth rates against city
size in Appendix 5. Several results are apparent. Firstly, growth is
concentrated in a small nuﬁber 6f cities, which is caused by the importance
of city size, both within the diffusion model and the growth model.
Secondly, the constrain£ imposed upon the growth pattern by the initial
distribution of adoption times (that is, the results of the diffusion
process)is reflected in the fact that city iS, which benefits from its
close proximity to city U kFigure k:1),is the only city ;ith a population

of less than 10,000 which attains a quitive growth rate. Thirdly,

developments are eumulative . As the growth model is iterated, the population

»

of early aﬁopters increases and their position within the diffusion process
improves and, consequently, population becomes concentrated within s
small number of cities. This is an important result and indicates that
at least one factor in the growth process exerts a polarising influence
on gféwfp patterns. The distribution of city populstions at the end of
the twenty-fifth itera%iop (Table..6:10) reflects this propensity for
population to concentrate within a few cities. These éopulations can be
compared with.tﬁose at‘the start of the growth simuldtion (Table b:1).
This comparison indicatés that because of the mutually

reinforcing effecgé.of,gpowth and early adoption, repeated gpplication‘of
the growth model destr;ys the symmetry of the original cit& size -
’distribﬁ%ion. .

Consider the evidence concerning spatial sutocorrelation produced

by the long - term simylgbion of growth (Table 6:11). These results
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LONG -

City

10
11
12
13
14
15
16
17
18
19

20

RUN

10.
~-26.

~18.

63.
-26.
-27.

97.
118.
~kg.

~31.

-29.
-36.
113.
-h2,
-3k,
~h2,
-20.

~50.98

-~

GROWTH RATES
10
37 T
et =57,
40 -ks.
28. 37.
2k 121,
65 ~59.
12 ~62.
63 201.
8k 236.
08 -82
3 ~69
.06 -82
40 -55
19 —73
18 305
67 ~T5
7 ~T1
91 Tk
2k -40
-83

Table 6:9

Iteration No.

.95

86
L8
12
17
99
76
18
63

.06
.20
.81
.85
.50
.60
.35
59
.52
.41

ko

s

- 73.
.62
~81.

155

312.

.31
.15
-68.

B
76

52

-91
" 268.

66

.2k
.h3'
.38
.30
.13
-T7
.20
.37
.27
.18
.81

20
-8.
-91,
-8k,
97.
175.

11
56
57
08
14

.22

.22
.16
97
5T6.

22

.24
.25
.62
. Ok

.43

616.
-98.

-76.
-99.

.Th
.19
.13
b
.51
.88
.55
.61
T
RIS

45
.Th
. Ok

60
58

h

| :58:

-98.

25

99

53
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(PERCENTAGES, BASED UPON INITIAL SIZE)
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Table 6:10

3

CITY POPULATIONS AFTER 25 ITERATIONS

City A
1 8l,258 g1 125
2 1,606 §12 45
3 2,888 ;13 712
i 52,859 'k 68
> , 57,101 " 15 40,773
6 519 | 16 88
T 349 17 75
8 gh,3é6 18 97
9 54,190 - 19 1,210
10 5k 20 23

1 L
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Table 6:11

]

CHANGING SPATIAL AUTOCORRELATION OF CITY SIZE, t. AND GROWTH RATES
OVER TIME 1

Iteration _
No. S. t. G.
1 1 1
0 S X -2 J O
5 267k .. 6381 3859
10 .56Lh 6218 .3915
15 . 7329 .5350 - .3815
20 .8161 .5h62. . 368l
25 . 8565 L5237 .3569
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indicate that city size becomes more spatially autocorrelated over time.
However, over the same time period, the spatial autocorrelation of E;
increases and then decreases, and that of growth rates remains fairly
conspanp. The behaviouf of the city size autocorrelation is not unexpected
because growth rates are autocorrelated. The behaviour of the Eg
autocorrelation indicates that the system attains its peak of spatial
dependency somewhere between the fifth and the fenth time period .

" Since E; is a fupction of location relative to other cities in the system
as well as city size, the divergence between the level of its spatial
autocorrelation and that of city size is to be expected. The rel;tive
‘stability in the spatial autocorrelation of growth éates reflects 'the
extent of the constraint imposed upon the‘growth pattern by the initial
distripution o£ adoption times and its generally low level is a )

consequence of a growth process which causes growth to be concentrated

in a few cities.

6.5 Some Conclusions

Thus, a simple growth model based uﬁon the spatial diffusion
process produces reasonable patterns of growth within a hypothetical

-y

system of cities. Horever, the equations developed to characteriée the
diffusion process can only be used to estimate adoption tig;s in the short-
term, a consequence of simulating the growth process within what is an
unstable environment. To test the model in the long - term and to

investigate its effect upon the spatial autocorrelation of city size,

it is necessary to calculate adoption probabilities directly from the

i
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) comprehengively investigated, Conseguently, although the feasibility of

186

diffusioﬁ model,

The results produced by the analysis of the growth process are
less general than those produced by the analysis of the diffusion
process, The diffusion results represent measures upon the diffusion
potential of & give; system of cities and do not relate to any ,specific
diffusion process or processe;; they are general becasuse variation in
the inter«city structure of the‘diffusion process.can be linked to
the parameters of the system in which it occurs. The growth fesults are
less general because the nature of the relationships among its parameters
has only been paftiélly investigated, Although the results of simulating
growth within a hypothetical system of cities demonstrate that a simple
model based upon spatial diffusion is able to produce reasonéble patterns

of growth ,the conditions that determine whether or not a given set of

adoption times produces a reasonable pattern of growth have not been

developing a model for growth within a system of cities, based upon spatial

diffusion, haswhegn established, significant avenues for further research

|
i

are apparent, some of the most jmportant of which are discussed in the

-

next chapter, »

%
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CHAPTER 7

SOME FUTURE DIRECTIONS
%

Evidence pfesented in the literature (for examples, see Thomas
and Le He;on, 1975) and the results of the PRSC analysis indicate that
the diffusion of some innovations is influenced by factors other than
information availability. However, the lack of substantial empirical
evidence on, and theary concerning, the nature of such diffusion processes,
imply that the development of a diffusion model incorporating factors
such as the demand for an innovation, its compatability with existing
production processes and the age of capital stock (Day, 1970: Webber, 1972)
is not feasible at the present time, Empirical analysis of, and the
development ofitheory concerning, the diffusion of technological gnd
organisational innovations that contribute substantially to urban growth
constitutes a first avenue for further research.

It is ﬁrﬁmarily because of the lack of a feasible alternative
that the spatial framework is the most suitable for modelling the
diffusion process within a system of cities, and aithough a model of the
inter~city diffusion process based upon information availability could not
satisfactorily explain all diffusion processes, the results of the PRSC
analysis demonstrate that it provides some explanations of the diffusion
of most innovations. However, the importance of city size within the
spatial diffusion model causes sdme qonfusion in the modél's interpretation

because city size may be a surrogate for variables other than informaticn

187
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availability (Richardson, 1973a) including market size and‘economies of
scale. Analysis of diffusions in which th¥se variables are involved
might indicate their importancé in the diffusion process, particularly in
;elation to that of information availability.

The resggts presented in Chapter 5 concerning the relationship
between the form of the diffusion process and the paraméters of the
system of cities in which it occurs yield considerable insight into the
possible patiern of growth, as well as of diffusion. For example, the
constraint_upon the form of the diffusion process imposed by the distributicn
of city sizes has considerable implications for growth centre and related
policies; the diffusion results indicate that growth centres located in
peripheral areas w?uld have a low expectation for success. Indeed, the

5

results of the diffusion analysis indicate that, although the improvement

[ AN

of communication systems and the consequent increase of total inter-city
interaction increases the growth potential of a system of cities, the .
effect of this improvement upon the distribution of growth rates depends
primarily upon the distribﬁtion of city sizes. This implies that thg
imposition of checks on the size of large cities might be a suitable
policy for spreading growth withig more-primate city systeﬁs. éuch
polities are in accord with those recommended by aévocates of the cumulative
causation model. | ‘ *

The results produced by the diffusion model can be interpreted '
as the diffusion characteristics, or diffusion potential, of a system of

cities with given parameters, and are not specific to the diffusion of

any single innovation or group of innovations. However, the growth

@
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results are less general because the properties of the growth model were
not investigated as comprgkensively as those of the diffusion model.
This could be remedied by widertaking a regression - based investigation
of properties similar to that outlined in Chapter 5. This constitutes .
a second avenue for further research. &
Consider the following as an ex%gple of what might be attempted
in connection with this second avenue for further research. The city
growth rates, Gi’ produced by an innovation ~ based growth model with
exogenously determined parameters, x and Q, are somée function of city

mean adoption times, ti’

L

4

\ H

= £(t * 4

G, L(ti) | (l). ]

3

[

4

The form of this relationship gpuld be estimated through regression, and {

variatian in the structure of the regression linked to the parameters of 4

X

the growth model, also through regression. The effects of further varying 3

the form of Q and x could alsc be evaluated througr simulation within a 3
v \ e ‘
hypothetical system of cities. However, reliance uﬁbn an experimental

E

approach would not be as suitable in this context as it was within the’ 1

3y

diffusion context. 1In the diffusiop context, simulmtion within a
hypothetical systems of‘cities W&S necessary becayse iocation. is treated
as a variable within the diffusion process. Within the growthwcontext,
such treatment of lécation would necgssitate a prohibitive,amount of
éxperimentation and; anyvay, & hypothetical system of cities of this

type is unstable and therefore unsuitable for the long - run testing of

R g
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a growth model. Thus, a thirdégvsnue for further research, gyﬁ.testing
of the model within a real system of cities, appears both more feasible
and more important than the second. N

The distribution of growth rates by city size for Ontario wnd
Quebece between 1956 and 1966 is graﬁhed by Barber (19;9!) (Figure T:1).
This distribution is similar in form to that produced in several of the
growth simulations (see Appendix 5), &nd it would therefore seem reasonable
to attempt to duplicate this distribution through the application of the
innovation - based growth model developed in this thesis. Given the
location and, size of each of the fifty cities and valugs for b and q
(Simmonb,wl972, and Davies, 1972:,provide-such‘va]ueé), the diffusion
model could be used to calculate city adoption times. These adoption
times would constitute a summary measure upon the diffusion potential of

the system in 1956. However, there are no data from which to measure x -~

and Q. To make even the simple growth model developed in Chapter 6

- operational, values for N, the number of innovations available in a time

- periol, for x, the period over which a city obtains a growth increment

\

from adoption and for Q, the form of the growth increment, have to be

determined exogenously. Although N can be derived from patent data,

~
-

ovwing to the complixity of theﬁéfowth process and the paucity of empirical

”

evidence, 'similar data for x and Q are not available. Consequently, it is
necessary to calculate x and Q from actual growth data. Using combinations
of x and Q that produce reasonable distributions of growth rates within

hypothetical systems of cities (Chapter 6) and the same iteration technique,

growth rates for Ontario and Quebec cities could be estimated. Considerable

M
.
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Figure T:1

CENTRAL CANADA (1956 -~ 1966) : RATE OF GRO VERSUS INITIAL SIZE
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2 Belteville 19, Petarborough, M. U. A 36, Magog
3, Brockville 0 Sarnia, M.U A 3? Montreal *
4. Brantford, M. U.A 2. Sault Ste Marle, M.U A, 38 Quebec City
$ Chatham b2 8t. Catharines, N U A ». Rimouski
¢ Thunder Bay, M U A n Stratford 40, Rouyn
1 Ouelph M. St Thomas " 41, Sherbrooke, M.U.A
L} Ramiltdn 2 Sudtmry Rt $t. Jérome
’ Kitchener . Timmine €. Sorel
10, Kingston, M U A n Torvate “ $t. Hyaciathe
HY London ., Trentoo " St Jean
12 North Bay E:] Welland-Port Colborne 46 - Shawinigan, M.U A
13 Nisgsra Fallsa, M U A 30 Windsor 417 Thetford Mines
14, Qwen Sound 3. Woodstock 48 Trols Riviéres, M.U.A.
13 Oritlia 32, Lac 8t Jean, MU A 49 Victoriavllle
1 Oshawa-Whitby, M.U A 3). Drum ille , $0.  Valleylleld
17 Ottawa M. Granby

Source: Barber (1972), p.149
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differences between the levels of estimatéd and actual growth rates would
indicate mis-specification of Q, whereas growth rates unduly biased
in favour of one size class would indicate mis-specification of x.
Thus , alfhough such an analysis could not meaningfully predict growth
rates, it would produce post - facto estimates of x and Q. The generality
of these estimates could then be tested by simil;; analysis in other
systems or for a different time period in Central Canada, and the possibility
for predicting actual growth rates explored.

Two other aspects of the growth process could be investigated
thr;ugh analysis of Central Canade data. Firstly, the stability
inherent in the system would permit long - run tgsis of the model.
Secondly, and more imﬁ%r;éﬁgz;; the use of real data would permit
meaningful city by éﬁ%&ﬁgnalysis of the growth procéss; The results
produced by simulatiné the growth process within a hypothetical systen
of cities were discussed in terms of the distribution of growth rates
by ‘city size, or by size class, and not in térms of how individual
cities performed or failed to perform. However, given that the growth
rate of each city in the system is known, it would be possible to examine
the city by city, as well -as the overall, fit between actual and predict;d

~

growth rates. This constitutes the most important advantage associated
with the use of reai,as o;posed.to hypothetical, data.

Therefore, although the objective set at the beginning of the
thesis is met, it is apparent from this discGssion that this work is not

an end in itself but a part of what should be on -~ going research., Of

the avenues for further research available, the analysis of growth within
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& real system of cities appears to be the most promising, particularly
since it would permit the post - facto estimation of the growth
parameters, x and Q, and city by city comparison of actual and predicied

growth,
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APPENDIX 1

SAMPLE GRAPHS FOR THE DIFFUSTON PROCESS
WITHIN DIFFERENT SYSTRMS OF CITIES
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LOCATION PATTERN NO. 3
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