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ABSTRACT

In this dissertation, the Phase Field Crystal (PFC) Method is used to study a number of problems
in which interfaces and elastic effects play important roles in alloys. In particular, the three topics
covered in this work are grain boundary thermodynamics in alloys, dislocation-mediated formation
of clusters in binary and ternary alloys, and solutal effects in explosive crystallization. Physical phe-
nomena associated with grain boundaries, such as Read-Shockley-like behaviour and Gibbs adsorp-
tion theorem, were shown to be accurately captured in both PFC- and XPFC-type models. In fact, a
connection between the solute segregation behaviour and physical properties of the system—such as
energy of mixing, mismatch, and undercooling—were shown. Also, grain boundary premelting was
investigated. It was shown how solute can change the disjoining potential of a grain boundary and a
mechanism for hysteresis in grain boundary premelting was discussed. Regarding the phenomenon
of cluster formation, a general coexistence approach and a nucleation-like approach were used to
describe the mechanism consistently with observations; the process is facilitated by lowering the en-
ergy increase associated with it. The final phenomenon studied was explosive crystallization. It was
shown that the temperature oscillations due to unsteady motion of an interface could be captured
with PFC-type models and that this behaviour leaves patterns, such as solute traces, in the material.
The versatility of this PFC formalism was demonstrated by capturing the underlying physics and
elucidating the role of misfit strain in altering interface oscillations during explosive crystallization.
Finally, it was demonstrated in all projects how PFC model parameters relate to coarse-grained ma-
terial properties, thereby connecting these phenomena on larger scales to atomistic-scale properties.
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Chapter 1

Introduction

1.1 Overview
In condensed matter physics problems, interfaces can play an important role in determining the
physical behaviour and properties of materials. It is well-known that they provide an energy barrier
for nucleation, interact with other defects in the material, influence electrical conductivity, and can
control how a reaction front proceeds, depending on the processes happening at the interface. In
many systems, interfacial widths are on the order of nanometers, while the processes occur on
diffusive time scales. For these time and length scales, the Phase Field Crystal (PFC) formalism is
appropriate.

As well, stress can affect a material in such a way that it modulates or even strongly changes how
physical features manifest themselves. Some elastic effects on interfaces are easily described on a
mesoscopic or even macroscopic scale. These include the Asaro-Tiller-Grinfeld instability [1, 19]
and stress-related solute diffusion and segregation in a a material. However, if the stress fields result
from the location of individual atoms and if the effects of the individual atoms do not average out
on a larger scale, then the atomisitc details must be studied. The PFC formalism also naturally
incorporates elasticity in solids, so it is also a good candidate to study elastic effects in interfaces.

The thesis is organized as follows. In the rest of the introductory chapter, the three topics studied
in this thesis, relating to the above-mentioned physics are introduced; these topics are the thermo-
dynaimcs of grain boundaries, the formation of clusters in early stage precipitation, and explosive
crystallization. In Chapter 2, the PFC formalism is introduced and described, which is the main
approach to studying the physical problems in this thesis. Chapter 3 presents new results on grain
boundary thermodynamics in PFC-type models of alloys, including grain boundary premelting. In
Chapter 4, defect-mediated cluster formation in a PFC-type formalism is demonstrated. In Chap-
ter 5, a PFC-type model is developed and its coarse-grained analogue is used to study explosive
crystallization. The conclusions are found in Chapter 6.

1.2 Interfaces in Alloys
The first area of physics that is presented in this thesis concerns interfacial thermodynamics. Inter-
faces are an important part of the microstructure of materials, along with dislocations and vacancies,
which make important contributions to the material properties. These defects also contribute an ex-
cess of free energy to the material. As the material tends towards equilibrium by reducing its free
energy, the amount of defects changes, meaning that the material properties change as well. The
first focus of this thesis is on a particular kind of interface, the grain boundary.

Grain boundaries, which have been studied since at least the early 20th century [20], are among

2
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the most important defects in metals. They provide sinks and sources for dislocations, sites favourable
for nucleation of new phases, and their distribution, energy, and composition affect various material
properties, such as material strength and electrical conductivity. In alloys, the presence of solute can
change how the above effects manifest themselves, such as grain boundary energy, which is changed
by solute segregating to them [21, 22, 23, 24, 25]. As well, the presence of solute provides additional
degrees of freedom, which can allow new phenomena to occur. One of the new phenomena which
occurs is solute drag, in which the grain boundary mobility is reduced in the material due to the
presence of solute [22, 26, 27]. Another material property strongly affected by solute segregation is
grain boundary wetting [22, 28, 29, 3].

Two of the most commonly studied grain boundary properties are grain boundary energy and
solute distribution [22, 21], which will be focused on this thesis. Others, such as excess grain
boundary volume are well-studied as well [30]. Grain boundary energy has been well-studied in pure
materials [31, 32, 33] and alloys [21, 33]. To understand these properties, early theories postulated
that the regions between grain boundaries was some sort of amorphous cement between the grains
[20, 32]. A big advance in the quantitative understanding of grain boundary energy was made
when Read and Shockley derived a dislocation-model of grain boundaries [33]. The Read-Shockley
relation, which first appeared in Ref. [33], has been verified experimentally for pure materials
[31, 32] and dilute alloys [33]. It is not only useful for low angles (approximately less than 15◦), its
intended range of validity [31, 33], but for a much larger range of angles as well [31, 32, 33]. The
Peierls-Nabarro and Van der Merwe models [22] and some simple geometric and thermodynamic
models are quite popular as well [22, 24].

Computational studies have been used to complement theoretical and experimental grain bound-
ary studies, as these methods can probe details that are not accessible to either of the other methods
[22]. To study grain boundary energy in pure materials, molecular dynamics (MD) [34], lattice stat-
ics (LS) [35], and a number of density functional theory (DFT) and other atomistic approaches have
also been used [22]. To study grain boundary segregation, computational approaches have been ap-
plied as well. These include phase field (PF) models [3, 36], monte carlo (MC) simulations [23, 37],
and molecular dynamics (MD) [23, 25].

The phase-field crystal (PFC) model is of particular interest to studying grain boundary prop-
erties. Because it is an atomistic-scale model, it naturally includes elasticity and atomistic defects,
which can be important to resolve when considering finer details of premelting, such as the structure
of dislocation cores [1, 38]. Also, because it is a temporarly-coarse-grained model, it operates on
diffusive time scales, allowing simulations to be done of thermodynamic processes and relatively
slow kinetic processes [1]. It has already provided substantial insight into studying grain bound-
ary energy and excess density in pure materials [1, 38, 39, 40]. This model has also been recently
applied to grain boundary properties in alloys in the work of [16] and [41].

1.2.1 Thermodynamics of Interfaces
In studying the thermodynamics of interfaces, it is important to be able to define quantities which
accurately describe the relevant physical properties of the system. The interfacial properties are
well-defined in terms of excess quantities, which was first discovered by Gibbs; roughly speaking,
an excess quantity is how much energy/concentration/volume the interface has compared to the bulk
state of the system [22]. The most physical of these is interfacial energy, which must be a constant for
a given system because of the first law of thermodynamics. The other excess quantities, depend on
how the thermodynamics of the system is analysed; among these quantities are excess concentration
and excess volume. Cahn pioneered an approach for defining the excess quantities. In his approach,
the Gibbs-Duhem relations are used to describe the material on either side of the interface and for
the interface:

Adγ = −SgbdT + V gbdp−
∑
i

Ngb
i dµi
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0 = −S1dT + V 1dp−
∑
i

N1
i dµi

0 = −S2dT + V 2dp−
∑
i

N2
i dµi (1.1)

whereA is the area of the interface, γ is the interfacial surface tension, S is entropy, T is temperature,
V is volume, p is pressure, µi are the chemical potentials corresponding to eachred atomic species,
of which there are Ni, where gb refers to a volumetric thermodynamic quantities times the surface
area of the interface, and i refers to the amount of material in each phase i, where i = 1, 2 [22].
There are 3 equations and 5 unknown differential quantities, so choosing to use the N j

i as reference
quantities, the above equations can be simplified into the following equation:

dγ = −SexdT + V exdp (1.2)

whereXex = Xgb−X1/N1
1N

gb
1 −(Ngb

2 −N1
2 /N

1
1N

gb
1 )(X2−X1/N1

1N
2
1 )/(N2

2 −N1
2 /N

1
1N

2
1 ) for

all extensive thermodynamic quantities X . From Eq. 1.2, Gibbs adsorption theorem in differential
form can be derived. For example, at constant pressure:(

∂γ

∂T

)
p

= −Sex (1.3)

Eq. 1.3 can be integrated to find γ. γ can be found in an equivalent way by applying a Gibbs’
dividing surface—an imaginary surface through which one states that material 1 is one side of it and
material 2 on the other. Drawing the surface anywhere, the following is always true:

Aγ = Exs − SxsT + V xsp−
∑

µiNi (1.4)

where E refers to the internal energy of the system, Xxs = X − (X1 + X2), where X is any
macroscopic quantity defined in the above equation [22].

Grain boundaries are treated exactly the same as other interfaces. They can also easily be de-
scribed by Gibbs’ adsorption theorem. In fact, when both grains are thermodynamically equivalent,
then there is only 1 phase present in Eqs.1.1. In this instance, Eq. 1.2 can be written as:

dγgb = −SexdT + V exdp−Nex
2 dµ2 (1.5)

where Xex = Xgb − X1/N1
1N

gb
1 . Eq.1.5 can be simplified into the Gibbs adsorption theorem,

which is often written as follows because T and p are easily controlled thermodynamic parameters:(
∂γgb
∂µ2

)
T,p

= −Nex
2 (1.6)

Similarly for Eq. 1.4, if we set V xs = 0, then:

Aγgb = Exs − SxsT −
∑
i

µiNi (1.7)

where Xxs = X −X1, where X is any macroscopic quantity defined in the above equation. Many
different combinations of thermodynamic variables can be chosen depending on what is convenient
for the analysis. For example, instead of eliminating µ1, p might be eliminated instead. Instead of
Eq. 1.5, the following equation is gotten

dγgb = −SexdT −Nex
1 dµ1 −Nex

2 dµ2 (1.8)
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Figure 1.1: Normalized density difference field, ψ = (ρ2 − ρ1)/ρ0, for a 2D grain boundary sim-
ulation (left frame) and averaged normalized density difference ψ̄ =

∫
ψdy with position x (right

frame). The shaded area in the right frame is the excess Γexψ for the grain boundary, if total density,
ρ1 + ρ2, is constant everywhere. ρ1 is the volume density of species 1 and ρ2 is the volume density
of species 2.

where Xex = Xgb −X1/V 1
1 V

gb
1 . From Eq. 1.8, it can be deduced that(

∂γgb
∂µz

)
T,µy

= −Nex
z (1.9)

where Ny and Nz have a functional dependence on N1 and N2—e.g., a linear combination such as
Ny = N1 +N2 and Nz = N1 −N2. An illustration of an excess quantity in a grain boundary if is
given in Fig. 1.1.

For a given material, grain boundary energy follows a distinct relation depending on the misori-
entation (a description of how the crystals are oriented with respect to each other) and inclination
(a quantification of which interfaces of the crystals meet at the boundary) of the two grains with
respect to each other [22]. For low angle grain boundaries, which can be described as an array of
dislocations, the Read-Shockley relation describes the grain boundary energy γgb for a pure material
in terms of the material properties and misorientation, θ:

γgb = E0θ(A− ln(θ)) (1.10)

where E0 is related to the elastic constants and Burgers vector of the dislocation, and A is related
to the core energy [33]. Curiously, this relation can be fit to higher angles as well, which is useful
for studying many systems [1]. In fact, this approach was originally fit to dilute alloy data by Ref.
[33] and this form can be reasonably fit to other datasets. In Fig. 1.2, we show a number of grain
boundary data energy datasets fit to the Read-Shockley reation from Ref. [1].

1.2.2 Grain boundary Premelting
As mentioned above, grain boundaries provide a site for the nucleation of new phases. One instance
in which this is important is grain boundary premelting—when at temperatures below the melting
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Figure 1.2: Normalized grain boundary energy γgb/γm vs. normalized misorientation angle θ/θm
for a number of different data sets, where γm is the maximum grain boundary energy and θm is the
angle at which the maximum energy occurs. From Ref. [1]

point, a liquid layer forms at a grain boundary. This problem is of practical significance because
of the phenomenon of hot-tearing. In hot tearing, a worked metal is deformed because it is unable
to resist shear stresses at the grain boundary [38]. Examples of premelting in grain boundaries are
given in Fig. 1.3.

Grain boundary premelting has been observed experimentally in both alloys and pure materials
(for examples of these studies see, [22] and for more recent ones, see [28, 42, 43, 44]). For alloys,
premelting can occur under a relatively wide range of conditions when compared with premelting in
a pure material, which occurs only very close to the melting point, Tm (typically∼ 0.999Tm). Since
the 1980’s, computational studies have provided additional insights to the experimental studies.
An early computational study of premelting was done by Kikuchi and Cahn, who demonstrated a
logarithmic divergence in the thickness of the wetted layer [45]. This observation is consistent with
observing premelting of pure materials in a very narrow range [22]. More recent investigations have
included PF, MD, MC, and PFC approaches and combinations thereof.

Among the PF approaches, three in particular stand out: a study of the inverse problem by
Rappaz et al [46], that of Mishin et al [29] and that of Wang et al [3]. From simple thermodynamics
considerations, the sign of γgb−2γsl, where γsl is the solid liquid surface tension, might be expected
to give a good indication as to whether or not the grain boundary premelts [46]. If γgb > 2γsl, it
might be expected that a dry (no liquid layer) grain boundary be less stable than a wetted one
(repulsive grain boundary). If γgb < 2γsl, a dry boundary would be expected to be more stable.
However, all three studies suggested that the physics was not so simple; in fact, Refs.[29, 3] found
that a common scenario was for grain boundaries to be attractive at large distances (the material
needs to be overheated to melt completely), but repuslive at small distances (that is, the grains
resist closing completely). In the latter two papers, a hysteresis is even observed in the premelting
behaviour for certain kinds of grain boundaries; at the same temperature interfaces of different liquid
thickness can exist. In Ref [3], this effect is observed to be stronger in alloys, as is expected from the
results of experiments, in which it is much easier to observe evidence of premelting in alloys than
in pure materials [22]. However, there were 2 major limitations of the above-mentioned premelting
studies. The studies were one-dimensional, meaning that the interfaces were assumed to be stable to
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Figure 1.3: Top frames - Low angle grain boundary (left) and high angle grain boundary (right).
Bottom frames - Premelting of dislocations in low angle grain boundary (left) and premelted high
angle grain boundary (right). Adapted from Ref. [2]. The premelted dislocations do not completely
prevent the material from resisting shear stresses, while the premelted high angle grain boundary
can.
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any perturbation, which might not be true as the solidifcation study of Ref. [46] shows that structure
forms in the interface as crystals coalesce. Also, effects due to the discreteness of the interface
structure cannot be easily taken into account in PF model.

To analyse atomistic structure of the interface, atomistic models such as LS, MD, and MC are
needed. Shortly after the pioneering study of Ref. [45], molecular dynamics studies were applied to
study premelting [47]. More recently, some MD studies were conducted by Hoyt et al [48, 49, 50]
for premelting in pure Nickel, while Williams and Mishin did MC simulations for copper silver
alloys [51]. It is important to note that some studies have been recently done where the results of
MD have been compared to models of the relatively new PFC formalism [52, 53].

PFC studies of grain boundary premelting were conducted by Berry et al [2] and Mellenthin et
al [38]. In the former study, the premelting behaviour of low-angle and high-angle boundaries were
analysed. For low to intermediate angles, the dislocations in the boundary behaved as nucleation
sites for liquid formation, while the high angle grain boundary was wet more or less uniformly
[2]. In the latter study, a dislocation pairing mechanism was discovered, in which neighbouring
premelted dislocations fuse together when they grow large enough [38]. For certain intermediate
angle boundaries hysteresis was exhibited in their premelting behaviour because of this mechanism
[38]. In another study, comparisons of the PFC model to a related amplitude model explained how
disjoining pressure in the PFC model is related to the decay of various amplitude modes of the
density [54]. In addition to the studies solely dealing with PFC models, there are two significant
studies in which PFC and MD models are compared. In Ref. [52] it was shown that the dislocation
pairing mechanism also occurs in MD and is related to elastic and core effects in the material. Later
another study followed in which premelting behaviour PFC simulations, PFC amplitude simulations,
and MD simulations were compared and the MD model was used to help tune the PFC model to
give a more realistic model for BCC iron [53]. Although most of the computational studies using
atomistic techniques have been done for pure materials, work has been recently done on premelting
behaviour in binary alloys using the phase field crystal (PFC) model for a generic double lens alloy
[17] and monte carlo (MC) simulations for aluminum magnesium[55].

Thermodynamics of Grain boundary premelting

Premelting can manifest itself in many different ways depending on the type of grain boundary.
Small liquid pools can form at a grain boundary. These considerations take aside us into nucleation
theory, which will be covered in section 1.3. Instead this section will focus on a general formalism
to describe some general features about premelting.

The free energy of uniformly wetted grain boundary is:

F = Fs + Fl + V = A(w − h)fs +Ahfl + V (h) (1.11)

where A is the surface area of the grain boundary, h is the width of the liquid layer, fs is the solid
free energy density, fl is the liquid free energy density, V (h) is the disjoining potential, whose limits
are V (0) = γgb and V (∞) = 2γsl [46, 48, 38]. In early theories of grain boundary premelting, the
following ansatz was used for disjoining potential:

V (h) = 2γsl + (γgb − 2γsl) exp(−h/δ) (1.12)

where δ is the decay length of the interaction force between the two grains, which is on the order of
the size of the interface thickness [46, 48, 38]. According to this theory, it was suggested that grain
boundary premelting essentially just happened for replusive grain boundaries while lower energy
grain boundaries can be overheated to metastable states.

Although the conclusions are roughly correct, in that high energy grain boundaries typically
premelt and lower energy ones typically do not, the disjoining potential is somewhat more compli-
cated. High energy grain boundaries typically have a repulsive disjoining potential and can be fit
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Figure 1.4: The disjoining potential, V (W ) vs. width, W , for (i) repulsive, (ii) attractive-repulsive
and (iii) attractive grain boundaries (left). The corresponding grain boundary width vs. temperature,
T (right). The dashed lines in the right plot are unstable widths; that is, such a boundary will either
degree completely melt or shrink to a smaller stable width. From Ref. [3].

by a single exponential. However, lower energy grain boudaries are usually more complex. They
often display attractive behaviour at large distances and replusive behaviour at short distances. The
disjoining potential of such grain boundaries can be fit to two exponentials:

V (h) = 2γsl + C1 exp(λ1h) + C2 exp(λ2h) (1.13)

where C1 + C2 = (γgb − 2γsl) and λ1 and λ2 are fitting constants [48], which Ref. [54] related
to the rates of decay of various density wave modes. Schematic disjoining potential curves and the
related wetting layer width vs. temperature plots can be seen in Fig. 1.4

To determine the disjoining potential, as a function of width, the width needs to be defined.
In phase field simulations, it is straightforward to determine the width, which can be defined as
the distance between the points where the order parameter is halfway between the solid and liquid
values [3]. It can also be defined as the distance between the peaks in the grand potential profile of
the interface [29]. In MD simulations, an order parameter based on the positions of neighbours of an
atom can be defined [55] and then a method analogous to Reg. [3] can be used. Ref. [38] related the
excess mass of the interfacial region to an effective amount of grain boundary liquid content, with
the following relations:

Γexn =
1

A

∫
V

n− nsd~r

h =
Γexn

nl − ns
(1.14)

where A is the area of grain boundary, V is the volume of the system, ns is the average density of
the solid, nl is the average density of the liquid, and h is the width of the boundary.

1.3 Cluster Formation
Clusters are small regions in an alloy material, in which excess solute gathers as precursors to a
phase transition. In fact, they are coherent structures preceding the formation of GP zones; that is,
they are the first of many stages in the formation of precipitates, which have a significant impact on
the mechanical properties of the alloy [14, 56]. Clusters have been studied by various experimental
techniques, such as 3D atom probe tomography [57, 58, 59, 60], transmission electron microscopy
[61, 62, 58, 59, 60], and positron annhilitation spectroscopy [63, 59] in mainly Al-based alloys
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Figure 1.5: Illustrations of edge (left frames a, c) and screw dislocations (left frames b, d) in terms of
material distortion (top frames a, b) and in terms of how atoms in the crystal are positioned (bottom
frames c, d). The arrows in (top frames) show how the crystal has been distorted. Adapted from [4].

(Mg, Cu, and Si are common alloying elements). Currently, it is believed that defects, such as
excess vacancies or dislocation loops facilitate the formation of these clusters by providing a region
into which the solute atoms, which are different in size from the solvent atoms, can easily move
[61, 57, 59, 60].

To understand the mechanism of cluster formation better, computation techniques can be used.
Because of the length scales involved, atomistic simulations are needed. However, this phenomenon
has only been addressed directly with the PFC formalism [14, 18, 64] because of the temporal and/or
spatial scales limitations of other atomistic computational techniques such as CDFT, MD, and MC.
To understand the computational (and experimental) studies of cluster formation, dislocation theory
and nucleation theory need to be understood.

1.3.1 Dislocations and Solute Segregation
Dislocations occur when there is a misalignment between the atoms of 2 perfect crystals which meet
each other. There are two basic kinds: screw dislocations, in which half a plane of neighbouring
atoms is shifted parallel with respect to a first set of atoms, and edge dislcoations, an half extra plane
of atoms is found in a crystal. Most dislocations are an intermediate combination of the two basic
types. Illustrations of both ideal types can be found in Fig. 1.5. Because the focus of this thesis is on
2D structures and screw dislocations cannot be found in 2D, subsequent discussion of dislociations
will only concern itself with edge dislocations.
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Figure 1.6: Schematic of a Burger’s vector in a square lattice with a dislocation. In the left image,
a circuit C ′ is drawn around the dislocation to the original point clockwise. If this same circuit is
placed in a perfect crystal, then an extra step, −~b needs to be added to complete the circuit. ~b is the
Burger’s vector. From [4].

Stress and Energy around a Dislocation

The presence of a dislocation induces strain fields and strain fields. In cylindrical coordinates
(r, φ, z) , the stress fields, σij , in an isotropic medium are:

σrr = σφφ =
−Gb sinφ

2π(1− ν)r

σrφ =
−Gb cosφ

2π(1− ν)r

σzz =
−Gbν sinφ

π(1− ν)r
(1.15)

where ν is the Poisson ratio of the material, G is the shear modulus, and b is the magnitude of the
Burgers vector [65]. The Burger’s vector, ~b, is determined formally by a Frank circuit [4], which is
illustrated in Fig. 1.6.

The above equations are only valid outside of the core region. In the core region, nonlinear
effects dominate. Integrating Eq.1.15 over the strain field, with integration cut-offs at the core
radius, r0, and another at the effective size of the system, R, (e.g., grain size, average dislocation
distance) results in the energy of a dislocation:

Edislocation = A ln

(
R

r0

)
(1.16)

where A = Gb2

4π(1−ν) [66]. Eq. 1.10 can be derived by integrating over the elastic energy of a line of
dislocations in a low angle boundary and adding the core energies to that result.

Segregation around a dislocation

As would be expected on physical grounds, the stress field can cause solute segregation in alloys
because larger atoms can be better accommodated in regions of tension, while smaller atoms can be
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better accomodated in regions of compression. In [65], the deviation of the concentration field, c,
about its average c0 in a substitutional alloy is derived:

c− c0 = χησkk (1.17)

where σkk = σxx + σyy + σzz , η is the mismatch between the two atomic species, and

1

χ
= ρ0

∂M1d

∂c
≈ ρ0RT

c

(
1 +

∂ ln γ1

∂c

)
(1.18)

where R is the universal gas constant, T is the temperature of the system, ρ0 is the density of the
system, M12 = µ1 − µ2, µc is the chemical potential of the concentration, µc0 is the chemical
potential of matrix phase when the system is pure, and γ1 = exp(µc/RTµc0) is the activity of the
solute species [67].

Because the solute atoms have moved to accomodate the stress fields, the stress fields are de-
creased. To account for this decrease, the so-called open system elastic constants are typically used:

Gos = G

νos =
ν − η2χE

1 + η2χE

Eos =
E

1 + η2χE

K−1
os = K−1 + 9χη2 (1.19)

where K is the bulk modulus, E is the Young’s modulus of the system, and os respresents the
open-system elastic constants [65].

Substituting the open system elastic constants into Eq. 1.15 gives:

σrr = σφφ =
−Gb(1 + χη2E) sinφ

2π(1− ν + 2χη2E)r

σrφ =
−Gb(1− ν + χη2E) cosφ

2π(1− ν + 2χη2E)r

σzz =
−Gb(ν − χη2E) sinφ

π(1− ν + 2χη2E)r
(1.20)

Substituting Eqs 1.20 (with the appropriate coordinate transformation) into Eq. 1.17 results in a
solute distribution known as the Cottrell atmosphere, which is shown in Fig 1.7:

c− c0 =
−χηGb(1 + v) sinφ

π(1− ν + 2χη2E)r
(1.21)

When considering a ternary alloy, the equations for the open system elastic constants somewhat
more complicated. Although [68] suggested corrections to the work of [65], the approximation by
[65] is sufficiently accurate to be used:

1

χN
= ρ0

∣∣∣∣∂M1k

∂cj

∣∣∣∣ (1.22)

where || denotes the determinant of a matrix whose components depend on the chemical potential
differences of the solvent species with the other species in the system, M1k, and cj is the concen-
tration with respect to which this chemical potential difference is differentiated. Also, in a ternary
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Figure 1.7: Images of a dislocation in a binary alloy without mismatch (left) and with mismatch
(right) between the atomic species. Blue is low solute concentration, while yellow and red are high
solute concentration in the images. Without misfit, solute only segregates to the core. With misfit,
the larger solute atoms move to regions under tension, while they move away from regions under
compression. The concentration difference between the two images is most noticeable in the yellow
circle and in the change of shape of the solute field around the core. From [5].

alloy, the quantity η2χ in the above equations is replaced by:

η2
2
∂M13

∂c3
+ η2

3
∂M12

∂c2
+ η2η3

(
∂M12

∂c3
+ ∂M13

∂c2

)
∣∣∣∂M1k

∂cj

∣∣∣ (1.23)

1.3.2 Nucleation Theory
Homogeneous Nucleation

In classical nucleation theory, a particle of a particular shape is assumed to grow in a material. If it
grows in the bulk of a material, the process is known as homogeneous nucleation. Assuming a new
phase of spherical shape with radius, R, then the free energy change in the system, ∆F , is:

∆F =
4π

3
R3∆f + 4πR2γ (1.24)

where ∆f = f2 − f1 is the free energy density difference of the new phase (2) and original phase
(1) and γ is the interfacial energy between the phases [69]. A new phase has nucleated when any
increase in size of the new phase decreases the free energy; that is, dF/dR < 0. Radius at which
the free energy no longer increases, the critical radius, Rc is found by differentiating Eq. 1.24 and
setting that value to 0:

dF

dR
= 4πR2∆f + 8πγR = 0⇒ Rc = − 2γ

∆f
(1.25)
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Figure 1.8: Plot of Eq.1.24 for ∆f = −1, γ = 1. Labelled are the critical radius Rc = 2 and the
critical work of formation, Wc = 16π/3 ≈ 16.8.

Below this size, the new phase particle is known as a cluster or embryo [69]. The free energy at Rc
is the critical work of formation, Wc, [69], also referred to as the nucleation barrier, and is equal to:

W =
16πγ3

3∆f2
(1.26)

The results are similar for an alloy, except that the relevant thermodynamic potential is the grand
potential [69]. An illustration of the free energy in Eq. 1.24 are shown in Fig. 1.8.

Elastic Effects on Nucleation

In Eq. 1.24, it is assumed that the only factors contributing to the excess free energy of the forming
nucleus are the surface energy and thermodynamic driving force. However, if a coherent precipitate
forms when the lattice parameter of the two phases is different, then by necessity, there is elastic
energy. In [69], the additional free energy of the system in 3D is shown to be:

∆Fel =
4π

3
R3(∆fe) =

4π

3
R3(6G1Aδ

2) (1.27)

where A = 3K2

3K2+4G1
, G1 is the shear modulus of the original phase, K2 is the bulk modulus of the

precipitate phase, and δ is the misfit strain in the nucleating particle. Eq. 1.27 means that the total
free energy of the system is:

∆F =
4π

3
R3(∆f + 6G1Aδ

2) + 4πR2γ (1.28)

As can be seen according to Eq. 1.28, the elastic energy increases the nucleation barrier, as shown
in Fig. 1.9. In fact, the elastic energy in forming a certain material could cause a less thermodynam-
ically favourable state to be nucleated which is closer in structure to the original state. Essentially,
this is one of the mechanisms which allows GP zones to be favoured during the early stages of
precipitate formation in various Al-Cu alloy [56].

Dislocation-aided nucleation

Dislocations and other defects can aid nucleation of a new phase. When a nucleus forms on a defect,
the process is known as heterogeneous nucleation. Often, heterogeneous nucleation is energeti-
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Figure 1.9: Plot of Eq.1.28 for ∆f = −1, γ = 1, ∆fe = 0 (dark red), ∆f = −1, γ = 1, ∆fe = 1/7
(light green). Labelled are the critical radius Rc and the critical work of formation, Wc. A ∗ denotes
the values for the curve with strain energy contributions, while the unsuperscripted terms correspond
to those of Fig 1.8.

cally more favourable than homogeneous nucleation and therefore occurs more often [69]. For this
section, only nucleation on an edge dislocation will be considered.

For an incoherent precipitate nucleating around an edge dislocation, the precipitate is assumed
to grow stress free around the dislocation core. According to [69, 6] the free energy difference per
unit length of a cylindrical precipitate of radius, R, growing around a dislocation is:

W = πR2∆f + 2πγR2 −A lnR+ const (1.29)

where

A =
Gb2

4π(1− ν)

where G is the shear modulus of the initial (parent) phase, b is the length of the Burgers vector of
the dislocation, and ν is the Poisson ratio of the material. Two scenarios can result, depending on
the parameter

α =
−2A∆f

πγ2

which determines if the free energy curve has a local mininum for finite R. If α < 1, then there is
a finite size concentration atomsphere around the dislocation, which approximates a Cottrell atmo-
sphere [69, 6]. For precipitation to occur, an energy barrier needs to be overcome. If α > 1, then
nucleation occurs without an energy barrier; that is, the decrease in elastic energy and the decrease
in bulk free energy of the system are always greater than the increase in free energy due to surface
area. These scenarios are illustrated in Fig. 1.10.

1.4 Explosive Crystallization
Explosive crystallization is a phenomenon, in which a metastable amorphous phase crystallizes very
quickly because the latent heat released raises the temperature of the system around the interface
and allows a self-sustaining reaction to take place [10, 70]. It was first observed in 1855 by Gore in
Sb thin films [71]. With the experiments done over the next century, ripple or wave-like oscillations
were observed in the rather thin films, but not in thicker films [72, 7], as can be observed in Fig.
1.11. Starting in the late 1960’s and into the 1980’s, explosive crystallization was studied in other
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Figure 1.10: Schematic of Eq.1.29 for α < 1 (A) and α > 1 (B). From [6].

materials such as Ge [73, 74, 75], Si [76, 9, 77], and Sb-based semiconductors [8]. Once again, the
undulating patterns were observed in these newer materials of which an example is shown in Fig.
1.12. These oscillations even caused impurity segregation patterns in the material [9], an important
effect when considering the importance of local impurity to semiconduction.

Because of the importance of avoiding amorphous to crystalline phase transitions in certain
applications, such as solar cell and other semiconductor device fabrication, this phenomenon is
still commonly studied [70, 78]. Some of the techniques used to study the effects of explosive
crystallization are transmission electron microscopy (TEM) and atomic force microscopy (AFM)
[79], dynamic TEM [80, 78] and tracking of the interface with a light microscope and a CCD camera
[70]. Traditionally the resulting patterning was studied after the reaction (e.g., [79]), though now
the dynamic techniques allow the reaction to be studied as it proceeds (e.g., [70, 78]).

It was understood that in the steady state reaction the rate at which latent heat was released
was balanced by various heat losses from the interface [8, 75]. To describe the undulations seen in
systems undergoing explosive crystallization, the first conistent theory was proposed by Refs. [81,
10], in which a thermal instability leading to temporal oscillations of the reaction front temperature
was found to occur. This work was then extended to include the effects laser driven processes, in
which the type of instability was found to vary depending on the speed at which at the reaction
progressed; beyond the steady state case, two kinds of instabilities could occur, which were the
oscillatory pattern observed in explosive crystallization and a more traditional Mullins and Sekera-
type spatial instability [82]. Although the models were considered for the highly idealized case of
a complete reaction, incomplete crystallization was found to support the phenomenon as well [83].
Another important theoretical contribution was considering the effect an intermediate liquid layer
has on the reaction [70].

In addition to the sharp interface studies listed above, simulations can be done to provide addi-
tional insight into the mechanisms involved. Phase-field-like reaction-diffusion models have been
shown to reproduce the thermal instability, while allowing other effects, such as those relating to
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Figure 1.11: Oscillations from explosive crystallization as indicated by alternating layers of lighter
and darker material in tapered Sb sample. Adapted from [7].

mass transport, to be studied [11]. In fact, a connection between the sharp interface models and
diffuse interface reaction-diffusion models was shown by Ref. [11]. Also, a number of molecular
dynamics studies have been done to study rapid solidification of semiconductor materials by Refs.
[84, 85, 86, 87, 88]. Although these studies are unable to produce the thermal oscillations because
they can only be done for very short time and length scales, they allow for computation of consti-
tutive relations (such as the relation linking the velocity of the interface to its temperature) and the
details of particular atomic processes, such as crystallization from an amorphous material directly
or from a precursor liquid state. Refs [84, 87] even study solutal effects in rapid solidification such
as partitioning and ways in which dopants can halt the reaction in Si- and Ge-based materials.

As noted by [9], the oscillations can cause patterns in solute distribution in the system. A scan
of relating to the composition of the material is shown in Fig. 1.13. Although the patterning of
impurities being has not typically been the focus of explosive crystallization studies, much work has
been done in studying a related phenomenon, banded structures in metal alloys and other materials,
from theoretical, experimental, and computational perspectives [89, 90, 91, 92, 93, 94, 95, 96].
These studies have found a strong effect of concentration on the velocity of the material through
undercooling. That being said, the work of Ref. [92] also considered the thermal effects, which
could be used to consider banding and the unduluations in the explosive crystallization as part of a
more general class of oscillatory phenomena.

1.4.1 Phenomenological Description of Explosive Crystallization
Steady State

To work out the basic physics of explosive crystallization in a thin film of pure material, only the
temperature field in the system along with an expression for the temperature-dependent kinetics of a
sharp interface are needed. In the work of Ref. [10], the temperature field is treated in the comoving
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Figure 1.12: Oscillations from explosive crystallization in GaSb. From [8].

Figure 1.13: Periodic patterning of Solute in Explosive Crystallization of Si with impurities (Sb+

and As+). From [9].
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reference frame, where the interface velocity is dependent on the peak temperature, T b, as given by:

V (T b) = V0

[
1− exp

(
L

kB

(
1

T b
− 1

TM

))]
exp

(
− Ea
kBT b

)
(1.30)

where V0 is a constant, TM is the melting temperature of the material, L is the latent heat released
on crystallization, Ea is the activation energy of atomic diffusion, and kB is the Boltzman constant.
Eq. 1.30 is interpreted as a product of a mobility (rightmost Arrhenius function) and thermody-
namics driving force (square brackets). Although many modes of growth are possible (solid phase
epitaxy, solid phase nucleation, liquid phase epitaxy, liquid phase nucleation), considering just a sin-
gle growth mode gives a good understanding of instability causing the oscillation [70]; for example,
Eq. 1.30 corresponds to liquid phase epitaxy.

To determine how the temperature field evolves, there are three main contributions which need to
be considered: heat diffusion, heat losses through the substrate, and the latent heat generated at the
interface. With these considerations in mind, the temperature, T , generated by the heat released from
the interface evolves according to the following equation in a 1D reference frame with coordinate,
x, moving with the interface at velocity, V :

∂T

∂t
= MT

∂2T

∂x2
+ V

∂T

∂x
− Γ(T − T0) + qV δ(x) (1.31)

where MT is the diffusivity of the heat field, Γ(T − T0) is Newton’s law of cooling, where Γ is a
constant describing how quickly heat losses occur and T0 is the substrate temperature, and qV δ(x)
represents the latent heat released by an infinitely sharp interface, where q = L/C and C is the heat
capacity of the material [10]. Solving the above partial differential equation (PDE), for a steady
state solution, means that

∂T

∂t
= 0 (1.32)

and so Eq. 1.31 can be written as:

0 = MT
∂2T

∂x2
+ V

∂T

∂x
− Γ(T − T0) + qV δ(x) (1.33)

Because Eq. 1.33 is a linear equation and the t-dependence of the parameters is being neglected, it
can be simplified by substituting a sample solution T (x) = ∆T exp(λx) + T0 into it, which gives
the following equation for λ:

0 = MTλ
2 + V λ− Γ

λ =
−V ±

√
V 2 − 4MTΓ

2MT
(1.34)

Because of the δ function, there is a different solution for x > 0 from x < 0. The boundary
conditions at x = ±∞ are T = T0, which means that

λ+ =
−V +

√
V 2 + 4MTΓ

2MT
, x < 0

⇒ λ− =
−V −

√
V 2 + 4MTΓ

2MT
, x > 0 (1.35)

Integrating Eq. 1.33 an infinitesimal distance around the delta function in the temperature equation
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Figure 1.14: Determination of steady state velocity, V = Vss, and interface temperature T b for 3
substrate temperatures, T 0

1 , T 0
2 , T 0

3 by the intersection of the dashed curves, Eq. 1.36, with the solid
nose-shaped curve, Eq. 1.30. Not all solutions are stable; solutions labelled Ai or B1 are unstable
and result in extinguished or oscillatory solutions respectively. Inset - Various oscillatory solutions
of velocity V in time t about the steady state velocity, Vss. The period-2 solution has no offset,
while the period-4 solution is offset by 8 units on the graph. From Ref. [10].

gives the following boundary condition at x = 0:

0 =

(
MT

∂T

∂x

)x=0+

x=0−
+ qV

By substituting in T = T0 + ∆T exp(λx) and using Eq. 1.35, the following condition is obtained
for the steady state velocity, V = Vss, in terms of the interface temperature, T (x = 0) = T b:

Vss =
2
√
MTΓ√

(q/∆Tss)2 − 1
(1.36)

where ∆Tss = T b − T0. Simultaneously solving Eq. 1.36 and Eq. 1.30 allows Vss and T b to be
determined, as illustrated in Fig. 1.14.

Oscillations

Steady state solutions exist as long as Eq. 1.36 and Eq. 1.30 can be solved simultaneously. However,
even in these instances a steady state solution might not be realized. The reaction may go through
from transitory oscillations and then stop or it might continue by propagating in an unsteady fashion,
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Figure 1.15: Phase diagram for stability of steady state solution for different α and β. Insets show
the type of solution that can be observed, while the regions with labels A, B, and C correspond to
the types of solutions labelled as such in Fig. 1.14. From Ref. [10].

for which V might have the form of the solutions shown in the inset of Fig. 1.14. The focus of this
section is to describe when deviations from the steady state solution occur.

To determine how an oscillation occurs, the stability of the initial steady state solution described
above needs to be analysed. Two parameters suffice to describe when an oscillation will occur in the
sharp interface model, the non-dimensional slope

α ≡ ∆Tss
Vss

∂V (T b)

∂T b

∣∣∣∣
Tss

(1.37)

and the squared steady state non-dimensional temperature difference,

β ≡
(

∆Tss
q

)2

=

[
4ΓMT

V 2
ss

+ 1

]−1

(1.38)

where ∆Tss = T b − T0, where T b is the steady state interface temperature, and the V (T b) used for
differentiation is determined from Eq. 1.30. As a general rule, if α is small, then the corresponding
steady state solution is stable, and if it is large, then the steady state solution is unstable. If β is
small, that is β < 2/3 for an α at which front propagation is unstable, then the reaction eventually
dies out. However, if β is relatively large, that is β > 2/3, then there is the possibility of a self-
sustaining oscillating reaction front for intermediate α, while at large α the front propagation dies
out. The details of this linear stability analysis can be found in the appendix C, in which it is shown
under which conditions the interface becomes unstable. A phase diagram illustrating the behaviour
of the reaction front is shown in Fig. 1.15.

Beyond these basic regimes of steady state reaction propagation, no propagation of the front,
and an oscillatory propagation of the front, the oscillating modes of the front propagation can period
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Figure 1.16: Left - Maximum temperature in the system, Tm, as the reaction front proceeds. The
period-4 and period-8 oscillations are shifted so that all of the curves are distinguishable. Right
- Bifurcation diagram for extremal temperatures of system, TE , against substrate temperature T0,
in a reaction diffusion model. Inset - Zoom-in on one branch of the bifurcation diagram, where
T ′0 = (T0−0.32)×1000. Adapted from Ref. [11] in which the simulation parameters can be found.

double into period-4, period-8 oscillations and even chaotic oscillations. As shown in Fig. 1.16,
the diffuse reaction diffusion model of [11] also supports higher order oscillations from which a
bifurcation diagram of the extremal temperatures, TE , in an oscillation of the maximum temperature
of the system, Tm, at a given time can be drawn. It should be noted that in the sharp interface limit,
there is a 1-to-1 correspondence between Tm and V on the left hand side of the nose-shaped curve
because of Eq. 1.30.
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Chapter 2

Phase Field Crystal Model

2.1 Introduction
The phase field crystal (PFC) model was originally developed to simulate phase transitions involving
crystalline systems on atomic length scales and diffusive time scales. It borrowed from various
pattern formation models, in which a relatively simple form for a free energy functional is used to
simulate periodic structures in a system under a certain parameter regime [39]. This and a further
study, Ref. [1], showed that this model was successfully able to incorporate many common features
of crystalline systems, which include solild phase elasticity, grain boundary energy, grain growth,
and crack formation, as well as correct solid-liquid phase behaviour during phase transitions. The
original model, however, needed to be altered to describe dynamic elastic effects more correctly;
this was achieved by introducing ”quasi-phonons”, as demonstrated in [97, 98].

After developing the model more completely through phenomenological approaches, a more
systematic study showed how the PFC model relates to classical density functional theory (CDFT)
[12]. In CDFT, atomistic properties of the system, such as its atomic correlation functions, are used
to derive a free energy, from which the mesoscopic and macroscopic properties of a system can in
principle be determined [99]. The time and length scales on which these dynamic simulations can
be applied in metallic systems are limited with this method because the real density distribution is
sharply peaked at the lattice positions [99]. The PFC model overcomes this limitation by smooth-
ing the atomic density fields, thus compromising the quantitative nature of the model compared to
CDFT. Despite this difference, various attempts have been made to make the PFC model more quan-
titative. For example, the density distribution fields in the PFC model can be related to a convolution
of the real density distribution fields; e.g., Ref. [100]. As well, a number of quantitative studies
have been done on surface tension, grain boundary energy, premelting, and elastic constants; see
[101, 40, 102, 103]. As well, there are many examples of studies, which demonstrate the capability
of PFC obtaining quantitative results, though they were not directed towards studying the properties
of a particular material. Some examples of such work include the nucleation during solidification
studies of [104], [105], [106] and the premelting work of [38]. Finally, the use of quasi-phonons by
[97, 98] was also shown to emerge from solid hydrodynamics in the limit of long wavelengths and
time scales [107].

One major limitation of the original PFC model is the limited number of crystal structures result-
ing from it. For the most part, the crystal structures which were produced in the simulations were
those whose structure is strongly dominanted by a single peak in the two-point correlation function;
that is, hexagonal close-packed structures (HCP) in 2D (which are ”rods” in 3D) and body-centered
cubic (BCC) in 3D (see [1, 101]). Some exceptions to these structures are those formed at high
densities in the PFC model, where higher order resonances of the nonlinear terms allow for mul-
tipeak structures (see [104]). Early attempts to control structures with two dominant modes were
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accomplished by [108, 109]. However, an entirely new paradigm, the XPFC paradigm developed by
[110, 111], allows for arbitrary structures to be simulated more readily than the aforementioned ap-
proaches. With this method, it is straightforward to simulate systems with realistic phase diagrams.
In this paradigm, the correlation function is represented by a number of Gaussian peaks in Fourier
space, each of which represents the spacing of the dominant atomic planes, which will be described
in section 2.4. These peaks vary with temperature according to a Debye-Waller factor. Nonethe-
less, even with these designed structures, simulating properties of defects accurately is a challenge.
The work of Ref. [112] describes some of the challenges in obtaining correct crystal structures and
defect properites in XPFC, PFC, and CDFT models.

PFC simulations are not only limited to pure materials; they have also been extended to alloys.
Starting with the simple binary model in [39], it was not until [12] that binary alloy models were
placed on rigorous ground. The XPFC model has also been extended to binary alloys by Green-
wood et al [113]. Spinodal decomposition [12], eutectic growth [12, 104, 113], thin film patterning
[114, 115], solute trapping [116], the Kirkendall effect [117], grain boundary energy [16], cluster
formation ([14]), and solute drag ([41]) are among the applications that have been studied with this
model. Besides being able to capture atomic scale spatial details on diffusive time scales, one of the
big advantages of PFC-type models is that they self-consistently capture elasticity effects without
having to specify further details, including mismatch between atomic species, which was important
in many of the studies mentioned above. [118] have extended the XPFC model to systems with more
components. Eutectic formation and the early stages of precipitate formation have been studied with
a ternary model and the behaviour of cluster formation has been contrasted with the ternary model
[18, 118].

Although longer spatial and temporal scales can be simulated with PFC-type models than CDFT
models, one strong disadvantage in PFC models is still the size of the spatial domains which can be
simulated; they are typically limited to having linear dimensions in the 10 or maybe 100 nm range
because the models need roughly 8 points per linear dimension to resolve the atoms [119]. One
method that has been considered to preserve the physics contained in the PFC model while allowing
for larger systems sizes to be simulated is the PFC amplitude model, in which the density fields
are described by an average density field and complex amplitude fields, in which both phase and
elasticity/defect related information are stored. In fact there is a complex amplitude field for each
reciprocal lattice vector being simulated in the density field [119]. With this formalism, successful
simulations have been performed for much larger systems on an adaptive mesh [120, 121]. Refs.
[119], [122], and [19] have also shown how the PFC amplitude model can be used to model binary
alloys. In Ref. [119], Cottrell atmospheres, solute segregation to interfaces, and eutectic formation
were studied. As well, thin films and their growth have been studied with this model [123]. Refs.
[124, 125] have used this method to study surface tension and its anisotropy in pure materials and
alloys. Ref. [19] used this model to study premelting, grain boundary energy, and the Asaro-Tiller-
Grinfeld instability and demonstrate the effect of making the derivative terms rotationally covariant.
Recently, Ref. [13] have expanded the amplitude approach to include multiple crystal structures
and demonstrate how to systematically obtain arbitrary order rotationally invariant amplitude for-
malisms. Still, there is much information left out of the model. As Ref. [19] points out, there
are a number of a problems relating to choosing a specific basis, namely that only small angles of
misorientation between crystals can be properly represented in this method.

In addition to the above described uses, PFC-type models have been used to study various other
systems. Systems with ferromagnetic states can be simulated by adding the approrpriate extra ma-
terial fields (e.g., magnetization) and the corresponding external fields [126]. As well, the original
PFC model has been used to study glasses by Berry et al [127]. The PFC formalism gives bet-
ter glass properties if slightly modfiied to the vacancy PFC (VPFC) formalism [128], as shown by
Refs. [129] and [130]. Finally, it should be mentioned that soft condensed matter systems includ-
ing colloids and liquid crystals have been studied with PFC-type models (e.g., Ref. [131]), where
a PFC-type description even performs better because the approximation of the density distribution
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of the micron-scale ”atoms” is much better. For a more complete review on the background and
applications of the phase field crystal model, the reader is referred to Refs. [132] and [99]. Some of
the details of the above-mentioned models are discussed further below.

2.2 PFC Model of a Pure Material
For a pure material, the free energy the system can be written as

∆F = ∆Fid + ∆Fex + Fext (2.1)

where ∆Fidis the ideal free energy due to entropy considerations relative to a reference state, ∆Fex
is the free energy due to interactions between particles, and Fext is the change in free energy of the
system due to external factors, such as a magnetic field acting on the system (cf. Ref. [133]). Now
we write the individual terms of Eq. 2.1 as a functional of density, ρ(~r). For the ideal term free
energy of mixing term, we arrive at

∆Fid[ρ] = kBT

∫
V

[
ρ ln

(
ρ

ρ0

)
− δρ

]
d~r (2.2)

where kB is the Boltzman constant, T is the temperature, ρ ≡ ρ(~r), δρ = ρ − ρ0, ρ0 is the
reference density of the system about which the material properties are taken, and V is volume of
the d-dimensional system in which the system is [12]. The excess free energy is given by:

∆Fex[ρ] = 1
2

∫
V
δρ~rδρ′(~r′) δ2F

δρδρ′ d~rd
~r′ + 1

3!δρ
′(~r)δρ′(~r′)δρ′( ~r′′) δ3F

δρδρ′ d~rd
~r′d ~r′′ + ...

= −kBT2

∫
V
δρδρ′C2(~r, ~r′)d~rd~r′ − kBT

3!

∫
V
δρδρ′δρ′′C3(~r, ~r′, ~r′′)d~rd~r′d ~r′′ + ...(2.3)

where Cn(~r1, ~r2, ...~rn) is the n-point correlation function at the reference density in the reference
state of the material [134, 12]. An external free energy contribution can be written as

Fext[ρ;M,λ] =
∫
V
M(~r) δFδM d~r

=
∫
V
M(~r)λ(ρ)d~r (2.4)

where M is the field acting on the system and λ is the material property of the field that interacts
with the field—i.e., the complementary variable. When combining the above expressions, we get
the classical density functional theory (CDFT) expression for the free energy of the system:

∆F [ρ] = kBT
∫
V
ρ ln

(
ρ
ρ0

)
− δρd~r − kBT

2

∫
V
δρδρ′C2(~r, ~r′)d~rd~r′

−kBT3!

∫
V
δρδρ′δρ′′C3(~r, ~r′, ~r′′)d~rd~r′d ~r′′ + ...+

∫
V
M(~r) δFδM d~r (2.5)

To derive the expression for the PFC free energy from Eq. 2.5, let n = (ρ− ρ0)/ρ0, expand the
ideal term to 4th order (or higher depending on the goal of the simulation), and truncate the excess
term after the second order correlation function, which is taken about a liquid reference point. For
simplicity, the free energy is renormalized by dividing out the energy density scale kBTρ0. These
algebraic manipulations result in:

FPFC =
∆F [n]

ρ0kBT

=

∫
V

∆B

2
n2 − t

3
n3 +

v

4
n4d~r − 1

2

∫
V

δρδρ′C2(~r, ~r′)d~rd~r′ +

∫
V

M(~r)
δF

δM
d~r (2.6)

25



PhD Thesis - Jonathan Stolle McMaster University - Physics and Astronomy

Figure 2.1: An image demonstrating pattern formation in the PFC model. At the top of the image,
there is liquid and at the bottom a crystal with defects (dislocations). Adapted from Ref. [1].

where ∆B = 1, t = 1/2, v = 1/3, though they can be adjusted to fit a particular free energy better
([12]). The main feature determining the kind of PFC model being used is the choice of C2, which
controls the elastic properties of the solid. Usually, C2(~r, ~r′) = C2(|~r − ~r′|); that is, the interaction
between atoms only depends on the distance between them. For all of the problems studied in this
work, M(~r) = 0.

In the original work [39], the second order correlation function is replaced by a function which
matches the height and position of the first peak in Fourier space of the fourier transform of an
isotropic correlation function; that is Ĉ2(k) = Ĉ20 + Ĉ22k

2 + Ĉ24k
4. This translates to writing the

excess energy term as a power series of gradients in real space:

FPFC =

∫
V

fPFCd~r =
∫
V
BL

2 n2 − t
3n

3 + v
4n

4 +BX
n
2 (2∇2 +∇4)nd~r (2.7)

where the constants Ĉ20, Ĉ22 Ĉ24 have been chosen so that a single value BX can be used and
BL = ∆B + BX . In general, BX and BL are the isothermal compressibilities of the solid and
liquid respectively [12]. Although the cubic term is dropped in [39] and [1], it is kept because it can
be motivated from CDFT. The structures that result from this free energy are shown in Fig. 2.1. It
should be noted that this form can be guessed from various pattern formation models such as the the
Swift-Hohenberg model [39, 1, 134], which is identical to Eq. 2.7.

2.2.1 Phase Diagram
The phase diagram of the basic model can be approximated by a one-mode expansion of the density.
In 2D, for instance, the following form for the density field can be used:

n = 2φ(cos(~q1 · ~r) + cos(~q2 · ~r) + cos(~q3 · ~r)) + no (2.8)

where φ is amplitude of the density oscillation, no is the average density, and ~qi = q(cos(2π/3i)x̂+
sin(2π/3i)ŷ) are the wave vectors, which obey |qi| = q and ~q1 + ~q2 + ~q3 = 0 . Substituting this
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expression into Eq. 2.7, and noting that all non-constant terms average to 0 over the integral, gives:

f =
FPFC
V

=
1

V

∫
V

BL

(
n2
o

2
+ 3φ2

)
− t
(
n3
o

3
+ 2noφ

2 + 6φ3

)
+ v

(
n4
o

4
+ 9n2

oφ
2 + 12noφ

3 +
45

2
φ4

)
+ 3BXφ(−2q2 + q4)φd~r

= BL

(
n2
o

2
+ 3φ2

)
− t
(
n3
o

3
+ 2noφ

2 + 4φ3

)
+ v

(
n4
o

4
+ 9n2

oφ
2 + 12noφ

3 +
45

2
φ4

)
+ 3BX(−2q2 + q4)φ2 (2.9)

The parameters q or φ are not conserved when the free energy is minimized, so to find their
values, the derivative can be taken and set to 0:

∂f

∂q
= 12BXφ

2(−q + q3) = 0

⇒ q = 0,±1

q = 0 corresponds to constant (fluid) phase, while it is a local maximum for a given φ, where
q = ±1 are equivalent and correspond to a solid phase. Substituting in q = 1 into the free energy
and minimizing it with respect to amplitude gives:

∂f

∂φ
= 6BLφ− t

(
4noφ+ 12φ2

)
+ v

(
18n2

oφ+ 36noφ
2 + 90φ3

)
− 6BXφ = 0

⇒ φ = 0,
t− 3vn0 ±

√
t2 + 24tvno − 36v2n2 − 15v∆B

15v
(2.10)

For the solid phase, φ = φ0 (the non-zero root giving the minimal free energy) and no = ns.
For the liquid phase the free energy is trivial, with φ = 0 and no = nl, giving the following free

energy:

fl = BL
n2
o

2
− tn

3
o

3
+ v

n4
o

4

To find coexistence between the solid and liquid phases, we use the common tangent construction
and solve the resulting equations numerically:

(
∂f

∂n0

)
no=ns,φ=φ0

= µn(ns, φ = φ0) =
(
∂f
∂n0

)
no=nl,φ=0

= µn(nl, φ = 0)

f(φ = 0, no = nl)− µn(nl, φ = 0)nl = f(φ = φ0, no = ns)− µn(nl, φ = 0)ns (2.11)

There are also other phases present (stripe in any dimension greater than or equal to 1 and BCC
in 3D), but because the focus of the thesis is on 2D metallic materials, they are just briefly mentioned
in this report. Their phase boundaries are found in a way similar to that used to find the 2D solid-
liquid transition. A phase diagram (including the 1-mode analysis shown above) for a 2D material
is contained in Fig. 2.2.
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Figure 2.2: 2D PFC pure material phase diagram for t = 0, v = 1, BX = 1. The hashed regions
correspond to coexistence regions. Adapted from Ref. [1].

2.2.2 Dynamics
Typically, dissipative dynamics of conserved fields (model B) are assumed for the evolution of the
density field [99]. The dynamics of the model can be written as:

∂n

∂t
= ∇2

(
δFPFC
δn

)
+ η = ∇2

(
BLn− tn2 + vn3 +BX(2∇2 +∇4)n

)
+ η (2.12)

where the functional derivative for a functional depending on n and powers of gradients of it is
defined as:

δFPFC
δn

=

∞∑
i=0

(−1)i∇i ∂fPFC
∂∇in

(2.13)

fPFC is the local free energy density. η is a noise term representing thermal fluctuations. Its average
is 0 and it obeys fluctuation dissipation theorem, such that< η(~r′, t′)η(~r′, t′) >= −2ρ0KBT∇2δ(~r−
~r′)δ(t− t′) [134]. For most simulations, this term is set equal to 0. These evolution equations accu-
rately capture the behaviour of the evolution of soft condensed matter systems and of other materials
where elastic states evolve relatively slowly. To capture rapid elastic relaxation more accurately in
metals, the following expression can be used:

∂2n

∂t2
+ β

∂n

∂t
= α2∇2

(
δFPFC
δn

)
(2.14)

where β and α determine how quickly the elastic waves propagate and dissipate [97, 98], respec-
tively. Normally, this second time derivative term is chosen so that elastic field relax much more
quickly, though not necessarily as quickly as phonons would allow, hence the use of the term ”quasi-
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phonon.” The above equations are simplified from CDFT in which:

∂2ρ

∂t2
+ β

∂ρ

∂t
= α2∇ ·

(
ρ∇δF

δρ

)
∂2n

∂t2
+ β

∂n

∂t
= α2∇ ·

(
(1 + n)∇δFPFC

δn

)
see [133, 99].

To find equilibrium properties of a system, the density field can be evolved using a fictitious time
according to model A dynamics,

∂n

∂t
= −

(
δFPFC
δn

− µn0

)
(2.15)

where µn0 is a control parameter, the chemical potential of the reservoir with which the system is in
contact [38]. In the case that one wants to conserve the average value of n as opposed to evolving
the system to a fixed chemical potential [38], the following equation can be used

µn0 =
1

V

∫
V

δFPFC
δn

d~r (2.16)

2.3 PFC Model of a Binary Alloy
The first PFC studies of binary alloys started with considering 2 density fields (one for each species)
and an interaction term (e.g., Ref. [39]). Even in Elder et al [12], this was the starting point, from
which a free energy functional in terms of a density field and a concentration field is derived:

FPFC =
F1 + F2 + F12

ρ0kBT
(2.17)

where

Fi = kBT

∫
V

ρi ln

(
ρi
ρi0

)
− δρi −

1

2

∫
V

δρi(~r)δρi(~r
′)Cii(~r − ~r′)d~r′d~r (2.18)

and
F12 = −kBT

∫
V

∫
V

∫
V

δρ1(~r)δρ2(~r′)C12(~r − ~r′)d~r′d~r (2.19)

where Cij(~r − ~r′) = − δF
δρiδρ′j

To derive a simpler PFC energy, the following substitutions can be made n = (ρ1 + ρ2)/ρ0,
c = (ρ1 − ρ2)/ρ0, ρ0 = ρ10 + ρ20 and Cij = C0 + R2C2k

2 + R4C4k
4 [135]. Making these

substitutions, expanding the logarithms to 4th order, and dropping constant terms (only differences
in free energy control the physics) result in the following free energy:

FPFC =

∫
V

n

2
(BL +BX(2R2∇2 +R4∇4))n− t

3
n3 +

v

4
n4 +

w

2
c2 +

u

4
c4 +

Kc

2
|∇c|2d~r

where the symbols found in the pure material (BL, BX , t, v) have the same meaning in Eq. 2.7 as
here and w is related to the energy of mixing of the 2 species, Kc is related to w and the spacing
of atoms, and u ensures that the free energy is capped. In Elder et al 2007, BL is expanded as
BL0 +BL2 c

2 and the spatial dimensions are rescaled such thatR = 1+αc, which can be expanded to
linear order, where α is the Vegard’s law parameter [12, 135]: This gives the alloy PFC free energy
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Figure 2.3: Concentration image (dark - c < 0, light - c > 0) of 2D PFC binary eutectic crystal
growth for BL0 = 1.0248, t = 3/5, v = 1, BX = 1, BL2 = −9/5 u = 4, w = 0.008, α = 1/4,
Kc = 4, average c = 0. Inset shows the density field of a small region. Adapted from [12].

functional of the form

FPFC =

∫
V

n

2
(BL0 +BL2 c

2 +BX(2(1 + αc)2∇2 + (1 + αc)4∇4))n− t

3
n3 +

v

4
n4

+
w

2
c2 +

u

4
c4 +

Kc

2
|∇c|2d~r (2.20)

2.3.1 Phase Diagram
Neglecting density changes between the solid and liquid, we can approximate the fields as:

n = 2φ(cos(~q1 · ~r) + cos(~q2 · ~r) + cos(~q3 · ~r))
c = c

where ~qi = q(cos(2π/3i)x̂ + sin(2π/3i)ŷ) such that |qi| = q and ~q1 + ~q2 + ~q3 = 0, and φ is a
constant. Substituting this expression into Eq. 2.20, and noting that non-constant terms average to 0
over the integral, gives:

f =
FPFC
V

= 3(BL0 +BL2 c
2)φ2

− 4tφ3 +
45v

2
φ4 + 3BX(−2(1 + αc)2q2 + (1 + αc)4q4)φ2 +

w

2
c2 +

u

4
c4 (2.21)

The parameters q or φ are not conserved when the free energy is minimized, so to find the values at
equilibrium, the derivative can be taken and set to 0:

∂f

∂q
= 12BXφ

2(−q + q3) = 0

⇒ q = 0,±(1 + αc)
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Figure 2.4: 2D PFC binary material phase diagram for t = 3/5, v = 1, BX = 1, BL2 = −9/5 u = 4
and average fields n = 0. Spinodal phase diagram on the left (w = 0.088) and eutectic on the right
(w = 0.008). Adapted from [12].

We notice that there is also a possible phase with wave vector q = 1 + αc; that is, the spacing of
atoms changes with concentration. Let us invoke α = 0, resulting in q = 1. Substuting in q = 1
into the free energy and minimizing it with respect to amplitude gives:

∂f

∂φ
= 6(BL0 +BL2 c

2)φ− 12tφ2 + 90vφ4 − 6BXφ = 0

⇒ φ = 0,
t±
√
t2 − 15v∆B

15v
(2.22)

where ∆B = BL0 −BX +BL2 c
2 For the solid phase, φ = φ0 (the non-zero root giving the minimal

free energy, which with t > 0 is the plus root) and c = cs.
Similiarly, for the liquid phase, φ = 0 and c = cl, giving the following free energy:

fl = w
c2l
2

+ u
cl
4

To find coexistence between the solid and liquid phases, we use the common tangent construction
and solve the resulting equations numerically:

(
∂f

∂c

)
c=cs,φ=φ0

= µc(cs, φ = φ0) =

(
∂f

∂c

)
c=cl,φ=0

= µc(cl, φ = 0)

f(φ = 0, c = cl)−muc(nl, φ = 0)cl = f(φ = φ0, c = cs)−muc(cl, φ = 0)cs

A phase diagram for a spinodal and eutectic material obtained with this model are contained in Fig.
2.4
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2.3.2 Dynamics
As with the pure material, diffusive dynamics (model B) is the starting point.

∂n

∂t
= ∇2

(
δFPFC

δn

)
+ ηn (2.23)

∂c

∂t
= ∇2

(
δFPFC

δc

)
+ ηc (2.24)

where ηi are noise terms representing thermal fluctuations. Its average is 0 and it obeys fluctu-
ation dissipation theorem where < ηi(~r

′, t′)ηi(~r
′, t′) >∝ MiKBT∇2δ(~r − ~r′)δ(t − t′). As with

the pure material, this term is set to 0 in this thesis. These equations can also be derived from
the dynamic density functional theory equations [99] or simply equations for 2 densities (see Ref.
[135]). To not only capture elasticity more accurately in metals, but also mass transport in rapid
phase transformations, the following equations of motion,

∂2n

∂t2
+ βn

∂n

∂t
= α2

n∇2
(
δFPFC

δn

)
∂2c

∂t2
+ βc

∂c

∂t
= α2

c∇2
(
δFPFC

δc

)
have been shown to filed accurate results in with regards to solute trapping and drag, through the
parameters βi and αi [116].

To find equilibrium states of a system more quickly, the density and concentrations fields can be
evolved with model A:

∂n

∂t
= −

(
δFPFC

δn − µn0

)
(2.25)

∂c

∂t
= −

(
δFPFC

δc − µc0
)

(2.26)

where µn0 and µc0 are control parameters, the chemical potentials of n and c fields in the reservoir
with which the system is in contact, resepctively [16].

2.4 XPFC Model
Because the original PFC model is primarly limited to simulate predominantly 1-mode structures
[108], another model needs to be used to easily and quantitatively capture more complex crystal
structures. To have greater control of the structures, the XPFC model was developed by Greenwood
et al [110, 111]. The free energy in all XPFC models has the form of Eq. 2.1. For a pure material,
the form is identical to Eq. 2.6, though the notation for the constants differs somewhat:

F =

∫
V

{
n2

2
− ηn

3

6
+ χ

n4

12

− n

2

∫
V ′

(C(|~r − ~r′|)n(~r′)d~r′) d~r

}
(2.27)

The parameters η and χ are chosen to fit the ideal free energy [110, 111].
The fourier transform of the correlation function in Eq. 2.27 is given by:

Ĉ(k) =

N∑
i=1

Pi exp
(
−Diσ

2k2
i

)
exp

(
−Gi(k − ki)2

)
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Figure 2.5: 2D XPFC pure material phase diagram with at different average densities and temper-
atures from [13]. Parameters are η = 1.4, χ = 1, k1 = 2π,k2 = 2π

√
2, G1 = G2 = 1/2,

D1 = k2
1/4,D2 =

√
2k2

2/4

where σ plays the role of a temperature field, Di and Gi are constants specifying the how the
Debye-Waller and elastic constants behave in the system, and N is the number of peaks in the
system [110, 111].

Choosing an XPFC model with two peaks, a peritectic (liquid-square-triangle) can be obtained
for the material. The phase diagram can be approximated in much the same way as the regular PFC
model, except to make the calculations easier, the height of the second mode is often approximated
as a fraction of the first mode (roughly half gives decent results in 2D and 3D) [113]. A sample
phase diagram for the pure material is contained in Fig. 2.5.

The XPFC model can easily be generalized to multicomponent systems. Defining the normalized
density in the same way as in Eq. 2.20 and c = ρ2/(ρ1 + ρ2), a simple functional for a binary alloy
is:

F =

∫
V

{
n2

2
− ηn

3

6
+ χ

n4

12

+ ω(1 + n)(c ln(c/c0) + (1− c) ln((1− c)/(1− c0)))

− n

2

∫
V ′

(Ceff (~r − ~r′)n(~r′)d~r′) + α
|∇c|2

2
d~r

}
(2.28)

where η and χ are, as in the pure material, prefactors to fit the ideal free energy, ω and c0 determine
the strength of the entropy of mixing, and α is a constant related to the two-point correlation func-
tion, which is here taken as a constant for the concentration [113]. The effective correlation function
is defined as:

Ceff = g(c)C11 + (1− g(c))C22,
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Figure 2.6: 2D XPFC alloy eutectic phase diagram in which both phases have a square crystal
structure from [14]. The parameters are η = 1.4, χ = 1, k1,1 = 2π, k1,2 =

√
2k1,1, k2,1 = 81/38π,

k1,2 =
√

2k2,1, D1,1k
2
1,1 = D2,1k

2
2,1 = D1,2k

2
1,2 = D2,2k

2
2,2 = 400/121, G1,1 = G2,1 = 5/24,

G1,2 = G2,2 = 5/48, η = 1.4, χ = 1, ω = 0.008, c0 = 0.5, λ = 0.

g(c) = 1− λc+ (3 + λ)c2 + 4

where g(c) is a function that interpolates between 0 when c = 0 and 1 when c = 1 and where λ
is the energy of mixing in the solid phases. The fourier transform of these correlation functions is
given by:

Ĉxx(k) =

N∑
i=1

Pxx,i exp
(
−Dxx,iσ

2k2
xx,i

)
exp

(
−Gxx,i(k − kxx,i)2

)
where Pxx,i, Dxx,i, and Gxx,i retain the same meanings in each pure phase xx as described for an
individual peak in the pure material. An example of a binary phase diagram is given in Fig. 2.6. It
should be noted that this phase behaviour is accurate in the limiting case of a pure material; that is,
the solidus and liquidus lines converge at respective melting points. Also, other kinds of realistic
phase diagrams can be made with this model, including ones in which the materials have different
crystal structures [113].

Finally, we note that a free energy for a ternary material can be written in much the same way
as a binary material, where the normalized density is n = (ρ1 + ρ2 + ρ3)/ρ0 = ρt/ρ0 − 1 and the
two concentrations are c2 = ρ2/ρt and c3 = ρ3/ρt. Noting that c1 = 1− c2 − c3, the free energy is
written as follows:

F =

∫
V

{
n2

2
− ηn

3

6
+ χ

n4

12
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+ ω(1 + n)

[
3∑
i=1

ci ln

(
ci
cio

)]

− n

2

∫
V ′

(Ceff (~r − ~r′)n(~r′)d~r′) +

3∑
i,j=1

αij
2
∇ci · ∇cj , d~r

 (2.29)

where η and χ are defined the same as in Eq. 2.28, ω and ci0 determine the strength of the entropy
of mixing, and αij is a constant related to the two-point correlation functions, which are here taken
as constants; normally for the off-diagonal concentration gradient prefactors, αi,j = 0 [118]. The
effective correlation function is interpolated between the different concentrations as:

Ceff =
∑
i

gi(c1, c2, c3)Cii,

gi(c1, c2, c3) = 1 +
∑
j 6=i

(−3c2j + 2c3j )− 4ciΠj 6=icj − λ(c1c2 + c2c3 + c3c1) (2.30)

where λ is a tunable parameter related to the interactions between atoms.

2.4.1 Dynamics
For XPFC alloy dynamics, once again,the functional derivative of the free energy is taken to de-
termine the chemical potential of each field. For the problems studied, diffusive dynamics is used
[118]:

∂n

∂t
= ∇2

(
δFPFC

δn

)
+ ηn

∂ci
∂t

= Mci∇2
(
δFPFC

δci

)
+ ηci (2.31)

A mobility term is introduced for the concentration field so that it can evolve at a different
rate from the density field. The noise term is chosen to have a mean of 0 and to obey flucutation
dissipation theorem, that is< ηi(~r, t)ηi(~r

′, t′) >∝MikBT∇2δ(~r−~r′)δ(t−t′). The concentrations
must add up to 1, so typically, one of the concentrations is solved for in terms of the other variables
and its evolution equation is neglected. An image of ternary alloy solidification is shown in Fig. 2.7.

2.5 Amplitude model
An amplitude model is a model in which the phase field crystal equations are described in terms
of more slowly varying fields. These fields are the average density and concentration(s), and the
ampltiudes of the modes describing the crystal structures. It relies on the assumption of the average
fields being described varying more slowly than the atomic variation ([122]). There are three main
approaches for deriving ampltiude models: the renormalization group approach [120, 121], the mul-
tiple scales expansion approach [15, 119, 122], and the volume-averaging coarse-graining approach
[124, 125, 13]. The approaches give similar results, though some details may be left out as noted by
[15, 19] and because of this, depending on the physics one wants to include in the amplitude model,
some approaches better than others.

In this thesis, the volume-averaging approach is used [13]. In this approach, the local free energy
density is converted to a free energy density, which varies on longer length scales via a smoothing
convolution:
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Figure 2.7: 2D ternary XPFC alloy simulation showing ternary alloy solidification. The simulation
parameters are η = 1.4,χ = 1,ω = 0.005, k1,1 = 81/38, k2,1 = 54/29π,k3,1 = 2π,ki,2 =

√
2ki,1

and cio = 0.3333 for all i, σ = 0.164 c1 = 0.82, c2 = 0.005. In the inset, a close-up of a solidifying
liquid pool is shown indicating how the density field is deformed due to atomic mismatch. From
[13]

f(~R) =

∫
V

f(~r)χ(~R− ~r)d~r (2.32)

where χ(~R− ~r) is weighting function, for which
∫
V
χ(~r)d~r = 1. For a convenient calculation, one

might choose χ = 1/Vunitcell for all points within a unit cell from the point one is averaging and
χ = 0 outside of it, where Vunitcell is the volume of the unit cell. Let us assume that the crystal
contains a hexagonal symmetry substituting for the density,

n = no +

N∑
j=1

Aj exp(i~kj · ~r) + c.c. (2.33)

where N = 3, the Aj are complex numbers and c.c. denotes the complex conjugate of the terms
already written in the expression. Applying Eq. 2.32 to Eq. 2.6 with the substiution of Eq. 2.33.
Noting that any term with a factor of the form exp(i~k · r) integrates to 0, this substitution gives,

Famp =

∫
V

BL

n2
o

2
+

N∑
j=1

|Aj |2
− t

n3
o

3
+ 4no

N∑
j=1

|Aj |2 + 2(

N∏
j

Aj +

N∏
j

A∗j )


+ v

n4
o

4
+ 3n2

o

N∑
j=1

|Aj |2 + 6no(

N∏
j

Aj +

N∏
j

A∗j ) +
3

2

(
2[

N∑
l=1

|Al|2]2 − |Aj |4
)

+ C(∇2; 0)
n2

0

2
+A∗j

N∑
j=1

C(∇2 + 2i~kj · ∇);~kj)Ajd~r (2.34)
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Figure 2.8: Solidification from many nuclei ([15]). Left - density field showing the individual grains,
right - plot of real component of amplitude corresponding to ~kj = −

√
3/2x̂ − 1/2ŷ showing how

changes in amplitude gives different crystal orientations.

where ∗ denotes complex conjugate andC(∇2 +2i~q ·∇; ~q) =
∑∞
l=0

(−1)l

l!
∂Ĉ(k)
∂k2 |~k=~q(∇

2 +2i~q ·∇)l.
The sum in the correlation function terms is that of a long-wave limit correlation function, which
is typically a truncation of the gradient series expansion for the full correlation function (cf. Ref.
[13]). For different crystal structures, the polynomial terms will be different. However, the terms
which result from the coarse-graining of the correlation function terms can always be written in a
similar form to that written above.

To obtain evolution equations for the amplified and average density fields, model C dynamics is
used,

∂no
∂t

= ∇2

(
δFamp
δno

)
∂Aj
∂t

= ∇2

(
δFamp
δA∗j

)
, j = 1..N (2.35)

An image showing how these equations simulate polycrystals is given in Fig. 2.8.
A similar process can be done to get an amplitude model for a binary alloy. Consider the follow-

ing expansion to describe the density and concentration fields:

n =

N∑
j=1

Aj exp(i~kj · ~r) + c.c. (2.36)

c = co (2.37)

Applying the above substitution in Eq. 2.20 and applying Eq. 2.32, results in:

Famp =

∫
V

(BL −BX)

N∑
j=1

|Aj |2 − 2t(

N∏
j

Aj +

N∏
j

A∗j ) + v
3

2

(
2[

N∑
l=1

|Al|2]2 − |Aj |4
)
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+ BX

N∑
j=1

A∗j (−∇2 − 2i~kj · ~r)2Aj

+

BL2 2

N∑
j=1

|Aj |2 + w

 c2o
2

+ u
c4o
4

+Kc
|∇co|2

2
d~r (2.38)

It should be noted that the gradient terms in Eq. 2.38 are directly relatable to the more general
expressions in Eq. 2.34. Once again, model C dynamics can be used to simulate the evolution of the
fields:

∂co
∂t

= ∇2

(
δFamp
δco

)
∂Aj
∂t

= ∇2

(
δFamp
δA∗j

)
, j = 1..N (2.39)

For an alternate approach, see appendix A.

2.5.1 Derivation of Phase Field Models from Amplitude Models
Phase field models have been successfully employed to a number of phase transition problems (for
a review, see Ref. [136]), though they have been developed phenomenologically. Through the
PFC ampltiude model, it can be demonstrated that phase field models are derivable from more
fundamental theories [119]. To proceed with this derivation, the following form is chosen for the
ampltiudes in an amplitude model: Aj = φ exp(i~kj · ~u), where ~u is the displacement field and φ is
the mangitude of the amplitude ([119]). If this substitution is made into Eq. 2.38, then the following
equation results:

fPF = 3(BL −BX)φ2 − 4tφ3 + 45vφ4/2 + 6BX |∇φ|2 +
(
6BL2 φ

2 + w
) c2o

2
+ w

c4o
4

+ Kc
|∇co|2

2
+ 3BX

(
3

2
(U2

xx + U2
yy) + UxxUyy + 2U2

xy

)
+ 12BXαco

(
−φ∇2φ+ (Uxx + Uyy)φ2

)
(2.40)

where the strains are Uij = 1
2

(
∂ui

∂xj
+

∂uj

∂xi

)
[119]. Model C can be used for the dynamical equations

of the density and concentration fields:

∂co
∂t

= ∇2

(
δFPF
δco

)
∂φ

∂t
= ∇2

(
δFPF
δφ

)
(2.41)

To solve for the displacements, mechanical equilibrium is assumed at each time step. This is
expressed using Einstein summation notation as:

∂σij
∂x

=
∂

∂x

δF

δUij
= 0 (2.42)

where σij are the stress fields [137]. It should be noted that the driving force on φ in Eq. 2.41 is
different by a factor of 6 on from the average driving force acting on the Aj’s in Eq. 2.39.
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Chapter 3

Grain Boundary Thermodynamics in
Alloys

3.1 Introduction
As indicated in sections 1.2 and 2.1, the PFC formalism is an appropriate way of studying problems
relating to grain boundary thermodynamics. There have been a few PFC studies concerned with
grain boundary properties in pure materials (e.g., [1], [2], [38], [54], and [53]), and alloys (e.g., [17],
[16]). In this part of the thesis, the grain boundary properties of two binary alloy PFC-type models
(those of Refs. [12] and [113]) are studied. The results for the grain boundary thermodynamics
section of this chapter are contained in Stolle et al [16]. The results of grain boundary pre-melting
in alloys are contained in Power et al [138].

3.2 Grain boundary thermodynamics
The first PFC model used in this grain boundary premelting study is the one derived by [12]. It is
described in more detail in section 2.3 and will not be repeated here. The equations of motion for
the diffusive dynamics of density, n, and concentration, ψ, are given by Eqns. 2.23 and 2.24; note
that the notation for the original PFC model in this chapter differs from section 2.3 only in that ψ
replaces c. These equations are simulated using the spectral method described in [1] and [38] for
both the density and concentration fields. The grid spacing, ∆x, was varied according to the solid
concentration ψs, which does not vary much from the mean simulation concentration, ψ0, such that
there were roughly 8 grid points between atomic planes. The average concentration, ψ0, was chosen
in each simulation to lie between −0.2 and 0.1. Because the simulations were focused on the role
of concentration, the initial average density was set to n0 = 0. The temperature, BL0 , was chosen
in each run such that the undercooling was sufficient for the grain boundaries to close completely
despite the disjoining pressure. A summary of the the parameters used for the bicrystal simulations
is given in Table 3.1.

Each simulation was performed with periodic boundary conditions. A single bi-crystal was set
up with roughly 10 grid points between each grain. For the least deep quench at a given, ψ0, the
simulation was cooled to the stated BL0 . Otherwise, the simulations are first cooled to an inter-
mediate temperature before proceeding with equilibrating the simulation at the final temperature.
Each bicrystal is rotated by ±θ from the 0◦ misorientation such that the full misorientation angle
is θ. The misorientation angles are chosen such that for small angles, an integer number of dislo-
cations fit excatly into the simulation grid. As can be inferred from there being 2 grain boundaries
with periodic boundary conditions, their intial separation is Nx/2 grid points in each direction. At
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Lx/2 = 512∆x, this means the interaction of the grain boundaries is negligible except possibly at
1.55◦. In Fig. 3.1, examples of the density and concentration fields of low angle and a high angle
grain boundaries are shown.

The simulations for each parameter range are run until the system is close to equilbrium. Close
enough to equilibrium is determined by the standard deviation of the chemical potential of each field
and the ratio of sµx to mean chemical potential, µ̄x, where x is ψ or n. The average microscopic
chemical potentials varying by roughly less than 10−5 and the ratio of the standard deviation to
the mean value is less than 10−2 throughout the simulation domain. To meet this criterion, the
similuations are run for 100000 timesteps for each set of simulation parameters.

Table 3.1: Table of Variables and Parameters for Grain boundary Thermodynamics PFC Simulations
Parameters Values
Simulation Dimensions Nx, Ny 1024 (or 2048), 2048 (or 1024)
Equilibriation time Nt 100000
Grid Spacing and time increment ∆x,
∆t

π/4
√

(1− 2ηψs)/(1− 4ηψs), 1.0

mean concentration ψ0 −0.15,−0.05, 0, 0.1, and−0.2 (for large angles only)
mean density n0 0
t, v, Bx 0.6, 1, 1
BL2 , u, Kc -1.8, 4, 4
w 0.008 (eutectic), 0.088 (spinodal)
mismatch η 0, 0.05, 0.1
Undercooling (∆BL0 )solidus −∆BL0 ∼ 0.02− 0.06
Misorientation angles θ 1.55◦, 2.07◦, 2.58◦, 3.10◦, 4.14◦, 5.17◦,6.20◦, 8.23◦,

10.3◦, 12.5◦, 15◦, 17.5◦, 20◦, 22.5◦, 25◦,27.5◦, 30◦,
32.5◦, 35◦, 40◦

Calculation of Grain Boundary Energy

The grain boundary energy, γgb, which is defined as the excess free energy per unit area of an
interface as indicated in Eq. 1.7, as in can also be written in 2D as:

Lyγgb = Lywgb (fgb − µ̄ψψgb − µ̄nngb
− (fs − µ̄ψψs − µ̄nns)) (3.1)

where Ly is the length (area) of the grain boundary, wgb is the width of the grain boundary region,
fgb, ψgb, ngb are the free energy density, normalized density difference, and normalized density in
a region that contains the grain boundary, and fs, ψs, ns are the free energy density, normalized
density difference, and normalized density of the bulk solid region region. The bulk and excess
intensive quantities can be calcluated as follows (with n and f replacing ψ for normalized density
and free energy density calculations, respectively):

ψgb =
1

Lywgb

∫ Ly

0

∫ xgb+wgb/2

xgb−wgb/2

ψdxdy

ψs =
0.5Lxψ0 − wgbψgb

0.5Lx − wgb
(3.2)
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! ! ! !

! !
! !

Figure 3.1: Concentration (left frames) and density fields (right frames) around low angle (bottom
frames) and high angle (top frames) grain boundaries. The area between the two red lines is the grain
boundary region, while the rest is bulk solid. The dislocations in the low angle grain boundary are
indicated by yellow squares. The x-direction in simulations is the vertical direction in the figures.
From [16].
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Because ψs and ns are close to the average system values ψ0 and n0, respectively, fs can be written
as a Taylor series about n0 and ψ0 as was done by [38], which gives

γgb = wgb {fgb − µ̄ψ(ψgb − ψ0)

− µ̄n(ngb − n0)− fs(n0, ψ0)} (3.3)

where fs(n0, ψ0) is the free energy density of the solid at a normalized density, n0, and concentra-
tion, ψ0.

To determine the grain boundary energy, we determine the energy of grain boundary energy
region. One method of determining this quantity involves finding the position along the x-axis with
the maximum free energy density, xgb. Next, a region centred about xgb of width, wgb, needs to be
chosen. For widths wgb & 150∆x, accurate approximations of the excess quantities could be found;
for larger values of wgb, calculating the excess quantities results in differences typically less than
1%. To simplify the calculations, wgb = Lx/2. This choice was made in [38] and Eq. 3.3 becomes:

2γgb = Lx {fgb − fs(n0, ψ0)} (3.4)

Still, fs needs to be determined accurately, which [38] notes is rather difficult. One method for
determining fs is by extracting it from a fit using the theoretical low angle Read-Shockley relation,
Eq. 1.10:

γgb = E0θ(A− ln(θ))

As noted by [1],

E0 =
Y2b

8πα
=
BXφ2b

πα
(3.5)

where φ is the amplitude of density field in the one mode approximation in the solid phase, Y2 is
the 2D Young’s modulus, b is the Burger’s vector of the dislocations, and α =

√
3/2 accounts for

the triangular geometry of the lattice. Making this substitution and fitting the free energy data up to
10.35◦ gives an estimate of A and fs.∗ To verify the accuracy of this method, 2 angles (4.14◦ and
27.8◦) were chosen to calculate the free energy of the system using the free energy from the fit and
by a truncated scaling approach used in [38]. In this ”scaling” approach, a linear relation is fit to
data relating 1/Lx and f , where the slope 2γgb and the 1/Lx-axis intercept is fs. From Eq. 3.4, it is
clear that the free energy density of the system is inversely proportional to the length of the system
perpendicular to the grain boundary with the constant of proportionality being the grain boundary
energy. A comparison of the results are shown below in Table 3.2.

Table 3.2: Comparing γgb calculation with ”scaling” and low-angle fit methods)
θ ψ0 BL0 Low angle fit ωs Scaling ωs Low Angle Fit 2 γgb Scaling 2 γgb
27.8 -0.15 1.035 0.0010421 0.0010420 0.0130 0.0130
27.8 -0.15 1.015 0.0005222 0.0005219 ∼0.20 0.02055
27.8 -0.15 0.995 -0.0001354 -0.0001358 ∼0.270 0.2717
27.8 0 1.002 -0.0002849 -0.0002849 ∼0.0121 0.01207
27.8 0 0.962 -0.013299 -0.013302 ∼0.26 0.02610
27.8 -0.05 1.006 -0.0001354 -0.0001796 ∼0.0116 0.01161
4.14 -0.15 1.015 0.0005222 0.0005222 0.009501 0.009453

Figure 3.2 illustrates how well the low angle data fits to the theoretical Read Shockley relation,
where A = 1 + ln(b/r0) and r0 ≈ 4.4. All of the curves were scaled by a horizontal stretch factor

∗Quantities determined with this method will be referred to as ”low angle fit” quantities. To determine ωs, ωs =
fs − µψψs − µnns. N.b., the E0 used in for the low angle fit, which is defined by Eq. 3.5, will be referred to as Elow0

42



PhD Thesis - Jonathan Stolle McMaster University - Physics and Astronomy

0 0.05 0.1 0.15 0.2 0.25 0.3
0.00E+00

5.00E-04

1.00E-03

1.50E-03

2.00E-03

2.50E-03

θ/θ
c

ω
gb
ex

 (
ar

b.
 u

ni
ts

)

Figure 3.2: Alloy PFC model scaled grain boundary energy plot. The normalized grain boundary
energy, ωgb = γgb∆xθc/(wgbφ

2), is plotted against the normalized bicrystal crystal misorientation,
θ/θc, for different concentrations and temperatures for low angles, where θc = r0 exp(0.5)/a is a
horizontal stretch factor. For the reference curve, θc = 1 and θ is given in radians. Read-Shockley
reference curve (solid); ψ0 = 0, BL0 = 1.002 (squares); ψ0 = 0, BL0 = 0.962 (inverted triangle);
ψ0 = −0.05, BL0 = 0.996 (right triangle); ψ0 = −0.05, BL0 = 1.006 (circle); ψ0 = 0.1, BL0 =
1.015 (left triangle); ψ0 = 0.1, BL0 = 0.995 (star); ψ0 = −0.15, BL0 = 1.035 (bow tie); ψ0 =
−0.15, BL0 = 1.015 (triangle); ψ0 = −0.15, BL0 = 0.005 (diamond). From [16].

θc = r0 exp(0.5)/a and normalized by their respective theoretical low angle E0, Elow0 ; that is in the
Fig. 3.2, the normalized system free energy density plotted is defined as:

ωnormalized =
ω

Elow0 Lx

The core energies for different average concentrations and undercoolings are shown in Fig. 3.3. The
core radiii are roughly constant, though possibly decreasing with undercooling, (∆BL0 )solidus −
∆BL0 , which is constistent with the trend found in [38].

A number of other analyses were done using the full range of angles. Using the fs determined
above, the grain boundary energy data in Fig. 3.4 can be scaled (up to 40◦) onto one Read-Shockley
curve (A = 0.362 and E0 = 1). In particular, a vertical scaling factor E′ = Em0 (BL0 = 1.002, ψ0 =
0)(∆x)/Em0 (BL0 , ψ0)/wgb is applied to the data, where the Em0 values are determined by fitting the
data to Eq. 1.10. The value Em0 depends linearly on the theoretical value of E0 for the spinodal
(w = 0.088) data. This fact will be used to derive an expression for the segregation behaviour
in the PFC model in section 3.2. Also, the core energy contribution was relatively insensitive to
temperature for the spinodal phase diagram data, for which A = 0.362. It varies a lot for the
eutectic (w = 0.008) materials. For example, for ψ0 = −0.2, A = 0.0.719, 0.467, 0.411 for
BL0 = 1.065, 1.045, 1.025, respectively. While in the spinodal material grain boundary energy is
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Figure 3.3: Core radius versus undercooling for different concentrations determined from low angle
fit data of Fig. 3.2. Square (blue) - ψ0 = 0; Diamond (red) - ψ0 = −0.05; Upside down triangle
(yellow) - ψ0 = 0.1; Triangle (green) - ψ0 = −0.15. From [16].
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Figure 3.4: Scaled grain boundary energy for the PFC model. Scaled grain boundary energy, ωgb =
γgbE

m
0 (BL0 = 1.002, ψ0 = 0)/(wgb∆xE

m
0 (BL0 , ψ0)), vs. bicrystal crystal misorientation, θ/θc

for different concentrations and temperatures. Empirical reference Read-Shockley curve (solid),
θ/θc is in radians. Data for w = 0.088: ψ0 = 0, BL0 = 1.002 (squares); ψ0 = 0, BL0 = 0.962
(inverted triangle); ψ0 = −0.05, BL0 = 0.996 (right triangle); ψ0 = −0.05, BL0 = 1.006 (circle);
ψ0 = 0.1, BL0 = 1.015 (left triangle); ψ0 = 0.1, BL0 = 0.995 (star); ψ0 = −0.15, BL0 = 1.035
(bow tie); ψ0 = −0.15, BL0 = 1.015 (triangle); ψ0 = −0.15, BL0 = 0.995 (diamond),ψ0 = −0.2,
BL0 = 1.045 (graduated-shading circles). Data forw = 0.008: ψ0 = −0.2,BL0 = 1.065 (graduated-
shading boxes), ψ0 = −0.2, BL0 = 1.045 (graduated-shading diamonds),ψ0 = −0.2, BL0 = 1.025
(line with ties). From [16].

mostly controlled by structural effects as indicated by the universality of the grain boundary energy
curves with constantA, in the eutectic material, where solutal effects are stronger, solute segregation
to the grain boundary has a noticeable effect on grain boundary thermodynamics. For all of these
runs, there is no mismatch between the atomic species; i.e., η = 0.

It should also be noted that although grain boundary energy does not change much between
an alloy and a pure material with the same elastic and structural properties, large changes in grain
boundary energy can still be seen with undercooling. The effect of undercooling on grain boundary
energy is shown in Fig. 3.5 for w = 0.088. To look at this effect, two concentrations, ψ0, at the
same BL0 are compared; in this model, increasing |ψ0| means increasing undercooling at the same
temperature (see section 2.3 for specific phase diagrams).

The effect of mismatch is studied for BL0 = 1.015 and w = 0.088. As expected by the formula
for the elastic moduli, grain boundary energy did not change much due to mismatch. Namely, the
E0 is related to φ, which does not change much with η—the grain boundary energy does not change
much as is shown in Fig. 3.6. As well, the amount of solute segregation to the grain boundary
does not change much either. There are some exceptions. For 4.14◦ − 8.28◦ at η = 0.05, the grain
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Figure 3.5: PFC model grain boundary energy at different undercoolings. Plotted are ωgb =
γgb∆x/wgb vs. misorientation at BL0 = 1.015 for ψ0 = 0.1 (squares) and ψ0 = −0.15 (trian-
gles). From [16].
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Figure 3.6: Grain boundary energy normalized by the system elastic constants for different degrees
of mismatch in the PFC model. Blue squares, maroon triangles - η = 0; cyan ties, red triangles -
η = 0.05, yellow triangles, orange shaded balls - η = 0.1. We include a fit to the low angle Read
Shockley for comparison. All systems are at the same average alloy concentration. From [16].

boundary energy is a little higher because the grain boundary structure is strained. At larger η, these
strains can cause the grain boundary to buckle at some higher angles and at 8.28◦. In fact, going to
higher mismatch, the interface is very likely to buckle as shown in Fig. 3.7.

Calculation of Segregation Behaviour

In order to characterize the thermodynamics of solute segregation in grain boundaries, Eqs. 2.25
and 2.26 were simulated. For studying segregation behaviour, a smaller grain boundary length was
used (Ly = 1024∆x). The results of simulations using Ly = 1024∆x and Ly = 2048∆x were
essentially indistinguishable. In these simulations w = 0.088, η = 0, and BL0 = 1.002, µn = −0.2
(that is, n0 6= 0), and misorientation angle θ = 40◦. The constant parameters were chosen were
those listed in Table 3.1. µψ was the only parameter that was varied.

Both grain boundary energy and excess solute were determined by applying Eq.3.4 as was done
by [38], except that only 2 system widths (Nx = 1024, 2048) were used as opposed to 5 in [38]. To
determine Γψ , the same method was used by referring to Equation. µψ was changed from −0.018
to 0.005 in increments of 0.005. Eq. 1.9, where y = n and z = ψ, was computed as follows:

γi+1
gb − γ

i−1
gb

µ̃i+1
ψ − µ̃i−1

ψ

= −Γex,iψ (3.6)

where the index, i, indicates which chemical potential increments are used. Figure 3.8 contains a
plot in which ∂γgb/∂µ̄ψ red is determined with Eq. 3.6. In the next section, an analytic form for the
total solute segregation in this model is given.

A more conventional way to show the data as was done in [21] is shown in Fig. 3.9, in which
solute segregation vs. chemical potential and grain boundary energy vs. chemical potential are
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Figure 3.7: Example of concentration field of buckled grain boundary for θ = 8.28◦, η = 0.1, and
BL0 = 1.015.

-1.6 -1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Γ
ψ

ex 

∂γ
gb

/∂
μ

ψ
~

Figure 3.8: (∂γgb/∂µ̃ψ)BL
0 ,µ̃n

vs. negative of grain boundary excess concentration, −Γexψ . A refer-
ence line with a slope of -1 is included. From [16]
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Figure 3.9: PFC model computations of grain boundary energy, γgb, (blue, squares) and excess grain
boundary concentration, Γexψ , (red diamonds) vs chemical potential µ̃ψ . From [16]

plotted together. Where the change in grain boundary energy is steepest, the amount of excess
solute is largest. Nonetheless the large decrease in grain boundary energy is mostly related to the
elastic constants in the system changing and not due to the solute segregation, which will be further
discussed later in this chapter. The plots indicate that the data is thermodynamically consistent;
however, Fig. 3.9 is very different from typical plots of this form for dilute allows, as can be found
in [21].

Analytic Derivation of Segregation Behaviour in the PFC Model

An analytic expression for solute segregation to a grain boundary is derived in this section for the
PFC model. Using the Gibbs’ Adsorption Theorem, Eq. 1.6 and the semi-analytical characterization
for γgb from the previous section allows the derivation of Γexψ . Using the typical variables notations
of the PFC alloy model (the reader is referred to sections 2.3 and 3.2), the expression for excess
solute in Eq. 1.6 can be rewritten as:(

∂γgb
∂µψ

)
T,p

=

(
∂γgb
∂µψ

)
T,V

−Vex
(
∂p

∂µψ

)
T,V

=

(
∂γgb
∂ψ

∂ψ

∂µψ

)
T,V

−wgb
ns − ngb
1 + ns

ψ

= −Γexψ (3.7)

where the thermodynamic temperature variable T is replaced by the reduced temperature variable
BL0 (BX is constant) of the PFC model, µψ is assumed to be equal to the system average, µ̄ψ , and
wgb is the width of grain boundary region. In Eq. 3.7, both derivatives can be written as analytic
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expressions with Eqs. 1.10, 2.22, and 3.5, and making use of µψ = ∂f/∂ψ, where f(ψ, φ(ψ), BL0 )
is the free energy density derived from the PFC model from the single mode approximation of the
density n, Eq. 2.40. Differentiating Eq. 2.40 with respect to ψ results in µψ = (w + 6BL2 φ

2 −
24ηBX0 φ

2)ψ + uψ3. However, it should be noted that the theoretical quantity µ̄ψ differs from the
simulated µ̄ψ , which also implies that there is an uncertainty on any calculated quantities which use
this value. Proceding with this definition of µψ ,

∂ψ

∂µψ
= (3.8)

1

(w + (6BL2 φ− 24ηBX0 φ)(φ+ 2ψ)) + 3uψ2 + ∂φ/∂ψ

and

∂γgb
∂ψ

=
∂Em0
∂φ

∂φ

∂ψ
θ (A− ln(θ)) (3.9)

= 2φ
−0.80(BL2 − 4η2)ψθ(A− ln(θ))√
t2 − 15v(BL0 −BX + (BL2 − 4η2)ψ2)

Eqs. 3.8 and 3.9 can then be substituted into Eq. 3.7, which gives the expression

Γexψ = −wgb
ns − ngb
1 + ns

ψ

− 1.60φ

(w + 6(BL2 − 4ηBX0 )φ(φ+ 2ψ∂φ/∂ψ)) + 3uψ2

× ((BL2 − 4η2)ψ)θ(A− ln(θ))√
t2 − 15v(BL0 −BX + (BL2 − 4η2)ψ2)

(3.10)

If considering the ensemble in which p is held constant, Cahn’s method [22] for determining excess
solute is the easiest method for determining the right hand side of Eq. 3.7. Using the PFC variables
n and ψ, the application of Cahn’s method results an expression for the excess grain boundary
concentration:

Γexψ = wgb

(
ψgb −

(1 + n)gb
(1 + n)s

ψs

)
(3.11)

The expression in Eq. 3.10 can be compared directly with numerical simulations (Eq. 3.11) of grain
boundary segregation to verify its validity, which was done in Fig. 3.10. The main discrepancies
occur because the theoretical and simulated µψ are not the same; this is partially accounted for by
using error bars whose magnitude are determined by the relative difference of the theoretical and
simulated µψ . Alternatively, it is easier to consider Γexψ when µ̄n is constant. This results in Eqs. 3.2
and 1.9. However, when studying in the one mode approximation in which n is constant throughout
the system, if the temperature is held constant, then the pressure must change, meaning Eqs. 3.10
and 3.11 are equivalent to Eqs. 1.9 and 3.2.

3.2.1 XPFC model
The XPFC model used in this part of the thesis is that formulated in [113]. For studying how grain
boundary energy varies with misorientation, Eqs. 2.31 are simulated using the following numerical
method because of difficulties reaching equilibrium according to the criteria used (sµn ∼ O(10−4))
when using the conventional simulation methods of [113]:
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Figure 3.10: Comparing Eq. 3.10 vs. measured Γexψ . Uses empirically determined Read-Shockley
parameters. Blue -BL0 = 1.015, ψ0 = −0.15; red -BL0 = 1.035, ψ0 = −0.15; green -BL0 = 0.995,
ψ0 = −0.15; maroon - BL0 = 1.006, ψ0 = −0.05; yellow - BL0 = 0.996, ψ0 = −0.05; cyan -
BL0 = 0.995, ψ0 = 0.1; dark green - BL0 = 1.015, ψ0 = 0.1; shaded square - BL0 = 1.045,
ψ = −0.2; shaded diamond - BL0 = 1.015, ψ = −0.15,η = 0.05; shaded ball - BL0 = 1.015,
ψ = −0.15,η = 0.1. All data points have w = 0.088. Included reference line has a slope of -1.
From [5].
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n̂t+1
k =

1

1 + pk2∆t
(n̂tk −∆tk2(µ̂n

t
k − pn̂tk))

ĉt+1
k =

1

1 + αk4∆t
(n̂tk −∆tk2(µ̂c

t
k − k2αĉtk))

where p = 2. With this model, simply a 1024x1024 grid is used because the results do not noticeably
vary if the either dimension is changed to 2048 grid points. The grid spacing is chosen to be ∆x =
0.125 because this allows for 8 grid points between atomic planes because the interplanar distance
does not vary much from that of the pure material, in which the wave number of the solvent phase is
k1 = 2π. All of the relevant parameters are given in Table 3.3. When performing these simulations
a similar criterion to that used for the PFC model. If sµn ≈ 10−6 then the system was considered to
be in equilibrium because the concentration field reaches equilibrium much more quickly than the
density field.

Table 3.3: Table of Variables and Parameters for XPFC Grain boundary Simulations
Parameters Values
Simulation Dimensions Nx, Ny 1024 (or 2048), 1024
Equilibriation time Nt 100000 (misorientation runs), 20000 (µc change)
Grid Spacing and time increment ∆x,
∆t

0.125, 1.0 (misorientation), 0.25 or 0.5 (segregation)

mean concentration c0 0.015 (misorientation runs)
mean density n0 0 (misorientation runs)
η, χ 1.4, 1
c0, ω, α, Mc 0.5, 0.02, 1,1
λ 0 or 0.2
k1, k2 2π, 9π/5
temperature σ 0, 0.025, 0.05, 0.075, 0.1, 0.125
G0, D0, P0, G1, D1, P1 2/9, 1, -2, 25/32, 1/12, 1
Misorientation angles, θ 1.55◦, 2.07◦, 2.58◦, 3.10◦, 4.14◦, 5.17◦,6.20◦, 8.23◦,

10.3◦, 12.5◦, 15◦, 17.5◦, 20◦, 22.5◦, 25◦,27.5◦, 30◦,
32.5◦, 35◦, 40◦

Calculation of Grain Boundary Energy

The simulations for studying the changing of grain boundary energy with misorientation were done
at an average concenration c = 0.015 and average density n = 0. Unlike the PFC model, the XPFC
always has misfit because of how the properties of both phases are interpolated with concentration.
k2 = 9π/5 was chosen so that the atoms in the solute phase were roughly 10% bigger in linear di-
mension than the atoms in the solvent phase. The misorientation angles were the same as those used
in Section 3.2. The temperature of the system was quenched at σ = 0 and then the temperature was
raised and equilibriated at σ = 0.025, 0.05, 0.075, 0.1, 0.125. Only results from σ = 0, 0.05, 0.1
were considered and the grain boundary was always solid at these temperatures.

Eq. 3.4 was used to determine grain boundary energy. Unlike with the PFC model, strain effects
were often large and cause deivations. Therefore, the fitting method could not be used. Instead the
bulk free energy for a single high energy run (22.5◦) was determined by using the scaling method
of [38], though with 4 data points as opposed to 5, and subtracted off the rest of the runs. Fig.
3.11 shows how grain boundary energy varies with misorientation in the XPFC model at different
temperatures. Both high and low angle fits to the σ = 0, 0.1 data are shown. For the low angle fits,
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Figure 3.11: Grain boundary energy vs. misorientation in the XPFC model at average system con-
centration c = 0.015 for the parameters in Table 3.3. The datapoints correspond to data taken at
temperatures σ = 0.0 (blue squares), σ = 0.05 (red diamonds) and σ = 0.1 (yellow triangles).
Low-angle Read-Shockley fit to the σ = 0 and σ = 0.1 data are given by the two solid curves.
High-angle Read-Shockley fits to the σ = 0 and σ = 0.1 data are given by the dashed curves. From
[16].

the prefactor E0/wgb is much smaller than the expected value of Y2b/8πφ
2wgb. This observation

suggests that solute segregation in the XPFC model decreases grain boundary energy very strongly.

Quantifying Segregation Behaviour

The segregation behaviour of the XPFC model is characterized with the same methods as were used
for the PFC model in section 3.2. It should be noted that all equations are the same except that ψ is
interchanged with c. Non-conserved dynamics with Eqs. 2.31 are used to find the equilibrium state.
Three types of runs were done. For the first two, λ = 0, σ = 0, µ̃n = −0.2, Mc = 1.0 with the
chemical potential ranging from µ̃c = −0.024 to 0.051. The chemical potential is initially set to
µ̃c = 0 at which it is equilibriated for 200000 timesteps. Then it is incremented in steps of ±0.01
and equilibriated for 20000 timesteps at each µ̃c. The only difference between the first two types
runs is that one is for a low angle grain boundary, θ = 4.14◦, and the other is a high angle grain
boundary, θ = 27.8◦. The third type of run is single run at 27.8◦ for which λ = 0.2. Besides the
parameters which are the same for all three runs, which are listed in Table 3.3, the others parameters
which differ from the first two runs are: ∆t = 0.25, µ̃n = −0.2, and µ̃c ranging from -0.0225
to 0.050 in increments of ±0.0025. The system was initially equillibriated at µ̃c = 0 for 400000
timesteps and then held at each subsequent µ̃c for 40000 timesteps.

53



PhD Thesis - Jonathan Stolle McMaster University - Physics and Astronomy

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

-0.8

-0.7

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

Γ
c

ex 

∂γ
gb

/∂
μ

c~

Figure 3.12: XPFC model prediction of Γexc via Eq. 3.12 vs. the same quantity obtained by direct
numerical simulation of Γexc (Eq. 3.6 with c replacing ψ) . Green triangles - λ = 0, misorienta-
tion angle 27.8◦, Yellow triangles - λ = 0.2, misorientation angle 27.8◦, Blue squares - λ = 0,
misorientation angle 4.14◦ . The reference line has a slope of -1. From [16].

In the XPFC model, Gibbs adsorption theorem can be written as:(
∂γgb
∂µ̃c

)
σ,µ̃n

= −Γexc (3.12)

The data sets obey Eq. 3.12 fairly well as shown in Fig. 3.12. There are some deviations from a
slope of -1, which are decreased if a higher order derivative scheme (like a 5 point stencil) is used or
by equilibriating longer. Some data was omitted because very large strains, which developed in the
system, caused large chemical potential gradients and grain boundary rearrangement, which did not
always equilibriate within the alotted time.

As with the PFC model, the change of grain boundary energy and excess concentration with
µc were shown in Fig. 3.13. There is less segregation when the misorientation is lower, which
is explained by there being less imperfect (amorphous/disordered) material in a low angle grain
boundary, to which the solute can segregate; that is, there are only dislocation cores (toward which
most of the solute is segregating) as opposed to the entire grain boundary being disordered material.
Enthalpy of mixing also strongly affects the degree of segregation. Although for both λ = 0 and
λ = 0.2 data at 27.8◦ the amount of solute segregation is similar, the segregation per amount of
solute is much stronger for the λ = 0.2 data because there is much less solute in the λ = 0.2 runs
than in the λ = 0 runs for a given µ̃c (the difference is roughly a factor of 3). As expected by how the
segregation varies in the system, the grain obundary energy varies similarly between both systems.

The XPFC model was chosen because of its ability to model realistic phase diagrams of metals,
including the low concentrations limits. Fig. 3.13 resembles the same plot for P segregation in Fe
in [21], which was a study of segregation behaviour at low concentration. Unlike the data in [21],
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Figure 3.13: XPFC simulation results of Γexψ and γgb vs. µ̃c. γgb: λ = 0, misorientation angle
27.8◦ (blue squares); λ = 0, misorientation angle 4.14◦ (yellow upside-down triangles); λ = 0.2,
misorientation angle 27.8◦ (maroon right-pointing triangles). Γexψ : λ = 0, misorientation angle
27.8◦ (red diamonds); λ = 0, misorientation angle 4.14◦ (green upward pointing triangles); λ = 0.2,
misorientation angle 27.8◦ (cyan left-pointing triangles). From [16].

data was obtained in the XPFC model when the material crossed the solvus line and the solid phase
became metastable. In this regime, the amount of excess solute does not saturate as suggested by
[21], but rather continues to increase. Any discontinuities in the 4.14◦ curve in Fig. 3.13 correspond
to instances in which the system had not quite equilibriated and these points were omitted from Fig.
3.12.

3.3 Discussion of Solutal Effects of Grain boundaries

3.3.1 Relation of Grain Boundary Segregation to Physical Properties
By considering the analytical expressions derived in Eq. 3.10, the degree of solute segregation in the
system can be related to the physical properties of the system, including temperature (undercooling),
chemical potential (concentration), mismatch, and energy of mixing. Plots of Eq. 3.10 for various
simulation parameters are contained in Fig. 3.14. The analytic curves forw = 0.088 are very similar
to the plot in Fig. 3.8.

(Normalized) temperature (∆B0) strongly affects the degree of segregation, which is illustrated
by the change observed between the red and green curves. ∆B0 has a noticeable impact on the
density amplitude, φ, and ∂µψ/∂ψ which causes this large change in segregation. We note that
this strong dependence of solute segregation on temperature is also expected for the XPFC model
because of the large change in γgb observed in Fig. 3.11. Far away from a phase boundary in both
the PFC eutectic and XPFC models, the degree of segregation is small. Near the phase boundary,
however, the degree of undercooling has a strong effect, as is shown in Figs. 3.13 and 3.14.

In Figure 3.14, the effect of mismatch is small, if the mismatch between the solute and solvent
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species (|η|) is small; the blue (η = 0.1) and red (η = 0) curves, which are at the same temperature,
do not differ much. But if the mismatch becomes larger, as in the case of the purple (η = 0.2), then
there is a significantly larger degree of segregation for the range of µψ around the peaks of the curve.
This change can be expected on physical grounds because strains in the system due to local lattice
mismatch can be significantly reduced if a lot of solute moves to the grain boundary, where the atoms
of a different size can be accomodated more easily due to the disordered structure. The small effect
at low |η| occurs because φ2 and ∂µψ/∂ψ are not changed by a significant amount (these quantities
depend on η2). In the XPFC model, on the other hand, the misfit is responsible for showing the
usual segregation behaviour. At no lattice mismatch in the XPFC model, the segregation behaviour
has the opposite sign; that is, solute moves away from the grain boundary, which is rare, but still
seen in some materials [22].

In the PFC model, eutectic systems (w = 0.008) displayed stronger segregation than those with
a double lens-shaped (w = 0.088) phase diagram at the same concentration, ψs. This is related to
the energy of mixing between the two species (A and B), εAB , relative to the the self bond energies
εAA, εBB , which is realted to the parameterw ∼ (2εAB−εAA−εBB). Asw decreases, both species
exhibit larger self-attraction, meaning that a larger degree of segregation is thermodynamically more
favourable in the eutectic material than in the double lens phase diagram material. In fact, this trend
is observed when comparing a number of materials according to solute enrichment factor and solute
solubility, which is roughly related to 2εAB − εAA − εBB [21, 22]. The XPFC model also exhibits
this behaviour, which can be seen by comparing the λ = 0 and λ = 0.2 datasets at misorientation
θ = 27.8◦. For the λ = 0.2, the solute solibility is lower and the solute enrichment factor is higher
than in the λ = 0 case because the degree of solute segregation is the same despite the much lower
concentration in the λ = 0.2 case.

Several of the curves in Fig. 3.14 have 2 extrema (a maximum and minimum) in grain boundary
excess concentration. One extremum is expected if there is a non-zero excess in a pure material
if the solid solubility is continuous, unlike in eutectics, or other materials with a solubility gap, in
which there need not be an extremum. In fact, for a material in which both species are completely
soluble in each other, there should be 2 extrema, if solute favours occupying the grain boundary as
opposed to the matrix. In the PFC model with the double lens-shaped phase diagram, this is the
case; the material is A-rich for ψ < 0 and B-rich for ψ > 0 and a quasi-pure material at ψ = 0. In
more complex materials, if the free energy functional is known, then Eq. 1.9 can be used to predict
the behaviour of the segregation curves and where peaks of segregation behaviour occur. Also, the
segregation peaks in Fig. 3.14 shift with temperature. The segregation peaks shift towards ψ0 = 0
at lower temperatures because the grain boundary can be considered as consisting of amorphous
regions, whose metastability increases with decreasing temperature.

On the other hand, materials with a solubility gap can have discontinuities in the Γexψ vs. µψ (or
equivalently ψ) relation. This is clearly seen in the eutectic material in the PFC model, in which this
relation is monotonic, except for the discontinuity. Equivalently, in the work of [21], only a montonic
change in the degree of solute segregation of P in Fe-P is observed with change in chemical potential;
chemical potential is found using Henry’s Law from the concentration. The binary XPFC model also
shows the trend of Γexc monotonically changing with c and it approximately obeys Henry’s Law.

3.3.2 Impact of Physical Properties of Material on Grain boundary Energy
When considering the effect of solute segregation on grain boundary energy, there are two main
factors to consider: the difference between the grain boundary energy of an alloy and a pure material
with equivalent properties and the change in grain boundary energy with a change in thermodynamic
control parameters (e.g., temperature, chemical potential, pressure). In the PFC model with w =
0.088, an alloy and pure material with equal elastic moduli do not have substantially different grain
boundary energy. At low angles, this phenomenon might be related to Turnbull’s estimation of an
interface energy between two systems of low lattice mismatch; that is, a heterointerface containing a
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Figure 3.14: Solute segregation at misorientation of 22.5◦ at different ψ0 (left) and µψ (right) using
Eq. 3.10. Red line- BL0 = 0.01; Blue circle- η = 0.1, BL0 = 0.01; Purple diamonds- η = 0.2,
BL0 = 0.01; Green square- BL0 = −0.01; Black crosses- BL0 = 0.01. w = 0.088 for all plots except
the black crosses, which have w = 0.008. Adapted from [16] and [16].

number of dislocations [139]. The energy in such a system is considered to be dominated by elastic,
but not chemical effects. Even with possibly changing core size, as indicated in Fig. 3.3, the grain
boundary energy is very close to that of a pure material (to which ψ0 = 0 is equivalent) because the
cores only account for a small portion of the free energy.

As mentioned, high angle grain boundaries in the PFC model with w = 0.088 also show little
change in grain boundary energy between an alloy and a pure material. For a given material, the
decrease in γgb in a given grain boundary should be proportional to the amount of solute, which
segregated to the grain boundary. Based on Eq. 3.10, the decrease should be proportional γgb for a
given material, so the observation of a negligible relative decrease in grain boundary energy should
be unsurprising, despite the fact that the grain boundary energy is no longer dominated by elastic
effects as at low angles, but rather by the presence of an undercooled (disordered) metastable phase
[140]. Nonetheless, it should be remarked that although the grain boundary energy does not differ
significantly from that of a pure material with equal elastic properties, the grain boundary energy
can change substantially with a change in thermodynamic control parameters.

The eutectic PFC model, on the other hand, exhibits some difference in grain boundary energy
from an elastically-equivalent pure material. The increase in energy of mixing in solute segregation
means that the increased amount of solute in the grain boundary also has a larger effect on γgb,
causing it to decrease more. The XPFC model studied is also that of a eutectic material, in which
the atoms are even less soluble in each other—which suggests a greater energy of mixing. In fact, the
grain boundary energy decrease is so large in the XPFC model that the Read Shockley coefficents
are noticeably smaller than the theoretical values (∼ 80% of the theoretical E0). However, the grain
boundary energy does not change much as µc changes at constant σ. This trend suggests that any
decrease in γgb is dominated by the degree of solute segregation.

In fact, despite any solutal effects on the grain boundary energy, γgb should maintain its Read-
Shockley form. The amount of solute segregation, Γexz , has a Read-Shockley form according to
Eq. 1.9. The free energy decrease is proportional to Γexz , meaning that any contributions to the
free energy also have a Read-Shockley form. Because of these considerations, even in the eutec-
tic PFC model or the XPFC model, where solutal effects noticeably change the free energy, the
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Read-Shockley form should be a good form to study grain boundary energy because it has been
demonstrated to be useful in many other studies of pure materials.

The PFC formalism results can be compared with experiments and molecular dynamics stuides.
These also demonstrate that solute segregation can have a large effect on grain boundary energy
when the species are immiscible (e.g., [22, 24]) and small when they are miscible (e.g., Cu-Au in
[21]). Though significant effects can be seen when the composition changes drastically in miscible
systems as shown in [25]. However, such studies are not necessarily able to probe the mechanism re-
sponsible for the decrease in grain boundary energy. Modelling, in particular PFC modeling, on the
other hand, can be used to isolate what particular physical mechanism is responsible for a decrease in
grain boundary energy by calculating the individual properties, such as elastic constants. One partic-
ular instance of isolating the mechanism for grain boundary energy decrease is in studying the PFC
model withw = 0.088, in which it can be determined that the changing elastic constants is related to
the dominant effect for the changing grain boundary energy because the grain boundary energy does
not differ in systems with different amounts of solute, but the same elastic constants. This effect is
particularly strong, as shown in Fig. 3.9, but it is not directly related to solute segregation as the
previous consideration shows.

It should be noted that there are some differences when comparing 2D grain boundary energy
studies against 3D grain boundary energy studies. For some of the tilt axes in 3D, the grain boundary
versus misorientation data has deep cusps in the relation [22, 25, 141], while for 2D studies, the grain
boundary energy is relatively smooth with at most shallow cusps [1, 38, 16] . However, as shown
in [141], not all of the tilt axes have deep troughs, so qualitatively the picture given by the grain
boundary relation for misorientation looks pretty much the same. It may be possible to simulate
special high angle boundaries with low energy by changing the initial conditions or by using different
crystal symmetries in 2D, thereby allowing some 2D simulations to capture particular features of 3D
simulations. It should also be noted that even when the physics between 2D and 3D is qualitatively
the same, the quantitative results are nonetheless different as many of the thermodynamic quantities
and their relative ratios shift between 2D and 3D [134]. Changes in grain boundary segregation
behaviour are to be expected as well because the segregation behaviour is tied to the grain boundary
energetics.

3.3.3 Miscellaneous considerations
With demonstrating that PFC-type alloy models can capture the fundamental physics of alloy grain
boundary behaviour, it remains to develop more quantitative models of this process. There are a
number of new improvements in PFC models. One of the most important is by tuning the correlation
function properly (e.g., [112, 108, 109, 40, 118]) and with this improvement, segregation preoprties
should be simulated more accurately. In fact, Berry et al [112] demonstrate how certain defect
properties can be tuned, thus resulting in more realistic simulations of these defect properties.

Nonetheless, advances can still be made by considering generic properties of materials with non-
tuned models. The considerations about grain boundary energy and solute segregation in alloys are
important for studying the problem of premelting; the energetics are clearly important as noted by
by [29], [38], and [46] and consideration of solutal effects is noted by [3]. Not only can solutal
effects alter the effects seen in a pure material, but they might also cause entirely new phenomena
to emerge. Gibbs adsorption theorem could provide a useful tool for studying these effects in even
premelted interfaces [22]. Some preliminary work on this topic is shown in the next section.

3.4 Grain boundary premelting
As noted in section 1.2.2, an important consideration in studying grain boundary premelting be-
haviour is the determination of the disjoining potential for a given grain boundary. This section
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shows new results on the disjoining potential for the PFC model.
To estimate the disjoining potential, Eqs. 1.11 and 1.12 were used. The solid system properties

were estimated from the scaling method of [38], except with only Lx = 1024∆x and 2048∆x.
The liquid properties are determined in a separate simulation. The constant simulation parameters
used are listed in Table 3.4. The reader is referred to Section 1.2.2 for the details of the disjoining
potential theory examined in this section via PFC simulations.

Table 3.4: Table of Variables and Parameters for Grain Boundary Premelting PFC Simulation
Parameters Values
Simulation Dimensions Nx, Ny 1024 or 2048, 1024 (solid) or 64, 64 (liquid)
Grid Spacing and time increment ∆x, ∆t π/4, 1.0
t, v, Bx 0.6, 1, 1
BL2 , u, Kc -1.8, 4, 4
w 0.088 (spinodal)
mismatch η 0
BL0 1.05
µn −0.025
Misorientation angle θ 40◦

Disjoining potential was determined using a modification of the method of [38] used. As noted,
in [38], the derivative of the disjoining potential is the disjoining pressure, which is equal to the
difference in grand potential of liquid and solid states:

dV (h)

dh
= ωs − ωl (3.13)

As mentioned in section 1.2.2, there are many definitions for width of the grain boundary. In this
section, two definitions are used— the definition in Eq. 1.14 and the analogue for ψ, which is:

hψ = Lx
Γexψ /Ly

ψl − ψs
(3.14)

Figure 3.15 contains a plot showing how width varies against temperature for both defintiions. Al-
though the estimation of width is quite different between the two methods, they are both monotonic
with chemical potential, meaning that the preference of one over the other is somewhat arbitrary
in that both are equally good thermodynamic variables, though one might make calculations easier.
They are more similar closer to the melting point, which would be expected because there would be
a larger region which is more similar to the liquid.

Figure 3.16 contains a plot for disjoining pressure vs. width for both methods of calculating
width. Using either definition of width, the disjoining pressure curves can be well-fit by exponential
functions, as expected for 40◦ misorientation, a large angle grain boundary. These fits can then
be used to determine the disjoining potential by integrating the pressures with respect to width, as
illustrated in Fig. 3.17.

This preliminary set of runs was further refined by [17] in which the grain boundary premelting
behaviour was characterized. The parameters for the simulations are given in [17]. One important
consideration neglected in this section of the thesis, which was accounted for in [17], was that of
elastic effects, which slightly increase the energy of the solid phase, and thus slightly alters the melt-
ing point of the material. This problem was avoided by choosing angles in [38], in which the crystal
fits well in the y−direction (whose length is a mulitple of 256π). Figure 3.18 shows the width versus
chemical potential for 5 different angles, each representing a different kind of grain boundary (5◦

and 13.2◦ are low angle grain boundaries, while 17.8◦, 21.8◦, and 27.8◦ are high angle grain bound-
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Figure 3.15: Grain boundary width, h, as determined by excess concentration (purple squares) and
by excess density (yellow diamonds) vs. chemical potential, µc.

Figure 3.16: Disjoining pressure vs. width as determined by excess concentration (blue squares)
or excess density (red diamonds). Included are exponential fits of the form C1 exp(λ1h): yellow
curve, λ = −0.08575, C1 = −0.001446; green curve, λ = −0.09270, C1 = −0.0009844
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Figure 3.17: Disjoining potential vs. width as determined by excess concentration (blue squares) or
excess density (red diamonds).

aries). As expected from the changing grain boundary energies, different premelting behaviours
were obtained; the small angle, low energy grain boundaries could be overheated because the attrac-
tive grain boundary keeps the grain boundary from opening and acting as a site of nucleation for a
liquid to form, while the large angle, high energy grain boundaries had a logarithmic divergence at
the melting point. 17.8◦ was an intermediate energy grain boundary, which could not be overheated,
yet its width did not diverge at the melting point. As seen in Fig. 3.19. In [17], larger widths were
obtained than in the results of Fig. 3.15. The definition of width that was chosen was Eq. 1.14.

In Figure 3.20, the disjoining pressure versus width curves are shown for each grain boundary. To
capture the attractive behaviour, the double exponential fit of [48] was used [17] . These curves can
then be integrated analytically to give the disjoining pressure, as shown in Fig. 3.21. As expected,
the angles with repulsive disjoining potential curves correspond to those that could not be overheated
in Fig. 3.18, while those with finite width at the melting point have a long range attractive disjoining
potential. The short range disjoining potential is repulsive for all of the angles studied in [17].

3.4.1 Miscellaneous Considerations
An analytic model of premelting was by considering by using Eq. 2.40 and by substituting an average
strain field, < ε2 >, corresponding to the effect of the grain boundary. Although it would be more
accurate to change the strain with temperature, insights into the effects of solute on premelting
behaviour can be obtained simply by analyzing a form with a constant strain field. An effective
phase field free energy, derived from a PFC model [119], which includes solute, order parameter
and mean field strain effects can be directly written down as follows:

F =

∫
d~r

(
3∆B0φ

2 + 3BL2 c
2φ2 + 4tφ3 +

45v

2
φ4 + 6BX0 (∇φ)2

)
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Figure 3.18: Disjoining potential vs. width as determined by excess density for angles 5◦ (black),
13.2◦ (magenta), 17.8◦ (yellow), 21.8◦ (red), and 27.8◦ (blue). The dashed grey line is the melting
point. From [17].

+

(
wc2

2
+
uc4

4
+
K(∇c)2

2
+ 18BX0 < ε2 > φ2

)
(3.15)

This model can be used to study two problems: the asymptotic behaviour of grain boundary pre-
melting and hysteresis of grain boundary widths.

Asymptotic Behaviour of Disjoining Potentials

One problem that can be approached analytically is what kind of disjoining potentials Eq. 3.15
describes and to what extent concentration affects the disjoining potential. To start this study, the
approach of [3] is used. Also, to simplify the algebra, in a liquid layer of width, W , the grain
boundary is considered infinitely sharp; that is, < ε2 >= εδ(x). For the system in equilibrium, the
grand potential, ω = f −µc, must be conserved everywhere, where µ = ∂f/∂c for a constant phase
(like liquid or solid). In analogy with Hamiltonian mechanics, the Hamiltonian is defined as:

H = K|∇c|2 +BX0 |∇φ|2 − ω (3.16)

If there is solid present in the material, then the Hamiltonian is everywhere equal to:

H = −ωs = µscs − fs (3.17)

Near the centre of the liquid layer for a premelted grain boundary, the variables deviate slighlty from
the liquid values (c = cl + δψ and φ = δφ). If there is a very large liquid layer, then to 3rd order the
perturbed Hamiltonian becomes

H = −ωs = −ω = −ωl +K|∇δc|2 + 6BX0 |∇δφ|2 + µl(cl + δψ) (3.18)
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Figure 3.19: Image of a premelted grain boundary. Because there are two boundaries, it is similar
to studying 2 bicrystal systems with regions of width Lx/2. From [17].
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Figure 3.20: Disjoining pressure vs. width for 5◦ (black), 13.2◦ (magenta), 17.8◦ (yellow), 21.8◦

(red), and 27.8◦ (blue). From [17].

Figure 3.21: Disjoining potential vs. width for 5◦ (black), 13.2◦ (magenta), 17.8◦ (yellow), 21.8◦

(red), and 27.8◦ (blue). From [17].
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−
(
3∆B0δφ

2 − 4tδφ3 + 3BLc2l δφ
2
)
−
(

6BLclδcδφ
2 +

w

2
δc2 +

3

2
uc2l δc

2 + uclδc
3

)
where, according to [3], the effective action, S, can be written for an alloy as

S =

∫ ∞
−∞

ω − ωsdx

Normally, the third order terms can be neglected because they are much smaller than the second
order terms, so the initial analysis can be performing with the 2nd order terms only. Taking the
functional derivatives of 3.19, dropping the 3rd order terms, setting the result to zero, and rearranging
the equation results in two uncoupled differential equations:

K
d2δc

dx2
= (w + 3uc2l )δc

12BX0
d2δφ

dx2
= 6(∆B0 +BL2 c

2
l )δφ (3.19)

with the following boundary conditions:

δc(W ) = δc(−W ) = C

δφ(W ) = δφ(−W ) = Φ

dδφ

dx 0+
− dδφ

dx 0−
= 18BX0 ε

(3.20)

where Φ and C are constants.
Because both the fluctuation in amplitude and concentration fields are decoupled in the liquid,

this means that they both have the form C1i exp(λ1ix) + C2i exp(λ2ix), where i is φ or c and
λ1i = −λ2i. Substituting this form in Eq. 3.19 with the third order terms dropped results in:

−(ωs − ωl) = −(w + 3uc2l )C1cC2c − 6(∆B0 +BL2 c
2
l )C1φC2φ (3.21)

Making use of Eqs. 3.20 results in:

−(ωs − ωl) = −(w + 3uc2l )C
2
1c − 6(∆B0 +BL2 c

2
l )C1φ(C1φ − 18BX0 /|λ1φ|ε)

−(ωs − ωl) ≈ −(w + 3uc2l )C
2
1c +

108(∆B0 +BL2 c
2
l )B

X
0 ε

|λ1φ|
C1φ

−(ωs − ωl) ≈ −(w + 3uc2l )C
2 exp(−2|λ1c|W )

+
108(∆B0 +BL2 c

2
l )B

X
0 ε

|λ1φ|
Φ exp(−|λ1φ|W ) (3.22)

From Eq. 3.22, it can be deduced that the asymptotic disjoining potential is determined by either the
c terms or the φ term. In the case that the φ term survives |λ1φ| < 2|λ1c|:

W ∼ ln

(
−(ωs − ωl)

D1

)
(3.23)

where D1 = 108Φ(∆B0 + BL2 c
2
l )B

X
0 ε)/|λ1φ| > 0, which means that solutions only exist when

−(ωs − ωl) > 0 or when the system premelts. The grain boundary is therefore asymptotically
repulsive.

Conversely, when the c term survives, |λ1φ| > 2|λ1c|, and
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W ∼ ln

(
−(ωs − ωl)

D2

)
(3.24)

where D2 = −C2(w + 3uc2l ) < 0, which means that solutions only exist when −(ωs − ωl) < 0
or when the system is overheated. The disjoining potential is therefore asymptotically attractive.
Depending on the parameters that are chosen, an attractive or repulsive grain boundary can be made
with this model. This means that materials with a eutectic phase diagram (lower w) are more likely
to have attractive grain boundaries than those with a spinodal phase diagram (higher w). Because
(∆B0 + BL2 c

2
l )B

X
0 ε) is nearly constant, while D2 changes strongly with c, attractive grain bound-

aries would be expected for c
In the rare case that C2φ = 0, but 3|λφ| < 2|λc|, the analysis of [3] would need to be extended,

as was done in [54] by considering higher order terms because the second order terms cancel. The
third order terms are however still slaved to the results of the second order terms, meaning that
−(ωs −ωl) needs to be compared with 4tδφ3. In fact, this term has the opposite sign of 4tδφ3. The
above consideration is not a concern for the δc field because it is a cosh function due to Eqs 3.19
and 3.20. Although this analysis can be used to determine more complicated long range disjoining
potentials depending on how terms of all orders interact, possibly allowing some insight into a
hysteresis mechanism, hysteresis will be approached with a more brute force method in the next
section.

Hysteresis

In the above mentioned studies, no hysteresis behaviour was observed, although such a mechanism
was observed in the pure model study of [38]. This should also be observable in the PFC binary alloy
model, the presence of a second atomic species could open up other possibilities for a hysteresis.
One way that this can happen can be understood by considering how different phases can be in
equilibrium with each other; in particular, one might look for dual width hysteresis in premelting in
material with multiple stable liquid states [142].

From [3], it should be noted that dual width behaviour is seen over of the widest range of condi-
tions if partitioning is strong. To achieve strong partitioning with Eq 3.15, the following parameters
are used t = 0.6, v = 1, w = 0.008, BL2 = −2.97, BX0 = 1, and u = 4, which results in Fig. 3.22.

To demonstrate this dual width effect, Eqs 2.41 are simulated. In the simulations, ∆B0 = 0.2,
< ε2 >= 0.001 in a region of width 60∆x, ∆x = 1, and ∆t = 0.01. Startring an open or
closed grain boundary, from the simulation is held at ψs = −0.91. This results in either an open
or a closed boundary, as shown in Fig. 3.23. The hysteresis occurs because there are two liquid
states (with different concentrations), which can coexist with the solid. This demonstrates that in
addition to structural effects allowing for a hysteresis in grain boundary properties, materials with
exotic phase diagrams can also exhibit a hysteresis behaviour due to various phase- and metastable
phase-coexistence.
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Figure 3.22: ∆B0 v.s c phase diagram of model being used for hysteresis. There are two solid
phases α, β and a liquid phase, l
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Figure 3.23: Illustration of hysteresis in φ (red curves) and c (green curves) using the material with
phase diagram in Fig. 3.22 at ∆B0 = 0.2 and cl = − − 0.91. Initial condition (left frames) and
equilibriated state (right frames) for small (closed) grain boundary (top frames) and large (open)
grain boundary (bottom frames).
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Chapter 4

Clustering in Alloys

4.1 Introduction
As indicated in section 1.3, the PFC formalsim is an appropriate formalism for studying the for-
mation and behaviour of clusters in alloys because of the time and length scales involves. Because
of larger flexibility in defining crystal structures, the XPFC formalism (section 2.4) of [113] (Eq.
2.28) and [118] (Eq. 2.29) was used. Although PFC models are believed to only capture vacancies
in a mean-field way—that is, their behaviour is averaged out in the time scales at which the PFC
method operates; see Ref. [1]—, they capture the physics of dislocations very well, so this problem
is studied in the presence of dislocations and dislocation loops [112]. The results in this section can
be found in Refs. [14] and [18].

4.2 Theoretical model for clustering
Because of the transport of different atomic species, the relevant thermodynamic potential is the
grand potential, Ω, (usually referred to as G in the work of [14] and [18]) . There are various
contributions to the grand potential of a cluster. The simulations are done in 2D and it will be
assumed that the cluster shape is a circle of radius R. The most obvious contribution is the grand
potential density difference from the cluster to the matrix, ∆ω = ω2 − ω1, where ω2 is the grand
potential density of the cluster phase, while ω1 is the grand potential density of the matrix phase (also
referred to as parent or intial phase). Assuming that cluster formation is like a nucleation process,
there is a surface energy between the cluster and the matrix, γ. There are also elastic contributions,
which are divided into 2 parts; one part is that for coherent nucleation of two crystalline phases with
mismatched lattice constant described in section 1.3.2, of which the free energy density is ∆ωe, and
the other part is the decrease of the elastic energy of the dislocations due to the growth of the cluster,
∆Ωd. Also, there is the dislocation core energy, ∆Ωc. Summing these terms together gives:

W = πR2∆(ω + ωe) + 2πRγ + ∆Ωd + ∆Ωc (4.1)

To determine γ, only the concentration gradient is considered. This means that the dislocations
in the interface are ignored, which is a good approximation because they make up only a small
portion of the semi-coherent interface and their contribution to the energetics of the problem is
considered in Ωd and Ωc. As well, the concentration in the cluster at small sizes cannot be considered
uniform [69], so simply integrating the concentration from the matrix concentration, cm to the cluster
concentration, ccl, as done in [143] is wrong. Instead, this is approximated by a correction factor of
Ccorr = 1.3(ccl − cm)/(cf − cm), where cf is the maximum concentration of the cluster and ccl
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changes as the cluster grows in size. As as result, the surface tension is approximated as:

γ = Ccorr

∫ ∞
−∞

α

2
|∇c|2du = Ccorr

∫ cel

cb

√
α(f − fb)dc (4.2)

where u is the a length variable normalized by the interface thickness and α is described in Eq.
2.28. For the ternary model, the only difference is that two fields varying simultaneously which was
covered in [143] and is given by the following equation:

γ = Ccorr

∫ cel2

cb2

√
α(f − f b)

√
1 +

α3

α2

(
dc3
dc2

)2

dc2 (4.3)

where the concentration in Ccorr refers to the concentration of the dominant alloying element.
The elastic energy contribution to grand potential due to coherent growth of the new phase is

given by Eq. 1.28. The lattice constants are defined in section 4.2.1, while δ = (a2 − a1)(c2 − cb2)
for a binary system, where ai is the elastic constant of the pure material of the ith component, while
b refers to a bulk phase. In a ternary system, δ = (a2 − a1)(c2 − cb2) + (a3 − a1)(c3 − cb3).

The growth of the cluster decreases the strain field the strain field around the dislocations facili-
tating cluster formation. It is assumed that the precipitate acts like an extended Cottrell atmosphere
around the dislocations of the semi-coherent cluster. The magnitude of the elastic energy decrease
is assumed to be that expected from the elimination of a dislocation with a Cottrell atmosphere (cf.
Eq. 1.16):

−η2
mχEA ln(R) (4.4)

where χ = (∂
2f
∂c2 )−1 (from Eq. 1.18), ηm = 1

a
∂a
∂c is the linear expansion coefficient with respect to

concentration (a is the lattice constant), E is the Young’s modulus, and

A =
GAΣb2i

4π(1− ν)
× Ccorr

1.3
(4.5)

It should be noted that the various dislocations contributing to the strain field have been subsumed
into one effective strain field, Σb2i . Because an equation of the form of Eq. 4.4 has a logarithmic
dependence, it is only important at small R because the other terms have R and R2 dependences.
For a ternary alloy, the only change to Eq. 4.4 is that Eq. 1.23 is used; that is

η2
mχ =

η2η2
∂2f
∂c21

+ η1η1
∂2f
∂c22

+ 2η1η2
∂2f

∂c1∂c2

∂2f
∂c21

∂2f
∂c22
−
(

∂2f
∂c1∂c2

)2 (4.6)

Finally, the contribution of the core energy to the free energy is

ζA (4.7)

where A is defined by 4.5 and ζ ≈ 10 is a prefactor [14, 18], which can be estimated from the
average spacing between dislocations (approximately R) and core size, r0, via Eq. 1.16 (see [66],
which gives a smaller estimate for ζ).

4.2.1 Approximation of Elastic Coefficients
Unlike a triangular lattice, the elastic constants in a square lattice are anisotropic. However, given
that the model is being used to only approximate the mechanism of cluster formation that occurs,
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an isotropic approximation to the elastic constants will be used. Therefore the elastic constants are
averaged over all rotations of the system to give effective isotropic elastic constants. Similar to
deriving Eq. 2.40 from Eq. 2.38, in one particular basis, the free energy contribution due to the
gradient terms is:

fgrad ≈ −
1

4

∑
i,j

A†i,j
(
∂2Ĉ(k)

∂(k2)2

)
k=ki,j

(−4~ki,j · ∇)Ai,j

 (4.8)

where Ai,j = φ exp(I~ki,j · ~u)
After expanding as in section 2.5 and averaging the resulting elastic constants over all angles

gives the following expression:

felast ≈

φ2
1,0

(
k2 ∂

2Ĉ(k)

∂(k2)2

)
k=k1,0

+ φ2
1,1

(
k2 ∂

2Ĉ(k)

∂(k2)2

)
k=k1,1


× (−3(ε2xx + ε2yy)− 2(εxxεyy)− 4(ε2xy))/2

= C11(ε2xx + ε2yy)/2 + C12(εxxεyy) + 2C44(ε2xy) (4.9)

From Eq. 4.9, C11, C22, C12, and C44 can be used to define the other elastic constants. In 2D,
C11 = 8/9E, G = C44, ν = 1 − 2G/E = 1/3. From this it can be deduced that the 2D bulk
modulus is

K =
E

2(1− ν)
(4.10)

4.3 Comparison of Theory with Simulations
In this section, the model of a proposed mechanism in section 4.2 is compared to simulations done
in [14] and [18]. First, the basic physical mechanisms are illustrated by analysing the binary model,
then comparisons with a ternary material are done to elucidate the effect of an additional alloying
species. The simulations in [14] and [18] were done with the parameters in the Table 4.1, with the
binary material having the phase diagram in Fig. 2.4. The amount of third element alloying is small
in the ternary simulations; the equilibrium phases expected change little [18]. It should be noted that
the model only simulates the pure Al phase to the precipitate phases, which are considered the other
pure material.

4.3.1 Binary alloy simulations
In Fig. 4.1 a)-c), formation of a cluster from a random distribution of dislocations with dislocation
density of 1 dislocation per 100 atoms on a 2048x2048 grid is shown. The clusters start around
dislocations as Cottrell atmospheres, as suggested by the local minimum in Eq. 1.29 (see [6]). As
the dislocations move, they carry solute with them. When multiple dislocations assemble in a stable
configuration near each other, the region with enriched solute becomes larger and the average solute
density of that region is larger. If the dislocations around the cluster annhilate with other dislocations,
then the solute field disperses, eliminating the cluster. This is as would be expected from sub-critical
nucleus, which is only stabilized by the presence of a defect. Eventually, if enough defects gather
together without annhiliating each other, the amount of solute and area of excess solute increases,
leaving a relatively large cluster as seen in [14].

The energetics of the Fig. 4.1 e), the grand potential of a box in a which a cluster grows is shown
against the size of the cluster. From the perspective of energetics, the process looks very much like
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Table 4.1: Table of Variables and Parameters for Clustering XPFC Simulations
Parameters Binary XPFC in [14] Binary XPFC in [18] Ternary XPFC in

[18]
Simulation Dimen-
sions Nx ×Ny

2048x2048 4096x4096 4096x4096

Grid Spacing and
time increment ∆x,
∆t

0.125, 1.0 0.125, 10 0.125, 10

mean concentrations
ci, i = 2, 3

0.2 , N/A 0.2 , N/A 0.2 , 0.025

mean density n0 0 0 0
final tempature σ 0.04 0.04 0.04
η, χ 1.3, 1 1.3, 1 1.3, 1
λ 0.035 0.035 0.035
ω, c0i 0.005, 0.5 0.005, 0.5 0.005, 0.3333
G10,i, i = 1, 2, 3 0.5/0.82, 0.5/0.82,

N/A
0.5/0.82, 0.5/0.82,
N/A

0.5/0.82, 0.5/0.82,
0.5/0.82

G11,i, i = 1, 2, 3 .5/2.42/
√

2,
.5/2.42/

√
2, N/A

0.5/0.82/
√

2,
0.5/0.82/

√
2, N/A

0.5/0.82/
√

2,
0.5/0.82/

√
2,

0.5/0.82/
√

2
D10,i, i = 1, 2, 3 1/0.552/k2

10,i 1/0.552/k2
10,i 1/0.552/k2

10,i

D11,i, i = 1, 2, 3 1/0.552/k2
11,i 1/0.552/k2

11,i 1/0.552/k2
11,i

k10,i, i = 1, 2, 3 2π, 81/38π, N/A 2π, 2.0832π, N/A 2π, 2.0832π,
1.8988π

k11,i, i = 1, 2, 3
√

2k10,i

√
2k10,i

√
2k10,i

αii, i = 2, 3 1, N/A 1, N/A 1, 1
Mc,i, i = 2, 3 1, N/A 1, N/A 1, 1

nucleation, despite the lack of thermal noise in the simulations. Fig. 4.1 e) only considers a local
grand potential increase in a volume containing the final cluster[14]; as is consistent of dissipative
dynamics without noise, the total system grand potential is in fact always decreasing. The local
increase is mostly related to the dislocation cores having a very high energy and this is only locally
decreased once a large enough cluster forms.

Qualitatively, Fig.4.1 e) corresponds well to Fig. 4.1 d), which is an illustration of how the model
captures the energetics of clustering. The local minima for each line in Fig. 4.1 d) correspond to
the effective Cottrell atmosphere of a set of clusters with effective square Burgers vector

∑
b2i . As

in [6], once the strength of the logarithmic term becomes large enough, there is no barrier to the
formation of the precipitate. The grand potential decrease stops in the simulation systems because
of the finite size of the system; the system has reached a metastable equilibrium between the cluster
and the matrix (see section 4.4).

4.3.2 Effects in Ternary alloys
In [18], differences in cluster formation relating to material composition are elucidated. In Fig.
4.7, the differences in the physical features of the clusters formed between a binary Al-1.1at%Cu
alloy and a 3-component Al-1.1at%Cu-0.2at%Mg alloy are very apparent. With the presence of the
ternary alloying element, Mg, more and finer clusters form in a comparable simulation than in the
binary case. The size and frequency of clusters is given in the histogram in Fig. 4.7.

Some light is shed on these differences by comparing with Eq. 4.2. In Fig. 4.4, the thermo-
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Figure 4.1: Snapshots of cluster formation for a binary Al-1.1Cu alloy (top frames). The bottom
frames include the local free energy density of the cluster as given by the theoretical model with
λ = 0 (left, d) and simulations (right, e). In the simulations ccl changes from 0.65 to 0.8 and cmat
from 0.2 to 0.176, From [14]
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Figure 4.2: Snapshots of cluster formation for a binary Al-1.1Cu alloy (top frames), Al-1.1Cu-
0.2Mg alloy) (bottom frames) over time. In the left most frames, are the initial states of the system.
In the right most frame are essentially the final states of the (finite size) system. The clusters are
fewer but larger the binary material than in the ternary alloy. From [18]

dynamics of cluster formation is illustrated. In the left most image Fig. 4.4 a), no dislocations are
assumed to be present. The nucleation barrier is very large. Without noise, a new phase will not
form and even with noise, it might take a long time, though less so for the ternary alloy with the
smaller nucleation barrier and critical radius. In Fig. 4.4 b), the effect of dislocations is included and
2 things can be observed: the nucleation barrier is lower with dislocations than without (though this
does not correspond to the true height of the barrier as shown in Fig. 4.1, but it is a good approxima-
tion) and the barrier for the ternary is lower than the binary. Finally, the simulations show that the
clusters in the ternary simulations have a much lower peak grand potential density in a finite-sized
region around the cluster, which suggests that they should form more readily as is observed.

4.4 Discussion
This problem of cluster formation and the final state of the clusters can be seen from an alternate
point of view, namely that of phase coexistence. As noted earlier and deduceable from the stress
fields in Eq. 1.20, there is a strain field around a dislocation, which attracts solute particles. As
observed, many dislocations may be attracted by the solute and orient themselves to increase the
amount of solute, thereby increasing the strain of the solute enriched region relative to the matrix
lattice constant. To demonstrate how this might give rise to coexistence of a metastable species
under strain with the unstrained matrix, an amplitude expansion of the free energy Eq. 2.22, noting
the changes implied by Eq. 4.8, was studied in [14]. The average strain field relative to that of
the matrix from the simulations for various points in time around a growing cluster was computed.
Substituting Uxx = Uyy = ε into Eq. 2.22 gives the free energy curves shown in Fig. 4.5. At low
average ε, a common tangent between a phase with slightly higher concentration than the matrix
can be drawn; this corresponds to the early stage clusters. However, at larger ε, Fig. 4.5 shows
that a common tangent with the matrix phase can only be drawn with a phase with much larger
concentration. This corresponds to the larger clusters, which can eventually grown into precipitates.

Similiarly, the Cottrell atmospheres in ternary alloys can also be considered phases in coexis-
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Figure 4.3: Histogram of Number of clusters of a particular size for 4096x4096 simulations of
Al-1.1Cu and Al-1.1Cu-0.2Mg. From [18].

Figure 4.4: Energetics of cluster formation in ternary alloys. Eq. 4.2 with Ωd = Ωc = 0 and
λ = 0.02 (left frame). Eq. 4.2 with λ = 0.02 (centre frame). Work of formation in region around
cluster in simuation (right frame). Black curves are of Al-1.1Cu, while blue curves are of Al-1.1Cu-
0.2Mg. From [18].
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Figure 4.5: Free energy versus concentration when the average strain of the system changes. Com-
mon tangent constructions between the unstrained phase ε = 0 and slightly strained ε = 0.0016 and
very strained phases ε = 0.014. Note that λ = 0 for all curves. From [14].
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Figure 4.6: Free energy of unstrained (blue surface) and slightly strained (red surface) versus com-
position, cMg and cCu. A green common plane is drain between the phases indicating the composi-
tion of the strained (part of the Cottrell atmosphere) and unstrained (matrix) phases. Parameters are
the same as in simulations except λ = 0.02. Adapted from [18].

tence with the matrix phase in a ternary alloy. Fig. 4.6 show the common plane construction between
the free energy of the matrix phase and strained phase.

An effect on cluster composition related to stress is also observed in ternary alloys, which is
shown in Fig. 4.7. Unlike in binary alloys, the stress field does not need be as large to allow the
precipitate to form because the presence of Mg changes the sign of the lattice constant in the opposite
direction of Cu. This makes the precipitate have a closer lattice constant to that matrix phase, so
that stress inhibits the formation of the cluster less. Once the cluster grows large enough, the Mg is
expelled from the Cu-rich phase because its lattice constant is very different from that of the Cu-rich
phase.

Although all of these effects were studied in 2D, they can be expected to be qualitatively correct
in 3D. This work was continued in [64], in which a more direct comparison between simulations and
experiments for a binary alloy could be made. The model and experiments show many of the same
features, such as the presence of dislocations around the clusters to help stabilize them and similar
concentration profiles between the matrix and clusters, which are also present in 2D. The biggest
difference observed between the 2D and 3D simulations was the anistropic growth of clusters along
the close-packed planes in 3D, which is also seen in TEM analysis of the samples.
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Figure 4.7: Average Concentration of Cu and Mg in cluster as cluster radius, R, changes. Adapted
from [18].
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Chapter 5

Explosive Crystallization

5.1 Introduction
Past work, such as the one on Ref. [11], showed that reaction-diffusion-type approaches are use-
ful to understand the origin of undulations found in explosive crystallization. These approaches
however, oversimplify the fundamentals of the reaction kinetics, ignore interface effects and have
no connections to the local crystalline ordering and elasto-plastic effects. The connection of PFC
models to more fundamental theories was noted in section 2.5, which implies that the PFC model
has parameters which can in principle be directly linked to atomistic properties. However, the PFC
model can also be used to generate coarse-grained theories from which emerge phase field models
and, ultimately, reaction diffusion models. As such, an appropriate PFC model can be considered
a generator of various phenomenologies on multiple scales, carrying into each scale the salient fea-
tures of interfaces, grain boundaries and elasticity, features traditionally put (or parameterized) in
”by hand” into phenomenological models on higher scales. In this chapter, the PFC formalism is
used to derive phase field model of explosive crystallization that naturally contains the effects of
elasticity and solute diffusion.

5.2 PFC-based model of Explosive Crystallization and Physical
Setup

A typical solidification phase transition is taken as the starting point to considering explosive crystal-
lization; that is, the model distinguishes between a stable (solid) state and a metastable (disordered)
state. For this purpose, the PFC free energy similar to that found in section 2.3 is sufficient. In
this approach, it is assumed that there is a sufficiently large liquid layer between the crystalline and
amorphous states and that the liquid state properties do not differ substantially from those of the
amorphous material. In this sense, the results of this chapter are directly applicable to the study of
explosive liquid phase crystallization (ELPC).

Free energy density

The PFC free energy is adapted in two ways to study the problem of explosive crystallization: the
coefficients of the density dependent terms are chosen such that the coarse-grained free energy wells
of the phases mimic a typical 4th-order PF free energy and the concentration dependent terms of
Eq. 2.20 are changed such that the model is appropriate for studying a dilute binary alloy, examples
of which can be found in Refs. [19, 3]. It should be noted that bulk free energy density depends on
the resultant crystal structures, which depend on the dimension of the system; the coefficients are
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chosen such that the energetics of the transition between the 2D hexagonal state and the uniform
liquid state correspond to the energetics of a typical 2-state PF free energy. These considerations
result in the following free energy density for the transforming system,

f =
BL

2
n2− t

3
n3+

v

4
n4+

BX

2
n(2(1+2ηc)∇2+(1+4ηc)∇4)n+

RT

vM
(c ln c−c)+

Kc

2
|∇c|2 (5.1)

where the parameters of the original PFC model are here re-defined as,

BL = (h+ 3∆εc+ 3L(T − TM )/TM )φ2
0/3 +BX

t = (h+ ∆εc+ L(T − TM )/TM )φ0/2

v = 2h/45

BX = Kφ2
0/12 (5.2)

where η is the size mismatch between the two atomic species, Kc is the gradient squared coefficient
of the concentration term, and φ0 is the equilibrium amplitude of the oscillation in the solid phase,
which is exactly the value of the amplitude realized when η = 0. From the phase field model of
Ref. [3], TM is the melting point of the pure material, T is the temperature field in the material, L is
latent heat of fusion in the pure material, ∆ε is the energy change with concentration between solid
and liquid, h is the nucleation barrier, R/vM is the gas constant divided by the molar volume of the
material, and K is the coefficient of the φ- gradient squared term.

By comparing Eq. 5.1 to Eq. 2.20 and recalling that Eq. 2.40 was derived from Eq. 2.20, one
arrives at an amplitude free energy under conditions described in this section,

f = 3BLφ2 − 4tφ3 + 45vn4/2 + 6BX |∇φ|2 +
RT

vM
(c ln c− c)

+ 3BX
(

3

2
(U2

xx + U2
yy) + UxxUyy + 2U2

xy

)
+ 12BXηc

(
−φ∇2φ+ (Uxx + Uyy)φ2

)
(5.3)

where Uij are the various strain components. The ampltiude field, φ, can be replaced by the nor-
malized amplitude field, A = φ/φ0. A phase diagram for this free energy when η = 0 is given in
Fig. 5.1. Although Eq. 5.3 is appropriate for studying the liquid to hexagonal phase transition in
2D, analogous changes to the PFC free energy can also be done to capture a transistion between a
uniform liquid state and the 3D BCC crystal structure. It is also noteworthy that these changes to the
original model of Ref. 2.20 gives rise to a much more realistic equilibrium phase digram of a binary
alloy.

Dynamics

Driving forces for the dynamics of the A and c fields are determined by using functional derivatives
of the free energy in Eq. 5.3, as was done in section 2.5. The dynanics of A and c fields follow
non-conserved and conserved fields, respectively:

∂A

∂t
= −M1(T ) δFPF

δA

∂c

∂t
= ∇

[
Mc(T, φ)c · ∇

(
δFPF

δc

)]
(5.4)

where FPF is Eq.5.3 integrated over the system volume, M1(T ) is the mobility of the phase field
and Mc(T, φ)c = M̂c(T, φ) = Mc0(1− tanh(ξφ)) is the mobility of the concentration field, where
ξ and Mc0 are parameters to fit the mobility through the interface. Analogously to Provatas et al.
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Figure 5.1: Phase diagram for Eq. 5.3 with TM = 1.8, φ0 = 1/20, η = 0, K = 2000, R/v = 1/25,
∆ε = 10, h = 10, L = 3, where α is the solid phase and L is the liquid phase.

[11], the temperature field follows

∂T

∂t
= MT

∂2T

∂x2
− Γ(T − T0) + q

∂A

∂t
(5.5)

where T0 is the substrate temperature, on which rests the thin amorphous film undergoing explosive
crystallization. The parameter MT is the thermal diffusion coefficient. As with Eq. 1.31, the
first term relates to heat diffusion, the second heat losses through the substrate by Newton’s law
of cooling, likely through conduction (diffusion) though other means are possible, and the third
the latent heat generated via phase transformation. It should be noted that this expression neglects
the energy of mixing; heat released within a phase due to composition is assumed to be much
smaller than the latent heat. Although the change in latent heat due to concentration changes, can be
significant, in this phenomenon, concentration does not change much, and as such latent heat can be
rescaled to its value for the initial concentration.

Finally, to relax the strain fields, the boundary conditions need to be considered appropriately.
In the model used, this is a 2D problem, though it should be noted that even in 3D the elasticity
problem can be considered as a 2D problem; the z-direction is eliminated from consideration be-
cause the plane stress approximation is valid due to the film being much thinner in the z direction
(∼< O(µm)) than in the y and x directions (∼ O(mm)) [7, 70]. Also note, that this being a one
dimensional problem, none of the fields being considered have a y-dependence. To derive a relation
which is consistent in the y-direction, the thin film is assumed to be held in place by insulating walls
whose positions do not change much with temperature. Therefore Uyy = 0 and if σyy = 0, then
Uyy = ∂v

∂y ⇒ v(x, y), meaning that Uxy(x, y) or Uxx(x, y), where the y-dependence is incompati-
ble with our rest of the equations. Also, the stress, σxx, is taken to be far from the reactng system.
Therefore, the force balance in Eq. 2.42 is written as:

∂

∂x
σxx +

∂

∂y
σxy = 0

∂

∂x

(
9BXφ2Uxx + 2BXφ2Uyy + 3BXφ2c2

)
+

∂

∂y

(
12BXφ2Uxy

)
= 0

∂

∂x

(
6BXφ2Uxx + 12BXφ2c2

)
= 0 (5.6)
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and

∂

∂y
σyy +

∂

∂x
σyx = 0

∂

∂y

(
9BXphi2Uyy + 3BXphi2Uxx + 12BXphi2c2

)
+

∂

∂x

(
12BXphi2Uxy

)
= 0

∂

∂x

(
12BXphi2Uxy

)
= 0

In the second equation, the shear strain is 0, so a simple identity relation is obeyed.

5.2.1 Thermodynamic consistency
For the case that η = 0, Eq. 5.3 is known to be thermodynamically consistent and this form is
commonly used in phase field-type models because of this (cf., Refs. [19, 3]). This can easily be
checked by applying the following relation to Eq. 5.3:

E = F + TS = F + T

(
∂F

∂T

)
V,N

(5.7)

where E is the energy of the system, F is the Helmholtz free energy of the system, T is the temper-
ature, and S is the entropy of the system, which gives EL − Eα = LVtot for a pure material and
EL −Eα = (L+ ∆εcs)Vtot for an alloy, where cs is the solid concentration and Vtot is the volume
of the system. Therefore q should vary as the system concentration changes, though as noted above,
change in energy due to mixing in the liquid are ignored. Assuming no change in heat capacity of
the material, assuming A ≈ 1, and approximating the change in atomic spacing via the η-dependent
terms, the following expression for q in obtained,

q = q(cs = 0)
L−∆εcs +Kη2c2s

L
(5.8)

where the q(c = 0) is the normalized latent heat of the pure material. The assumption that A = 1
gives a good estimate for the latent heat in the case of complete trapping because the change in Eq.
5.8, δq/q(c = 0), for A = 1 + δA is small, i.e.,

δq

q(cs = 0)
≈ 2Kη2c2sδA

L
(5.9)

As a conservative estimate, δA ∼ 0.05, η ∼ 0.2, cs ∼ 0.1 is considered. If L = 3, this change is
about 2% in the total latent heat released. In fact, in the simulations done, this change was much
smaller and so this effect can be ignored.

5.3 Sharp Interface Limit of Diffuse Interface
As shown in Ref. [11], a chemical reaction-diffusion model of explosive crystallization can be linked
to a sharp interface model of the process. This section demonstrated the inherent properties of our
new phase field model by deriving its lowest order sharp interface limit using a projection operator
approach [144]. The problem is considered in 1D, where x is the coordinate perpendicular to the
interface. First, Eqs. 5.4 and 5.5 are translated to a co-moving frame of reference, where x = 0
corresponds to A = 1/2 (though a convenient Gibbs interface can be used as in Ref. [144]) and V
corresponds to the velocity of the interface. Converting the coordinates from the laboratory frame
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to the comoving frame the time derivatives from the lab frame map to:

∂

∂t
→ ∂

∂t
− V ∂

∂x
(5.10)

By applying Eq. 5.10 to the equations of motion, they become:

∂A

∂t
− V ∂A

∂x
= −M1(T )

∂fb
∂A

+M1(T )K
∂2A

∂x2

∂c

∂t
− V ∂c

∂x
=

∂

∂x

(
Mc(T,A)c

∂µ

∂x

)
∂T

∂t
− V ∂T

∂x
= k

∂2T

∂x2
− Γ(T − T0) + q

∂A

∂t
− V q∂A

∂x
(5.11)

where µ = δFPF

δc . It should be noted that Eq. 5.6 stays the same because it contains no time
dependence.

5.3.1 Flux Boundary Conditions for Concentration in Sharp Interface Limit
The concentration equation in Eq. 5.11 is integrated from x = −W/2 to W/2. Considering only the
steady state, in a comoving frame, ∂

∂t = 0, the concentration equation becomes,∫ W/2

−W/2

∂c

∂t
− V ∂c

∂x
dx =

∫ W/2

−W/2

∂

∂x

(
Mc(T,A)c

∂µ

∂x

)
dx

(0− V c)W/2−W/2 =

((
Mc(T,A)c

∂µ

∂x

))W/2
−W/2

−V (c(W/2)− c(−W/2)) =

(
Mc(T,A)c

∂µ

∂x

)
W/2

−
(
Mc(T,A)c

∂µ

∂x

)
−W/2

(5.12)

Taking the limit as W goes to 0, gives the boundary condition for the concentration field at the
transition between solid and liquid phases:

−V (c(0+)− c(0−)) =

(
Mc(T,A)c

∂µ

∂x

)
0+

−
(
Mc(T,A)c

∂µ

∂x

)
0−

(5.13)

5.3.2 Flux Boundary Conditions for Temperature in Sharp Interface Limit
The temperature field is manipulated similarly to the concentration field, however, it should be noted
that the temperature field is continuous across the interface. This gives,∫ W/2

−W/2

∂T

∂t
− V ∂T

∂x
dx =

∫ W/2

−W/2
MT

∂2T

∂x2
− Γ(T − T0) + q

∂A

∂t
− V q∂A

∂x
dx

(0− V T )
W/2
−W/2 =

(
MT

(
∂T

∂x

)
− Γ(T − T0)− V qA

)W/2
−W/2

0 = MT

(
∂T

∂x

)
W/2

−MT

(
∂T

∂x

)
−W/2

− (V qA)W/2 + (V qA)−W/2

(5.14)
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Taking the limit as W goes to 0 and noting that in the sharp interface limit ∂A∂x = −δ(x) ∗, gives the
boundary condition for the concentration field at the transition between solid and liquid phases:

0 = MT

(
∂T

∂x

)
W/2

−MT

(
∂T

∂x

)
−W/2

+ V q (5.15)

5.3.3 Relating Phase Field to Interface Temperature in the Sharp Interface
Limit

The last step is to relate V to the temperature at the interface. Considering the steady state, the
amplitude (phase field) equation is multiplied by ∂A

∂x and then integrated from ±∞. the integral is
broken up into 3 different domains:∫ ∞

−∞

∂A

∂t

∂A

∂x
− V

(
∂A

∂x

)2

dx =

∫ ∞
−∞
−M1(T )

∂fb
∂A

∂A

∂x
+M1(T )K

∂2A

∂x2

∂A

∂x
dx∫ ∞

−∞
−V

(
∂A

∂x

)2

dx =

∫ ∞
−∞
−M1(T )

∂fb
∂A

∂A

∂x
+M1(T )K

1

2

∂

∂x

(
∂A

∂x

)2

dx

V × C =

∫ ∞
pW/2

−M1(T )
∂fb
∂φ

∂φ

∂x
+M1(T )K1

1

2

∂

∂x

(
∂φ

∂x

)2

dx

+

∫ pW/2

−pW/2
−M1(T )

∂fb
∂φ

∂φ

∂x
+M1(T )K1

1

2

∂

∂x

(
∂φ

∂x

)2

dx

+

∫ −pW/2
−∞

−M1(T )
∂fb
∂φ

∂φ

∂x
+M1(T )K1

1

2

∂

∂x

(
∂φ

∂x

)2

dx

(5.16)

where C =
∫ (

∂A
∂x

)2
dx. Normally, the phase field equation cannot be easily manipulated with

the projection method because fb is a function of c, A, T , and Uij . It should be noted that the
temperature can be relatively constant in the interface because temperature diffusion is very fast;
that is, in limits where the interface is small compared to the capillary length, M(T ) ≈ M(Tb),
where Tb is the interface temperature, for −pW < x < pW , where p is a large number so that the
entire interface is at approximately constant temperature. As well, nearly complete solute trapping
of c is observed for very fast moving interfaces [116], so in this limit, c can be approximated as
relatively constant. If c is constant, so are the Uij . These approximations allow one to write the
terms

∫∞
pW/2

g(A, ∂xA, ∂
2
xA)dx = 0 and

∫ pW/2
−∞ g(A, ∂xA, ∂

2
xA)dx = 0, where g is any well-

behaved function. Therefore, Eq. 5.16 can be simplified to,

−V × C =

∫ pW/2

−pW/2

(
−M1(Tb)

∂fb
∂A

∂A

∂x
+M1(Tb)K1

1

2

∂

∂x

(
∂A

∂x

)2
)
dx

V × C = M1(Tb)

∫ pW/2

−pW/2

(
∂fb
∂x
−K1

1

2

∂

∂x

(
∂A

∂x

)2
)
dx

V × C = M1(Tb)

(
f − ∂A

∂x

)pW/2
−pW/2

V =
M1(Tb)

C
(fl − fs) (5.17)

∗This tacitly assumes that the order parameter is well approximated by particular class of functions, analogous to, say,
A ∼ tanh(x/W ). This is nearly always a valid approximation for fourth order Ginzburg-Landau type functionals.
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In the case that concentration varies, a Gibbs surface could be picked so that the contributions of the
excess chemical potential, µ, and excess concentration c, on one side of the interface (approximately)
cancel out the other (cf. Ref. [144]), changing fl − fs in Eq. 5.17 to ωl − ωs, where ω = f − µc.
Also, in some situations, if the peak in the mobility function is sharp enough, Laplace’s method may
be used to evaluate Eq. 5.16 when T varies [145].

Despite the approximations made to derive Eqs. (5.13,5.15,5.17), this procedure makes manifest
the inherent connection between this PFC model and the original sharp interface model of [10].
However, since all the parameters on the left hand side of Eq. 5.2 are relatable to the two-point
correlation function of a liquid or amorphous phase, these parameters can in principle now be made
directly quantitative with some minor effort. Finally, note that the factor fl−fs appearing in Eq. 5.17
is a fundamental generalization of the double Arrhenius form in the phenomenological expression in
square brackets in Eq. 1.30, used in previous studies assumed from stochastic growth by attachment
of atoms to an interface by overcoming an energy barrier (e.g., solid phase epitaxy of Si in [77]).

5.3.4 Application to Vegard’s Law in PFC Amplitude equations
With the starting point of Eq. 5.17, the effect of mismatch on the stability of an explosively crystal-
lizing front can be worked out. From Eq. 5.3, fs and fl can be determined. To determine the effect
of η on C, it should be noted that C ∼ 1

W0
[146], where W 2

0 is the gradient prefactor of the phase
field equation. From Eq.5.3, the following approximation for W 2

0 can be used:

C

C(η = 0)
≈ 1

1 + 2ηc
(5.18)

The ratio, V/V (η = 0) is considered by using Eq. 5.17, Eq. 5.18, Eq. 5.3, and an Arrhenius
dependence forM1. These expressions will be used below to track the relative stability of the steady
state solutions at a given temperature using the stability quantities, α and β defined in Eqs. 1.37 and
1.38. Specifically, a numerical analysis will reveal that the solutions with mismatch are less stable
(larger α not compensated enough by a larger β) at a given substrate temperature T0.

5.4 Simulations
Simulations of Eqs. 5.4 and 5.5 are done in 1D, and can thus be solved efficiently enough with
simple Euler time-stepping. Odd spatial derivaties are done with simple forward differencing, while
even ones are done with a second order central difference scheme. For determining ∂φ

∂t , a simple
backward-difference scheme is used. Because the strain fields equilibriate quickly compared with
the motion of the other fields, only one iteration of a Gauss-Seidel algorithm was used per timestep
for Eq. 5.6. The main simulations involved following the solid-liquid reaction front started from a
solid seed in large 1D systems for a wide variety of substrate temperatures. The parameters used in
all simulation are given in Table 5.1, unless otherwise stated. A snapshot showing all 4 fields for
one time step of a simulation for both η = 0 and η = 0.1 is shown in Fig. 5.2.

For a few oscillatory runs (T0 = 0.31575, 0.316, 0.317), the maximum temperature field with
time and concentration field in space are shown. Figs. 5.3-5.5 only displays results from simulations
with η = 0 since the oscillations in concentration are small on the scale of the graph. Although the
oscillations in concentration are small in absolute terms, they are still of on the order that is very
important for altering electrical or optical properties of a semiconductor films.

As the substrate temperature To changes, the extrema of the peak temperatures realized in the
simulations undergo a bifurcations sequence. This was shown by Ref. [11] to map onto the Feigen-
baum sequence produced by nonlinear mappings with a quadratic maximum. The PFC-derived
formalism we introduce in this work allows one to capture, for the first time, the change in bifur-
cations arising from elastic mismatch. This is demonstrated in the bifurcation diagram shown in
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Figure 5.2: T , εxx, c, φ versus position, x, for η = 0 and T0 = 0.31575 ((top frame)) and η = 0.1
and T0 = 0.311 bottom frame at time step t = 5000000. x-axis is in units of ∆x(= 4.0). Inset
shows close up of c (top frame) and εxx (bottom frame).
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Table 5.1: Table of Variables and Parameters for Explosive Crystallization PF Simulations
Parameters Values
Simulation Dimensions Nx 10000
Grid Spacing and time increment ∆x, ∆t 4.0, 0.00016
mean concentration c 0.05
TM , L, h, K 1.8,3,10,2000
R/v, ∆ε, Kc 0.025, 10, 0
MT , Γ, q 2000, 0.02, 1
mismatch η 0, 0.1
T0 ∼ 0.311− 0.330
M10, ξ, Mc0 0.165, 5, 1

Figure 5.3: Concentration, c, change x resulting from maximum temperature, TM , oscillation with
time, t(bottom frame) for T0 = 0.317. Inset - maximum temperature field, Tm as time progresses.

Fig. 5.6. It is noteworthy that even small changes in film temperature can significantly shift the
propagating from temperature and, as shown below, concentration and velocity.

Controlling the wavelength of the oscillations is important because of applications to material
processing and device manufacturing. The possible oscillation wavelengths for this set of parameters
are shown in Table 5.2. The changes in wavelength are modest (∼ 20%) for a given material and
change by ∼ 4% between the η = 0 and η = 1 runs. However, for futher period doubling, although
the distance between successive maxima does not change, the wavelength of the pattern is larger
because there are concentration peaks at different heights. Similar trends would exist for fields, such
as density, crystallinity, film height [10, 78].

5.4.1 Elucidating the Effect of Mismatch
As stated above, by introducing mismatch between the atoms while keeping the other parameters
constant (though the latent heat changes according to Eq. 5.8), the the behaviour of both systems
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Figure 5.4: Concentration, c, change x resulting from maximum temperature, TM , oscillation with
time, t(bottom frame) for T0 = 0.316. Inset - maximum temperature field, Tm as time progresses.
Notice how the shape of the oscillations is different from those in Fig.5.3.

Figure 5.5: Concentration, c, change x resulting from maximum temperature, TM , oscillation with
time, t(bottom frame) for T0 = 0.31575. Inset - maximum temperature field, Tm as time progresses.
Note that 2 period doublings have occurred in between T0 = 0.31575 and T0 = 0.316 (Fig. 5.4).
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Figure 5.6: Extremal Temperatures, TE vs. substrate temperatures, T0, for simulations with
((red diamonds)) and without mismatch ((blue squares)). Shifted and stretched mismatch curve
((T0, TE)→ (0.9T0 + 0.0358, TE − .002)) (yellow triangles) superimposed on no-mismatch curve.

Table 5.2: Table of Wavelengths for Oscillations
η T0 Distance between successive maxima wavelength
0 0.31575 484 1736
0 0.316 484 484
0 0.317 408 408
0.1 0.311 504 1008
0.1 0.31125 480 480
0.1 0.313 392 392

remains qualitative the same as a function of substrate temperature. Fig. 5.6 shows that increasing
mismatch shifts the birfucation point to lower substrate temperatures. It is noted that this observed
behaviour is opposite to the analytical result performed in section 5.3.4, based on a relatively sharp
interface analyis that incorporates a diffuses interface, and which assumes nearly complete solute
trapping. That is because in the diffuse interface limit used, there were no low-order to capture the
effects of the interfaces that emerge in the simulations. A second-order asymptotic analysis would
be required to correct this.

One major difference between the theoretical analysis and the simulations is the dependence
of velocity on peak temperature, T b, as illustrated in Fig. 5.7. When the system is at a uniform
temperature (T b = T0 ∼ 0.9 − 1.7), that is, the temperature field is much wider than the interface,
velocity relation Eq. 1.30. However, the actual relation of Vss vs. T b is almost a straight line
for the simulations done in section 5.4, as opposed to an the nose-like curve on T b of Eq. 1.30
(T0 ∼ 0.31 − 0.8). The main reason for this difference is that in the simulations only a small
portion of the interface has a temperature near T b, while the rest of the interface is at a much lower
temperature, meaning that V is controlled by the speed of the portions of the interface at temperature
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significantly less than T b.
Progress can be made to understand the nature of misfit on oscillations analytically using the

non-dimensional parameters parameterizing the stability derived in Ref. [10]. The parameters α and
β given by Eqs. 1.37 and 1.38, which define the stability phase space, can be computed in terms of
the steady state velocity, Vss from the approximate interface temperature, which differs only by a
couple percent from the simulated maximum temperature. The slopes of the lines of best fit in Fig.
5.7 are used to determine dV

dT , which also appears in the expression for α. Fig. 5.8 shows the path in
(α, β) space of our simulations for different η, and how these cross the spatiality boundary.

5.5 Explosive Crystallization using Full PFC model
The phase field model simulations were also compared to simulations of the full PFC model. Explo-
sive crystallization and the oscillatory patterning were similarly observed in the full PFC model. The
free energy equation, Eq. 5.1, uses roughly the same parameters as in Table 5.1, with exceptions:
∆x = π/4, which is needed to resolve individual atoms, ∆ε = 0.04, R/vM = 0.1, Mc0 = 2000,
Kc = 0.1, ∆t = 0.001, and Nx = 32768. Only η = 0 was studied for the full PFC comparison.
Also, q, is rescaled by taking into account the magnitude of the order parameter. The order param-
eter used to describe the phase is the local root mean square density < n2 >, which is obtained by
filtering the fourier transform of n2 by exp(−ζ2

nk
2), where k is the magnitude of the wave vector of

the mode. To ensure that the average density is nearly constant, a large C(k = 0) term is used; that
is, C(k) = CPFC(k) + C0 exp(−ζ2

0k
2), where ζ0 =

√
12.5 and C0 = 5000000. The equations of

motion need to be generalized from Eqs. 2.23 and 2.24 to include the variable mobility of the n and
c fields:

∂n

∂t
= ∇

[
Mn(T ) · ∇

(
δFPFC

δc

)]
∂c

∂t
= ∇

[
Mc(T, φ)c · ∇

(
δFPFC

δc

)]
(5.19)

where Mn(T ) = M0 exp(−Ea/T ) and M0 = 1.1. These equations are simulated with a spectral
method, using an algorithm in the appendix B. Because the elastic field only varies around the
interface, the elastic interactions are short-ranged, meaning that second time derivaties need not be
included to relax the elastic fields quickly in Eqs. 5.19. Also, the temperature field is simulated by
coupling Eq. 5.5 with the aforementioned substution of φ with < n2 >.

PFC simulations were done in 2D, where Ny = 16 so that fit a hexagonal lattice could be fit
into the simulation window without straining the system. In Figs. 5.9 and 5.10 shows a image from
the 2D density, 1D amplitude, 2D temperature and 1D temperature fields from a typical propagat-
ing steady state front. It is clear that the full PFC model is consistent in its salient features to the
coarse-grained model studied above. We also observed the usual oscillatory solutions and bifurca-
tion sequencing using the full PFC model. A portion of a bifurcation diagram obtained from direct
PFC model simulations is shown in Fig. 5.11

5.6 Possible improvements to PF/PFC modelling of Explosive
Crystallization

5.6.1 Considering multiple phases
In the above models, the amorphous phase was neglected. The full PFC model behaves very much
like a PF model as shown in section 5.5. It can also be used to generate a complex amplitude
model that incorporate elastic effects between solid phases and in 2D/3D possible grain boundary

90



PhD Thesis - Jonathan Stolle McMaster University - Physics and Astronomy

Figure 5.7: Simulations of velocity, V , versus interface temperature, T b, relation for simulations
with mismatch η = 0.1 (blue squares) and without (red diamonds). Simulations in which T (x) =
T b (top frame) resemble Eq. 1.30, while simulations with q = 1, MT = 2000, Γ = 0.02, and
T0 < T b (bottom frame) do not. In top frame, reference curves are Eq. 5.17 with fl−fs = L(TM −
T )/TM , with TM = 1.75 and C = 1/4000000 (yellow curve), TM = 1.775 and C = 1/4000000
(green curve) and L = 3 and Ea = 12.952 (both curves). In bottom frame, slope of blue line of best
fit is 159 and is 151 for the red line.
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Figure 5.8: Phase space of oscillatory solutions is bounded by β = (α − α−1)/4 (solid curve)
and β = (α + 1)2/8α (dashed curve). Points represent corresponding simulations for two values
of η: η = 0 (blue square) and η = 0.1 (red diamond). Inset - close up of plots with oscillatory
temperature field including those which have undergone period doubling (stars).

Figure 5.9: Illustration of density Field in 2D (top) and corresponding average phase field, φ =<
n2 > (bottom).
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Figure 5.10: Illustration of temperature Field in 2D (top) and corresponding crosssectional average
temperature field (bottom).

Figure 5.11: Extremal temperature in oscillation cycle, TE , vs substrate temperature, T0, for PFC
model. Insets showing concentration profile due to oscillation of temperature field.
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Figure 5.12: Density field (top frame) and corresponding temperature field (bottom frame) in 2D
quasi-crystal with heat source simulation.

effects. However, with a full PFC-type model, it can also be used to elucidate the structure of the
crystalline and amorphous phases engaged in crystallization, although it is unclear at present how
the structure can be related to changes of temperature within the system. As in the case of Ref.
[70], the amorphous material can be treated as a thermodynamic state of the system. By making
this assumption, an order parameter can be constructed from some particular property of a crystal
structure that is present and the temperature simulation can be modelled phenomenologically as was
done in section 5.5. While it is not at present known how to define an amorphous phase in terms
of amplitudes, we can illustrate the power of the PFC model by examining a related situation of
crystallization of a quasi-crystalline (QC) state [147].

Some preliminary simulations were done using the XPFC model, tuned for a pure material with
a QC and hexagonal crystal phase; that is, two families of peaks of the correlation function were
kept with q2 = 0.5(1 +

√
5)q1 [147]. One slight difference in Eqs. 2.31 when using a typical XPFC

model, is that the equations were linearized about σ2 = σ2
0 . Thus, in Eq. 5.5, σ2 replaces T and φ

is replaced by a local < n2 > − < n2
QC > . The solid mobility was kept costant, as the simulations

were done to simply check mechanical effects from the interaction of the crystal and QC phases.
A snapshot of a crystalline-quasicrystal from showing the temperature field and density field are
shown in Fig. 5.12.

The QC state transforms into the crystalline state around regions of elevated temperature. Elas-
tic softening might allow atoms to rearrange themselves. Also, the interface motion is jerky, which
might be better described as the interface moving in stick-slip motion. It can even stop, thereby ex-
tinguishing the elevated temperature at the interface, which means that the reaction will not proceed
further, unless the configuration is mechanically unstable in which case atoms will rearrange them-
selves, thereby restarting the reaction. These simple examples show that there is still work to be done
to use the full power of the PFC approach to examine interface and defects on the crystallization of
unstable phases.

5.6.2 Extension to Larger length scales
To study the effect of a diffuse interface, explosive crystallization can be studied in a pure material
by simulating temperature fields of different widths. To simulate a pure material, Eqs. 5.4 and 5.5
are simulated while ignoring the concentration equation and setting c = 0. As well for all strain
fields, Uij = 0. Some premliminary simulations were done in which the width of the diffusion field
was altered by changing MT and Γ while keeping their product constant; MT was varied from 20
to 2000; the timestep, ∆t, needed to be controlled in proportion to this. The simluation parameters
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Figure 5.13: Phase field (red crosses) and temperature field (green crosses) in PF adaptive mesh
simulation with MT = 2000, Γ = 0.0002, and T0 = 0.395.

constant throughout the runs are: M10 = 0.165, Ea = 12.952, q = 1, , K = 4 and h = 1.
As well, to fit the wide temperature diffusion field in the simulation, a variable-mesh comoving

grid was used for the larger simulation sizes. This grid shfited by 1/8th of the number of grid points
whenever the phase field at x = 7/8Nx became greater than 1/2. Also, the grid spacing ∆x was
periodically doubled behind 5/8th of the size of the grid as necessary to fit the diffusion tail. A
snapshot of a simulation with MT = 10000 is shown in Fig. 5.13. It should be noted that the
simulated diffusion tail is ∼ O(100) times larger than those in Fig. 5.2.

As MT was increased, a higher substrate temperature, T0, was needed to to observe the prop-
agation of the reaction front. Similarly, the oscillations could only be observed at higher substrate
temperatures, though the trend has not been accurately quantified. These considerations can also
be important for studying classically-sized systems with adaptive meshes, while keeping PFC-based
parameters, so that links to the atomic properties can be made. That being said, the current model,
studied in section 5.4, can be good for studying patterning with explosive crystallization at much
smaller scales, if materials with suitable properties can be developed.
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Chapter 6

Conclusions and Future Directions

In this dissertation, it was shown how the phase field crystal formalism can be used effectively
to simulate elastic effects in systems in which interfacial physics is important because of the time
and lengths scales involved in such problems. This formalism was applied to the examination of
grain boundary thermodynamics in alloys, as well as cluster formation and explosive crystallization.
The work found in this dissertation is another example demonstrating the robustness of the PFC-
formalism.

Both PFC and XPFC models were shown to give physically-consistent descriptions of interfa-
cial physics. For example, the Read-Shockley relation and Gibbs adsorption theorem was obeyed in
PFC and XPFC alloys. With the PFC-type models, the effects of undercooling, average system con-
centration, attraction between different atomic species, and mismatch were elucidated by running
different simulations and deriving an semi-empirical relation based on an Read Shockley theory.
It was also discovered that the main effect on grain boundary energy in the traditional PFC model
is undercooling, while the effect of solute segregation was rather small. In the XPFC model, the
solute segregation had a larger and direct effect. Regarding premelting behaviour, it was discovered
that the extension to alloys from previous pure material studies with PFC models was straightfor-
ward. Also, it was shown analytically that the addition of solute helps make the grain boundary
more attractive. Furthermore, a possible mechanism for hysteresis in the premelting transition was
identified in alloys.

The work on grain boundary thermodynamics and premelting can be extended by using coarse-
graining procedures to connect the results of this study to larger scale models. This work can be
extended in future PFC studies to grain boundary thermodynamics in multi-component systems.
As well, the thermodynamic studies can be replaced by kinetic studies to determine more realstic
properties of grain boundary thermodynamics and premelting in alloys because materials can be
processed far from equilibrium in practical situations.

In terms of studying cluster formation, the XPFC formalism was used to elucidate the poorly
understood mechanism of dislocation-facilitated precipitation in Al alloys. In particular, local strain
was shown to stabilize these structures. With the XPFC model that takes into account bulk, surface,
and dislocation effects, many of the qualitative features of the clustering process were predicted.
The main effect of adding a third component was decreasing the local free energy increase in the
system, thereby making it easier to form a cluster. Also, clustering in ternary materials appears to
happen with a two step process in which the larger minority species moves to the dislocation along
with the smaller solute species so that strain effects are lessened and once the cluster is big enough,
the less prevalent minority species is expelled from the cluster.

There are a few directions on this topic that can be taken in the future. Some of the more straight-
forward are comparing with newer experimental studies and studying the effect of new components.
Already in Ref. [64], the XPFC models mentioned in this dissertation have been extended to 3D. As
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well, the 3D simulation results were compared to experiments done within the same research group
in [64]. Also, other PFC-types models, such as the vacancy PFC (VPFC) model can be used to study
the effects of vacancies and not just dislocations on this process.

Finally, the phase field crystal phenomenology was used to simulate explosive crystallization.
The PFC formalism was connected to a PF model, which can be related to the reaction-diffusion
model of Ref. [11] and to sharp-interface models of the phenomenon (e.g., Ref. [10]). The PF
and PFC models can both exhibit the commonly found undulations in the temperature field. The
paradigm was extended to binary alloys, which were simulated with both PF and PFC methods and
were shown to leave periodic solute traces when temperature oscillations occurred. Such patterning
can be applied to device manufacturing in the semi-conductor industry. The main new result of this
chapter was to elucidate the role of atomic mismatch in the oscillation of the solute patterning of
thin film alloys, as a function of substrate temperature.

Future PFC and PF-type models can be used to study explosive crystallization with adaptive
meshes and coarse-graining approaches, which can inform the parameterizations used in larger-scale
models. Also, various XPFC and VPFC type models can be used to study the phase transformation
mechanisms on a smaller scale to directly determine the interactions between two different solid
phases as explosive crystallization occurs.
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Appendix A

An Alternate Method for Deriving
Correlation Term in Amplitude
Model

Obtaining a rotationally invariant amplitude model expansion of a specific free energy functional
or dynamics equations in a number of conventional methods can be quite tedious as noted in [13].
However, there is a convenient short cut to obtain the appropriate derivative terms. This technique
can be used for any isotropic pair correlation function, C(r − r′), provided a Taylor-expansion of
the fourier transform of second-order correlation function, Ĉ(k) can be found in real-space, which
is true for a large number of well-behaved functions. It involves writing Ĉ(k) as a Taylor expansion
with respect to k2, which is discussed in [12]. The work in this section was included in [13]

To start off with, consider how to write
∫

(d~ρC(r − ρ)n(~ρ)) as a functional Taylor series. The
Taylor expansion is done about k2 = 0 (though any convenient wavenumber can be picked; this fact
will be useful to note later on for the shortcut to this method).

C2n(r) ≡
∫

(d~ρc(r − ρ)n(~ρ)) =
1√
2π

∫ ∫
(d~ρd~kĈ(k) exp(I~k · (~r − ~ρ))n(~ρ))

=
1√
2π

∫
d~kĈ(k) exp(I~k · ~r)n̂(~k)

=
1√
2π

∫
d~k
∑
l

1

l!

(
∂lĈ(k)

∂(k2)l

)
k2=0

(k2)l exp(I~k · ~r)n̂(~k)

=
∑
l

1

l!

(
∂lĈ(k)

∂(k2)l

)
k2=0

(−∇2)ln(~r) = C(∇2)n(~r) (A.1)

Note that I =
√
−1. Although the above expansion can be used in either in the free energy functional

or in the dynamics equations, the process is illustrated by substituting Eq.( A.1) into the dynamics
equations and expanding the density as n =

∑
mAm exp(I~km · ~r). As in [148], note that the

Laplacian operator maps to the following expression ∇2 → −|kj |2 + 2I~kj · ∇ + ∇2 ≈ −|qj |2

when operators containing Laplacians act on Al exp(I ~kl · ~r) (provided the k = 0 mode is not being
considered, in which case∇2 remains the same).

∂n

∂t
= ∇2

(
C(∇2)n+

∂f

∂n

)
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∑
l

∂Al
∂t

exp(I~kl · ~r) ≈
∑
l

(−|kl|2)

(
∂f

∂A†l
exp(I~kl · ~r) + C(∇2)Al exp(I~kl · ~r)

)
∑
l

∂Al
∂t

exp(I~kl · ~r) =
∑
l

(−|kl|2)×(
∂f

∂A†l
exp(I~kl · ~r) + exp(I~kl · ~r)C(∇2 + 2I~kl · ∇ − |kl|2)Al

)
(A.2)

where † respresents complex conjugate. To write the dynamics equations for the any Fourier com-
ponent, the projection method found in [148] is applied:

Pm
∑
l

∂Al
∂t

exp(I~kl · ~r) =

Pm
∑
l

(−|kl|2)

(
∂f

∂A†l
exp(I~kl · ~r) + exp(I~kl · ~r)C(∇2 + 2I~kl · ∇ − |kl|2)

∑
l

Al

)
∂Am
∂t

= (−|km|2)

(
∂f

∂A†l
+ C(∇2 + 2I~km · ∇ − |km|2)Am

)
(A.3)

where projection, Pm, is the following operation over a unit cell (size V), centred at point ~ρ:

Pm =
1

V

∫
V

d~r exp(−I~km · ~r) (A.4)

C(∇2 + 2I ~km · ∇ − |km|2)Am can be written by by Taylor expanding the correlation function, as
was done to derive A.1, noting that∇2 → −|kj |2 + 2I~kj · ∇+∇2:

C(∇2 + 2I~qm · ∇ − |qm|2)Am =

∞∑
l=0

1

l!

(
∂lĈ(k)

∂(k2)l

)
k2=0

(−∇2 − 2I~qm · ∇+ |qm|2)lAm

=

∞∑
l=0

1

l!

∂lĈ(k)

∂(k2)l
|qm|2lAm − (2I~qm · ∇+∇2)

∞∑
l=0

l + 1

(l + 1)!

∂l∂Ĉ(k)

∂(k2)l+1
|qm|2lAm

+(2I~km · ∇+∇2)2
∞∑
l=0

(l + 2)(l + 1)

l!2

∂l+2Ĉ(k)

∂(k2)l+2
|qm|2lAm + ...

=

∞∑
p=0

∞∑
l=0

[
(−2I~qm · ∇ −∇2)p

1

p!l!

(
∂l

∂(k2)l
∂pĈ

∂(k2)p

)
k2=0

|qm|2lAm

]

=

∞∑
p=0

(−2I~qm · ∇ −∇2)p
1

p!

(
∂pĈ

∂(k2)p

)
k2=q2m

Am

 (A.5)

Finally, noting that the right hand side of A.3 −|qm|2 δF

δA†
m

to obtain the free energy in terms of

each of the amplitudes Al, δF

δA†
m

needs to be integrated for each component to get an appropriate
functional integral. Free energy term corresponding to the correlation function is:

Fcorr = −1

2

∫
d~r
∑
m

A†mC(∇2)Am
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= −1

2

∫
d~r
∑
m

A†m

∞∑
p=0

(−2I~qm · ∇ −∇2)p
1

p!

(
∂pĈ

∂(k2)p

)
k2=q2m

Am
≈ −1

2

∫
d~r
∑
m

A†m(Ĉ(q2
m))Am +

1

2

∑
m

A†m

(2I~qm · ∇+∇2)

(
∂Ĉ

∂(k2)

)
k2=q2m

Am
−1

4

∑
m

A†m

(−4(~qm · ∇)2 − 4I~qm · ∇∇2 +∇4)

(
∂2Ĉ

∂(k2)2

)
k2=q2m

Am (A.6)

where just consider the energy up to the 2nd term in the sum is considered.

A.1 Short Cut Method
The short cut requires noting that for each amplitude Am, the correlation function should be ex-
panded about k2 = |qm|2. In doing this, the Taylor expansion in Eq.( A.5) becomes:

C(∇2 + 2I~qm · ∇ − |qm|2)Am =
∞∑
l=0

1

l!

(
∂lĈ(k)

∂(k2)l

)
k2=|qm|2

(−∇2 − 2I~qm · ∇+ |qm|2 − |qm|2)lAm

which is identical to the final result of Eq. (A.5).

Lead up to Short Cut Method in Energy Formalism

In this case, let us consider each term with respect to its contriubtion on the free energy. Let us
substitute n=n0 +

∑
j Aj exp (−I~kj · ~r) into equation (A.1) and look at each component, using

the relations established above, relating Laplacians and derivatives of the correlation function in
k-space:

C(∇2)

n0 +
∑
j

Aj exp(−I~kj · ~r)

 = C(∇2)n0 + C(∇2)
∑
j

Aj exp(−I~kj · ~r)

For n0:

C(∇2)n0 =
∑∞
l=0

1
l!

(
∂lĈ(k)
∂(k2)l

)
k2=0

(−∇2)ln0

≈ (C(k = 0)−
(
∂lĈ(k)
∂(k2)l

)
k2=0

∇2)n0

Now, let us look at any arbitrary (mth) mode (using the identityC(∇2)Am exp(I ~km·~r) = exp(I ~km·
~r)C(∇2 + 2I~km∇− |~km|2)Am):

C(∇2)(Am) = exp(I ~km · ~r)C(∇2 + 2I~km∇− |~km|2)(Am)

= exp(I ~km · ~r)
∞∑
l=0

1

l!

(
∂lĈ(k)

∂(k2)l

)
k2=0

(−∇2 − 2I~qm · ∇+ |km|2)lAm
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The above terms relate to the excess term in the free energy nC(∇2)n. Let us coarse-grain this term,
assuming n0 an Aj are slowly varying. For n0:

1

V

∫
unitcell

(n0 +
∑
j

Aj exp(I~kj · ~r))C(∇2)n0d~r = n0C(∇2)n0

≈ n0(C(k = 0)−

(
∂lĈ(k)

∂(k2)l

)
k2=0

∇2)n0 (A.7)

Note that any
∫

exp(I~kj · ~r)n0d~r term integrates to zero over the unit cell. For any Am:

1

V

∫
unitcell

(n0 +
∑
j

Aj exp(I~kj · ~r))C(∇2 + 2I~km∇− 4|~km|2)Amd~r

= A−mC(∇2 + 2I~km∇− 4|~km|2)Am

= A−m

∞∑
l=0

1

l!

(
∂lĈ(k)

∂(k2)l

)
k2=0

(−∇2 − 2I~km · ∇+ |km|2)lAm (A.8)

Also noting that
∫

exp(I~kj · ~r) exp(I~km · ~r)d~r term integrates to zero over the unit cell if j 6= −m.
Eq. A.7 mathematically looks like Eq. A.8 (if truncated at the second term). This equality holds if
all terms are kept. Furthermore, all manipulations on A.8 do not change this equivalence.

The next point is to demonstrate that each of the excess terms can be obtained by expanding the
correlation function about the peak corresponding to the wavenumber of each mode. To do this, Eq.
A.5 can be used, which gives the result right away.

A.2 Equivalence with Other PFC Expansions
As noted in [13], To demonstrate that Eq.( A.10) is identical to the correlation term in the previous
sections, we simply apply chain rule to all ∂lk2C(k) taking them with respect to k instead of k2:

∂lk2C(k) = (
1

2k
∂2
k)lC(k) (A.9)

noting that ∂k
∂k2 = 1

2k . Substituting the above equation into 2nd order expansion in Eq.( A.10) gives:

Fcorr = −1

2

∫
d~r
∑
m

A†m(Ĉ(q2
m))Am −

1

2

∑
m

A†m ×(2I~qm · ∇+∇2)

(
1

2k

∂Ĉ

∂(k)

)
k=|qm|

Am − 1

4

∑
m

A†m ×(−4(~qm · ∇)2 − 4I~qm · ∇∇2 +∇4)
1

4k2

(
∂2Ĉ

∂k2
− 1

k

∂Ĉ

∂k

)
k2=q2m

Am (A.10)
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Appendix B

Numerical Method for Variable
Mobility

B.1 Alternate form for diffusive dynamics
If a field, f , is governed by conserved dissipative dynamics, it obeys the following equation:

∂f

∂t
= ∇ · (M∇µf ) (B.1)

where µf the chemical (diffusion) potential [65] and M is the mobility [65, 67]. If M depends on
position (for example, by being dependent on another field), the above equation can be rewritten as:

∂f

∂t
= M∇2µf + (∇M) · (∇µf ) (B.2)

Noting that
2(∇M) · (∇µf ) = ∇2 (Mµf )− µf∇2M −M∇2µf (B.3)

makes
∂f

∂t
=

1

2

(
∇2 (Mµf ) +M∇2µf − µf∇2M

)
(B.4)

When considering variable mobility, it can be decomposed into a constant part, M0, and a variable
part δM :

M = M0 + δM (B.5)

Substituting this into Eq. B.4 gives

∂f

∂t
= M0∇2 (µf ) +

1

2

(
∇2 (δMµf ) + δM∇2µf − µf∇2δM

)
(B.6)

B.2 Numerical Method
In this section, a numerical method for sovling Eq. B.6 is outlined. Following the spectral technique
elaborated on in Refs. [1, 38], Eq. B.6 can be rewritten in a discretized form and rearranged to
solve for the Fourier component, k, of the field at the next timestep f t+1

k from the data at the inital
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timestep, t, as:

f t+1
k = exp(−M0k

2Lk∆t)f tk +
exp(−M0k

2Lk∆t)− 1

M0k2Lk
N t
k (B.7)

where N t
k is the fourier transform of the sum of the nonlinear terms in M0∇2 (µf ) along with along

terms dependent on the variable mobility andLk consists of the coefficients multiplying fk and ∆t is
the timestep size. Another semi-implicit scheme can be obtained by Taylor-expanding the exponent
terms and evaluating some of the linear terms at the t + 1 time step to give a method similar to the
one found in Ref. [149]:

f t+1
k =

1

1 +M0k2Lk∆t

(
f tk + ∆tN t

k

)
(B.8)

Similarly, variable temperature in PFC simulations can be simulated in a similar way by expanding
variable relating into the temperature field, BL, as BL(~r) = BL0 + δBL(~r), where BL0 is a constant
and δBL is variable. As a rule of thumb, the technique works well as long as the linear terms are
as large as or larger than the nonlinear terms; for variable mobility simulations this is usually true
when δM < M0.
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Appendix C

Stability Analysis of Explosive
Crystallization Reaction Front

In this section, the stability analysis done in [10] is repeated. To simulate explosive crystalliza-
tion in a pure material, the following equation is considered for the temperature, T, of the planar
crystallization front in a co-moving reference frame moving at velocity V:

∂T

∂t
= MT

∂2T

∂x2
+ V

∂T

∂x
− Γ(T − T0) + qV δ(x) (C.1)

where MT is the thermal diffusivity of the substance (in my simulations, simplified to be the same
in both phases, though I think the analysis does not require this), T0 is the substrate temperature, Γ
accounts for heat losses, q = L

ρC , where L is the latent heat, C is the specific heat capacity of the
substance, and ρ is the density of the substance.

C.1 Steady-State
For a steady state solution, we set ∂T

∂t = 0. Simplify substituting a sample solution T (x) =
∆T exp(λx) + T0 into the above equation gives the following equation for λ:

0 = MTλ
2 + V λ− Γ

λ =
−V ±

√
V 2 − 4MTΓ

2MT
(C.2)

Note that the boundary conditions at ±∞ are T = T0, which means that

λ =
−V +

√
V 2 + 4MTΓ

2MT
, x < 0 (C.3)

λ =
−V −

√
V 2 + 4MTΓ

2MT
, x > 0 (C.4)

Integrating an infinitesimal distance around the delta function in the temperature equation gives the
following boundary condition at x=0 :

0 =

(
MT

∂T

∂x

)x=0+

x=0−
+ qV (C.5)
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From by substituting in T = T0 + ∆T exp(λx), the following solution for the steady state velocity
(V = Vss) in terms of T (x = 0) = Tb is gotten:

0 = MT∆T
−V −

√
V 2 + 4MTΓ

2MT
−MT∆T

−V +
√
V 2 + 4MTΓ

2MT
+ qV

qV = ∆T
√
V 2 + 4MTΓ

(qV )2 = ∆T 2V 2 + 4MTΓ∆T 2

V 2

(
q2

∆T 2
b

− 1

)
= 4MTΓ

Vss =
2
√
MTΓ√(
q2

∆T 2
b
− 1
) (C.6)

Combining this condition with Eq. 1.30 allows for both the steady state velocity and boundary
temperature to be solved for.

C.2 Detecting Unstable solutions — finding the bifurcation point
Next, we search for the conditions under which the bifurcation happens. Consider what happens
when the interface is perturbed slightly (note the slight change in notation with Tb → T b). Let
T b(t) = Tss

b + ε exp(2ωt/τm) and V (t) = Vss + εV ′ exp(2ωt/τm) where V ′ = dV
dT b and τm =

2
Γ+V 2

ss/(4MT ) Substituting the above equations into the definition of x (or rather implicitly defining
a time variable τ through the position coordinate) to linearize the equation gives:

x = −
∫ t

t−τ
dt′V (T b(t′))

−Vssτ = −
∫ t

t−τ
dt′Vss+ εV ′ exp(2ωt′/τm)

−Vssτ = Vss(τ)−
(
εV ′τm exp(2ωt′/τm)

2ω

)t
t−τ

−Vssτ = Vss(τ)− εV ′τm exp(2ωt/τm)

2ω
(1− exp(2ω − τ/τm)) (C.7)

The τ on both sides of the equation are not quite the same, so the difference will be denoted as δτ :

δτ =
−εV ′τm exp(2ωt/τm)

2ωVss
(1− exp(2ωx/(τmVss))) (C.8)

Next, we need to linearize the Green’s function (note that I should derive this), by substituting the
linearized forms of V and T into the following equation:

∆T b(t) = q

∫ 0

−∞
dx(4πMT τ)−1/2 exp(−Γτ − x2/(4MT τ))

+

∫ ∞
−∞

dx(4πMT τ)−1/2 exp

(
−Γt−

(
x−

∫ t

0

V (t′)dt′
)2

/(4MT t)

)
∆T (x, 0) (C.9)

where ∆T = T − T0. Far from the starting time, the effect of the initial temperature distribution is
negligible; in fact the effect decays as t−1/2 exp(−2t/τm). Therefore the second term is dropped in
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the above expression. Linearized solutions with Re(ω) > −1 are sought because they will persist
longer than the transient solutions. Note that ε and therefore δτ is small, so that all second order and
higher terms in δτ can be dropped:

∆T b(t) = q

∫ 0

−∞
dx(4πMT τ)−1/2 exp(−Γτ − x2/(4MT τ))

∆Tss + ε exp(2ωt/τm) = q

∫ 0

−∞
dx(4πMT τss)

−1/2

(
1− δτ

2τss

)
exp

(
−Γτss − x2

4MT τss

)
(

1− δτ
(

Γ− x2

4MT τ2
ss

))
ε exp(2ωt/τm) = q

∫ 0

−∞
dx(4πMT τss)

−1/2 exp(−Γτss − x2/(4MT τss))(
−δτ

(
Γ +

x2

4MT τ2
− δτ

2τss

))
(C.10)

Now an expression for δτ is substituted in and the following changes of variables are made τss =
−x/Vss and x = −yVssτm

2 as was done in Ref. [10]:

ε exp(2ωt/τm) =
qεV ′ exp(2ωt/τm)

2ω(2πMT τm)1/2
×∫ ∞

0

dy (1− exp(−ωy))
1

y3/2
exp(−y)

(
1

2
+ y − V 2

ss

4MT
τmy exp(−ωy)

)
(C.11)

Once the integration is done, the expression becomes:

1 = α

(
−2β

ω
+

(
1 +

2β

ω

)
(1 + ω)−1/2

)
(C.12)

which results in this equation:

(1 + ω)1/2 =
ω + 2β

ω/α+ 2β
(C.13)

Squaring the above equation, a third order polynomial in omega can be solved with the following
solutions:

ω0 = 0

ω± =
1 + 4β − α2

2
± 1

2

√
((1− α)2[(1 + α)2 − 8αβ] (C.14)

C.2.1 Type A solutions α > (1− β)−1

Type A solutions according to Van Saarloos’ classification are unstable because ω+ > 0. Physically
this corresponds to the the slope of the reaction rate curve with temperature being steeper than how
the steady state velocity changes with steady state temperature:

V
Tb
> Vss

T b
ss

C.2.2 Type B solutions α < (1− β)−1

Type B solutions according to Van Saarloos’ Classification can be either stable or unstable. . How-
ever, unlike type A solutions, some of these solutions with Reω > 0 can also have an imaginary
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component, which can be found in the region bounded by

β =
α− α−1

4
(C.15)

and

β =
(α+ 1)2

8α
(C.16)

These are the parameters under which the temporal oscillations of the interface temperature can be
observed.

C.2.3 Type C solutions α < 0

These solutions are stable.
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phism, crystal nucleation and growth in the phase-field crystal model in 2d and 3d. Journal
of Physics: Condensed Matter, 22(36):364101, 2010.

[105] R Backofen and A Voigt. A phase-field-crystal approach to critical nuclei. Journal of Physics:
Condensed Matter, 22(36):364104, 2010.

[106] Gyula I. Tóth, György Tegze, Tamás Pusztai, and László Gránásy. Heterogeneous crystal
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