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Programs have multiple exits in the presence of certain control structures, e.g., exception handling and coroutines. These control structures offer flexible manipulations of control flow. However, their formalizations are overall specialized, which hinders reasoning about combinations of these control structures.

In this thesis, we propose a unifying theory of multi-exit programs. We mechanically formalize the semantics of multi-exit programs as indexed predicate transformers, a generalization of predicate transformers by taking the tuple of postconditions on all exits as the parameter. We explore their algebraic properties and verification rules, then define a normal form for monotonic and for conjunctive indexed predicate transformers. We also propose a new notion of fail-safe correctness to model the category of programs that always maintain certain safe conditions when they fail, and a new notion of fail-safe refinement to express partiality in software development.

For the indexed predicate transformer formalization, we illustrate its applications in three models of multi-exit control structures: the termination model of exception handling, the retry model of exception handling, and a coroutine model. Additionally, for the fail-safe correctness notion and the fail-safe refinement notion, we illustrate their applications in the termination model. Six design patterns in the termination model and one in the retry model are studied. All the verification rules and design patterns in the thesis have been formally checked by a verification tool.
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Chapter 1

Introduction

Formal correctness has been originally studied for single-entry, single-exit imperative programs [Hoare, 1969; Tennent, 1976; Plotkin, 1981]. Certain control structures introduce new challenges for correctness reasoning since they violate the single-entry, single-exit abstraction of program blocks. Two examples are exception handling and coroutines:

An exception handling mechanism is a dedicated control structure for detecting

\[1\] The two flowcharts do not represent all implementations of exception handling and coroutines.
and recovering errors [Garcia et al., 2001]. A coroutine generalizes a subroutine by allowing multiple entry points for suspending and resuming execution at certain locations [Conway, 1963]. Both of them allow redirecting control flow away from normal termination of a program block (two models are shown in Figure 1.1), which makes them multi-exit control structures. In the above flowchart of coroutines, the arrows going inside the program blocks indicate that the execution continues at the middle of the program block instead of at the beginning.

The implementation of control structures employs control flow redirection. Assembly languages offer *branch instructions* to redirect control flow [AMD, 2012; Intel, 2013]. Some high-level programming languages, *e.g.*, Fortran [ANSI, 1966], C [ISO, 1999], and C++ [ISO, 1998], provide *goto* as an unconditional branch statement. The structured programming theorem points out that every Turing machine can be reduced to a program in a language that only employs composition and iteration as formation rules [Böhm and Jacopini, 1966], implying that *goto* is dispensable with respect to theoretical expressivity. Dijkstra [1968] suggests removing *goto* statement from “higher-level” programming languages since it complicates analysis and verification of programs. This methodology is followed by languages like Java [Gosling et al., 2013] and Python [Python Software Foundation, 2013]. Knuth [1974] advocates another viewpoint: employing structured programming to reduce the reliance on *goto*, but still reserving this statement for efficiency. C [ISO, 2011] and C++ [ISO, 2012] follow this methodology. Fortran adds restriction on *goto* statements in later standards [ANSI, 1997]. Control structures are essentially usage of *goto* statements under various restrictions.

Formal reasoning about correctness requires *formal methods*, *i.e.*, mathematically based languages, techniques, and tools for specifying and verifying systems. Formal methods can dramatically enhance code quality and reduce (but not eliminate) the
reliance on testing Clarke and Wing, 1996. The stepwise refinement methodology constructs programs in a top-down style, starting from abstract specifications and working stepwise to concrete implementations Back and von Wright, 1998. Every refinement step reflects some design decisions towards the final solution Wirth, 1971. Formalizations and refinement calculi of single-exit programs have been studied Hoare, 1969; Dijkstra, 1975; Back and von Wright, 1998. However, current formalizations of multi-exit programs either are only applicable to a restricted range of languages and control structures or do not support stepwise refinement.

In this thesis, we propose a unifying theory of multi-exit programs, which not only gives a more abstract view on the manipulation of control flow, but also allows all multi-exit controls structures to be combined and reasoned about in a single framework. We restrict the work to imperative programs.

The thesis is organized according to the following structure.

- Chapter 2 summarizes related work;
- Chapter 3 gives basic formal definitions of indexed predicate transformers, then proposes a refinement calculus and verification rules for them;
- Chapter 4 studies the rules for recursion and iteration;
- Chapter 5 defines a normal form of monotonic indexed predicate transformers and a normal form of conjunctive ones;
- Chapter 6 first formalizes the termination model of exception handling, then proposes the new notions of fail-safe correctness and fail-safe refinement;
- Chapter 7 studies six formal design patterns which illustrate the usage of fail-safe correctness and fail-safe refinement;
• Chapters 8 formalizes the retry model of exception handling, and applies its verification rules to a design pattern;

• Chapters 9 defines the semantics of a coroutine language, as well as its verification rules;

• Chapter 10 concludes the thesis with a discussion.

• Appendix A gives an overview of the mechanical formalization.

All theorems and design patterns have been checked in theorem prover Isabelle \cite{nipkow1992}, so we use ✓ to mark them, and allow ourselves to give only proof sketches or leave out proofs completely.\footnote{The complete Isabelle formalization is available at \url{http://www.cas.mcmaster.ca/~zhangt26/thesis/}}
Chapter 2

Related Work

2.1 Towards Error-Free Programs

Software errors have caused loss of money, e.g., Ariane 5 [Dowson, 1997], even precious lives, e.g., Therac-25 [Leveson and Turner, 1993]. In 2002, the US Department of Commerce estimated that avoidable software errors cost the US economy 20 to 60 billion dollars each year [Reed et al., 2007].

One method to eliminate software errors is software testing, which executes a program to find errors. It typically accounts for approximately 50% of the elapsed time and more than 50% of the total cost [Myers, 2004]. Moreover, testing helps to find errors but can never guarantee the correctness of programs [Dijkstra, 1970]. An example is that the binary search implementation of arrays in Java standard class libraries was erroneous because of a potential integer overflow in computing the average of two integers. The error has remained undetected for about nine years because small sets of test cases are unlikely to include the large scale of inputs that is necessary to produce the overflow [Bloch, 2006].
Formal methods take a more mathematically based route towards error-free programs: they employ specification for describing a system with its desired properties, and verification for checking the faithfulness of an implementation \textit{w.r.t.} its specification. Using them does not \textit{a priori} guarantee correctness, but can reveal inconsistencies, ambiguities, and incompleteness that might otherwise go undetected [Clarke and Wing, 1996], so the testing workload required would be much less in their presence. Formal methods are essential in, but not restricted to, safety-critic systems, \textit{e.g.}, railway and air traffic management systems [Bowen and Stavridou, 1993; Lecomte et al., 2007], or software that requires high reliability, \textit{e.g.}, Microsoft Hyper-V hypervisor [Leinenbach and Santen, 2009].

Two well-established approaches to verification are model checking and theorem proving. Model checking builds a finite model of a system and performs an exhaustive state space search to check that the desired properties hold in that model. Theorem proving expresses both the system and its desired properties in some mathematical logic, which is given by defining a set of axioms and inference rules, then finds a proof for the properties from the axioms of the system [Clarke and Wing, 1996].

Each method has its own advantages: model checking is completely automatic and can provide counterexamples; theorem proving can directly deal with infinite state spaces and scales more easily [Clarke and Wing, 1996]. In this thesis, we follow the methodology of theorem proving, in particular for formalizing multi-exit programs, and exploring algebraic properties of the formalization.

Formalizations of program semantics fall into three major categories: operational semantics, denotational semantics, and axiomatic semantics [Schmidt, 1986]. Operational semantics [Plotkin, 1981] is defined by specifying an interpreter. Denotational semantics [Tennent, 1976] is defined through mapping a program to its meaning,
a.k.a. denotation. Axiomatic semantics [Hoare, 1969] is defined by specifying properties about language constructs, instead of explicitly formalizing the meanings of programs, then axioms and inference rules are employed for reasoning about these properties. The three methods have different areas of application; here we focus on axiomatic semantics in pursuit of a language-independent formalization of multi-exit programs.

2.2 Formalizations of Single-Exit Programs

Hoare logic uses $P\{Q\}R$ to represent “if assertion $P$ is true before initiation of program $Q$, then assertion $R$ will be true on its completion”, but termination needs to be proved separately [Hoare, 1969]. Dijkstra [1975] extends Hoare logic by taking termination into consider: \textit{wp}$(S, R)$ is used to denote the \textit{weakest precondition} for the initial state of the system such that the execution of $S$ guarantees proper termination in a final state that satisfies the postcondition $R$. The function \textit{wp} is called a \textit{"predicate transformer"} because it takes a postcondition as the parameter and calculates the weakest precondition.

2.3 Formalizations of Multi-Exit Programs

An *exit* is a possible way of transferring control out of a program block, corresponding to outgoing arrows of statements in flowcharts, as in Figure 1.1. We consider programs with more than one exit to be *multi-exit*, *e.g.*, programs written in languages with exception handling and coroutines. The formalizations mentioned in Section 2.2 are only for *single-exit* programs, thus insufficient to reason about multi-exit control structures.

*Exceptions* are rare circumstances that prevent a program from providing its specified standard service [Cristian, 1989], and exception handling deals with these cases in a structured way in which the original design remains visible [Sekerinski and Zhang, 2011]. Various programming languages provide structured exception handling constructs, *e.g.*, *try-catch* in C++ [ISO, 2012], *try-catch-finally* in Java [Gosling et al., 2013], and *do-rescue-end* in Eiffel [Meyer, 1988]. Consequently, programs in these languages have a *normal exit* and an *exceptional exit*. On normal termination without exception, the execution continues on the normal exit. When an exception is encountered, the control of execution would be passed to the proper handler on the exceptional exit [Cristian, 1982].

The models for exception handling vary in languages. C++ and Java use the *termination model*, *i.e.*, a *try-catch-*(-finally) section terminates when its exception handler terminates. The language Eiffel uses the *retry model*, *i.e.*, the exception handler can choose to retry the task [Meyer, 1987], so there is a *retry exit* that immediately directs the execution to the beginning of the corresponding *do* section. The language Mesa uses the *resumption model*, *i.e.*, the exception handler can choose to resume the task by directing the execution to the parts following where the exception was encountered and raised [Mitchell et al., 1979].
Cristian [1984] specifies a statement with one entry, one normal exit and additional exceptional exits with one precondition and one postconditions for each exit, which is also advocated by Liskov and Guttag [2000]. It is followed by languages like Ada [Luckham and Polak, 1980], Spec# [Barnett et al., 2005], and JML [Leavens et al., 2006]. A different approach is advocated by Meyer [1997]: each method is specified by one precondition and one postcondition only. The normal exit is taken if the desired postcondition is established, and the exceptional exit is taken otherwise.

A coroutine communicates with adjacent peers as if they were input or output subroutines [Conway, 1963], which makes it well-suited for implementing cooperative tasks, iterators, and pipes. Coroutines are natively supported in Ruby [Flanagan and Matsumoto, 2008], Lua [Jerusalimschy et al., 2005], Python [van Rossum and Eby, 2011], Ewing 2012, and Go [Google, 2009]. However, the implementations differ in semantics, the details of which is studied in Moura and Jerusalimschy, 2009 and will be summarized in Chapter 9. A coroutine can be suspended and resumed. When a coroutine is suspended, it yields the control to resume the execution of the caller on the resume exit.

Clint [1973] proposes a rule for proving the correctness of coroutines, which requires
one condition to hold every time the coroutine is entered, and one condition to hold every time the coroutine exits. The two conditions serve as the bridges, linking up the alternating executions of the coroutine and its caller, in a similar way of how a loop invariant connects iterations of the loop. Clarke [1980] shows that the history variable in the histogram example in Clint [1973] is unnecessary. Their rules do not deal with termination.

### 2.4 Stepwise Refinement

The *refinement* relationship implies substitutability: if program $S$ is refined by program $T$, then substituting $T$ for $S$ would always preserve correctness [Back and von Wright, 1998]. In other words, $T$ maintains or reduces the nondeterminism in $S$ by providing the same or more implementation details. Thus, due to the transitivity of the refinement relationship, stepwise refinement allows incremental development from abstract specifications to concrete implementations, with the correctness preserved through each step. It corresponds to the software development process of decomposing instructions of the given program into more detailed ones; the process terminates when all instructions are expressed in terms of an underlying computer or programming language Wirth [1971].

Cristian [1982] defines multi-exit programs by a set of predicate transformers, one for each exit. As pointed out by King and Morgan [1995], this approach disallows nondeterminism, an essential part of languages for specification and design. King and Morgan [1995] trace the use of *multi-argument predicate transformer*, as a formalization of multi-exit programs, to Back and Karttunen [1983]. However, according to King and Morgan [1995], Back and Karttunen [1983] do not deal with refinement and recursion. Double-exit predicate transformers are studied by King and Morgan [1995].
2.5 Formalizations in Higher-Order Logic

We propose indexed predicate transformer as a model for multi-exit programs, and formalize it in higher-order logic HOL. Dijkstra’s guarded command language and refinement concepts have been formalized in HOL [Harrison, 1998; Back and Wright, 1990]. The semantics of C and Boogie (an intermediate verification language) have also been formalized in HOL [Cohen et al., 2009; Böhme et al., 2008]. Proof assistants HOL Light [Harrison, 2011] and Isabelle [Nipkow et al., 2002] support theorem proving in HOL. The semantics of Java and OCL have been formalized in Isabelle/HOL [von Oheimb, 2001; Brucker and Wolff, 2002].

2.6 Overview

Current formalizations of exception handling [Luckham and Polak, 1980; Barnett et al., 2005; Leavens et al., 2006; Tschannen et al., 2011] and coroutines [Clint, 1973; Clarke, 1980] are restricted to their own programming languages or control structures. Multi-argument predicate transformer [Back and Karttunen, 1983] is a higher-level abstraction, but verification rules about refinement and recursion are not provided. We propose a unifying theory based on indexed predicate transformers, providing a comprehensive solution for formal reasoning about multi-exit programs.
Chapter 3

Basic Definitions

3.1 Lattices and Monoids

In this section, we give the definitions of a lattice and a monoid, following [Birkhoff, 1967] and [Howie, 1995].

Definition 3.1. (Section 1.1 of [Birkhoff, 1967]) A partially-ordered set (poset) \( P \) is a set in which a reflexive, antisymmetric, and transitive binary relation \( \leq \) is defined, i.e., for all \( x, y, z \in P \):

\[
\begin{align*}
x \leq x & \quad \text{(reflexivity)} \\
x \leq y \land y \leq x & \Rightarrow x = y \quad \text{(antisymmetry)} \\
x \leq y \land y \leq z & \Rightarrow x \leq z \quad \text{(transitivity)}
\end{align*}
\]

Definition 3.2. (Section 1.4 of [Birkhoff, 1967]) A lattice is a poset in which any two elements have a greatest lower bound (the meet, denoted by \( \wedge \)) and a least upper
bound (the join, denoted by $\sqcup$), both of which are in $L$, i.e., for all $x, y, z \in L$:

- $x \cap y \in L$ (closure)
- $x \cap y \leq x$ (greatest lower bound)
- $y \leq x \cup y$ (least upper bound)

A lattice $L$ is complete if and only if every subset of it has a join and a meet in $L$. A lattice $L$ is distributive if and only if for all $x, y, z \in L$, $x \cap (y \cup z) = (x \cap y) \cup (x \cap z)$.

Any nonvoid complete lattice $L$ contains a bottom element $\bot$ that satisfies $\forall x \in L. \bot \leq x$ and a top element $\top$ that satisfies $\forall x \in L. x \leq \top$ [Birkhoff, 1967].

**Definition 3.3.** (Section 1.1 of [Howie, 1995] A monoid is a set in which an associative binary operation “$\cdot$” is defined and an identity element $e$ (the unit) exists, i.e., for all $x, y, z \in M$:

- $x \cdot y \in M$ (closure)
- $(x \cdot y) \cdot z = x \cdot (y \cdot z)$ (associativity)
- $x \cdot e = e \cdot x = x$ (unit)

For example, all integers form a monoid structure with $+$ as the operation and $0$ as the unit. Another monoid is the integers with operation $\times$ and unit $1$.

If $\forall x. e \cdot x = e$ we call $e$ a left zero, and if $\forall x. x \cdot e = e$ we call $e$ a right zero.

### 3.2 States, Predicates, and Relations

In this section, we follow the definitions of [Back and von Wright, 1998]. In higher-order logic, *types* are expressions that denote sets, and new types can be constructed from existing types, e.g., $\Sigma \rightarrow \Gamma$ represents the type of functions with inputs of type $\Sigma$ and outputs of type $\Gamma$. The Boolean type $\text{Bool}$ consists of the truth values $\text{False}$ and $\text{True}$. As a special case, $\Sigma \rightarrow \text{Bool}$ represents the type of sets on $\Sigma$, with the
value interpreted as membership. We write the equality in definitions as $\simeq$ instead of as $=$, and we write the equality of truth values as $\equiv$ instead of as $=$. Arithmetic operators bind stronger than $=$, which itself binds stronger than Boolean operators, which themselves bind stronger than $\equiv$.

**Theorem 3.1.** ✓ Truth values form a lattice with implication $\Rightarrow$ as the order relation, conjunction $\wedge$ as the meet, disjunction $\vee$ as the join, False as the bottom element, and True as the top element. The lattice is complete, with set conjunction $\wedge_s$ and set disjunction $\vee_s$ being the meet and the join of sets. The lattice is also distributive as $\wedge$ distributes over $\vee$ and vice versa. This extends to infinite distributivity, i.e., for all $c : \text{Bool}$ and $b : \text{Bool} \to \text{Bool}$, in which $\text{Bool} \to \text{Bool}$ is a set of Bool:

$$c \vee (\wedge_s b) \equiv \wedge_s \{c \vee b \mid b \in b\}$$

$$c \wedge (\vee_s b) \equiv \vee_s \{c \wedge b \mid b \in b\}$$

We use lower case Greek letters (e.g., $\sigma, \gamma$) for program states, and corresponding upper case Greek letters (e.g., $\Sigma, \Gamma$) for corresponding program state spaces. For generality, we do not specify the inner structure of a program state, unless it is necessary (e.g., for defining assignment statements).

A **state predicate** (abbreviated as **predicate**) of type $\mathcal{P}\Sigma$ is a function from $\Sigma$, the type of a state space, to $\text{Bool}$, i.e.,

$$\mathcal{P}\Sigma \triangleq \Sigma \to \text{Bool}$$

The type of sets on $\Sigma$ is also $\mathcal{P}\Sigma$. We use lower case letters (e.g., $p, q$) for predicates.

On predicates, entailment $\leq$ is defined by pointwise extension:

$$p \leq q \triangleq \forall \sigma. p \sigma \Rightarrow q \sigma$$

Conjunction $\wedge$, disjunction $\vee$, implication $\Rightarrow$, negation $\neg$, set conjunction $\wedge_s$, and set disjunction $\vee_s$ are defined by the corresponding operations on $\text{Bool}$. For predicates
\( p, q : \mathcal{P}\Sigma \) and state \( \sigma : \Sigma \) we have
\[
(p \land q) \sigma \triangleq p \sigma \land q \sigma \\
(p \lor q) \sigma \triangleq p \sigma \lor q \sigma \\
(\neg p) \sigma \triangleq \neg(p \sigma) \\
p \Rightarrow q \triangleq (\neg p) \lor q
\]
and for predicate set \( p : \mathcal{P}(\mathcal{P}\Sigma) \) we have
\[
(\land_s p) \sigma \triangleq \land_s \{p \sigma \mid p \in p\} \\
(\lor_s p) \sigma \triangleq \lor_s \{p \sigma \mid p \in p\}
\]
The bottom and top predicates \texttt{false} and \texttt{true} represent the universally \texttt{False} and \texttt{True} truth values:
\[
\texttt{false} \sigma \triangleq \texttt{False} \\
\texttt{true} \sigma \triangleq \texttt{True}
\]
The pointwise extension of a (complete, distributive) lattice is again a (complete, distributive) lattice \cite{Back and von Wright 1998}. Therefore we have:

**Theorem 3.2.** ✓ Predicates on \( \mathcal{P}\Sigma \) with entailment \( \leq \) as the order relation form a complete distributive lattice, with \texttt{false}, \texttt{true}, \( \land \), \( \lor \), \( \land_s \) and \( \lor_s \) being the bottom, top, meet, join, set meet, and set join operations, respectively.

A \textit{state relation} (abbreviated as \textit{relation}) is a function from \( \Sigma \), the initial state space, to a predicate on \( \Gamma \), the final state space, \textit{i.e.}, a function of type \( \Sigma \rightarrow \mathcal{P}\Gamma \), which is isomorphic to \( (\Sigma \times \Gamma) \rightarrow \text{Bool} \), but more natural to write in HOL. We allow the initial and final state spaces to be different. The \textit{empty relation} \( \bot \), the \textit{universal relation} \( \top \), and the \textit{identity relation} \( \text{id} \) are defined by
\[
\bot \sigma \gamma \triangleq \texttt{False} \\
\top \sigma \gamma \triangleq \texttt{True} \\
\text{id} \sigma \sigma' \triangleq \sigma = \sigma'
\]
Intersection $\cap$, union $\cup$, complement $\neg$, and composition $\circ$ can be defined straightforwardly, but are not needed in this thesis; inclusion is defined by

$$r \subseteq r' \equiv \forall \sigma. r \sigma \leq r' \sigma$$

### 3.3 Indexed Predicates and Indexed Relations

In this section we introduce indexed predicates and indexed relations, with the indices being the names of exits. For a tuple $t = (t_1, \ldots, t_n)$, we write $t_i$ for selecting its $i$-th element. An indexed predicate is a tuple $(p_1, \ldots, p_n)$ of predicates $p_i$. We call $I = \{1, \ldots, n\}$ its exit indices and write the type $\mathcal{P} \Gamma_1 \times \cdots \times \mathcal{P} \Gamma_n$ of an indexed predicate more concisely as $\mathcal{P} \Gamma_I^1$. The exit $\text{nrl} = 1$ is the normal exit. Generally, every imperative program block contains a normal exit, indexed $\text{nrl} = 1$. We specify other exit indices later as we study more specific program languages. An indexed predicate models a tuple of predicates on all exits, with $P_i$ corresponding to the predicates on each exit $i$. We use upper case letters (e.g., $P$, $Q$) for indexed predicates.

On indexed predicates, entailment $\leq$ is again defined by pointwise extension:

$$P \leq Q \equiv \forall i. P_i \leq Q_i$$

Conjunction $\wedge$, disjunction $\lor$, implication $\Rightarrow$, negation $\neg$, set conjunction $\wedge_s$, and set disjunction $\lor_s$ are defined by the corresponding operations on $\mathcal{P} \Gamma$. For indexed

1The proof assistant Isabelle does support dependent types, so in Isabelle we model both arbitrary number of exits with the same state space, and various state spaces on exits of a fixed number. The proofs in the thesis do not rely on the uniformity of the final state spaces, unless restricted by certain constructs. Please refer to Appendix A for detailed discussion.
predicates $P, Q : I \to \mathcal{P}\Gamma$ and exit index $i : I$ we have:

\[
(P \land Q) i \doteq P i \land Q i \\
(P \lor Q) i \doteq P i \lor Q i \\
(\neg P) i \doteq \neg(P i) \\
P \Rightarrow Q \doteq (\neg P) \lor Q
\]

and for $\Psi : \mathcal{P}(I \to \mathcal{P}\Gamma)$ we have

\[
(\land_s \Psi) i \doteq \land_s \{P i \mid P \in \Psi\} \\
(\lor_s \Psi) i \doteq \lor_s \{P i \mid P \in \Psi\}
\]

The bottom and top elements of type $I \to \mathcal{P}\Gamma$ are $\overline{\text{false}}$ and $\overline{\text{true}}$ respectively, defined by

\[
\overline{\text{false}} i \doteq \text{false} \\
\overline{\text{true}} i \doteq \text{true}
\]

Again the result of pointwise extension is a (complete, distributive) lattice:

**Theorem 3.3.** ✓ Indexed predicates on $I \to \mathcal{P}\Gamma$ with entailment $\leq$ as the order relation form a complete distributive lattice, with $\land, \lor, \land_s$ and $\lor_s$ being the meet, join, set meet, and set join operations, respectively.

An indexed relation is a tuple $(r_1, \ldots, r_n)$ of relations with the same initial state space but possibly different final state spaces, i.e., is of type $(\Sigma \to \mathcal{P}\Gamma_1) \times \cdots \times (\Sigma \to \mathcal{P}\Gamma_n)$. With exit indices $I = \{1, \ldots, n\}$ we write this more concisely as $\Sigma \overset{I}{\to} \mathcal{P}\Gamma$. We write $\overline{T}, \overline{\bot}$, and $\overline{id}$ for the indexed relations that are universally $T$, $\bot$, and $id$. We use upper case letters (e.g., $R$) for indexed predicates.

### 3.4 Indexed Predicate Transformers

A indexed predicate transformer, which is a model of single-exit programs, is a function from $\mathcal{P}\Gamma$, the type of a postcondition, to $\mathcal{P}\Sigma$, the type of a precondition, i.e.,
of type \( \mathcal{P}\Gamma \rightarrow \mathcal{P}\Sigma \). An indexed predicate transformer is an extension for modelling multi-exit programs. It is of type \( \mathcal{P}\Gamma_I \rightarrow \mathcal{P}\Sigma \), a function from \( \mathcal{P}\Sigma_I \), the type of indexed postcondition, to \( \mathcal{P}\Sigma \), the type of a precondition. We use upper case letters (e.g., \( S, T \)) for indexed predicate transformers.

### 3.5 Basic Multi-Exit Statements

First we define indexed predicate transformers for some basic multi-exit statements: 

**abort** aborts execution, meaning it may terminate at any exit in any state or may not terminate at all; **stop**, also known as **magic**, blocks execution, thus satisfies miraculously any postcondition on any exit; **jump** \( i \) does not change the state and terminates at exit \( i \). With indexed predicate \( Q \) we define:

\[
\text{abort } Q \doteq \text{false} \\
\text{stop } Q \doteq \text{true} \\
\text{jump } i \ Q \doteq \ Q_i
\]

We use **skip** as the abbreviation of **jump** \( nrl \), thus **skip** \( Q = \text{jump } nrl \ Q = Q \ nrl \).

Let \( G \) be an indexed predicate. The **assumption** \( [G] \) allows continuation at exit \( i \) if \( G_i = \text{true} \). If continuation is possible at several exits, the choice is **demonic**, which means that every choice must establish the corresponding postcondition. If continuation is not possible, the assumption stops. The **assertion** \( \{G\} \) also allows continuation at exit \( i \) if \( G_i = \text{true} \). If continuation is possible at several exits, the choice is **angelic**, which means that at least one choice must establish the corresponding postcondition.

If continuation is not possible, the assertion aborts:

\[
[G] \ Q \doteq \land_i \{G_i \Rightarrow Q_i \mid i \in I\} \\
\{G\} \ Q \doteq \lor_i \{G_i \land Q_i \mid i \in I\}
\]
3.6 Composite Multi-Exit Statements

Now we define indexed predicate transformers for composite multi-exit statements. Let $S$, $T$ be multi-exit statements. The sequential composition $S ; _i T$ executes first $S$ and provided that $S$ terminates at exit $i$, continues with $T$. The demonic choice $S \cap T$ establishes a postcondition at an exit if both $S$ and $T$ do. The angelic choice $S \cup T$ establishes a postcondition at an exit if either $S$ or $T$ does. We write $f[i \leftarrow v]$ for updating function $f$ to evaluate to $v$ at $i$:

$$(S ; _i T) \hat{Q} \equiv S(Q[i \leftarrow T Q])$$

$$(S \cap T) \hat{Q} \equiv S Q \land T Q$$

$$(S \cup T) \hat{Q} \equiv S Q \lor T Q$$

In sequential composition, $T Q$ is the weakest precondition for $T$ to terminate with $Q$, and it is also the postcondition of $S$ on the $i$th exit.

Binary choice generalizes to choice over arbitrary sets. Let $\mathcal{S}$ be a set of predicate transformers:

$$(\cap _s \mathcal{S}) \hat{Q} \equiv \land _s \{S Q \mid S \in \mathcal{S}\}$$

$$(\cup _s \mathcal{S}) \hat{Q} \equiv \lor _s \{S Q \mid S \in \mathcal{S}\}$$

The demonic choice over the empty set blocks, $\cap _s \emptyset = \text{stop}$, and the angelic choice over the empty set aborts, $\cup _s \emptyset = \text{abort}$.

We have that $[\text{false}] = \text{stop}$ and that $[\text{true}] = \cap _s \{\text{jump} i \mid i\}$. Dually, we have that $\{\text{false}\} = \text{abort}$ and that $\{\text{true}\} = \cup _s \{\text{jump} i \mid i\}$. For predicates $p_1, \ldots, p_k$ and distinct $i_1, \ldots, i_k \in I$ we write $i_1 \mapsto p_1, \ldots, i_k \mapsto p_k$ for the indexed predicate that is $p_1$ at $i_1$, $\ldots$, $p_k$ at $i_k$, and false everywhere else. As a special case, $i \mapsto \text{true}$ is the indexed predicate that is true for $i \in I$ and false otherwise. In the case of assertions and assumptions with only one predicate being true and all other false, the continuation is deterministic, in the sense that $[i \mapsto \text{true}] = \text{jump} i = \{i \mapsto \text{true}\}$. If
only a predicate for the normal exit is specified, we write \([p]\) for \([\text{nrl} \mapsto p]\) and likewise \(\{p\}\) for \(\{\text{nrl} \mapsto p\}\).

**Theorem 3.4.** ✓ Let \(p\) be a predicate and \(Q\) be an indexed predicate:

\[
[p] Q = (p \Rightarrow Q \ \text{nrl}) \\
\{p\} Q = (p \land Q \ \text{nrl})
\]

An *update* specifies a state change by one relation for each exit, each relation relating the common initial state to the final state at each exit. Let \(R\) be an indexed relation. The *demonic update* \([R]\) allows continuation at exit \(i\) from initial state \(\sigma\) if \(R \ i \ \sigma\) specifies some final states. The choice among all possible final states and the choice among all possible exits are demonic. If continuation is not possible, the demonic update stops. Dually, the *angelic update* \(\{R\}\) allows continuation at exit \(i\) from initial state \(\sigma\) if \(R \ i \ \sigma\) specifies some final states. The choice among all possible final states and the choice among all possible exits are angelic. If continuation is not possible, the angelic update aborts:

\[
[R] Q \ \sigma = (\forall i. \forall \gamma. R \ i \ \sigma \ \gamma \Rightarrow Q \ i \ \gamma) \\
\{R\} Q \ \sigma = (\exists i. \exists \gamma. R \ i \ \sigma \ \gamma \land Q \ i \ \gamma)
\]

We have that \(\bot\) = *stop* and that \(\{\text{id}\}\) = \(\cap_s \{\text{jump } i \mid i\}\). Dually, we have that \(\{\bot\}\) = *abort* and that \(\{\text{id}\}\) = \(\cup_s \{\text{jump } i \mid i\}\). Both updates \([\top]\) and \(\{\top\}\) always terminate in some state at some exit, with \([\top]\) making the choice among the exits and among the states demonic and \(\{\top\}\) making these choices angelic. In the case of updates with only one relation being the identity and all other relations being empty, the continuation is deterministic, in the sense that \([i \mapsto \text{id}] = \text{jump } i = \{i \mapsto \text{id}\}\). For the case that only a relation for the normal exit is specified, we write \([r]\) for \([\text{nrl} \mapsto r]\) and likewise \(\{r\}\) for \(\{\text{nrl} \mapsto r\}\). We call them *normal demonic update* and *normal angelic update*, respectively.
Theorem 3.5. ✓ Let \( r \) be a relation and \( Q \) be an indexed predicate:

\[
[r] Q \sigma = (\forall \gamma. r \sigma \gamma \Rightarrow Q \text{nrl} \gamma)
\]

\[
\{r\} Q \sigma = (\exists \gamma. r \sigma \gamma \land Q \text{nrl} \gamma)
\]

For an indexed predicate \( G : \mathcal{P}\Sigma_i \), the lifting \( |G| : \Sigma \xrightarrow{\iota} \mathcal{P}\Sigma \) is an indexed relation that, for each exit \( i \), is a partial identity relation:

\[
|G| i \sigma \sigma' \equiv G i \sigma \land \sigma = \sigma'
\]

Assumptions and assertions can be expressed as demonic and angelic updates by lifting their argument to an indexed relation:

Theorem 3.6. ✓ Let \( G \) be an indexed predicate:

\[
[G] = |G|
\]

\[
\{G\} = \{|G|\}
\]

A multi-exit statement (or statement for short) \( S \) is an indexed predicate transformer that is constructed using only

1. basic multi-exit statements abort, stop, jump \( i \), \([G]\), \(\{G\}\), \([R]\), \(\{R\}\), where \( i \) is an exit index, \( G \) is an indexed predicate, \( R \) is an indexed relation, and

2. composite multi-exit statements \( S;_{i} T, \sqcap_{S} \mathcal{G}, \sqcup_{S} \mathcal{G} \), where \( S, T \) are statements and \( \mathcal{G} \) is a set of statements.

We write skip for the jump statement to the normal exit, and write \( ; \) for the normal sequential composition:

\[
\text{skip} \equiv \text{jump nrl}
\]

\[
S; T \equiv S;_{\text{nrl}} T
\]

Exception handling is expressed in terms of the statement \( \text{raise} i \) to raise exception \( i \) and the statement try \( S \) on \( i \) do \( T \) to start with \( S \) and on exception \( i \) to continue with
T, otherwise to continue normally. With exceptions being exits, these are defined as:

\[
\begin{align*}
\text{raise } i & \equiv \text{jump } i & \text{if } i \neq \text{nrl} \\
\text{try } S \text{ on } i \text{ do } T & \equiv S;_i T & \text{if } i \neq \text{nrl}
\end{align*}
\]

### 3.7 Algebraic Properties

For exit index \(i\), indexed predicate transformers with \(;_i\) as composition on exit \(i\) and \(\text{jump } i\) as unit form a monoid. For distinct exit indices \(i, j\), we only have that \(\text{jump } i\) is a left zero of \(;_j\).

**Theorem 3.7.** ✓ Let \(I\) be the exit indices and let \(S, T, U\) be indexed predicate transformers. For any \(i, j \in I\) that satisfies \(i \neq j\) we have:

\[
\begin{align*}
(S;_i T);_i U & = S;_i (T;_i U) \quad \text{(associativity)} \\
S;_i \text{jump } i & = S \quad \text{(right zero of } ;_i) \\
\text{jump } i;_i S & = S \quad \text{(left unit of } ;_i) \\
\text{jump } j;_i S & = \text{jump } j \quad \text{(left zero of } ;_i)
\end{align*}
\]

As the unit of a monoid is unique, we have that the unique unit of \(;_i\) is \(\text{jump } i\).

To see that \((S;_i T);_j U \neq S;_i (T;_j U)\) in general, consider that \(i = \text{nrl}\) and \(j \neq \text{nrl}\). Rewriting using \text{try} statements, it is intuitive that \text{try } S ; T \text{ on } j \text{ do } U \) is in general different from \(S ; \text{try } T \text{ on } j \text{ do } U\). Assuming \(i, j \neq \text{nrl}\) and rewriting \(S;_j \text{jump } i\) as \text{try } S \text{ on } j \text{ do } \text{raise } i\) we obtain the idiom of re-raising an exception; in this case, \(\text{jump } i\) (or \(\text{raise } i\)) is neither unit nor zero.

The refinement relation is defined again by pointwise extension from predicates.

For indexed predicate transformers \(S, T\) we define:

\[
S \sqsubseteq T \equiv \forall Q. S Q \leq T Q
\]

Intuitively, refinement may reduce demonic choice and may increase angelic choice,
where the choice is between exits or states. For example, $\text{jump } i \sqcap \text{jump } j \sqsubseteq \text{jump } i$. This is captured by the lattice structure of indexed predicate transformers.

**Theorem 3.8.** ✓ Indexed predicate transformers with $\sqsubseteq$ as the order relation, abort as bottom, stop as top, $\sqcap$ as meet, $\sqcup$ as join, $\sqcap_s$ as set meet, and $\sqcup_s$ as set join form a complete distributive lattice.

## 3.8 Program Expressions

A *value function* of type $\Sigma \rightarrow V$ is a total function from state space $\Sigma$ to value type $V$. However, before embarking on modelling statements in concrete programming languages, we need to determine how to treat possible undefinedness in program expressions. We distinguish *terms* in the underlying logic, here HOL, from *program expressions*, here those of programming languages. A Boolean term, even one like $x/y > 0$ and $a[x] < k$ is always true or false. However, the program expressions $x/y > 0$ and $a[x] < k$ may not always yield a result. For program expression $E$ its *definedness* $\Delta E$ and value ‘$E$’ are in part determined by the underlying machine; the result of $\Delta E$ and ‘$E$’ are terms. Since the value function can be complicated because it involves definedness, for readability we write ‘$E$’ $\cong$ $v$ if $\Delta E \leq (\lambda \sigma. \text{‘}E\text{’}\sigma = v\sigma)$, which means that when $E$ is defined at $\sigma$, the value ‘$E\sigma$ equals $v\sigma$. Formally, a program expression is a partial function, with its domain being the state space $\Sigma$, and its range being $V$. In Isabelle, the value of a partial function is *None* where it is undefined.

We consider a subset of Java operators on Booleans and integers: assuming that $c$ is a constant, $x$ a variable, $E$ and $F$ program expressions, and $\approx$ is $=, <$ or another relational operator, $\circ$ is $+, -, \times$, and $|$ is *div* or *mod* (integer division and modulo),
we have

\[ \Delta c = \text{true} \quad 'c' \simeq \lambda \sigma. c \]
\[ \Delta x = \text{true} \quad 'x' \simeq \lambda \sigma. x \sigma \]
\[ \Delta (E \text{ and } F) = \Delta E \land \Delta F \quad 'E \text{ and } F' \simeq 'E' \land 'F' \]
\[ \Delta (E \text{ or } F) = \Delta E \land \Delta F \quad 'E \text{ or } F' \simeq 'E' \lor 'F' \]
\[ \Delta (E \text{ and then } F) = \Delta E \land ('E' \Rightarrow \Delta F) \quad 'E \text{ and then } F' \simeq 'E' \land 'F' \]
\[ \Delta (E \text{ or else } F) = \Delta E \land (\neg 'E' \Rightarrow \Delta F) \quad 'E \text{ or else } F' \simeq 'E' \lor 'F' \]
\[ \Delta (E \approx F) = \Delta E \land \Delta F \quad 'E \approx F' \simeq 'E' \approx 'F' \]
\[ \Delta (E \mid F) = \Delta E \land \Delta F \land 'F' \neq 0 \quad 'E \mid F' \simeq 'E' \mid 'F' \]
\[ \Delta (E \circ F) = \Delta E \land \Delta F \land \begin{align*}
\min \leq & 'E \circ F' \leq \max
\end{align*} \quad 'E \circ F' \simeq 'E' \circ 'F' \]

where \( \min \) and \( \max \) are the smallest and largest machine-representable integers, operators \text{ and } \text{ and } \text{ or } \text{ evaluate both operands, and operators } \text{ and then } (\text{conditional conjunction, or conditional and, also written as } \land_c) \text{ and } \text{ or else } (\text{conditional disjunction, or conditional or, also written as } \lor_c) \text{ evaluate conditionally. For example, with the state being a pair of integers } (l, u): \]

**Theorem 3.9.** √ Assuming that \( \min \leq 0 \leq l \leq u \leq \max \),

\[ \Delta((l + u) \text{ div } 2) = \lambda (l, u). l + u \leq \max \]
\[ '(l + u) \text{ div } 2' \simeq \lambda (l, u). (l + u) \text{ div } 2 \]

and:

\[ \Delta(l + (u - l) \text{ div } 2) = \text{true} \]
\[ 'l + (u - l) \text{ div } 2' \simeq \lambda (l, u). l + (u - l) \text{ div } 2 \]
\[ = \lambda (l, u). (l + u) \text{ div } 2 \]

That is, program expressions \((l + u) \text{ div } 2\) and \((l + u) \text{ div } 2\) have the same value when defined, namely the term \((l + u) \text{ div } 2\), but the latter one is always defined under
above assumption, whereas the former is not.

The distinction between terms in the logic and program expressions keeps the logic simple, \textit{e.g.}, all familiar laws of the Boolean algebra like the law of the excluded middle still hold, while allowing the capture of all restrictions of an underlying machine.

### 3.9 Monotonicity and Junctivity

We characterize different classes of statements. Indexed predicate transformer $S$ is \textit{monotonic} if and only if $Q \leq Q' \Rightarrow S Q \leq S Q'$ for arbitrary indexed predicates $Q$, $Q'$. An immediate consequence is:

**Theorem 3.10. ✓** \textit{All basic statements are monotonic and all composed statements preserve monotonicity.}

By monotonicity of $S$ we have that for arbitrary $i, tr_i S \leq tr S$.

Positive “junctivity” properties are defined by distributivity over arbitrary, but non-empty sets of indexed predicates. Indexed predicate transformer $S$ is \textit{positively conjunctive} if and only if $S (\cap_s \Omega) = \land_s \{S Q \mid Q \in \Omega\}$ and \textit{positively disjunctive} if and only if $S (\cup_s \Omega) = \lor_s \{S Q \mid Q \in \Omega\}$ for arbitrary set $\Omega \neq \emptyset$ of indexed predicates.

**Theorem 3.11. ✓** \textit{Statements \texttt{stop}, \texttt{jump} $i$, \texttt{assertion} \{G\}, \texttt{assumption} \{G\}, and demonic update \{R\} are positively conjunctive. Sequential composition $;_i$ and demonic choice $\cap$ preserve positive conjunctivity.}

Angelic choice does not preserve positive conjunctivity in general. A dual theorem holds for positively disjunctive statements.

**Theorem 3.12. ✓** \textit{Statements \texttt{abort} and \texttt{jump} $i$, \texttt{assumption} \{G\}, \texttt{assertion} \{G\}, and angelic update \{R\} are positively disjunctive. Sequential composition $;_i$ and angelic choice $\uplus$ preserve positive disjunctivity.}
Universal “junctivity” properties are defined by distributivity over arbitrary sets of indexed predicates. Indexed predicate transformer $S$ is universally conjunctive if $S(\cap_s \Omega) = \wedge_s \{SQ \mid Q \in \Omega\}$ and universally disjunctive if $S(\cup_s \Omega) = \vee_s \{SQ \mid Q \in \Omega\}$ for arbitrary set $\Omega$ of indexed predicates.

**Theorem 3.13.** ✓ Any universally conjunctive indexed predicate transformer is positively conjunctive. Any positively conjunctive indexed predicate transformer is monotonic.

It is easy to see that abort is not universally conjunctive by taking $\Omega = \emptyset$. As a consequence, assertion $\{G\}$ is in general not universally conjunctive either. Angelic choice does not preserve universal conjunctivity. The relationship between universal and positive “junctivity” can be stated more precisely by considering domains.

**Theorem 3.14.** ✓ A indexed predicate transformer is universally conjunctive if and only if it is positively conjunctive and terminating.

As an immediate consequence, stop, jump $i$, assumption $[G]$, and demonic update $[R]$ are universally conjunctive. Also, sequential composition $;_i$ and demonic choice $\cap$ preserve universal conjunctivity. Dually, we have:

**Theorem 3.15.** ✓ A indexed predicate transformer is universally disjunctive if and only if it is positively disjunctive and enabled.

The monoid and lattice structure are connected by following distributivity properties.

**Theorem 3.16.** ✓ Let $S$ be an indexed predicate transformer and $\Sigma$ be a non-empty
set of indexed predicate transformers:

\[
(\cap s \mathcal{T}) ; S = \cap s\{ T ; S \mid T \in \mathcal{T} \}
\]

\[
S ; (\cap s \mathcal{T}) \subseteq \cap s\{ S ; T \mid T \in \mathcal{T} \}
\] if \( S \) is monotonic

\[
S ; (\cap s \mathcal{T}) = \cap s\{ S ; T \mid T \in \mathcal{T} \}
\] if \( S \) is positively conjunctive

### 3.10 Domains

For multi-exit statements, the termination domain, written as \( tr S \), identifies when statement \( S \) does not abort. The termination domain on exit \( i \), written as \( tr_i S \) identifies when statement \( S \) terminates on exit \( i \). The enabledness domain, written as \( en S \), identifies when the statement does not block. We say a indexed predicate transformer \( S \) is terminating if \( tr S = \text{true} \) and that \( S \) is enabled (or strict) if \( en S = \text{true} \).

\[
\begin{align*}
tr S &\equiv S \text{true} \\
tr_i S &\equiv S(i \mapsto \text{true}) \\
en S &\equiv \neg(S \text{false})
\end{align*}
\]

The next theorem summarizes the basic properties of the domain operations.

**Theorem 3.17.** ✓ *Let \( S, T \) be statements, \( G \) be an indexed predicate, \( R \) be a relation, \( i, j \) be two different exit indices:*

\[
\begin{align*}
tr \text{ abort} &\equiv \text{false} & tr \text{ stop} &\equiv \text{true} & tr \text{ jump } i &\equiv \text{true} \\
tr_i \text{ abort} &\equiv \text{false} & tr_i \text{ stop} &\equiv \text{true} & tr_i \text{ jump } i &\equiv \text{true} \\
en \text{ abort} &\equiv \text{true} & en \text{ stop} &\equiv \text{false} & en \text{ jump } i &\equiv \text{true} \\
tr [G] &\equiv \text{true} & tr \{ G \} &\equiv \lor s\{ G i \mid i \} \\
en [G] &\equiv \lor s\{ G i \mid i \} & en \{ G \} &\equiv \text{true}
\end{align*}
\]
\[ tr (S ;_i T) \Rightarrow tr S \quad en (S ;_i T) \Rightarrow en S \]

\[ tr (S \cap T) = tr S \land tr T \quad tr (S \cup T) = tr S \lor tr T \]

\[ en (S \cap T) = en S \lor en T \quad en (S \cup T) = en S \land en T \]

\[ tr [R] = \text{true} \quad tr \{R\} = (\lambda \sigma. \exists i, \gamma. R i \sigma \gamma) \]

\[ en [R] = (\lambda \sigma. \exists i, \gamma. R i \sigma \gamma) \quad en \{R\} = \text{true} \]

Statement **stop** blocks execution, hence \( en \text{ stop} = \text{false} \), and **stop** “terminates orderly” by refusing execution, hence \( tr \text{ stop} = \text{true} \).

### 3.11 Total Correctness

Hoare’s total correctness assertion \([p] S [q]\) states that under precondition \(p\), statement \(S\) terminates with postcondition \(q\). This is now generalized to indexed postconditions.

**Definition 3.4.** Total correctness assertion \([p] S [Q]\) states that under precondition \(p\), statement \(S\) terminates with postcondition \(Q\), i.e.,

\[ [p] S [Q] \equiv p \leq S Q \]

The next theorem summarizes the basic properties of total correctness; they extend those in [Cristian, 1984; King and Morgan, 1995]:

**Theorem 3.18.** Let \(p\) be any predicate, \(Q\) be any indexed predicate, \(G\) be any indexed predicate, \(R\) be an indexed relation, and \(S, T\) be statements:

\[ [p] \text{ abort } [Q] \equiv p = \text{false} \]

\[ [p] \text{ stop } [Q] \equiv \text{true} \]

\[ [p] \text{ jump } i [Q] \equiv p \Rightarrow Q i \]

\[ [p] [G] [Q] \equiv p \Rightarrow (\land_s \{ G i \Rightarrow Q i \mid i \in I \}) \]
\[ [p] \{ G \} \{ Q \} \equiv p \Rightarrow (\vee \{ G i \land Q i \mid i \in I \}) \]

\[ [p] S ; i T [Q] \equiv \exists h. [p] S [Q[i \leftarrow h]] \land [h] T [Q] \]


\[ [p] [R] [Q] \equiv p \Rightarrow (\lambda \sigma. \forall i \gamma. R i \sigma \gamma \Rightarrow Q i \gamma) \]

\[ [p] \{ R \} \{ Q \} \equiv p \Rightarrow (\lambda \sigma. \exists i \gamma. R i \sigma \gamma \land Q i \gamma) \]

**Definition 3.5.** A precondition \( p \) and an indexed postcondition \( Q \) can specify a set of statements \( \{ S \mid [p] S [Q] \} \), in which any \( S \) is monotonic. We denote the set meet of this set as \([p, Q]\):

\[ [p, Q] Q' = \text{if } Q \leq Q' \text{ then } p \text{ else false} \]

Apparently it is monotonic and it is refined by any statement in the set \( \{ S \mid [p] S [Q] \} \), so it is the least specified statement of given \( p \) and \( Q \).

**Theorem 3.19.** \( \checkmark \) Let \( p \) be a predicate and \( Q \) be an indexed predicate,

\[ [p] [p, Q] [Q] \]

\[ \forall S. [p] S [Q] \Rightarrow [p, Q] \subseteq S \]
Chapter 4

Recursion and Iteration

Recursion is suitable for solving problems when each solution is dependent on the same problem of smaller instances [Graham et al., 1994], and iteration repeats a block of statements. Back and von Wright [1998] study recursion and iteration rules for single-exit programs. We extend them to multi-exit programs, starting from giving the definitions of ranked predicates and least fixed points.

4.1 Ranked Predicates and Least Fixed Points

Definition 4.1. (Section 18.1 of [Back and von Wright, 1998]) A well-founded set is a poset \((W, \leq)\) in which every non-empty subset of \(W\) has a minimal element, i.e., if \(\forall X \subseteq W. X \neq \emptyset \Rightarrow (\exists x \in X. \forall y \in X. y \prec x)\)

Definition 4.2. Let \(\{p_w \mid w \in W\}\) be a collection of predicates that are indexed by the well-founded non-empty set \(W\) such that \(w < w' \Rightarrow p_w \leq p_{w'}\). A predicate in such a set is called a ranked predicate. A ranked predicate \(p_w\) is often written as the
conjunction of an invariant expression \( p \) and a variant expression \( v \):

\[
\begin{align*}
  p_w &\overset{\text{def}}{=} (\lambda \sigma. p \sigma \land v \sigma = w) \\
  p_{<w} &\overset{\text{def}}{=} \forall_s \{ p_{w'} \mid w' \in W \land w' < w \}
\end{align*}
\]

Thus, \( p \) holds if some ranked predicate holds, while \( p_{<w} \) holds if some ranked predicate with a “lower rank” than that of \( p_w \) holds.

Definition 4.2 essentially follows Section 20.2 of [Back and von Wright, 1998], except that the well-founded set \( W \) is required to be non-empty here, since it no longer requires defining \( p \) as the disjunction of all \( p_w \), and in practice the set is non-empty anyway.

A well-founded set does not have a chain that decreases infinitely, so ranked predicates can be used to guarantee the termination in recursion or iteration.

**Definition 4.3.** Let \( A \) be a complete lattice and \( f \) a monotonic function on \( A \), i.e., \( f \in A \to_m A \), then the least fixed point \( a \) in \( A \) is denoted as \( \mu f \). The least element that satisfies \( f a = a \), i.e., \( \forall a' \in A. f a' = a' \Rightarrow a \sqsubseteq a' \).

Knaster-Tarski theorem guarantees the existence of the least fixed point, and it is given by \( \sqcap_s \{ x \mid x \in A \land f x \sqsubseteq x \} \) [Tarski, 1955].

### 4.2 Recursion

**Theorem 4.1.** Assume that \( W \) is a well-founded set, \( f \) is a monotonic function on monotonic indexed predicate transformers, and \( \{ p_w \mid w \in W \} \) is a collection of ranked predicates with ranks of type \( W \), then the following holds:

\[
(\forall w \in W. \{ p_w \}; S \sqsubseteq f (\{ p_{<w} \}; S)) \Rightarrow \{ p \}; S \sqsubseteq \mu f
\]

**Proof.** Assume that \( \{ p_w \}; S \sqsubseteq f (\{ p_w \}; S) \) holds for all \( w \in W \). First we show that

\[
(\forall w \in W. \{ p_w \}; S \sqsubseteq \mu f) \tag{\ast}
\]
by well-founded induction, as follows. The induction assumption is \((\forall v. v < w \Rightarrow \{p_v\}; S \sqsubseteq \mu f)\):

\[
\{p_w\}; S
\]

\(\sqsubseteq \langle\text{assumption}\rangle f(\bigwedge_s \{p_v \mid v \in W \land v < w\}; S)\)

\(= \langle\text{homomorphism property of assertion, distributivity}\rangle f(\bigcap_s \{p_v \mid S \land v < w\})\)

\(\sqsubseteq \langle\text{induction assumption, monotonicity}\rangle f(\bigcap_s \{\mu f \mid v \in W \land v < w\})\)

\(\sqsubseteq \langle\text{empty join gives abort, otherwise } \mu f, \text{ monotonicity}\rangle f(\mu f)\)

\(= \langle\text{fold fixed point}\rangle \mu f\)

Thus,

\[
\{p\}; S
\]

\(= \langle\text{definition of } p\rangle \{\bigvee_s \{p_w \mid w \in W\}\}; S\)

\(= \langle\text{homomorphism property of assertion, distributivity}\rangle \Box_s \{\{p_w\}; S \mid w \in W\}\)

\(\sqsubseteq \langle\text{(*) above}\rangle \mu f\)

\(\mu f\)

\(\square\)
4.3 Iteration

Definition 4.4. Let $S$ be a monotonic indexed predicate transformer. We define strong iteration on the $i$th exit, through least fixed point:

$$S^{ω_i} \doteq (\mu X \cdot S : i \ X \sqcap \text{jump } i)$$

and we write $S^ω$ as the abbreviation of $S^{ω_{\text{init}}}$.

Theorem 4.2. ✓ Let $S$ be a statement and let $p_w$ with $w \in W$ be a collection of ranked predicates with ranks of type $W$. Assume that $(W, \leq)$ is a well-founded set, then

$$(\forall w \in W. [p_w] S [Q[i \leftarrow p_{<w}]]) \Rightarrow [p] S^{ω} [Q[i \leftarrow p]]$$

Proof. For any $w \in W$, according to the assumption, $[p_w] S [Q[i \leftarrow p_{<w}]]$. For any $Q'$, when $Q[i \leftarrow p] \leq Q'$,

$$\langle \{p_w\}; |p, Q[i \leftarrow p]| \rangle Q'$$

$$= \langle \text{sequential composition, least specified statement} \rangle$$

$$\{p_w\} p$$

$$= \langle \text{assertion, ranked predicates} \rangle$$

$$p_w$$

$$\leq \langle \text{assumption, total correctness} \rangle$$

$$S (Q[i \leftarrow p_{<w}]) \land p_w$$

$$\leq \langle \text{sequential composition, monotonicity} \rangle$$

$$((S : i \ (\{p_{<w}\}; |p, Q[i \leftarrow p]|)) Q') \land (Q' i)$$

$$= \langle \text{definition of jump } i, \text{ demonic choice} \rangle$$

$$((S : i \ (\{p_{<w}\}; |p, Q[i \leftarrow p]|)) \sqcap \text{jump } i) Q'$$

and when $Q[i \leftarrow p] \not\leq Q'$

$$\langle \{p_w\}; |p, Q[i \leftarrow p]| \rangle Q'$$

$$= \langle \text{sequential composition, least specified statement} \rangle$$
then $\forall w \in W. \{p_w\}; [p, Q[i \leftarrow p]] \subseteq (S \uplus_i (\{p_w\}; [p, Q[i \leftarrow p]])) \cap \text{jump } i$, and

$\forall w \in W. \{p_w\}; [p, Q[i \leftarrow p]] \subseteq (S \uplus_i (\{p_w\}; [p, Q[i \leftarrow p]])) \cap \text{jump } i$

$= \langle \text{function application} \rangle$

$\forall w \in W. \{p_w\}; [p, Q[i \leftarrow p]] \subseteq (\lambda X. S \uplus_i X \cap \text{jump } i)(\{p_w\}; [p, Q[i \leftarrow p]])$

$\Rightarrow \langle \text{Theorem 4.2} \rangle$

$\{p\}; [p, Q[i \leftarrow p]] \subseteq \mu (\lambda X. S \uplus_i X \cap \text{jump } i)$

$\Rightarrow \langle \text{least specified statement, iteration} \rangle$

$[p] S^{\omega_i} [Q[i \leftarrow p]]$

\[\square\]

### 4.4 Discussion

Recursion allows reasoning about recursive programs. In Theorem 4.1, $w$ is the size of an instance, and $f$ is how the solutions to smaller instances can be combined into a solution of larger instance (the recursive function body). Theorem 4.2 will be used implicitly for proofs of theorems in Chapters 6 to 9.
Chapter 5

Normal Forms of Multi-Exit Statements

Normal forms facilitate construction of correct programs in a variety of aspects. Hoare et al. [1987] gives a normal form to show the completeness of algebraic laws of straight-line programs with bounded nondeterminism; it also implies the completeness of refinement laws, since refinement can be expressed in terms of equality and nondeterministic choice, i.e., $S \sqsubseteq T \equiv S = S \sqcap T$. Hoare et al. [1993] expresses compilation of Dijkstra’s guarded command programs as a reduction to a normal form. Von Wright [1994] proposes a normal form of programs with (unbounded) demonic and angelic nondeterminism; the normal form relies on a sequential composition of (abstract) angelic and demonic update statements. Abrial [1996] gives a normal form for programs with demonic nondeterminism to justify the specification constructs of the B method. Kozen [1997] proves that all while programs can be transformed into a normal form with only a single while-loop, using the Kleene algebra with tests and commutativity conditions. Back and von Wright [1998] study systematically normal forms for various classes of programs, including those with demonic and angelic nondeterminism. Ying

The normal forms given in this chapter use sequential composition on the normal exit only. According to the symmetry of exits, a normal form exists using sequential composition on any other exits.

5.1 Normal Form of Monotonic Indexed Predicate Transformers

Every multi-exit statement is a monotonic indexed predicate transformer by definition. We show that the converse also holds, that every monotonic indexed predicate transformer can be equivalently expressed as a multi-exit statement. It turns out that only normal angelic update, normal sequential composition, and demonic update are needed to express any monotonic indexed predicate transformer. The following theorem and its proof generalize those of [Back and von Wright, 1998] for single-exit statements.

**Theorem 5.1.** √ *Let S be a monotonic indexed predicate transformer. Then there exists a relation r and an indexed relation R such that S = \{r\}; [R].*

*Proof.* Assume that $S : \mathcal{P}\Gamma_I \rightarrow \mathcal{P}\Sigma$ is a monotonic indexed predicate transformer. Define relation $r : \Sigma \rightarrow \mathcal{P}(\mathcal{P}\Gamma_I)$ and indexed relation $R : \mathcal{P}\Gamma_I \xrightarrow{\tau} \mathcal{P}\Gamma$ as follows, where $P$ is any indexed predicate of type $\mathcal{P}\Gamma_I$:

\[
\begin{align*}
r \sigma P & \equiv S P \sigma \\
R i P \gamma & \equiv P i \gamma
\end{align*}
\]
Then, for arbitrary indexed predicate $Q$ and arbitrary state $\sigma_0$ we have:

$\langle \{r\}; [R]\rangle Q \sigma_0$

$\equiv \langle \text{definition of sequential composition} \rangle$

$\{r\} (Q[\text{nrl} \leftarrow [R] Q]) \sigma_0$

$\equiv \langle \text{definition of demonic update} \rangle$

$\{r\} (Q[\text{nrl} \leftarrow (\lambda \sigma. \forall i \gamma. R i \sigma \gamma \Rightarrow Q i \gamma)]) \sigma_0$

$\equiv \langle \text{Theorem 3.5, definition of } R \rangle$

$(\exists P. r \sigma_0 P \land (\forall i \gamma. P i \gamma \Rightarrow Q i \gamma))$

$\equiv \langle \text{definition of } r, \text{ definition of } \leq \rangle$

$(\exists P. S P \sigma_0 \land P \leq Q)$

$\equiv \langle (***) \rangle$

$S Q \sigma_0$

The step (***) is shown by mutual implication:

$(\exists P. S P \sigma_0 \land P \leq Q)$

$\Rightarrow \langle S \text{ is monotonic, context says } P \leq Q \rangle$

$(\exists P. S Q \sigma_0 \land P \leq Q)$

$\Rightarrow \langle \text{weakening} \rangle$

$(\exists P. S Q \sigma_0)$

$\Rightarrow \langle \text{quantifier rule} \rangle$

$S Q \sigma_0$

For the reverse implication we have:

$(\exists P. S P \sigma_0 \land P \leq Q)$

$\Leftarrow \langle \text{witness } P = Q \rangle$

$S Q \sigma_0 \land Q \leq Q$

$\equiv \langle \text{reflexitivity} \rangle$

$S Q \sigma_0$
Together it is shown that $S = \{ r \}; [R]$. □

As a consequence, any monotonic indexed predicate transformer can be expressed as a statement. For example, the least statement $[p, Q]$ specified by $p$ and $Q$ can be written in normal form as

$$[p, Q] = \{ p \}; [(\lambda i \sigma \gamma. p \sigma \land Q i \gamma)]$$

The normal form $\{ r \}; [R]$ can be interpreted as a simple two-player game [Back and von Wright, 1998]: given an initial state, first the angel chooses an intermediate exit and an intermediate state. Then, for any possible intermediate exit and intermediate state, the demon chooses the final exit and final state. An interesting observation is how the intermediate state space is constructed in the proof. The precondition is of type $\mathcal{P}\Sigma$, the indexed postcondition is of type $\mathcal{P}\Gamma I$, and the intermediate condition is of type $\mathcal{P}(\mathcal{P}\Gamma I)$. That is, an intermediate state is a set of final states. Given initial state $\sigma$, the angel first picks an indexed predicate $P$ of type $\mathcal{P}\Gamma I$ such that $S P \sigma$ holds and then the demon picks at each exit $i$ a final state $\gamma$ such that $P i \gamma$ holds.

To illustrate this with a concrete example, consider statement $S$ with two exits, a normal and an exceptional exit, $I = \{\text{nrl, exc}\}$, and we write $(q_1, q_2)$ as an abbreviation of $\{\text{nrl} \mapsto q_1, \text{exc} \mapsto q_2\}$. Recalling that $\text{skip} = \text{jump nrl}$, we define $\text{raise} = \text{jump exc}$ and $S = \text{skip} \sqcup \text{raise}$. The weakest precondition of $S$ is $S(q_1, q_2) = (q_1 \lor q_2)$. The normal form of $S$ is $\{ r \}; [R]$ such that $r \rho (q_1, q_2) \equiv p = (q_1 \lor q_2)$ and $R = (r_1, r_2)$ where $r_1 (q_1, q_2) \gamma_1 \equiv q_1 \gamma_1$ and $r_2 (q_1, q_2) \gamma_2 \equiv q_2 \gamma_2$. From any precondition $p$, the normal angelic update $\{ r \} = \{(r, \bot)\}$ always exits normally. However, intuitively it can choose to go to the intermediate state $(p, \text{false})$, which represents either exiting normally with postcondition $p$ or exiting exceptionally with $\text{false}$, it can also choose to go to the intermediate state $(\text{false}, p)$, which represents either exiting normally with postcondition $\text{false}$ or exiting exceptionally with $p$, or it can choose to establish any
$(q_1, q_2)$ where $p = (q_1 \lor q_2)$. In case of $(p, \text{false})$, the next statement, $[(r_1, r_2)]$, forces $r_1$ to be chosen ($r_2$ is $\perp$ due to $\text{false}$, according to the definition) and $S$ exits normally with $p$, as $\text{skip}$ does. In case of $(\text{false}, p)$, the next statement, $[(r_1, r_2)]$, forces $r_2$ to be chosen ($r_1$ is $\perp$ due to $\text{false}$, according to the definition) and $S$ exits exceptionally with $p$, as $\text{raise}$ does.

As a second example, consider statement $S$ defined by $S = \text{skip} \sqcap \text{raise}$. The weakest precondition of $S$ is $S(q_1, q_2) = (q_1 \land q_2)$. The normal form of $S$ is $\{r\}; [R]$ such that $rp(q_1, q_2) \equiv p = (q_1 \land q_2)$, and $R = (r_1, r_2)$ where $r_1(q_1, q_2) \gamma_1 \equiv q_1 \gamma_1$, $r_2(q_1, q_2) \gamma_2 \equiv q_2 \gamma_2$. From any precondition $p$, the normal angelic update $\{r\} = \{(r, \perp)\}$ exits normally. It can choose to go in the state $(p, p)$ or it can choose to establish $(q_1, q_2)$ where $p = (q_1 \land q_2)$. In case of $(p, p)$ in the intermediate state, the next statement, $[(r_1, r_2)]$ can choose $r_1$ and exit normally with $p$, as $\text{skip}$ does, or choose $r_2$ and exit exceptionally with $p$, as $\text{raise}$ does.

In principle, sequential composition at exit other than $\text{nrl}$, angelic update, demonic choice, and angelic choice are not necessary to express an arbitrary monotonic indexed predicate transformer. Still, we consider them for symmetry reasons and to be able to define concrete programming constructs in terms of those.

5.2 Normal Form of Conjunctive Indexed Predicate Transformers

Statements $\text{stop}$, $\text{jump}\ i\$, assumption $[P]$, and demonic update $[R]$ are universally conjunctive, and sequential composition $;\ i$ and demonic choice $\sqcap$ preserve universal conjunctivity. We show that in turn every universally conjunctive indexed predicate transformer can be expressed by a statement consisting only of normal demonic
update, with one relation for each exit.

**Lemma 5.1.** ✓ If $S$ is a universally conjunctive indexed predicate transformer, then for all indexed predicates $Q$ and all states $\sigma$:

$$S Q \sigma \equiv \land_s \{ P \mid P \land S P \sigma \} \leq Q$$

**Proof.** When $S Q \sigma = True$:

$$\land_s \{ P \mid P \land S P \sigma \} \leq Q$$

$$\equiv \langle \text{splitting } \land_s \rangle$$

$$Q \land (\land_s \{ P \mid P \land S P \sigma \land P \neq Q \}) \leq Q$$

$$\equiv \langle \land \text{-elimination} \rangle$$

$$True$$

When $S Q \sigma = False$:

$$(\land_s \{ P \mid P \land S P \sigma \} \leq Q)$$

$$\Rightarrow \langle S \text{ is monotonic, Theorem } 3.13 \rangle$$

$$S (\land_s \{ P \mid P \land S P \sigma \} \leq S Q$$

$$\equiv \langle \text{definition of conjunctivity} \rangle$$

$$(\land_s \{ S P \mid P \land S P \sigma \} \leq S Q$$

$$\Rightarrow \langle \text{definition of } \leq \rangle$$

$$(\land_s \{ S P \mid P \land S P \sigma \} \sigma) \Rightarrow S Q \sigma$$

$$\equiv \langle \text{definition of } \land_s \rangle$$

$$(\land_s \{ S P \sigma \mid P \land S P \sigma \}) \Rightarrow S Q \sigma$$

$$\equiv \langle \text{definition of } \land_s, \text{ assumption } S Q \sigma = false \rangle$$

$$\text{true } \Rightarrow \text{false}$$

$$\equiv \langle \text{lattice property} \rangle$$

$$False$$

Thus we know that $S Q \sigma \equiv \{ P \mid P \land S P \sigma \} \leq Q$
**Theorem 5.2. ✓** Let $S$ be an universally conjunctive indexed predicate transformer. There exists a unique indexed relation $R$ such that $S = [R]$.

**Proof.** Let $I$ be the exit indices of $S$. For arbitrary $i \in I$ we define:

$$R_i \sigma = \land_s \{ P_i \mid P = S P \sigma \}$$

Then we calculate for any indexed predicate $Q$:

$$[R] Q \sigma$$

$$\equiv \langle \text{definition of } R, \text{ definition of demonic update} \rangle$$

$$\forall i. (\forall \gamma. (\land_s \{ P_i \mid P = S P \sigma \}) \gamma \Rightarrow Q i \gamma)$$

$$\equiv \langle \text{definition of } \leq \text{ on predicates} \rangle$$

$$\forall i. \land_s \{ P_i \mid P = S P \sigma \} \leq Q i$$

$$\equiv \langle \text{definition of } \leq \text{ on indexed predicates} \rangle$$

$$\land_s \{ P \mid P = S P \sigma \} \leq Q$$

$$\equiv \langle \text{Lemma 5.1} \rangle$$

$$S Q \sigma$$

This shows that $[R] = S$. For uniqueness we have:

$$[R] = [R']$$

$$\equiv \langle \text{antisymmetry} \rangle$$

$$[R] \subseteq [R'] \wedge [R] \supseteq [R']$$

$$\equiv \langle \text{definition of demonic update, definition of } \leq, \text{ definition of } \supseteq \rangle$$

$$\forall i. R_i \supseteq R'_i \wedge R_i \subseteq R'_i$$

$$\equiv \langle \text{antisymmetry} \rangle$$

$$\forall i. R_i = R'_i$$

$$\equiv \langle \text{equality of tuples} \rangle$$

$$R = R'$$
Lemma 5.2. ✓ If $S$ is conjunctive, then $[tr S] ; S$ is universally conjunctive.

Proof. For arbitrary predicate $S$, we show that $[tr S] ; S$ is terminating:

\[
\begin{align*}
tr ([tr S] ; S) &\quad \text{(definition of } tr) \\
= ([S \text{true}] ; S) \text{true} &\quad \text{(definition of sequential composition)} \\
= (S \text{true}) (\text{true}[\text{nrl} \leftarrow S \text{true}]) &\quad \text{(definition of assumption)} \\
= S \text{true} \Rightarrow (\text{true}[\text{nrl} \leftarrow S \text{true}]) \text{nrl} &\quad \text{(simplification of function update)} \\
= S \text{true} \Rightarrow S \text{true} &\quad \text{(lattice property)} \\
= \langle \text{lattice property} \rangle
\end{align*}
\]

Thus with Theorem 3.11, $[tr S] ; S$ is universally conjunctive by definition. □

Theorem 5.3. ✓ Let $S$ be an arbitrary positively conjunctive indexed predicate transformer. Then there exists a unique predicate $p$ and a unique indexed relation $R$ such that $S = \{ p \} ; [R]$.

Proof. It is easily seen that we must choose $p = tr S$:

\[
\begin{align*}
S &\quad = \{ p \} ; [R] \\
\Rightarrow &\quad \langle \text{congruence} \rangle \\
tr S &\quad = tr (\{ p \} ; [R]) \\
&\quad \equiv \langle \text{from definitions} \rangle \\
&\quad tr S = (p \land tr [R]) \\
&\quad \equiv \langle \text{from definitions} \rangle \\
&\quad tr S = p
\end{align*}
\]
By Lemma 5.2, we have that \( \{ p \} ; [R] \) is universally conjunctive. Then we can conclude by Theorem 5.2 that some indexed relation \( R \) exists such that \( [tr\ S] ; S = [R] \), and by the proof of that theorem, \( R i \sigma = \land \{ P i \mid P \land S P \sigma \} \). Then we have for arbitrary indexed predicate \( Q \):

\[
(\{tr\ S\} ; S)\ Q \\
\equiv \langle \text{from definitions} \rangle \\
(\{tr\ S\} ; [tr\ S] ; S)\ Q \\
\equiv \langle \text{definition of ;, assertion, assumption} \rangle \\
tr\ S \land (tr\ S \Rightarrow S\ Q) \\
\equiv \langle \text{lattice property} \rangle \\
tr\ S \land S\ Q \\
\equiv \langle \text{definition of tr S} \rangle \\
S\ true \land S\ Q \\
\equiv \langle S \text{ is monotonic by Theorem 3.13} \rangle \\
S\ Q
\]

Thus \( S = \{ p \} ; [R] \) for \( p \) and \( R \) as above.

\[\square\]

### 5.3 Discussion

The normal forms not only give a uniform specification for certain categories of statements, but also show the equivalence between all statements and monotonic indexed predicate transformers by mutual inclusion (Theorems 3.10 and 5.1). From the next chapter on these two terms will be used interchangeably.
Chapter 6

Fail-Safe Correctness and Fail-Safe Refinement

In this section we study programs that use exception handling with termination model semantics, as followed by C++ and Java [ISO, 2012; Gosling et al., 2013]. We model statements with termination model semantics as double-exit predicate transformers with a normal exit and a single exceptional exit, i.e., the exit indices being $I = \{\text{nrl}, \text{exc}\}$. Correspondingly, we write $(q_1, q_2)$ as an abbreviation of $\{\text{nrl} \mapsto q_1, \text{exc} \mapsto q_2\}$. Thus, the meaning of total correctness becomes

$$[p] S [q_1, q_2] \equiv \begin{array}{l}
\text{Under precondition } p, \text{ statement } S \text{ terminates and} \\
- \text{ on normal termination } q_1 \text{ holds finally,} \\
- \text{ on exceptional termination } q_2 \text{ holds finally.}
\end{array}$$

In addition to the statements defined in Chapter 3, we define a few more statements that are commonly used in programming languages. We define $;$ as the abbreviation of $;\text{exc}$, the exceptional composition, and $\text{raise}$ as the abbreviation of $\text{jump exc}$, which terminates exceptionally without changing the state. The common $\text{try } S \text{ catch } T$
statement with body $S$ and handler $T$ is just a different notation for exceptional composition. The statement $\textbf{try } S \textbf{ catch } T \textbf{ finally } U$ with finalization $U$ can be defined in terms of sequential and exceptional composition. The finalization $U$ is executed either after $S$ succeeds, after $S$ fails and $T$ succeeds, or after $S$ fails and $T$ fails, in which case the whole statement fails whether $U$ succeeds or fails; see Figure 6.1.

$$\text{try } S \text{ catch } T \equiv S ; ; T$$

$$\text{try } S \text{ catch } T \text{ finally } U \equiv (S ; ; (T ; ; (U ; \text{raise}))) ; U$$

![Diagram](image-url)

**Figure 6.1: Symmetry on Two Exits**

The assignment statement $x := E$ is defined in terms of an update statement that affects only component $x$ of the state space. For this we assume that the state is a tuple and variables select elements of the tuple.

With $x$ being a variable and $e$ being a relation, the relational assignment $x := e$ modifies component $x$ of the state space to be $e$ and leaves all other components of the state space unchanged; the initial and final state spaces are the same. The nondeterministic relational assignment $x :\in e$ modifies component $x$ of the state space
to be any element of the set $e$. Provided that the state space consists of variables $x$, $y$ we define:

$$x := e \triangleq \lambda (x, y). \lambda (x', y'). x' = e (x, y) \land y' = y$$

$$x \in e \triangleq \lambda (x, y). \lambda (x', y'). x' \in e (x, y) \land y' = y$$

The (deterministic) assignment $x := E$ fails if program expression $E$ is undefined, otherwise it succeeds and assigns the value of $E$ to $x$. The nondeterministic assignment $x :\in E$ fails if $E$ is undefined, otherwise it succeeds and assigns any element of the set $E$ to $x$, the choice being demonic:

$$x := E \triangleq \{ \Delta E, \neg \Delta E \}; [x := 'E']$$

$$x \in E \triangleq \{ \Delta E, \neg \Delta E \}; [x := 'E']$$

The check statement check $B$ terminates normally if Boolean expression $B$ is defined and evaluates to True, and terminates exceptionally if $B$ is undefined or evaluates to False.

$$\text{check } B \triangleq \{ \Delta B \land 'B', \neg \Delta B \lor \neg 'B' \}$$

The conditional statement if $B$ then $S$ else $T$ fails if $B$ is undefined, otherwise continues with either $S$ or $T$, depending on the value of $B$:

$$\text{if } B \text{ then } S \text{ else } T \triangleq \{ \Delta B, \neg \Delta B \}; ((['B'] ; S) \sqcap (['B'] ; T))$$

$$\text{if } B \text{ then } S \triangleq \text{if } B \text{ then } S \text{ else skip}$$

The while loop while $B$ do $S$, in which $B$ is a Boolean expression and $S$ is a statement, is defined as the least fixed point of $\lambda X$. if $B$ then $(S ; X)$ with respect to the refinement ordering, i.e.,

$$\text{while } B \text{ do } S \triangleq (\mu X \cdot \text{if } B \text{ then } (S ; X))$$

In general we have the following sub-conjunctivity property:

$$S (q_1, q_2) \land S (q_1', q_2') \iff S (q_1 \land q_1', q_2 \land q_2')$$
As a direct consequence of sub-conjuctivity we get following sub-separation property:

\[ S(q_1, \text{true}) \land S(\text{true}, q_2) \iff S(q_1, q_2) \]

Unfortunately the direction of the implication does not allow the reasoning to be separated in general: we would like from \( S(q_1, \text{true}) \) (succeeding with \( q_1 \) or failing in any state) and \( S(\text{true}, q_2) \) (succeeding in any state or failing with \( q_2 \)) to deduce \( S(q_1, q_2) \). For any universal conjunctive statement \( S \) separation holds:

\[ S(q_1, \text{true}) \land S(\text{true}, q_2) = S(q_1, q_2) \]

Statements \texttt{abort}, \texttt{stop}, \texttt{skip}, \texttt{raise}, assumption \([q_1, q_2]\), and demonic update \([r_1, r_2]\) are positively conjunctive. Sequential composition, exceptional composition, and demonic choice preserve positive conjunctivity. The assertion \([g_1, g_2]\) is conjunctive only if \( q_1 \) excludes \( q_2 \), i.e., \( q_1 \land q_2 = \text{false} \). Angelic choice and angelic update are in general not conjunctive either. Since separation is a desirable property, in this section we mainly consider conjunctive statements; all of the statements considered in the following theorems are conjunctive.

### 6.1 Total Correctness

Suppose the state space of \( p \) is a tuple with \( x \) as an element, \( e.g., (x, \ldots) \), we write \( p[x\backslash v] \) for the predicate resulted from replacing free variable \( x \) by the value of expression \( v \) whenever evaluating predicate \( p \), \( i.e., \lambda(x, \ldots).p(v(x, \ldots), \ldots) \). The next theorem states the basic properties of total correctness, most part of it as the instantiation of Theorem 3.18 for double-exit programs.

**Theorem 6.1.** Let \( p, q_1, q_2, g_1, g_2 \) be predicates, \( r_1, r_2 \) be relations, \( B, E, \mathcal{E} \) be a program expressions, and \( S, T \) be statements:

\[
[p] \texttt{abort} [q_1, q_2] \equiv p = \text{false}
\]

\[
[p] \texttt{stop} [q_1, q_2] \equiv \text{True}
\]
We immediately get following consequence rule for any statement $S$:

$$(p' \Rightarrow p) \land [p] \ S \ [q_1, q_2] \land (q_1 \Rightarrow q'_1) \land (q_2 \Rightarrow q'_2) \Rightarrow [p'] \ S \ [q'_1, q'_2]$$

For conjunctive statement $S$ we have also:

$$(p \land p') \ S \ [q_1, q_2] \land [p'] \ S \ [q'_1, q'_2] \Rightarrow [p \land p'] \ S \ [q_1 \land q'_1, q_2 \land q'_2]$$

Separation arises as a special case:

$$[p] \ S \ [q_1, \text{true}] \land [p] \ S \ [\text{true}, q_2] \Rightarrow [p] \ S \ [q_1, q_2]$$
6.2 Domains

For statements with two exits, the termination domain includes the normal termination domain, written as $nr S$, and the exceptional termination domain, written as $ex S$:

\[
\begin{align*}
tr S & \equiv S(\text{true}, \text{true}) \\
nr S & \equiv tr_{\text{nr}} S = S(\text{true}, \text{false}) \\
ex S & \equiv tr_{\text{exc}} S = S(\text{false}, \text{true}) \\
en S & \equiv \neg S(\text{false}, \text{false})
\end{align*}
\]

As a corollary of sub-conjunctivity, we have $nr S \land ex S \leq \neg en S$ for any statement $S$. This can be strengthen to $nr S \land ex S \equiv \neg en S$ if $S$ is conjunctive. The next theorem summarizes the basic properties of the domain operations, part of which being an instantiation of Theorem 3.17.

**Theorem 6.2.** Let $S$, $T$ be double-exit predicate transformers, $q_1$, $q_2$ be predicates, $r_1$, $r_2$ be relations, $x$ be a variable, and $E$, $B$ be program expressions, we have the following theorem as instantiation of Theorem 3.17 for double-exit statements:

\[
\begin{align*}
tr \text{ abort} & = \text{false} & tr \text{ stop} & = \text{true} & tr \text{ skip} & = \text{true} & tr \text{ raise} & = \text{true} \\
nr \text{ abort} & = \text{false} & nr \text{ stop} & = \text{true} & nr \text{ skip} & = \text{true} & nr \text{ raise} & = \text{false} \\
ex \text{ abort} & = \text{false} & ex \text{ stop} & = \text{true} & ex \text{ skip} & = \text{false} & ex \text{ raise} & = \text{true} \\
en \text{ abort} & = \text{true} & en \text{ stop} & = \text{false} & en \text{ skip} & = \text{true} & en \text{ raise} & = \text{true} \\
tr [g_1, g_2] & = \text{true} & nr [g_1, g_2] & = \neg g_2 \\
ex [g_1, g_2] & = \neg g_1 & en [g_1, g_2] & = g_1 \lor g_2 \\
tr (x := E) & = \text{true} & tr (x :\in E) & = \text{true} \\
nr (x := E) & = \Delta E & nr (x :\in E) & = \Delta E \\
ex (x := E) & = \neg \Delta E & ex (x :\in E) & = \Delta E \Rightarrow (\lambda \sigma. \text{E} \sigma = \emptyset) \\
en (x := E) & = \text{true} & en (x :\in E) & = \Delta E \Rightarrow (\lambda \sigma. \text{E} \sigma \neq \emptyset)
\end{align*}
\]
6.3 Fail-Safe Correctness

The notion of total correctness assumes that any possible failure has to be anticipated in the specification; the outcome in case of failure is specified by the exceptional postcondition, an implementation may not fail in any other way: a rather optimistic point of view. We propose a new notion of fail-safe correctness, which weakens the notion of total correctness by allowing also “true” exceptions. For orderly continuation after an unanticipated exception, the restriction is that in that case, the state must not change. Partial correctness does not guarantee termination [Back and von Wright, 1998]. In Sekerinski and Zhang [2011] we use “partial correctness” instead of “fail-safe
correctness” for lack of a better name.

For example, database transactions can be explained in terms of fail-safe correctness: either a transaction succeeds, establishing the desired postcondition, or it fails and the original state is restored. Another example for fail-safe correctness is the recovery block for software fault tolerance [Horning et al., 1974; Randell, 1975]: a list of alternative implementations is attempted in given order. If one alternative fails, the original state is restored and the next attempted, until either one succeeds or all fail. The design of class methods in robust object-oriented programs also follows the principles of fail-safe correctness: if a method fails, it must at least establish the object invariant as the alternative postcondition, such that program execution can continue and methods of the object may still be called.

We introduce following notation:

\[ \langle|p|\rangle S \langle|q_1, q_2|\rangle \equiv \text{Under precondition } p, \text{ statement } S \text{ terminates and} \]
- on normal termination \( q_1 \) holds finally,
- on exceptional termination \( p \) or \( q_2 \) holds finally.

Both total correctness and fail-safe correctness guarantee termination when the precondition holds. If \( \langle|p|\rangle S \langle|q_1, \text{false}|\rangle \) holds, then statement \( S \) does not modify the state when terminating exceptionally, and we write this more concisely as \( \langle|p|\rangle S \langle|q_1|\rangle \). Let \( p, q_1, q_2 \) be predicates:

\[ \langle|p|\rangle S \langle|q_1, q_2|\rangle \equiv p \implies S (q_1, p \lor q_2) \]
\[ \langle|p|\rangle S \langle|q_1|\rangle \equiv p \implies S (q_1, p) \]

Total correctness implies fail-safe correctness, but not vice versa. The very definition of fail-safe correctness breaks the duality between normal and exceptional postconditions that total correctness enjoys. This leads to some curious consequences that we will explore.
Theorem 6.3. Let $p, q_1, q_2, g_1, g_2$ be predicates, $r_1, r_2$ be relations, $B, E, \mathcal{E}$ be program expressions, and $S, T$ be statements:

\[
\begin{align*}
\langle |p| \rangle \text{ abort } \langle |q_1, q_2| \rangle & \equiv p = \text{false} \\
\langle |p| \rangle \text{ stop } \langle |q_1, q_2| \rangle & \equiv \text{True} \\
\langle |p| \rangle \text{ skip } \langle |q_1, q_2| \rangle & \equiv p \Rightarrow q_1 \\
\langle |p| \rangle \text{ raise } \langle |q_1, q_2| \rangle & \equiv \text{True} \\
\langle |p| \rangle [g_1, g_2] \langle |q_1, q_2| \rangle & \equiv (p \land g_1 \leq q_1) \\
\langle |p| \rangle [r_1, r_2] \langle |q_1, q_2| \rangle & \equiv (\forall \sigma. p \sigma \Rightarrow (r_1 \sigma \leq q_1) \land (r_2 \sigma \leq p \lor q_2)) \\
\langle |p| \rangle x := E \langle |q_1, q_2| \rangle & \equiv \Delta E \land p \Rightarrow q_1[x\backslash'E'] \\
\langle |p| \rangle x \in \mathcal{E} \langle |q_1, q_2| \rangle & \equiv \Delta \mathcal{E} \land p \Rightarrow \forall x' \in \mathcal{E}' . q_1[x\backslash'] \\
\langle |p| \rangle S ; T \langle |q_1, q_2| \rangle & \equiv \exists h. \langle |p| \rangle S \langle |h, q_2| \rangle \land [h] T \langle |q_1, p \lor q_2| \rangle \\
\langle |p| \rangle S ; ; T \langle |q_1, q_2| \rangle & \equiv \exists h. [p] S \langle |q_1, h| \rangle \land [h] T \langle |q_1, p \lor q_2| \rangle \\
\langle |p| \rangle S \cap T \langle |q_1, q_2| \rangle & \equiv \langle |p| \rangle S \langle |q_1, q_2| \rangle \land \langle |p| \rangle T \langle |q_1, q_2| \rangle \\
\langle |p| \rangle \text{ check } B \langle |q_1, q_2| \rangle & \equiv \Delta B \land B' \land p \Rightarrow q_1 \\
\langle |p| \rangle \text{ if } B \text{ then } S \text{ else } T \langle |q_1, q_2| \rangle & \equiv [\Delta B \land B' \land p] S \langle |q_1, p \lor q_2| \rangle \land [\Delta B \land \neg B' \land p] T \langle |q_1, p \lor q_2| \rangle
\end{align*}
\]

The \textit{raise} statement miraculously satisfies any fail-safe correctness specification by failing and leaving the state unchanged. The rules for assignment and nondeterministic assignment have only conditions in case the expression is defined; in case the expression is undefined, the assignment fails without changing the state, thus satisfies the fail-safe correctness specification automatically. Likewise, the check statement and the conditional have only conditions in case $B$ is defined. If $B$ is undefined, the statement fails without changing the state. We immediately get the following consequence rule for any statement $S$:

\[
\langle |p| \rangle S \langle |q_1, q_2| \rangle \land (q_1 \Rightarrow q_1') \land (q_2 \Rightarrow q_2') \Rightarrow \langle |p| \rangle S \langle |q_1', q_2'| \rangle
\]
Like for total correctness, this rule allows the postconditions to be weakened; however, it does not allow the precondition to be weakened.

For $S ; T$ and $\text{try } S \text{ catch } T$ let us consider the special case when $q_2 \equiv \text{false}$:

$$\langle|p|\rangle S ; T \langle|q_1|\rangle \equiv \exists h. \langle|h|\rangle S \langle|h|\rangle \land \langle|q_1,p|\rangle$$

The fail-safe correctness assertion for $S ; T$ is satisfied if $S$ fails without changing the state, but if $S$ succeeds with $h$, then $T$ must either succeed with the specified postcondition $q_1$, or fail with the original precondition $p$. For the fail-safe correctness assertion of $\text{try } S \text{ catch } T$ to hold, either $S$ must succeed with $q_1$, or fail with $h$, from which $T$ either succeeds with $q_1$ or fails with the original precondition $p$.

### 6.4 Loop Theorems

Let $p_w$ be ranked predicates in which $w \in W$ is a well-founded set. The fundamental rules for total correctness and fail-safe correctness of loops are as follows:

**Theorem 6.4.** √ Assume that $B$ is a Boolean program expression, $q_2$ is a predicate and $S$ is a statement. Assume that $p_w$ for $w \in W$ is a ranked collection of predicates. Then

$$\forall w \in W. [\langle|p_w|\rangle \land \Delta B \land \neg q'] S \langle|p_{<w}, q_2|\rangle$$

$$\Rightarrow [p] \text{ while } B \text{ do } S [p \land \Delta B \land \neg q' \lor (p \land \neg \Delta B) \lor q_2]$$

and

$$\forall w \in W. [\langle|p_w|\rangle \land \Delta B \land \neg q'] S \langle|p_{<w}, q_2|\rangle$$

$$\Rightarrow [p] \text{ while } B \text{ do } S [p \land \Delta B \land \neg q' \lor q_2]$$

These theorems separate the concerns of the two exits: on the normal exit, both rules are similar as with one exit, except that the postconditions include the definedness of the guard $B$. On the exceptional exit, the rule for total correctness is the
same as its counterpart with one exit [Back and von Wright, 1998]; on the exceptional exit, it states that if the loop body \( S \) exits exceptionally with postcondition \( q_2 \), then the loop exits exceptionally with postcondition \( p \land \neg \Delta B \) (failure of the guard) or \( q_2 \) (failure of the loop body).

### 6.5 Fail-Safe Refinement

Formal specification techniques allow expressing idealized specifications, which abstract from restrictions that may arise in implementations. However, partial implementations are universal in software development due to practical limitations. In software development, specifications are meant to be concise by stating abstractly only the intention of a program rather than elaborating on a possible implementation. However, practical restrictions can prevent idealized specifications from being fully implemented. In general, there are three sources of partiality in implementations: there may be inherent limitations of the implementation, some features may intentionally not (yet) be implemented, or there may be a genuine fault.

As an example of inherent limitations of an implementation, consider a class for the analysis of a collection of integers. The operations are initialization, inserting an integer, and summing all its elements. Assume that \texttt{int} is a type for machine-representable integers, bounded by \texttt{min} and \texttt{max}, and machine arithmetic is bounded, \textit{i.e.}, an overflow caused by arithmetic operations on \texttt{int} is detected and raises an exception, as available in x86 assembly language \cite{Intel2013} and .NET \cite{Microsoft2013}. We define:

```java
class IntCollection
    bag(int) b
    invariant inv : \forall x \in b. \texttt{min} \leq x \leq \texttt{max}
    method init()
```
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\begin{verbatim}
b := []

method insert(n : int)
b := b + [n]

method sum()
result := \sum x \in b \cdot x
\end{verbatim}

This specification allows an unbounded number of machine-representable integers to be stored in the abstract bag \( b \), which is an unordered collection that, unlike a set, allows duplication of elements. The empty bag is written as \( [] \), the bag consisting only of a single \( n \) as \( [n] \), union of bags \( b, b' \) as \( b + b' \), and the sum of all elements of bag \( b \) as \( \sum x \in b \cdot x \). (A model of bags is a function from elements to their number of occurrences in the bag.) However, in an implementation, method \textit{init} \ (object initialization) and \textit{insert} may fail due to memory exhaustion at heap allocation (and raise an exception), and method \textit{sum} may fail due to overflow of the result (and raise an exception). Even if the result of \textit{sum} is machine-representable, the iterative computation of the sum in a particular order may still overflow. Hence no realistic implementation of this class can be faithful. Still, it is a useful specification because of its clarity and brevity. Obviously, using mathematical integers instead of machine-representable integers in the specification would make implementations even “more partial”.

The second source of partiality is intentionally missing features. The evolutionary development of software consists of anticipating and performing \textit{extensions} and \textit{contractions} \cite{Parnas1978}. Anticipated extensions can be expressed by features that are present but not yet implemented. Contractions lead to obsolete features that will eventually be removed. In both cases, implementations of features may be missing. A common practice is to raise an exception if a feature is not yet implemented. Here is a recommendation from the Microsoft Developer Documentation for .NET \cite{Microsoft}. 
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static void FutureFeature()
{
    // Not developed yet.
    throw new NotImplementedException();
}

The third source of partiality is genuine faults. These may arise from the use of software layers that are themselves faulty (operating system, compilers, libraries), from faults in the hardware (transient or permanent), or from errors in the design (errors in the correctness argument, incorrect hypothesis about the abstract machine).

Our goal is to contribute to a method of program refinement that allows for partial implementations that guarantee “safe” failure if the desired outcome cannot be computed. For program statements $S$ (the specification) and $T$ (the implementation), the total refinement of $S$ by $T$ means that either $T$ terminates normally and establishes a postcondition that $S$ may also establish on normal termination, or $T$ terminates exceptionally and establishes a postcondition that $S$ may also establish on exceptional termination. As a relaxation, fail-safe refinement allows $T$ additionally to terminate exceptionally provided the initial state is preserved. The intention is that the implementation $T$ tries to meet specification $S$, but if it cannot do so, $T$ can fail safely by not changing the state and terminating exceptionally. When applying fail-safe refinement to data refinement, an implementation that cannot meet the specification and fails may still change the state as long as the change is not visible in the specification.

The exception handling of the Eiffel programming language provided the inspiration for fail-safe refinement [Meyer 1997]: in Eiffel, each method has one entry and two exits, a normal and an exceptional exit, but is specified by a single precondition and single postcondition only. The normal exit is taken if the desired postcondition
is established and the exceptional exit is taken if the desired postcondition cannot be established, thus allowing partial implementations. In Eiffel, the postcondition must be evaluated at run-time to determine if the normal or exceptional exit is taken (and hence must be efficiently computable). Fail-safe refinement is more general in the sense that it does not require that a postcondition to be evaluated at run-time, as long as faults are detected at run-time in some way. Fail-safe refinement is related to this notion of fail-safe correctness in the same sense as total refinement is related to total correctness.

Retrenchment also addresses the issue of partial implementations, but with statements with one entry and one exit [Banach et al., 2007]: the refinement of each operation of a data type requires a within and a concedes relation that restrict the initial states and widen the possible final states of an implementation. Compared to retrenchment, fail-safe refinement does not require additional relations to be specified. Fail-safe refinement is more restrictive in the sense that initial states cannot be restricted and the final state cannot be widened on normal termination. In fail-safe refinement, the caller is notified through an exception of the failure; retrenchment is a design technique that is independent of exception handling.

In Sekerinski and Zhang [2012] we use “partial refinement” for fail-safe refinement for lack of a better name. The term “partial refinement” has been introduced in Back [1981] for statements with one exit. There, partial refinement allows the domain of termination to be reduced. In this thesis, fail-safe refinement requires termination, either on the normal or exceptional exit. Partial refinement in Jeffords et al. [2009] refers to transition system refinement with a partial refinement relation; the approach is to construct fault-tolerant systems in two phases, first with an idealized specification and then adding fault-tolerant behaviour. Here we use fail-safe refinement specifically for statements with two exits.
We relax total refinement to fail-safe refinement and study its application. Fail-safe refinement of double-exit predicate transformers $S$, $T$ is defined by:

$$S \subseteq T \equiv S \cap \text{raise} \subseteq T$$

This implies that on normal exit, $T$ can only do what $S$ does. However, $T$ may fail when $S$ does not, but then has to preserve the initial state. For example, in such a case $T$ would still maintain an invariant and signal to the caller the failure. Note that the types of $S$ and $T$ require the initial state space to be the same as the final state space on exceptional exit. Partial refinement is related to fail-safe correctness in the same way as total refinement is related to total correctness:

**Theorem 6.5.** ✓ For double-exit predicate transformers $S$, $T$:

$$S \subseteq T \equiv \forall p, q_1, q_2. [p] S [q_1, q_2] \Rightarrow [p] T [q_1, q_2]$$

$$S \subseteq T \equiv \forall p, q_1, q_2. \langle p \rangle S \langle q_1, q_2 \rangle \Rightarrow \langle p \rangle T \langle q_1, q_2 \rangle$$

**Proof.** Here we give proof only for the second one. Unfolding the definitions yields:

$$\forall q_1, q_2. (S (q_1, q_2) \wedge q_2) \leq T (q_1, q_2)$$

$$\equiv \forall p', q'_1, q'_2. p' \leq S (q'_1, p' \vee q'_2) \Rightarrow p' \leq T (q'_1, p' \vee q'_2)$$

This is shown by mutual implication. For any $p'$, $q'_1$, and $q'_2$, by letting $q_1$ and $q_2$ to be $q'_1$ and $p' \vee q'_2$ respectively, it is straightforward that the left side implies the right side. Implication of the other direction is more involved: for any $p$ and $q_1$, letting $p'$, $q'_1$, and $q'_2$ to be $S (q_1, q_2) \wedge q_2$, $q_1$ and $q_2$ respectively gives us $(S (q_1, q_2) \wedge q_2) \leq S (q_1, S (q_1, q_2) \wedge q_2 \vee q_2) \Rightarrow (S (q_1, q_2) \wedge q_2 \leq T (q_1, S (q_1, q_2) \wedge q_2 \vee q_2)$. Since $S (q_1, q_2) \wedge q_2 \vee q_2 = q_2$, we have $(S (q_1, q_2) \wedge q_2) \leq S (q_1, q_2) \Rightarrow (S (q_1, q_2) \wedge q_2 = q_2)$. Since reducing to $S (q_1, q_2) \wedge q_2 \leq T (q_1, q_2)$, thus the left side is implied. 

Total refinement implies fail-safe refinement (in the same way as total correctness implies fail-safe correctness):
Theorem 6.6. ✓ For predicates \( p, q_1, q_2 \) and double-exit predicate transformers \( S, T \):

\[
[p] S [q_1, q_2] \Rightarrow \langle p \rangle S \langle q_1, q_2 \rangle \\
S \subseteq T \Rightarrow S \subseteq T
\]

In addition to \texttt{stop} as top element, fail-safe refinement has also \texttt{raise} as top element:

Theorem 6.7. ✓ For double-exit predicate transformers \( S, T \):

\[
S \subseteq \texttt{raise} \\
S \subseteq \texttt{stop}
\]

The fact that \( S \subseteq \texttt{raise} \) may be surprising, but it does allow for intentionally missing features, the second source of partiality discussed earlier on. Like total refinement, fail-safe refinement is a preorder, as it is reflexive and transitive:

Theorem 6.8. ✓ For double-exit predicate transformers \( S, T, U \):

\[
S \subseteq S \\
S \subseteq T \land T \subseteq U \Rightarrow S \subseteq U
\]

Fail-safe refinement is not antisymmetric, for example \texttt{stop} \( \subseteq \texttt{raise} \) and \texttt{raise} \( \subseteq \texttt{stop} \), but \texttt{stop} \( \not\equiv \texttt{raise} \). With respect to fail-safe refinement, sequential composition is monotonic only in its first operand, while demonic choice and conditional statement are monotonic in both operands:

Theorem 6.9. ✓ For statements \( S, S', T \):

\[
S \subseteq S' \Rightarrow S ; T \subseteq S' ; T \\
S \subseteq S' \land T \subseteq T' \Rightarrow S \sqcap T \subseteq S' \sqcap T' \\
\land \text{if } B \text{ then } S \text{ else } T \sqsubseteq \text{ if } B \text{ then } S' \text{ else } T'
\]
However, $S \subseteq S'$ does not imply $T ; S \subseteq T ; S'$ in general, since $T$ might modify the initial state on normal exit. Similarly, $S \subseteq S'$ implies neither $S ; ; T \subseteq S' ; ; T$ nor $T ; ; S \subseteq T ; ; S'$.

For data refinement, which makes the data structure more concrete while the correctness is maintained in all circumstances and for all purposes [He et al., 1986], we extend the refinement relationships to allow two double-exit predicate transformers on possibly different state spaces. We extend the definition of data refinement with double-exit predicate transformer, \textit{e.g.}, [Gardiner and Morgan 1991; von Wright, 1994], which uses an representation operation to link concrete and abstract spaces, to two postconditions. Suppose $S : \mathcal{P} \Sigma \times \mathcal{P} \Sigma \rightarrow \mathcal{P} \Sigma$ and $T : \mathcal{P} \Gamma \times \mathcal{P} \Gamma \rightarrow \mathcal{P} \Gamma$ are double-exit predicate transformers on $\Sigma$ and $\Gamma$ respectively, and $r : \Sigma \rightarrow \mathcal{P} \Gamma$ is the abstraction relation from $\Sigma$ to $\Gamma$. Then we define:

$$T_r \triangleq [r] ; ((T ; \{r^{-1}\}) ; ; \{\bot, r^{-1}\})$$

The composition $(T ; \{r^{-1}\}) ; ; \{\bot, r^{-1}\}$ applies the angelic update $\{r^{-1}\}$ to the normal outcome of $T$, terminating normally, and applies $\{r^{-1}\}$ to the exceptional outcome of $T$, terminating exceptionally. This can be equivalently expressed as $(T ; ; \{\bot, r^{-1}\}) ; \{r^{-1}\}$. The demonic update $[r]$ maps the states in $\Sigma$ to states in $\Gamma$. Then, after executing $T$, $\{r^{-1}\}$ and $\{\bot, r^{-1}\}$ map the states back to $\Sigma$ from states in $\Gamma$, on each exit. In other words, $T_r$ is the projection of $T$ on $\mathcal{P} \Sigma \times \mathcal{P} \Sigma \rightarrow \mathcal{P} \Sigma$ through relation $r$. Now we can define total data refinement and partial data refinement between $S$ and $T$ through $r$ as:

$$S \subseteq_r T \triangleq S \subseteq T_r$$

$$S \subseteq_r T \triangleq S \subseteq T_r$$

Note that here we could not define $S \subseteq_r T$ as $(S ; [r]) ; ; [r] \subseteq [r] ; T$, due to the restriction of $\subseteq$ that on both sides the initial state space must be the same as the exceptional state space, which $[r] ; T$ obviously does not satisfy.
Example: Limitation in Class Implementation

Now let us revisit the introductory example of the class \textit{IntCollection}. We consider an implementation using a fixed-size array. Using dynamic arrays or a heap-allocated linked list would be treated similarly, as an extension of a dynamic array and heap allocation may fail in the same way as a fixed-sized array may overflow. Since representing dynamic arrays or heaps complicates the model, we illustrate the refinement step using fixed-sized arrays. Let \textit{SIZE} be a constant of type \texttt{int}:

```java
class IntCollection1
    int l, int[] a
    invariant inv1 : 0 \leq l \leq SIZE \land \text{len}(a) = SIZE \land
        (\forall x. 0 \leq x < l \Rightarrow \min \leq a[x] \leq \max)
    method init1()
        l := 0 ; a := new int[SIZE] ;
    method insert1(n : int)
        l, a[l] := l + 1, n ;
    method sum1() : int
        int s, i := 0, 0 ;
        \{ loop invariant linv : 0 \leq i \leq l \land
            s = \sum_{x \in [0..i)} a[x] \land \min \leq s \leq \max \}\}
        while i < l do
            s, i := s + a[i], i + 1 ;
        \{ s = \sum_{x \in 0..l-1} a[x] \land \min \leq s \leq \max, inv1 \}
        result := s
```

The state spaces of classes \textit{IntCollection} and \textit{IntCollection1} are \texttt{bag(int)} and \texttt{int \times int[]} respectively. The invariant that links the state spaces is \( b = \text{bagof}(a[0..l-1]) \), where \texttt{bagof} converts an array to a bag with the same elements. The statement \( a := \texttt{new int}[SIZE] \) might fail due to heap allocation failure. Writing \( s^n \) for \( n \) times repeating sequence \( s \), allocation of an integer array is define as:

\[
x := \texttt{new int}[n] \equiv [\text{true}, \text{true}] ; x := [0]^n
\]
where \([\text{true, true}]\) might succeed or fail. Here the three methods refine those in class \(\text{IntCollection}\) respectively, formally \(\text{init} \subseteq_{\text{rel}} \text{init1}, \text{insert} \subseteq_{\text{rel}} \text{insert1}\), and \(\text{sum} \subseteq_{\text{rel1}} \text{sum1}\), in which the relations are given as \(\text{rel } b(l, a) \equiv b = \text{bagof}(a[0..l-1])\) and \(\text{rel } 1(b, \text{result})(l, a, \text{result'}) \equiv b = \text{bagof}(a[0..l-1]) \land \text{result} = \text{result'}\), since \(\text{result}\) is part of the state space in \(\text{sum1}\). We only give the proof sketch of the third one.

Using body and loop as the abbreviations of \(s, i := s + a[i], i + 1\) and while \(i < l\) do \(s, i := s + a[i], i + 1\) respectively, and defining \(B = (\lambda(s, i, l, a, \text{result}) \cdot i < l),\) \(\text{linv}_w = (\text{linv} \land (\lambda(s, i, l, a, \text{result}) \cdot w = l - i)),\) we have \(\Delta B = \text{true}\) and:

\[
[\text{linv} \land \Delta B \land B] \text{ body } [\text{linv}_{<w}, \text{linv}]
\]

According to Theorem \([6.4]\) we have

\[
[\text{linv} \land (\lambda(s, i, l, a, \text{result}) \cdot s = 0 \land i = 0)] \text{ loop } [\text{linv} \land \Delta B \land \neg B, \text{linv}]
\]
and \(\text{linv} \land \Delta B \land \neg B \Rightarrow s = \sum x \in 0..l-1 \cdot a[x].\) We require that the exceptional postconditions must be independent of \(\text{result}\) since no value will be returned in failures.

With the correctness rule for sequential composition we know that for arbitrary \(q_1, q_2:\)

\[
[(\lambda(l, a, \text{result}) \cdot q_1(l, a, \sum x \in 0..l-1 \cdot a[x])) \land q_2] \text{ sum1 } [q_1, q_2]
\]

Since for arbitrary \(q'_1, q'_2,\)

\[\text{sum } (q'_1, q'_2) = (\lambda b, \text{result} \cdot q'_1(\sum x \in b \cdot x, b) \land \min \leq \sum x \in b \cdot x \leq \max) \land q'_2\]

by definition we know that \(\text{sum} \subseteq_{\text{rel1}} \text{sum1}\).

Furthermore, \(\text{inv1}(l, a) \land \text{rel } b(l, a) \Rightarrow \text{inv } b\), which means that the original invariant \(\text{inv}\) is preserved by the new invariant \(\text{inv1}\) through relation \(\text{rel}\). In \(\text{sum1}\), local variables \(s\) and \(i\) would be erased on both exits, thus in exceptional termination caused by arithmetic overflow inside the loop, the original state \((l, a)\) remains the same, maintaining the invariant on exceptional exit.
Example: Incremental Development

Another use of fail-safe refinement is to express incremental development. When each of two programs handles some cases of the same specification, then their combination can handle no fewer cases, while remaining a fail-safe refinement of the specification:

\[ S \subseteq \text{if } B \text{ then } T \text{ else raise} \wedge S' \subseteq \text{if } B' \text{ then } T' \text{ else raise} \]

\[ \Rightarrow S \subseteq \text{if } B \text{ then } T \text{ else (if } B' \text{ then } T' \text{ else raise)} \]

Moreover, for conditional disjunction \( \lor_c \), we have

\[ \text{if } B \text{ then } T \text{ else (if } B' \text{ then } T' \text{ else raise)} \]

\[ = \text{if } B \lor_c B' \text{ then(if } B \text{ then } T \text{ else } T') \text{ else raise} \]

which allows the combination of more than two such programs in a switch-case style, since the right-hand side is again in the “if \ldots \text{ then } \ldots \text{ else raise}” form. With more and more such partial implementations combined this way, ideally more cases can be handled incrementally.

6.6 Discussion

We introduced fail-safe correctness for modelling programs that can fail “safely”, and fail-safe refinement for the description of programs that are unable to fully implement their specifications. Using double-exit predicate transformers for the semantics of statements allows us to specify the behaviour on both normal and exceptional exits. King and Morgan [1995] as well as Watson [2002] present a number of rules for total refinement, although using different programming constructs: \( S > T \), pronounced “\( S \) else \( T \)”, can be defined here as \( S \cap (T; \text{raise}) \), the specification statement \( x : [p, q_1 > q_2] \) with frame \( x \) can be defined here as \( \{p\} ; [\overline{q_1}, \overline{q_2}] \), where \( \overline{q_1}, \overline{q_2} \) lifts predicates \( q_1, q_2 \) to relations over \( x \), the exception block \( \text{[[} S \text{]]} \) with \text{raise} \( H \) in its body, where \( H \) is the exception handler, can be defined here as \( S ; ; H \). This allows their total refinement
rules to be used here. However, the purpose of fail-safe refinement is different and we would expect different kinds of rules needed.

For two sources of partiality, inherent limitations of an implementation and intentionally missing implementation, the two examples in Section 6.5 illustrate how fail-safe refinement can be used to help in reasoning. For the third source of partiality, genuine faults, the approach needs further elaboration. In next chapter, we apply the notions of fail-safe correctness to three design patterns for fault tolerance, rollback, degraded service, and recovery block. These ideas can be carried over to fail-safe refinement.

Implementation restrictions are also addressed by IO-refinement, which allows the type of method parameters to be changed in refinement steps [Boiten and Derrick, 1998; Banach et al., 2007; Derrick and Boiten, 2001; Mikhajlova and Sekerinski, 1997; Stepney et al., 1998]. Fail-safe refinement and IO-refinement are independent of each other and can be combined.
Chapter 7

Design Patterns for The Termination Model

In this section we illustrate the use of total correctness and fail-safe correctness with six design patterns, and three of them are with loops. These patterns are studied in [Sekerinski, 2011], providing fault-tolerant solutions for different problems.

7.1 Design Patterns without Loops

Rollback

When a statement fails, it may leave the program in an inconsistent state, for example in one in which an invariant does not hold and from which another failure is likely, or in an undesirable state, for example one in which the only course of action is termination of the program. We give a pattern for rolling back to the original state such that the failure is masked, meaning that it is not visible to the outside. Rolling back relies on a procedure backup, which makes a copy of the state, and a procedure restore, which restores the saved state. We formalize this by requiring that backup
establishes a predicate $k$, which $\text{restore}$ requires to roll back, and which the attempted statement, called $S$, has to preserve in case of failure. The backup may consist of a copy of all variables in main memory or secondary storage, or a partial or compressed copy, as long as a state satisfying $k$ can be established. The attempted statement $S$ does not need to preserve $k$ in case of success, e.g., can overwrite the backup of the variables. We let statement $T$ do some “cleanup” after restoring to achieve the desired postcondition.

**Theorem 7.1. ✓** Let $k, p, q$ be predicates and let backup, restore, $S$, $T$ be statements. If

\[
\langle |p| \rangle \text{backup} \langle |p \land k| \rangle \quad \text{(establishes $k$ from $p$ or fails with $p$)}
\]
\[
[k] \text{restore} [p] \quad \text{(restores $p$ from $k$)}
\]
\[
[p \land k] S [q, k] \quad \text{(establishes $q$ or fails with $k$)}
\]
\[
\langle |p| \rangle T \langle |q| \rangle \quad \text{(establishes $q$ or fails with $p$)}
\]

then:

\[
\langle |p| \rangle \text{backup} ; \text{try } S \text{ catch (restore ; $T$)} \langle |q| \rangle
\]

Procedure $\text{backup}$ may either fail with $p$ or succeed with $p \land k$, but $\text{restore}$ must always succeed. The cleanup $T$ must either succeed with $q$ or fail with its precondition $p$. Thus it can be implemented by $\text{raise}$, which would be an example of re-raising an exception.

**Degraded Service**

Suppose that two or more statements achieve the same goal, but some statements are preferred over others—the preferred one may be more efficient, may achieve a higher precision of numeric results, may transmit faster over the network, may achieve a higher sound quality. If the most preferred one fails, we may $\text{fall back}$ to one that is
less desirable, but more likely to succeed, and if that fails, fall back to a third one, and so forth. The least preferred one may simply inform the user of the failure. We call this the pattern of *degraded service*. In the formulation below degraded service is combined with rollback such that each attempt starts in the original state, rather than in the state that was left from the previous attempt. Hence, all alternatives have to adhere to the same specification, but try to satisfy that by different means. In case all attempts fail, the failure is propagated to the user.

**Theorem 7.2. ✓** Let $k, p, q$ be predicates and let backup, restore, $S_1, S_2$ be statements. If

\[
\langle |p| \rangle \text{ backup } \langle |p \land k| \rangle \quad (\text{establishes } k \text{ from } p \text{ or fails with } p) \\
\llbracket k \rrbracket \text{ restore } \llbracket p \land k \rrbracket \quad (\text{restores } p \text{ from } k) \\
\llbracket p \land k \rrbracket S_1 \llbracket q, k \rrbracket \quad (\text{establishes } q \text{ or fails with } k) \\
\llbracket p \land k \rrbracket S_2 \llbracket q, k \rrbracket \quad (\text{establishes } q \text{ or fails with } k)
\]

then:

\[
\langle |p| \rangle \text{ backup } ; \text{try } S_1 \text{ catch } (\text{restore } ; \text{try } S_2 \text{ catch } (\text{restore } ; \text{raise})) \langle |q| \rangle
\]

The theorem readily generalizes to more than two attempts.

**Recovery Block**

The *recovery block* specifies $n$ alternatives together with an *acceptance test* \[\text{Horning et al., 1974}\]. The alternatives are executed in the specified order. If the acceptance test at the end of an alternative fails or an exception is raised within an alternative, the original state is restored and the next alternative attempted. If an acceptance test passes, the recovery block terminates. If the acceptance test fails for all alternatives, the recovery block fails, possibly leading to alternatives taken at an outer level. Here is the originally suggested syntax of \[\text{Randell, 1975}\] and a formulation with *try-catch*
statements [Sekerinski 2011]; \( B \) is the acceptance test:

\[
\begin{align*}
\text{ensure } B & \quad \text{backup ;} \\
\text{by } S_1 & \quad \text{try } (S_1 ; \text{check } B) \\
\text{else by } S_2 & \quad \text{catch} \\
\text{else by } S_3 & \quad \text{restore ;} \\
\text{else raise} & \quad \text{try } (S_2 ; \text{check } B) \\
& \quad \text{catch} \\
& \quad \quad \text{restore ;} \\
& \quad \quad \text{try } (S_3 ; \text{check } B) \\
& \quad \quad \text{catch } (\text{restore ; raise})
\end{align*}
\]

The acceptance test does not have to be the complete postcondition; that would be rather impractical in general. However, suppose that we know that alternative \( S_i \) terminates with \( q_i \), if it succeeds. If we can devise a predicate \( B_i \) such that \( q_i \land \text{‘} B_i \text{’} \) implies the desired postcondition \( q \), then \( B_i \) is an adequate acceptance test for \( S_i \); for this each alternative has to have its own acceptance test, a possibility already mentioned in [Randell 1975]:

**Theorem 7.3.** ✓ Let \( k, p, q, q_1, q_2, q_3 \) be predicates, let \( B_1, B_2, B_3 \) be program expressions, and let backup, restore, \( S_1, S_2, S_3 \) be statements. If

\[
\begin{align*}
\langle p \rangle \text{ backup } \langle p \land k \rangle & \quad (\text{establishes } k \text{ from } p \text{ or fails with } p) \\
[k] \text{ restore } [p \land k] & \quad (\text{restores } p \text{ from } k) \\
[p \land k] S_1 [q_1 \land k, k] & \quad (\text{establishes } q_1 \text{ or fails with } k) \\
[p \land k] S_2 [q_2 \land k, k] & \quad (\text{establishes } q_2 \text{ or fails with } k) \\
[p \land k] S_3 [q_3 \land k, k] & \quad (\text{establishes } q_3 \text{ or fails with } k) \\
q_1 \Rightarrow \Delta B_1 & \quad q_1 \land \text{‘} B_1 \text{’} \Rightarrow q \\
q_2 \Rightarrow \Delta B_2 & \quad q_2 \land \text{‘} B_2 \text{’} \Rightarrow q \\
q_3 \Rightarrow \Delta B_3 & \quad q_3 \land \text{‘} B_3 \text{’} \Rightarrow q
\end{align*}
\]
then:

\[ \langle p \rangle \]
\[ \text{backup} ; \]
\[ \text{try} \ (S_1 ; \text{check } B_1) \]
\[ \text{catch} \]
\[ \text{restore} ; \]
\[ \text{try} \ (S_2 ; \text{check } B_2) \]
\[ \text{catch} \]
\[ \text{restore} ; \]
\[ \text{try} \ (S_3 ; \text{check } B_3) \]
\[ \text{catch} \ (\text{restore} \ ; \text{raise}) \]
\[ \langle q \rangle \]

More generally, partial acceptance tests in form of additional check statements can be carried out anywhere within an alternative, rather than only at the end; failure should be detected early such that resources are not wasted.

The theorem is a consequence of degraded service with rollback, generalized to three attempts, by replacing \( S_1 \) by \( S_1 ; \text{check } B_1, \ldots \). The conclusion follows immediately provided that \( [p \land k] S_1 ; \text{check } B_1 [q, k], \ldots \) hold. Given \( [p \land k] S_1 [q_1 \land k, k], \)
\( q_1 \Rightarrow \Delta B_1 \), and \( q_1 \land '\!B_1' \Rightarrow q, \ldots \) this follows by the rules for total correctness assertions.

### 7.2 Design Patterns with Loops

#### Repeated Attempts

Failures may be transient, \( e.g. \), because environmental influences, unreliable hardware, or temporary usage of resources by other programs. In such cases, a strategy is to repeat the failing statement, perhaps after a delay. In the pattern of repeated attempts, statement \( S \) is attempted at most \( n \) times, \( n \geq 0 \). When \( S \) succeeds, the
whole statement succeeds, if $S$ fails $n$ times, the whole pattern fails, see Figure 7.1.

**Theorem 7.4.** ✓ Let $p$, $q$ be predicates that are independent of integer variable $n$, let $S$, $T$ be statements that do not assign to $n$, and let $ra$ be defined by:

$$ra = \text{while } n > 0 \text{ do}$$

$$\text{try } (S; n := -1)$$

$$\text{catch } (T; n := n - 1);$$

if $n = 0$ then raise

---

**Figure 7.1:** Flowcharts of Three Design Patterns with Loops
If

\[ [p] S [q, h] \] (establishes \( q \) from \( p \) or fails with \( h \))

\[ [h] T [p] \] (establishes \( p \) from \( h \))

then:

\[ \langle |p| \rangle \text{ra} \langle |q| \rangle \]

Proof. Let

\[ loop = \text{while } n > 0 \text{ do} \]

\[ \text{try } (S ; n := -1) \]

\[ \text{catch } (T ; n := n - 1) \]

and let

\[ p' = n \geq 0 \land p \lor n = -1 \land q \]

\[ q' = (\lambda (n, \sigma). n + 1) \]

\[ l' = (\lambda n n'. n < n') \]

\[ B' = n > 0 \]

\[ S' = \text{try } (S ; n := -1) \]

\[ \text{catch } (T ; n := n - 1) \]

\[ q'_2 = n \geq 0 \land p \]

then

\[ (\forall w \in W. [p'_w \land \Delta B' \land \neg B'] S' [p'_w, q'_2]) \]

From Theorem 6.4, we have

\[ [p'] \text{ while } B' \text{ do } S' [p' \land \Delta B' \land \neg B', (p' \land \neg \Delta B') \lor q'_2] \]

thus

\[ [n \geq 0 \land p \lor n = -1 \land q] \text{loop } [n = 0 \land p \lor n = -1 \land q, n \geq 0 \land p] \]

so

\[ \langle |p| \rangle \text{ra} \langle |q| \rangle \]
Repeated Attempts with Rollback

This pattern is a special case of the last one. It assumes that if $S$ fails, $T$ can re-establish the original state. This can be achieved by rolling back, provided that an initial backup is made, see Figure 7.1.

**Theorem 7.5.** ✓ Let $p$, $q$ be predicates in which integer variable $n$ does not occur, let $S$, backup, restore be statements that do not assign to $n$, and let $rr$ be defined by:

$$ rr = \text{backup} ; $$
$$ \quad \text{while } n > 0 \text{ do} $$
$$ \quad \text{try } (S ; n := -1) $$
$$ \quad \text{catch } (restore ; n := n - 1) ; $$
$$ \quad \text{if } n = 0 \text{ then raise} $$

If

$$ \langle p \rangle \text{ backup } \langle p \land k \rangle \quad \text{(establishes } k \text{ from } p \text{ or fails with } p) $$
$$ [k] \text{ restore } [p \land k] \quad \text{(restores } p \text{ from } k) $$
$$ [p \land k] S [q, k] \quad \text{(establishes } q \text{ or fails with } k) $$

then:

$$ \langle p \rangle \text{ } rr \langle q \rangle $$

The requirement on $S$ is now weakened, as in case of failure $S$ has only to preserve the backup $k$; $S$ does not have to preserve $k$ in case of successful termination.

**Proof.** Let $S$, $T$, $p$, $q$, $h$ in Theorem 7.4 be $S$, $restore$, $p \land k$, $q$ and $k$ here, respectively, then the conclusion is straightforward. ☐
Conditional Retry

Instead of attempting a statement a fixed number of times, we may need to make attempts dependent on a condition. However, that condition has eventually to be become false. In the pattern of conditional retry, we ensure termination of attempts by requiring that the handler decreases a variant, see Figure 7.1. This pattern mimics the rescue and retry statements of Eiffel [Meyer, 1997].

**Theorem 7.6.** Let \( p, q \) be predicates in which Boolean variable \( \text{done} \) does not occur, let \( S, T \) be statements that do not assign to \( \text{done} \), let \( v \) be an integer expression, and let \( cr \) be defined by:

\[
\begin{align*}
\text{cr} &= \text{Bool done} := \text{false}; \\
&\quad \text{while } \neg \text{done} \land_c B \text{ do} \\
&\quad \text{try } (S; \text{done} := \text{true}) \\
&\quad \text{catch } T; \\
&\quad \text{if } \neg \text{done} \text{ then raise}
\end{align*}
\]

If

\[
[\Delta B \land \neg 'B' \land p \land (\lambda \sigma. v \sigma = w)] S [q, h \land (\lambda \sigma. v \sigma \leq w)]
\]

(establishes \( q \), or fails with \( h \) while not decreasing \( v \))

\[
[h \land (\lambda \sigma. v \sigma = w)] T [p \land (\lambda \sigma. v \sigma < w)]
\]

(restores \( p \) and decreases \( v \))

\[
\Delta B \land 'B' \land p \Rightarrow (\lambda \sigma. v \sigma > 0)
\]

(\( v \) is positive on entrances of the loop body)

then:

\[
\langle p \rangle \text{ cr } \langle q \rangle
\]

**Proof.** Let

\[
\text{loop} = \text{while } \neg \text{done} \land_c B \text{ do} \\
\text{try } (S; \text{done} := \text{true}) \\
\text{catch } T
\]
and let
\[ p' = \neg \text{done} \land p \lor \text{done} \land q \]
\[ v' = (\lambda (k, \sigma). (k, v \sigma)) \]
\[ l' = (\lambda (k, n). (k, n'). k < k' \lor (k = k' \land n < n')) \]
\[ B' = \neg \text{done} \land_c B \]
\[ S' = \text{try} (S ; \text{done} := \text{true}) \]
\[ \text{catch } T \]
\[ q'_2 = \neg \text{done} \land p \]
then
\[ (\forall w \in W. [p'_w \land \Delta B' \land 'B''] S' [p'_w, q'_2]) \]
From Theorem 6.4, we have
\[ [p'] \text{ while } B' \text{ do } S' [p' \land \Delta B' \land \neg B', (p' \land \neg \Delta B') \lor q'_2] \]
thus
\[ [\neg \text{done} \land p \lor \text{done} \land q] \text{ loop } [\neg \text{done} \land p \lor \text{done} \land q, \neg \text{done} \land p] \]
so
\[ \langle p \rangle \text{ cr } \langle q \rangle \]

7.3 Discussion

The correctness rules of loops allow formal reasoning about this control structure with total correctness and fail-safe correctness. The form of these correctness rules are intuitive. They give a way to reduce the reasoning about loops to the reasoning about guards and loop bodies.

The formalization of the three loop design patterns gives some further evidence on the usefulness of total correctness and fail-safe correctness notations, in addressing
“unanticipated” exceptions; its practicality subject to the category of failures that can be detected, which is not addressed here.
Chapter 8

The Retry Model of Exception Handling

The Eiffel language also has multiple exits for exception handling, but it does not use the termination model. The Eiffel exception handling mechanism is of interest because of two methodological aspects. First, it is combined with the specification of methods by pre- and postconditions that are evaluated at run-time. When a precondition does not hold, it is the caller’s fault and an exception is signalled in the caller. When a postcondition does not hold, it is the callee’s fault and an exception is signalled in the callee. If the callee cannot establish the desired postcondition by alternative means, the callee propagates the exception to the caller. The second methodological aspect in Eiffel is that an exception handler may retry a method, in which case execution continues at the beginning of a method. The rescue and retry statements combine catching an exception with a loop structure, thus requiring a dedicated form of correctness reasoning. The exception handler has to ensure that the precondition of the method holds, independently of where the exception in the body occurred, as
In the following fragment:

```
meth
  require
  pre
  do
    body
  ensure
  post
  rescue
  handler
  retry
end
```

Here, the rescue section is invoked if post does not hold at the end of body. The retry statement will restart the method, hence handler has to re-establish pre. Unlike in the termination model and the resumption model, the retrying model of exception handling leads to a loop structure [Buhr and Mok 2000; Yemini and Berry 1985]. In this section we are concerned with the correctness theory of exception handling in the retrying model of Eiffel.

We present verification rules for total correctness that take these two aspects into account. The rules handle normal loops and retry loop structures in an analogous manner by defining loops in terms of strong iteration. Here we have statements with three exits, i.e., with three kinds of “sequential composition”, one for each exit; three kinds of strong iteration are defined correspondingly. It also allows Eiffel’s mechanism to be slightly generalized.

[Nordio et al. 2009] proposes verification rules of Eiffel statements, but termination is not considered in the rules about the retry loop structure. We extend these rules by considering total correctness, which necessitates loop variants for normal loops and retry variants for methods with a retry statements. Loop variants were originally
considered in Eiffel, but not retry variants \cite{Meyer:1997}. Nordio et al. \cite{Nordio:2009} justifies the rules with respect to an operational semantics; here we derive the rules from a (denotational) predicate transformer semantics. Another difference is the linguistic form for retrying. Eiffel originally has a \texttt{retry} statement which can appear only in the exception handler. Nordio et al. \cite{Nordio:2009} proposes instead to have a \texttt{retry variable}, a Boolean variable which determines if at the end of an exception handler the body is attempted again. Tschannen et al. \cite{Tschannen:2011} uses this form of retrying for translating Eiffel into the Boogie intermediate verification language. Here we consider \texttt{retry} statements, as they are of interest on their own and as the current versions of Eiffel-Studio (version 7) and SmartEiffel (version 2.3) only support \texttt{retry} statements. As a consequence, all statements have three exits, the normal, exceptional, and retry exit.

The work in this chapter originated in an effort to identify and formalize design patterns for exception handling; the conditional retry pattern in Section 7.2 is a simpler form of retrying in Eiffel. The formalization in this chapter covers specifically the Eiffel mechanism of retrying.

We consider a core language of statements with three exits, namely normal, exceptional, and retry exit, \textit{i.e.}, the exit indices being $\mathcal{I} = \{\text{nrl}, \text{exc}, \text{ret}\}$. We also write $(q_1, q_2, q_3)$ as an abbreviation of \{$\text{nrl} \mapsto q_1, \text{exc} \mapsto q_2, \text{ret} \mapsto q_3$\}. On the basis of the statements defined in Chapter 3, we define some more statements that are used in Eiffel. We define \texttt{raise} as the abbreviation of \texttt{jump exc}, and \texttt{retry} as the abbreviation of \texttt{jump ret}. The \texttt{retry sequential composition} $S \;\texttt{;\; \textit{ret}} \; T$ continues with $T$ on retrying termination of $S$.

For local variable declarations, let $x_0$ be the initial value of variables of type $X$\footnote{Implicit state space conversion to precondition for readability.}.

\[
\text{local } x : X \ (q_1, q_2, q_3) \triangleq q_1[x \setminus x_0]
\]
The rescue statement \texttt{do S rescue T end} starts with \textit{body} \texttt{S} and if \texttt{S} terminates normally, the whole statement terminates normally. If \texttt{S} terminates exceptionally, \textit{handler} \texttt{T} is executed. If \texttt{T} terminates normally or exceptionally, the whole statement terminates exceptionally. This is captured by \texttt{U = S; exc (T; raise)}. If \texttt{T} terminates retrying, \texttt{S} the whole rescue statement is attempted again. Intuitively \texttt{U_{\omega \text{ret}}} = \texttt{skip \cap U \cap (U_{\text{ret}} U) \cap (U_{\text{ret}} U_{\text{ret}} U) \ldots} repeats zero or more times. However, \texttt{do S rescue T end} repeats indefinitely when \texttt{T} terminates retrying and may only terminate normally or retrying. This is captured by \texttt{U_{\omega \text{ret}}; ret stop}, hence:

\textbf{Definition 8.1.} In \texttt{do-rescue-end} statement, on retry exit the execution will be redirected to the beginning of the \texttt{do} section unconditionally, so there exists an implicit loop structure. We define:

\begin{align*}
\texttt{do S rescue T end} & \equiv (S; exc (T; raise))^\omega_{\text{ret}; \text{ret stop}} \\
\end{align*}

This kind of exception handling differs from \texttt{try S catch T = S; exc T} in two respects: there is no loop structure in a \texttt{try-catch} statement and normal termination of handler \texttt{T} leads to normal termination of the whole statement but to exceptional termination in \texttt{do S rescue T end}. This means that in Eiffel the handler cannot contain an alternative computation to establish the desired postcondition, but must instead direct the body \texttt{S} to attempt that, typically by setting a corresponding variable and retrying.

In retry model, with \texttt{x} being a variable and \texttt{e} being a relation, the \textit{relational assignment} statement \texttt{x := e} is defined in terms of an update statement that affects only component \texttt{x} of the state space. For this we assume that the state is a tuple and variables select elements of the tuple. The (Eiffel) \texttt{assignment x := E}, where \texttt{E} is now a program expression, terminates normally if \texttt{E} is defined, in which case the value of \texttt{E} is assigned to \texttt{x}, and terminates exceptionally if \texttt{E} is undefined, without changing any variables. The statement \texttt{check B} only evaluates Boolean expression \texttt{B}
without changing any variables and terminates exceptionally if \( B \) is undefined or its value is false. The statements if \( B \) then \( S \) end and if \( B \) then \( S \) else \( T \) end also terminate exceptionally if \( B \) is undefined. Here we redefine these statements for Eiffel:

\[
x := e \overset{=} \lambda (x, y). \lambda (x', y'). x' = e \land y' = y
\]

\[
x := E \overset{=} \begin{array}{l}
\Delta E, \neg \Delta E, \text{false} ; x := 'E' \\
\end{array}
\]

check \( B \) \overset{=} \begin{array}{l}
\Delta B \land \neg 'B', \neg \Delta B \lor \neg 'B', \text{false} \\
\end{array}

if \( B \) then \( S \) end \overset{=} \begin{array}{l}
\Delta B \land \neg 'B', \neg \Delta B, \text{false} \\
\end{array}
\begin{array}{l}
(S) \cap \\
\end{array}

\begin{array}{l}
\Delta B \land \neg 'B', \neg \Delta B, \text{false} \\
\end{array}

if \( B \) then \( S \) else \( T \) end \overset{=} \begin{array}{l}
\Delta B \land \neg 'B', \neg \Delta B, \text{false} \\
\end{array}
\begin{array}{l}
(S) \cap \\
\end{array}

\begin{array}{l}
\Delta B \land \neg 'B', \neg \Delta B, \text{false} \\
\end{array}
\begin{array}{l}
(T) \\
\end{array}

Immediately we have that check \( B \) = if \( B \) then skip else raise end and if \( B \) then \( S \) end = if \( B \) then \( S \) else skip end as consequences.

The loop from \( S \) until \( B \) loop \( T \) end first executes \( S \) and then, as long as \( B \) is false, executes \( T \), and repeats that provided \( T \) terminates normally. If \( S \) or \( T \) terminate exceptionally, the whole loop terminates immediately exceptionally. If \( S \) or \( T \) terminate retrying, the whole loop terminates immediately retrying.

\[
\text{from } S \text{ until } B \text{ loop } T \text{ end } \overset{=} \begin{array}{l}
S ; \\
\end{array}
\begin{array}{l}
(\Delta B \land \neg 'B', \neg \Delta B, \text{false} ; T)'' ; \\
\end{array}
\begin{array}{l}
\Delta B \land 'B', \neg \Delta B, \text{false} \\
\end{array}

\]

Eiffel does not allow retry statements in the body \( S \) of do \( S \) rescue \( T \) end. Above definition permits those, with the meaning that the whole statement is attempted again immediately.
8.1 Total Correctness

We start with two universal rules, generalizing analogous ones for single-exit statements. In a correctness assertion, the precondition can be strengthened and any of the three postconditions weakened.

\[ p' \Rightarrow p \]
\[ [p] S_{[q_1, q_2, q_3]} \]
\[ (q_1 \Rightarrow q'_1) \land (q_2 \Rightarrow q'_2) \land (q_3 \Rightarrow q'_3) \]
\[ \Rightarrow [p'] S_{[q'_1, q'_2, q'_3]} \]

Also, correctness assertions of a statement can be conjoined, thus allowing proofs to be split.

\[ [p] S_{[q_1, q_2, q_3]} \]
\[ [p'] S_{[q'_1, q'_2, q'_3]} \]
\[ \Rightarrow [p \land p'] S_{[q_1 \land q'_1, q_2 \land q'_2, q_3 \land q'_3]} \]

The first of these follows from the monotonicity of \( S \) and the second from the conjunctivity of \( S \). The correctness rules for Eiffel statements are:

**Theorem 8.1.** ✓ Let \( p, q_1, q_2, q_3, g_1, g_2, g_3 \) be predicates, \( B, E \) be program expressions, and \( S, T \) be statements:

\[ [p] \text{abort}_{[q_1, q_2, q_3]} \equiv p = \text{false} \]
\[ [p] \text{stop}_{[q_1, q_2, q_3]} \equiv \text{true} \]
\[ [p] \text{skip}_{[q_1, q_2, q_3]} \equiv p \Rightarrow q_1 \]
\[ [p] \text{raise}_{[q_1, q_2, q_3]} \equiv p \Rightarrow q_2 \]
\[ [p] \text{retry}_{[q_1, q_2, q_3]} \equiv p \Rightarrow q_3 \]
\[ [p] [g_1, g_2, g_3]_{[q_1, q_2, q_3]} \equiv (p \land g_1 \leq q_1) \land (p \land g_2 \leq q_2) \land (p \land g_3 \leq q_3) \]
\[ [p] x := E_{[q_1, q_2, q_3]} \equiv (\Delta E \land p \leq q_1[x'E']) \land (\neg \Delta E \Rightarrow q_2) \]
\[ [p] S ; T_{[q_1, q_2, q_3]} \equiv \exists h. [p] S_{[h, q_2, q_3]} \land [h] T_{[q_1, q_2, q_3]} \]
\[
[p] S \text{;} \text{exec } T \left[ q_1, q_2, q_3 \right] \equiv \exists h. \left[ p \right] S \left[ q_1, h, q_3 \right] \land \left[ h \right] T \left[ q_1, q_2, q_3 \right]
\]

\[
[p] S \text{;} \text{ret } T \left[ q_1, q_2, q_3 \right] \equiv \exists h. \left[ p \right] S \left[ q_1, q_2, h \right] \land \left[ h \right] T \left[ q_1, q_2, q_3 \right]
\]

\[
[p] S \sqcap T \left[ q_1, q_2, q_3 \right] \equiv \left[ p \right] S \left[ q_1, q_2, q_3 \right] \land \left[ p \right] T \left[ q_1, q_2, q_3 \right]
\]

\[
[p] \text{check } B \left[ q_1, q_2, q_3 \right] \equiv (\Delta B \land \lnot B' \land p \Rightarrow q_1) \land \\
(\Delta B \land B' \land p \Rightarrow q_2) \land \\
(\lnot \Delta B \land p \Rightarrow q_2)
\]

\[
[p] \text{if } B \text{ then } S \text{ else } T \left[ q_1, q_2, q_3 \right] \equiv (\Delta B \land \lnot B' \land p) S \left[ q_1, q_2, q_3 \right] \land \\
(\Delta B \land B' \land p) T \left[ q_1, q_2, q_3 \right] \land \\
(\lnot \Delta B \land p \Rightarrow q_2)
\]

(\forall w \in W \cdot p_w \Rightarrow S \left( p_{<w}, q_2, q_3 \right)) \Rightarrow (p \Rightarrow S^w \left( p, q_2, q_3 \right))

(\forall w \in W \cdot p_w \Rightarrow S \left( q_1, p_{<w}, q_3 \right)) \Rightarrow (p \Rightarrow S^{owexc} \left( q_1, p, q_3 \right))

(\forall w \in W \cdot p_w \Rightarrow S \left( q_1, q_2, p_{<w} \right)) \Rightarrow (p \Rightarrow S^{owret} \left( q_1, q_2, p \right))

The first of these rules states that if under \( p_w \) statement \( S \) terminates normally while decreasing the rank of \( p_w \), then under \( q_1 \) statement \( S \) terminates eventually with \( q_1 \); if \( S \) terminates exceptionally with \( q_2 \) or retrying with \( q_3 \), then \( S^w \) terminates likewise. Similarly, the last of these rules states that if under \( p_w \) statement \( S \) terminates retrying while decreasing the rank of \( p_w \), then under \( q_2 \) statement \( S \) terminates eventually with \( q_3 \); if \( S \) terminates normally with \( q_1 \) or exceptionally with \( q_2 \), then \( S^w \) terminates likewise.

For the loop \textbf{from } S \textbf{ until } B \textbf{ loop } T \textbf{ end}, we assume that the postconditions are of a particular form: at normal termination, the loop invariant holds, \( B \) is defined and true. At exceptional termination, either the exceptional postcondition of \( S \) or \( T \) holds (in case \( S \) or \( T \) failed), or the invariant holds and \( B \) is undefined (in case the evaluation of \( B \) failed). On retrying termination, the retrying postcondition of \( S \) or \( T \) holds (in case \( S \) or \( T \) executed \textit{retry}). The role of \( S \) is to establish the loop invariant,
here $p'$:

\[
\begin{align*}
[p] S [p', q_2, q_3] \\
[p'_w \land \Delta B \land \neg'B'] T [p'_w, q_2, q_3] \\
\Rightarrow [p] \text{ from } S \text{ until } B \text{ loop } T \text{ end } [p' \land \Delta B \land 'B', q_2, q_3]
\end{align*}
\]

Recall that $p'_w = p' \land v = w$ where $p'$ is the invariant, $v$ is the variant, and $w \in W$. In Eiffel, variants are integer expressions and the well-founded set $W$ of their values are non-negative integers. For integer variants, we have the following rule, where $w > 0$:

\[
\begin{align*}
[p] S [p', q_2, q_3] \\
[p' \land v = w \land \Delta B \land \neg'B'] T [p' \land v < w, q_2, q_3] \\
\Rightarrow [p] \text{ from } S \text{ until } B \text{ loop } T \text{ end } [p' \land \Delta B \land 'B', q_2, q_3]
\end{align*}
\]

**Theorem 8.2.** √ The rule for \textit{do S rescue T end} requires that progress towards termination is made whenever $S$ or $T$ exits retrying; termination here means normal termination if $S$ terminates normally or exceptional termination if $T$ terminates normally or exceptionally:

\[
\begin{align*}
[p_w] S [q_1, t_w, p < w] \\
[t_w] T [q_2, q_3, p < w] \\
\Rightarrow [p] \text{ do } S \text{ rescue } T \text{ end } [q_1, q_2, q_3]
\end{align*}
\]

For integer variants, we have following rule, where $w > 0$:

\[
\begin{align*}
[p \land v = w] S [q_1, t \land v = w, p \land v < w] \\
[t \land v = w] T [q_2, q_3, p \land v < w] \\
\Rightarrow [p] \text{ do } S \text{ rescue } T \text{ end } [q_1, q_2, q_3]
\end{align*}
\]

Here $p$ is the retry invariant and $v$ is the retry variant.
8.2 Verification Rules

In Eiffel, each method is specified by a single precondition and single postcondition only. The normal exit is taken if the desired postcondition is established and the exceptional exit is taken if the desired postcondition cannot be established. Thus the situations under which an exceptional exit is taken is implicit in the method specification and a “defined” outcome is always possible, even in the presence of unanticipated failures. Since methods never terminate retrying, and some statements only terminate normally, we introduce two abbreviations:

\[
[p] \Rightarrow [q_1, q_2] \equiv [p] \Rightarrow [q_1, q_2, \text{false}]
\]

\[
[p] \Rightarrow [q_1] \equiv [p] \Rightarrow [q_1, \text{false}]
\]

In Chapter 7, we proposed to restrict the exceptional postcondition in case the specified postcondition cannot be established. Since classes typically have a class invariant, the class invariant should hold even at exceptional termination, as otherwise the program is left in an inconsistent state and a subsequent call to the same object may fail. (As a consequence, if re-establishing the class invariant cannot be guaranteed, the class invariant needs to be weakened appropriately.) More generally, let \( p \) be the condition that holds before a call to method \( m \) with body \( \text{local } x : X \text{ do } S \text{ rescue } T \text{ end} \), where \( p \) captures the computation that has been made by the whole program up to this point. We then require a call to \( m \) either to terminate normally with the desired postcondition \( q_1 \) or terminate exceptionally with \( p \):

\[
[p] \Rightarrow \text{local } x : X \text{ do } S \text{ rescue } T \text{ end } [q_1, p]
\]

That is, in case of failure, the method may leave the state changed, but has to undo sufficiently such that \( p \) holds again. This regime allows then failures to be propagated back over arbitrarily many method calls. From the correctness theorems for statements, we get immediately following theorem.
Design Pattern: Repeated Attempts

**Theorem 8.3.** Where $p$, $q_1$ are predicates that are independent of $x$ and $p'_w$ is a collection of ranked predicates, if

\[
p \land x = x_0 \Rightarrow p'
\]

\[
\forall w \in W. \left[ p'_w \right] S \left[ q'_1, t_w, p'_{<w} \right]
\] (decreases the variant on retry exit)

\[
\forall w \in W. \left[ t_w \right] T \left[ p', p', p'_{<w} \right]
\] (decreases the variant on retry exit)

\[
p' \Rightarrow p
\]

\[
q'_1 \Rightarrow q_1
\]

Then

\[
\{ p \}
\]

local $x : X$ do $S$ rescue $T$ end

\[
\{ q_1, p \}
\]

For integer variants, we have following rule, where $w > 0$:

**Theorem 8.4.** Where $p, q_1$ are predicates that are independent of $x$ and $p'_w$ is a collection of ranked predicates, if

\[
p \land x = x_0 \Rightarrow p'
\]

\[
\forall w > 0. \left[ p' \land v = w \right] S \left[ q'_1, t \land v = w, p' \land v < w \right]
\] (decreases the variant on retry exit)

\[
\forall w > 0. \left[ t \land v = w \right] T \left[ p', p', p' \land v < w \right]
\] (decreases the variant on retry exit)

\[
p' \Rightarrow p
\]

\[
q'_1 \Rightarrow q_1
\]
Then

\{ p \}

\text{local } x : X \text{ do } S \text{ rescue } T \text{ end}

\{ q_1, p \}

8.3 Example: Binary Search of Square Root

Suppose the task is to compute the approximate non-negative integer square root of \( n \), which is a non-negative integer itself, such that \( \text{result}^2 \leq n < (\text{result} + 1)^2 \) using bounded arithmetic\(^2\). Assume that the result must be between \( l \) and \( u \). The loop

\text{from until } u - l = 1 \text{ loop}

\text{m := } l + (u - l) \text{ div } 2

\text{if } n < m \times m \text{ then } u := m \text{ else } l := m \text{ end}

\text{end}

maintains the invariant \( p \equiv 0 \leq l < u \land l^2 \leq n < u^2 \). The statement \( m := l + (u - l) \text{ div } 2 \) will establish \( m = (l + u) \text{ div } 2 \) and never fail, according to Theorem 3.9. However, the if statement will fail if \( m \times m > \text{max} \). Since necessarily \( n \leq \text{max} \), we know that in case of failure \( n < m \times m \), thus after assigning \( u := m \) the loop can continue.

We use the abbreviation \{ret : q_1\} for \{false, false, q_1\}. The full implementation with annotation is as follows:

\text{sqrt}(n, l, u : INTEGER) : INTEGER

\{ p \}

\text{local}

\text{m : INTEGER}

\{retry invariant: p\}

\(^2\)The Eiffel Standard [Ecma International 2006] and Meyer [1997] suggest that an arithmetic overflow leads to an exception. SmartEiffel (version 2.3) does raise an exception, but EiffelStudio (version 7) does not. However, the example can be expressed in EiffelStudio by first formulating a class for safe arithmetic, see [http://www.cas.mcmaster.ca/~zhangt26/thesis/](http://www.cas.mcmaster.ca/~zhangt26/thesis/)
\{ retry variant: \( u - l \} \\
do \\
\{ loop invariant: \( p \} \\
\{ loop variant: \( u - l \} \\
\text{from until} \( u - l = 1 \) \text{ loop} \\
\quad m := l + (u - l) \text{div} 2 \\
\quad \{ p \land m = (l + u) \text{div} 2 \} \\
\quad \text{if} \ n < m \ast m \ \text{then} \ u := m \ \text{else} \ l := m \ \text{end} \\
\quad \{ p, p \land m = (l + u) \text{div} 2 \land n < m^2 \} \\
\text{end} \\
\{ p \land u - l = 1 \} \\
\text{result} := l \\
\text{rescue} \\
\quad \{ p \land m = (l + u) \text{div} 2 \land n < m^2 \} \\
\quad u := m \\
\quad \{ p \} \\
\quad \text{retry} \\
\quad \{ \text{ret} : p \} \\
\text{end} \\
\{ \text{result}^2 \leq n < (\text{result} + 1)^2 \} \\

Note that the retry loop only needs to decrease the variant on the retry exit.

\section*{8.4 Discussion}

In this chapter we have derived verification rules for the retrying mechanism of Eiffel exceptions. Beside the contribution of total correctness rules, the novel aspects of the derivation are that we started with a weakest exceptional precondition semantics and defined both normal loops and retry loops through strong iteration. We did not study the fail-safe correctness and fail-safe refinement of Eiffel since the retry mechanism was the main focus.
The statements considered include the check statement, but we have not discussed ensure and require method specifications. Since these are evaluated at run-time in Eiffel, they are restricted to be program expressions (extended with the old notation). However, since these are evaluated program expressions they have be treated like the check statement. It is straightforward to extend the approach for method correctness accordingly.

We have neither considered dynamic objects, therefore no method calls, nor other features of Eiffel like inheritance. However exception handling is largely independent of other features and the treatment here carries over to a more general setting. We have not considered fail-safe correctness and fail-safe refinement in this retry model, since our main focus is the retry loop.

Strong and weak iteration are appealing because of their rich algebraic structure. However, we have not explored the resulting algebraic properties of rescue and retry statements. For example, following theorems can be shown to hold:

\[
\text{do skip rescue } S \text{ end } = \text{skip}
\]

\[
\text{do raise rescue retry end } = \text{abort}
\]

An interesting consequence of our definition of statements is that retry statements can also appear in the main body of a method, not only the exception handler. Theorem 8.2 supports this use. With this, the binary search of the square root example can be rewritten without the from / until loop, using only the retry loop:

\[
\text{sqrt2}(n, l, u : \text{INTEGER}) : \text{INTEGER}
\]

\[
\{p\}
\]

\[
\text{local}
\]

\[
m : \text{INTEGER}
\]

\[
\{\text{retry invariant: } p\}
\]

\[
\{\text{retry variant: } u - l\}
\]

\[
do
\]
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Nordio et al. [2009] proposes to replace the `retry` statement with a retry variable in order to avoid the third exit. Below is their example of safe division, with annotation to show termination of the retry loop; the example shows that the third exit does not cause further complications:

```
safe_division (x, y : INTEGER) : INTEGER
local
    z : INTEGER
{retry invariant: (y ≠ 0 ∧ z = 0) ∨ (y = 0 ∧ (z = 1 ∨ z = 0))}
{retry variant: 1 − z}
do
    result := x div(y + z)
    {(y = 0 ⇒ result = x) ∧ (y ≠ 0 ⇒ result = x div y), y = 0 ∧ z = 0}
rescue
    {y = 0 ∧ z = 0}
z := 1
{y = 0 ∧ z = 1}
retry
```
\{\text{ret} : y = 0 \land z = 1\} \\
\text{end} \\
\{(y = 0 \Rightarrow \text{result} = x) \land (y \neq 0 \Rightarrow \text{result} = x \div y)\}
Chapter 9

Coroutines

9.1 Overview

Conway [1963] proposes the concept of coroutines, which is defined as “subroutines all at the same level, each acting as if it were the master program when in fact there is no master program”. The entry point of a subroutine is always its beginning, while the entry point of the main routine or a coroutine is always the point where it last exited [Knuth 1968].

Coroutines are closely related to multiple-pass algorithms, which have better comprehensibility and lower space requirements compared to one-pass algorithms [Knuth 1968]. Applications of coroutines include business data processing, text processing, simulation, and various kinds of data structure manipulation [Marlin 1980].

Coroutines have been implemented in various programming languages, e.g., Simula [Dahl and Nygaard 1966], Modula-2 [Gurevich and Morris 1988], Python [van Rossum and Eby 2011], fibers in .NET [Shankar 2003], etc. However, most of them implement coroutines on top of existing programming structures, which in general prevents making full use of coroutines [Barclay 2009].
Unlike subroutines, which have a unified basic semantics across languages, the semantics of coroutines vary in implementations. With respect to control transfer mechanism, coroutine facilities can be divided into completely symmetric ones as in Simula [Dahl and Nygaard, 1966], and asymmetric ones as in Python [van Rossum and Eby, 2011]. As pointed out by [Moura and Ierusalimschy, 2009], symmetric coroutine mechanisms provide a single control-transfer operation for resume/resume mechanism, in which coroutines can resume each other; asymmetric ones provide two control-transfer operation for call/detach mechanism, in which a caller calls a coroutine and the callee can detach during execution. Coroutine implementations also vary on first-classness (a coroutine being a first-class object) and stackfulness (a coroutine being able to be suspended within its nested calls).

[Moura and Ierusalimschy, 2009] also prove that symmetric coroutines and asymmetric ones are equally powerful with respect to theoretical expressivity, while asymmetric coroutines are easier to manage and understand. However, first-classness as well as stackfulness can enhance the expressive power.

A generator is a coroutine that returns a value each time [van Rossum and Eby, 2011]. Generators are commonly used as implementation of iterators. Generators and coroutines can simulate each other by using returning variables to replace common variables and vice versa.

Below is a generator of the Fibonacci sequence. In the generator body, the yield statement gives the control back to the caller, and when the caller calls the coroutine again, it is resumed right after the last exit point.
Running the program would output “[0, 1, 1, 2, 3, 5, 8, 13, 21]” as the result.

Clint [1973] and Clarke [1980] prove the correctness of asymmetric coroutines using one core rule:

\[
R'\{\text{exit } c\} P' \vdash P\{Q_1\} R
\]
\[
P'\{\text{call } c\} R' \vdash R' \& P\{Q_2\} R
\]
\[
P\{(\neg x)\ c\ \text{coroutine } Q_1; Q_2\} R
\]

Here \(P'\) must hold whenever the coroutine is entered, and \(R'\) must hold whenever the coroutine exits. It is similar to loop invariants and rely/guarantee conditions in \(\pi o\beta\lambda\) [Collette and Jones 1995]. Clint [1973] uses history variables in proofs, and Clarke [1980] shows how to avoid using history variables in proofs of simple coroutines. However, their verification rules do not consider termination. The correctness of the rule itself relies more on intuition than formal semantics. In this chapter we attempt to consider termination by applying total correctness rules for loop, and developing a new semantics of coroutine on the basis of data refinement.

### 9.2 Our Coroutine Mechanism

For simplicity, we choose a language that excludes exception handling and nested coroutine calls. The coroutines in our language are:

1. Asymmetric (caller and callee). We assume that subroutines can all create
instances of a coroutine, but each subroutine has exclusive access to all coroutine instances created by itself.

2. Non-first-class (coroutines not treated as first-class objects), for simplicity.

3. Non-stackful (cannot be suspended from within nested functions), since nested coroutine calls are not allowed.

In this chapter we do not consider exception handling, so we only use value expressions. Also we only consider coroutines with only one `yield` statement, which is the most common usage in practice. It simplifies the verification rules, and the potential of extending our verification rules to coroutines with multiple `yield` statement will be discussed at the end of this chapter.

Coroutines and the resumption model of Mesa [Mitchell et al., 1979] allow entrance of a program block in the middle, as shown in Figure 9.1. Consequently, the isolation between a program block and its context is breached, and to reason about the correctness we will need a different approach for the specification and verification of coroutines.

First we define our own notations of subroutines and coroutines as:
subroutine subroutine name
  local local variable list
  common common variable list
  create instance name : coroutine name
  ...
  invoke coroutine name
  ...
end
coroutine coroutine name
  local variable list
  common common variable list
  ...
yield
  ...
end

No parameter is passed in our coroutine mechanism. Result parameters can be simulated by declaring them as common variables and initializing them at the beginning of the coroutine. One implicit restriction is that the common variables of a caller and of its callees must match in types.

9.3 Verification

We start by studying two programs with coroutines, both for summing up all elements in an read-only global array \( a \):

\[
\begin{align*}
\text{subroutine } & sum1 \\
\text{local int } & i := 0 \\
\text{common } & s := 0 \\
\text{create do : dosum1}
\end{align*}
\]

\[
\begin{align*}
\text{subroutine } & sum2 \\
\text{local int } & i := 0 \\
\text{common } & s := 0 \\
\text{create do : dosum2}
\end{align*}
\]
while \(i < \text{len}(a)\) do
  invoke do
  \(i := i + 1\)
end
coroutine dosum1
local int \(j := 0\)
common \(s\)
while \(j < \text{len}(a)\)
  \(j, s := j + 1, s + a[j]\)
yield
end
coroutine dosum2
local int \(j, ss := 0, 0\)
common \(s\)
while \(j < \text{len}(a)\)
  \(j, ss := j + 1, ss + a[j]\)
yield
  \(s := ss\)
end

The expected results are the same: assigning the summation to the common variable \(s\) on the termination of \(\text{sum}1\) or \(\text{sum}2\). However, their intermediate states are different: with rules in [Clint, 1973] and [Clarke, 1980], to guarantee the correctness, \(\text{sum}1\) only needs to know that for any \(n \in [0..\text{len}(a)]\):

\[
[i = n \land s = \sum x \in [0..i] \cdot a[x]] \text{ dosum1 } [i = n \land s = \sum x \in [0..i] \cdot a[x]]
\]

Similarly, \(\text{sum}2\) only needs to know that for any \(n \in [0..\text{len}(a)]\):

\[
[i = n \land ss = \sum x \in [0..i] \cdot a[x]] \text{ dosum2 } [i = n \land ss = \sum x \in [0..i] \cdot a[x]]
\]

However, this makes \(ss\) visible to the caller, which reveals the implementation details of \(\text{dosum}2\). These two papers assume that a subroutine is bounded to only one coroutine, so it is acceptable to have the local variables of coroutine visible to the subroutine. However, as we want to generalize our mechanism to allow a coroutine to be reused by multiple subroutines, each with their own instance, and to allow a routine to create and call instances of multiple coroutines, proper information hiding is necessary. Besides, we want to have verification rules that takes termination into consideration. The first goal is from the caller’s perspective: the local state of the
callee should not be directly visible, but some knowledge must be available (as necessary in the second solution); the second goal is from the callees’ perspective: the coroutine needs to show its total correctness to the caller.

Assuming that the state spaces of caller local variables, of common variables, and of callee local variables are $\Sigma$, $\Sigma_c$, and $\Sigma'$ respectively. In this chapter we assume all the initialization of local variables is done at the beginning of subroutines and coroutines, to reduce the effort of formalizing state spaces and their conversions. Thus the state space of the subroutine is $(\Sigma, \Sigma_c)$, the coroutine is a predicate transformer on $(\Sigma_c, \Sigma')$, and only its effect on $\Sigma_c$ is visible to the caller.

**Caller’s Perspective**

Single-exit predicate transformer semantics suffices for reasoning about the correctness of the caller. It is an special case of indexed predicate transformer semantics in Chapter 3 with writing $q$ as the abbreviation of $Q$ on domain $\{nrl \mapsto q\}$.

The total correctness theorems of single-exit statements are as following:

**Theorem 9.1.** Let $p$, $q$, $g$ be predicates on $\Sigma$, $b$, $e$ be value functions, and $S$, $T$ be statements:

\[
\begin{align*}
[p] \text{ abort } [q] & \equiv p = \text{false} \\
[p] \text{ stop } [q] & \equiv \text{true} \\
[p] \text{ skip } [q] & \equiv p \Rightarrow q \\
[p] x := e [q] & \equiv p \leq q[x/e] \\
[p] S ; T [q] & \equiv \exists h. [p] S [h] \land [h] T [q] \\
[p] \text{ if } b \text{ then } S \text{ else } T [q] & \equiv [b \land p] S [q] \land [\neg b \land p] T [q]
\end{align*}
\]

The **while loop** `while $b$ do $S$`, in which $b$ is a Boolean value function and $S$ is a
statement, is defined as the least fixed point of \( \lambda X. \text{if } b \text{ then}(S ; X) \) with respect to the refinement ordering, \( i.e., \)

\[
\text{while } b \text{ do } S \overset{\text{def}}{=} (\mu X \cdot \text{if } b \text{ then}(S ; X))
\]

**Theorem 9.2.** Assume that \( b \) is a Boolean value expression, \( p \) is a predicate and \( S \) is a statement. Assume that \( p_w \) for \( w \in W \) is a ranked collection of predicates. Then

\[
\forall w \in W. \left[ [p_w \land b] S [p_{<w}] \Rightarrow [p] \right] \text{while } b \text{ do } S [p \land \neg b]
\]

Now the only missing piece in the puzzle is the semantics of `invoke`. To reason about the semantics of coroutines, one possible method is to map all the states to a global state space \((\Sigma, \Sigma_c, \Sigma')\), and project all predicate transformers to the space. However, since in this part we reason from the caller’s perspective, this would again reveal implementation details of the coroutine, when it is necessary to state that the coroutine local state is maintained through in the subroutine. Besides, when extended to reasoning with stackful coroutines, the global state space would explode and be too complicated to model and reason about.

We propose an alternative. When the details of the callees are hidden, the caller knows their effect on the common variables, and it also knows how many invocations have been completed, a ghost variable \( IC \), as the invocation counter. It is initialized to be 0 and increased by 1 during each invocation. We consider a \( IC \) common variable (part of \( \Sigma_c \)), since it is readable to the caller and writeable to the callee. Since the caller knows what the callee is supposed to do each time, there is a relation connecting common variables and coroutine local variables, \( r \in \Sigma_c \leftrightarrow (\Sigma_c, \Sigma') \), which should be a bijection. Then from the caller’s point of view, all it needs to know is:

\[
\forall n \geq 0. \left[ p \land IC = n \right] \text{ invoke } co \left[ q \land IC = n + 1 \right]
\]

For example, any program that calls the Fibonacci sequence generator, only needs to
know is that (assume $F$ is the Fibonacci sequence):

$$\forall n \geq 0. [\text{result} = F(n) \land IC = n] \text{ invoke } fg [\text{result} = F(n + 1) \land IC = n + 1]$$

Then we only need to prove that the callee, which is a predicate transformer on $(\Sigma_e, \Sigma')$, is a data refinement of the specification through some relation $r$, which is visible to the callee but invisible to the caller.

**Callee’s Perspective**

The semantics of coroutines is more complicated as `yield` is present, which leads to two exits: coroutines exit normally at the end, or by the `yield` statements. Correspondingly, there are two entries: a coroutine is entered normally at the beginning, or resumed after the `yield` statement. However, this is transparent to the caller. Thus, we consider each invocation of a coroutine as single-entry single-exit to the caller, similar to a subroutine, only that the semantics can vary on different invocations. Besides, the program counter of the last exit point, should be invisible to the caller. We use an implicit variable $EL$, local to the coroutine, as the exit label that records the last exit point. With $l$ possible exit points, the range of $EL$ is $0..l + 1$, with 0 as the initial value, implying normal entrance (starting), $1..l$ for the $l$ possible exit points, and $l + 1$ for normal termination. In this thesis we only consider coroutines with only one `yield` statement for simplicity, so $l = 1$ and $EL \in 0..2$.

To verify that a coroutine implements a coroutine specification, we need to define the semantics of a coroutine body first. We formalize a coroutine statement as a predicate pair transformer, i.e., of type $\mathcal{P}\Sigma \times \mathcal{P}\Sigma \rightarrow \mathcal{P}\Sigma \times \mathcal{P}\Sigma$. For each $q_1$ and $q_2$, $S(q_1, q_2)$ calculates the weakest preconditions $p_1$ and $p_2$, such that if $p_1$ holds on normal entry of $S$ or if $p_2$ holds on resume entry of $S$, then $S$ either terminates normally with $q_1$ or terminates on resume exit with $q_2$. 99
We assume that \( \text{fst} (q_1, q_2) \hat{=} q_1 \) and \( \text{snd} (q_1, q_2) \hat{=} q_2 \) being the first and second element of a pair. The coroutine version of sequential composition connects on two exits to two entries:

\[
S \cdot_c T \hat{=} \lambda (q_1, q_2). S (T (q_1, q_2))
\]

To allow skipping resume entry, assignments are defined using single-entry single-exit predicate transformer:

\[
x :=_c e \hat{=} \lambda (q_1, q_2). ((x := e) q_1, q_2)
\]

To encapsulate the two exits and make the coroutine only appear as single-entry single-exit predicate transformer to the caller, we add `cobegin` and `coend` statements at the beginning and the end of a coroutine. On the entry of a coroutine, `cobegin` will switch the execution to the resume exit unless \( EL = 0 \). On resume entry, most statements will do nothing and terminate on resume exit, until an `yield` statement catches the control flow \( EL = 1 \) and switch to normal exit. After that the execution continues on normal exit, and will be switched to resume exit on the next `yield` statement encountered. At the end of the coroutine, a `coend` statement always switches to normal exit.

\[
\text{cobegin} \hat{=} \lambda (q_1, q_2). ((\lambda \sigma. EL = 0) \land q_1 \lor (\lambda \sigma. EL \neq 0) \land q_2)
\]

\[
\text{coend} \hat{=} \lambda (q. (EL := 2) (q, q))
\]

Additionally, since we do not consider exceptional handling, we assume that a coroutine does not change the state when resumed after termination \( (EL = 2) \).

After being encapsulated by `cobegin` and `coend`, there is a normal entry and two exits. The resume exit being blocked by `coend`, which makes it single-entry single-exit predicate transformer. Then with proper relation \( r \), we can define the semantics of `invoke` as:

\[
\text{invoke} \ co = [r] ; \text{cobegin} ;_c co ;_c \text{coend} ; \{ r^{-1} \}
\]

Here \( IC \) (combined with the common variables) serves like a backup of the coroutine’s local state. \( [r] \) restores the coroutine local state, and \( \{ r^{-1} \} \) does the “backup” again.
The idea is similar to data refinement in Chapter 6.

The `yield` statement is the only point where the control switches from normal to resume or vice versa. On normal entry, `yield` redirects the control to the resume exit unconditionally. On resume exit, `yield` redirects to normal entry when $EL = 1$. At the beginning of the coroutine, an additional `cobegin` statement will direct the control to the resume exit. Then statements will be skipped until a `coend` statement redirects the control back to normal exit unconditionally.

\[ \text{yield} \triangleq EL := 1 ; c \lambda (q_1, q_2). ((q_2, (q_1 \land EL = 1) \lor q_2)) \]

The control flow of some coroutine statements is illustrated in Figure 9.2:

![Flowcharts of Coroutine Statements](image)

Figure 9.2: Flowcharts of Coroutine Statements

Then we formalize conditional statements. On resume entry of `if c b then c S`, the execution is pass on to the resume entry of $S$. If it contains the `yield` statement, then it would be caught when $EL = 1$, otherwise skipped.

\[ \text{if } c \ b \text{ then } c \ S \triangleq \lambda (q_1, q_2). (b \Rightarrow \text{fst} (S (q_1, q_2)) \land \neg b \Rightarrow q_1, \text{snd} (S (q_1, q_2))) \]

The loop is again defined on the basis of conditional statement and least fixed point:

\[ S :: c T \triangleq \lambda (q_1, q_2). S (\text{fst} (T (q_1, q_2)), q_2) \]

\[ \text{while } c b \text{ do } c S \triangleq (\mu X \cdot \text{if } c b \text{ then } c (S :: c X)) \]

The definition of loop uses :: c, which connects two statements on normal entry and...
exit only, instead of \( i_c \). The modification is to let the \texttt{yield} statement terminate the loop on resume exit. If \( i_c \) would be used, when the loop body terminates on resume exit, on the next iteration it will be caught on the resume entry of the \texttt{yield} statement again, then the loop can be non-terminating since it cannot exit properly on \texttt{yield} statements. So by using \( i_{cn} \), at the end of each iteration, if the execution is on resume exit, then the loop terminates on resume exit immediately, instead of continuing to the next iteration on resume entry. We assume that \( i_c \) has higher priority than \( i_{cn} \), which is useful to bind the loop body tighter.

The proof about the loop does not require rules about ranked predicates. Using the least fixed point property \( (\mu x \cdot f x) = f (\mu x \cdot f x) \), we can unwind the loop and reason. For normal cases in which the loop body \texttt{yield} each time, unwinding twice is enough.

Now we take a look back at the second solution \texttt{sum2}. The correctness of the subroutine is straightforward:

```plaintext
subroutine \texttt{sum2} 
  local int i := 0
  common s := 0
  create do : dosum2
  \{loop invariant \: i \leq len(a) \land i = IC \land (i < len(a) \Rightarrow s = 0) \land
  (i = len(a) \Rightarrow s = \sum x \in [0..len(a)) \cdot a[x])\}
  while i < len(a) do
    \{i < len(a) \land i = IC \land s = 0\}
    invoke do
      \{i = IC - 1 \land (IC < len(a) \Rightarrow s = 0) \land
      (IC = len(a) \Rightarrow s = \sum x \in [0..len(a)) \cdot a[x])\}
      i := i + 1
      \{i = len(a) \land s = \sum x \in [0..len(a)) \cdot a[x]\}
  end
```
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The correctness of invoke do relies on reasoning inside the coroutine. Here we have dosum2 with three versions of proof notes: on starting (normal exit of cobegin), during execution (resume exit of cobegin and resume entry of coend), and on terminating of the coroutine (normal entry of coend).

The bijection relation between subroutine state and coroutine state is

\[ r = \lambda (IC, s)(s', j, ss, EL). IC = j \land s = s' \land ss = \sum x \in [0..j) \cdot a[x] \land \\
(j = 0 \Rightarrow EL = 0) \land (0 < j < \text{len}(a) \Rightarrow EL = 1) \land (j = \text{len}(a) \Rightarrow EL = 2) \]

On normal entry \( \text{len}(a) > 0 \) can be deduced from the precondition of invoke.

\[
[IC = 0 \land s = 0] \\
[r] \\
\{s = 0 \land j = 0 \land ss = 0 \land EL = 0\} \\
\text{cobegin} ;\!
\{s = 0 \land j = 0 \land ss = 0 \land EL = 0, \text{false}\} \\
\text{if} c \ j < \text{len}(a) \text{ then} ;\!
\{s = 0 \land j = 0 \land ss = 0 \land EL = 0, \text{false}\} \\
\ j, ss := j + 1, ss + a[j] ;\!
\{s = 0 \land j = 1 \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 0, \text{false}\} \\
\text{yield} ;\!
\{\text{false}, s = 0 \land j = 1 \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 1\} \\
\text{while} j < \text{len}(a) ;\!
\ j, ss := j + 1, ss + a[j] \\
\text{yield} \\
\{\text{false}, s = 0 \land j = 1 \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 1\} \\
\text{coend} \\
\{s = 0 \land j = 1 \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 1\} \\
\{r^{-1}\} \\
[IC = 1 \land s = 0] \]
For any $0 < n < \text{len}(a)$,

\[
[IC = n \land s = 0] \\
[r]; \\
\{ s = 0 \land j = n \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 1 \} \\
\text{cobegin}_c; \\
\{ \text{false}, s = 0 \land j = n \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 1 \} \\
\text{if}_c j < \text{len}(a) \text{ then}_c \\\n\quad j, ss := j + 1, ss + a[j] ;_c \quad \text{(skipped)} \\
\quad \text{yield} ;_c \quad \text{(switch)} \\
\{ \text{false}, s = 0 \land j = n + 1 \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 1 \} \quad \text{(switch)} \\
\text{while}_c j < \text{len}(a) \text{ do}_c \\\n\quad j, ss := j + 1, ss + a[j] ;_c \quad \text{(skipped)} \\
\quad \text{yield} ;_c \quad \text{(skipped)} \\
\{ \text{false}, s = 0 \land j = n + 1 \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 1 \} \quad \text{(skipped)} \\
\text{coend} \quad \{ s := ss \} \\
\text{cobegin} ; \\
\{ s = 0 \land j = n + 1 \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 1 \} \\
\{ r^{-1} \} \\
1[IC = n + 1 \land s = 0] \]
while \( j < \text{len}(a) \) do
\[
\begin{align*}
    j, ss &:= j + 1, ss + a[j]_c \\
\text{yield}_c &; \\
\{ s = 0 \land j = \text{len}(a) \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 1, \text{false} \}
\end{align*}
\]
\[
\begin{align*}
    s &:= ss \\
\{ s = 0 \land j = \text{len}(a) \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 1, \text{false} \}
\end{align*}
\]
coend
\[
\begin{align*}
    \{ s = ss \land j = \text{len}(a) \land ss = \sum x \in [0..j) \cdot a[x] \land EL = 2 \}
\end{align*}
\]
\[
\begin{align*}
    \{ r^{-1} \}
\end{align*}
\]
\[
\begin{align*}
    [IC = \text{len}(a) \land s = \sum x \in [0..j) \cdot a[x]]
\end{align*}
\]

9.4 Discussion

In this section we studied the verification rules of coroutines. We not only presented the rules, but also showed how the rules themselves can be deduced from formal semantics. Our rules take termination into consideration.

A possible extension is to consider coroutines with multiple \texttt{yield} statements. However, in that case it would be necessary to define the syntax of coroutine, since the labelling of \texttt{yield} statements would be dependent on that. Then the semantics of each \texttt{yield} needs to be conditional on comparison of the current \( EL \) and the label of the \texttt{yield} statement.

Another possible extension is to introduce nested coroutine calls and stackfulness. The double-entry double-exit internal representation can be convenient, because each coroutine call inside a coroutine can be directly treated as a double-entry double-exit predicate transformer, with its own exit label.
Chapter 10

Conclusion

10.1 Multi-Exit Programs

The work in this thesis models the semantics of multi-exit programs as indexed predicate transformers, studies its algebraic properties and verification rules, then instantiate them for several semantic models: the termination model in exception handling, the retry model in exception handling, and a coroutine model. The instantiated verification rules are illustrated with examples, and the termination model is illustrated with six design patterns.

An alternative of using indexed predicate transformers is to encode the exit index into the state and model programs as predicate transformers with the state as the argument, which we have not pursued. The advantage of indexed predicate transformers is that the state spaces on exits can be different. This is useful for statements like local variable declaration, which either succeed and add variables into the state space, or fail and leave the state space unchanged. Besides, having separate postconditions may be methodologically stronger and syntactically shorter.
10.2 Future Work

Our work could be extended in several aspects.

1. The normal form of disjunctive statements is unimplementable, but nevertheless of theoretical interest.

2. Fail-safe refinement rules for loops and recursive procedures can be useful. Besides, common programming languages provide named exceptions and statements with several exits. A generalization of fail-safe refinement to multiple exits is worth exploring.

3. Data refinement in Chapter 6 is a generalization of forward data refinement to two exits. Forward data refinement is known to be incomplete; for the predicate transformer model of statements, several alternatives have been studied, e.g., [Gardiner and Morgan 1993; von Wright 1994]. It remains to be explored how these can be used for partial data refinement.

4. For simplicity of the theory itself, we directly define the semantics in most chapters, and the examples are converted by hand in formalization; only in Chapter 9 we defined the syntax (which is a mixture of syntax and logical terms) and the conversion from syntax to semantics. It would facilitate the conversion of examples if a full conversion is formalized.

5. Also, our formalization of coroutines allows it to be supplemented with an additional exit for exception handling. Adding the support of stackfulness is also useful for implementing recursive algorithms like traversal of trees.
Appendix A

Isabelle Formalization

The theorems and patterns are formalized and verified in Isabelle 2011-1, in which the sets and predicates are of the same type, so all the predefined theorems of sets are directly available. However, from Isabelle 2012 on, the set is no longer typed as a mapping to Boolean type, so we chose not to migrate.

The Isabelle mechanization uses shallow embedding, which defines the semantics directly. It follows the formalization in this thesis closely, however there are two differences. First, some notations are different, either to distinguish from other notations (to speed up the automatic reasoning for implicit types in Isabelle), e.g., using $[[R]]$ in Isabelle for demonic update $[R]$ to distinguish from $[G]$, which represents assumption $[G]$. Secondly, the formalization of indexed predicates and indexed relations in Chapter 3 allows the state spaces on arbitrary number of exits to be different. To model arbitrary number of potentially different state spaces, dependent types are required. However, Isabelle does not support this feature, so in the Isabelle proofs, for theorems in Chapters 3, 4 and 5 we model arbitrary number of exits with the same state space; for theorems in Chapters 6, 7, 8 and 9, we model potentially different state spaces on exits of a fixed number. The proofs in the thesis do not rely on the uniformity of the
final state spaces, unless restricted by certain constructs, e.g., loop on exit $i$ requires the initial state space to be the same as the state space on exit $i$.

The complete Isabelle formalization is available at http://www.cas.mcmaster.ca/~zhangt26/thesis/. It contains more than 500 theorems.
Bibliography


