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Abstract

A self-consistent field theory is developed for weakly charged polymeric systems

composed of charged-neutral diblock copolymers and homopolymers. This generic

model can be used to describe the phase behavior of a number of different charged

polymeric systems, including charged polymer/homopolymer blends and ionic liq-

uid/homopolymer mixtures. It is found that the miscibility of the system is in-

creased by the increase of the charge fraction and the anion volume. Random

phase approximation has also been used to calculate the spinodal lines for poly-

electrolyte/homopolymer blends and polyelectrolyte solutions. Both systems exhibit

micro- and macro- phase separated regions. It is also shown that an increase of the

charge fraction stabilizes the homogeneous phase over the inhomogeneous ones and

a decrease of the Bjerrum length stabilizes the microphase separated state over the

macrophase separated state. Finally, the reciprocal-space method is used to solve

the self-consistent field equations for the polyelectrolyte/homopolymer blends. Full

phase diagrams showing microphase separated structures of lamellae, hexogonal and

body-centered cubic lattice, as well as 2-phase region of coexistence of lamellae and

homogeneous are obtained.
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Chapter 1

Introduction

A polymer is a macromolecule consisting of a large number of repeating units co-

valently joined together to form a long chain [1] [2]. A macromolecule is usually

termed a polymer if the number of repeating units exceeds 100. It is possible to

have polymers containing over tens of thousands of repeating units [3]. Examples

of polymers include synthetic polymers such as polystyrene and biological polymers

such as DNA. A polyethylene chain consists of repeating units of CH2 groups, which

can be considered as the simplest polymer chain. There is a tremendous variety of

polymeric materials. Different polymers are distinguished by different compositions

of monomer units and chain architecture. For example, polymer chains may be linear

or branched according to the way they are synthesized. Polymers can be homopoly-

mers if the molecule is formed from a single type of repeating unit and copolymers if

the molecule is composed of more than one type of repeating units. Polymers can also

be classified into neutral polymers and charged polymers according to their ability to

carry charges.

Charged polymers are polymers with ionizable groups [4]. These ionizable groups
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tend to dissociate under certain conditions, such as in polar solvents, leaving the

polymers with net charges. This dissociation can affect a wealth of structural, func-

tional, and dynamical properties of polymer systems [5]. Charged polymers are of

fundamental importance in biology and biochemistry and are widely used in indus-

try. As building blocks of living matter, most proteins and biopolymers are charged

in aqueous environment [6]. Industrial applications of charged polymers range from

waterwaste treatment to paper making [7]. According to the type of charges, charged

polymers can be classified into two classes, polyampholytes and polyelectrolytes.

Polyampholytes are macromolecules carrying both positively and negatively ion-

izable groups [8]. Under appropriate conditions, these groups dissociate, leaving both

positively and negatively charged groups on the polymer chain . Examples of polyam-

pholytes include certain kinds of proteins such as gelatin. Copolymers synthesized

from monomers with acidic and basic groups are polyampholytes as well [9]. The prop-

erties of polyampholyte chains depend on many factors, such as the fraction of pos-

itively and negatively charged monomers and the distribution of charged monomers

along the polymer backbone. Experiments as well as molecular dynamics simulations

have been carried out to understand the properties of polyampholytes [10] [11].

In the current study, we will focus on the phase behavior of polymeric systems

containing polyelectrolytes. Polyelectrolytes are polymers having many positively

or negatively ionizable groups, which can be dissociated leaving charged polymer

chains and small counterions in solution [12] [13] [14]. Polyacrylic acids (PAA) and

polymethacrylic acids (PMAA) can be considered as the simplest polyelectrolytes.

These polymers become negatively charged when dissolved in water with the addi-

tion of alkali [15]. Other examples include natural polyelectrolytes such as proteins,

2
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nucleic acids and synthetic polyelectrolytes such as polyvinyl sulfonic acid (PVSA)

and polyethyleneimine (PEI). Some typical examples of negatively charged polyelec-

trolytes are shown in Fig. 1.1 [16]. The polystyrene sulfonate (PSS) molecules become

negatively charged due to the dissociation of the Na+ ion, the polymethacrylic acid

(PMAA) moleueles become negatively charged due to the releasing of the H+ ion,

and the DNA molecules become negatively charged due to the dissociation of the

phosphate groups.

Figure 1.1: Examples of negatively charged polyelectrolytes [16].
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The properties of polyelectrolyte systems depend on many factors such as the frac-

tion of ionizable groups, the degree of dissociation, solvent quality for the polymer

backbone, salt concentration, and the solution dielectric constant, etc. For exam-

ple, the degree of dissociation varies significantly depending on the specifics of the

system. Polyvinyl sulfonic acid (PVSA) usually dissociates completely when dis-

solved in water while the degree of dissociation for polyacrylic acid (PAA) is small

in pure water [12]. Different from those of uncharged polymers, electrostatic inter-

actions between charges in polyelectrolyte systems can lead to rich behavior. The

polyelectrolyte nature of biopolymers are expected to form the basis of various bio-

logical phenomena. For example, the process of polymer translocation that occurs in

many biological phenomena is highly related to the electrostatic interactions in the

system [17]

Because of their unique properties and technological importance, polyelectrolytes

have been studied extensively by experimental and theoretical approaches since the

early days of polymer science [18] [19] [20] [21] [22]. The existence of both long-range

Coulombic interactions and short-range interactions results in specific properties to

polyelectrolytes that are absent in neutral polymers. The study of a single-chain

properties of polyelectrolytes has been performed by theoretical approaches in early

years [23] [24] [25], as well as computer simulations in recent years [26] [27] [28].

The overall shape of a single polyelectrolyte chain is determined by the balance of

the electrostatic interaction and the surface tension. In infinite dilute solutions, a

polyelectrolyte chain can be in a Gaussian coil state if the solvent is close to the

θ-temperature and the electrostatic repulsion between charges are weak. In poor

solvent and at low charge density, a polyelectrolyte chain exhibts spherical globule

4
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state. When charge density increases, a necklace type configuration with different

numbers of beads has also been predicted using scaling arguments [29]. Later theo-

retical approaches also support the existence of a necklace conformation for strongly

charged polyelectrolytes and finite concentrations when counterion condensation oc-

curs [30] [31]. Molecular dynamic simulation also showed that, depending on the

interaction parameter and charge fraction, the strongly charged polyelectrolyte chain

can be in different conformation states: collapsed globule, sausage-like aggregate,

fully stretched chain, and pearl-necklace globule [32] [33].

Polyelectrolyte solutions have also attracted much attention [34] [35]. It is well

known that, dilute and semidilute solutions of neutral polymer chains readily segre-

gate into polymer rich and solvent rich phases due to the low translational entropy

of polymer chains [36]. The macrophase separation will be limited if we introduce

charges on the polymer chains. This is due to the significant losses of translational

entropy of the counterions if the system undergoes macrophase separation as the

counterions must follow the corresponding polymer co-ions. It was discovered that

microphase separation phenomenon, which is common in block-copolymer systems,

can take place in systems containing weakly charged polyelectrolytes [37]. For ex-

ample, Shibayama et al. [38] have detected microphase separation for polyelectrolyte

gels in poor solvents. There is a common feature of the physical reasons which lead

to the formation of microdomain structures: both system have the stabilizing factor

which prevents the macroscopic demixing, the connectivity of the blocks in one chain

for block-copolymers and the contribution of mobile counterions to the entropy of

mixing for polyelectrolytes. Theoretically, the possibility of microphase separation in

weakly charged semidilute solutions of polyelectrolytes was first considered by Borue

5
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and Erukhimovich [39]. Later on, they developed a microscopic statistical theory of

polyelectrolyte solutions using random phase approximation (RPA) and restricting

the contribution of entropy of solvent molecules to second-order terms [40]. They

presented the phase diagram with lamelar structure, hexagonal lattice, BCC lattice,

as well as the two phase region.

In the case of polymer blends, it is well known that polymer blends involving

two neutral polymer components A and B usually phase separate into A-rich and

B-rich phases if the interaction of A-B is energetically unfavorable [1]. The pres-

ence of charges enhances the compatibility effectively due to the significant losses of

translational entropy of the counterions if the system undergoes macrophase sepra-

tion [41] [42]. Further theoretical studies for polymer blends with one weakly charged

component also led to the conclusion that microdomain structures may appear under

certain conditions [43]. In 1992, Khokhlov and Nyrkova [44] performed a detailed

study for the case of mixture of an arbitrary number of polyelectrolyte components

with a low molecular weight solvent. Their theory is in the framework of the lat-

tice Flory-Huggins model in the self-consistent field approximation. As a result,

the condition for stability of a homogeneous phase was found. The aforementioned

RPA-type analysis has also been applied to studies for block polyelectrolytes where

the order-disorder transition has been examined by solving the generalized spinodal

equations [45] [46] [47].

In order to address the problem of phase boundaries or binodals, Dobrynin and

Erukhimovich [48] made the first attempt to study the problem for the mixture of

weakly charged and neutral polymers. They performed a study using the weak seg-

regation theory which was first developed by Leibler [49]. They also discussed the

6
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method of accounting for the fluctuation corrections in polyelectrolyte systems. The

phase diagram and the final equilibrium microdomain structures valid near the critical

point were obtained. In 1994, microphase separation in poor-solvent weakly charged

polyelectrolyte solutions was also studied by Dormidontova et al. [50] in the weak seg-

regation limit within the framework of the mean field approximation. The possibility

of macrophase separate to coexistence of phases having different crystal symmetries in

the system was taken into account. A complete phase diagram of the solution system

near the critical point was obtained. Later, Gritsevich [51] also studied the fluctu-

ation effects and their influence on the phase diagram for the same polyelectrolyte

solution system.

In order to obtain the full form of the phase diagram (not only near the criti-

cal point), Nyrkova, Khokhlov and Doi [52] calculated the phase diagram by direct

minimization of a Landau-type free energy where the polymer conformations were

described using a square gradient approximation. They performed the analysis for

two polyelectrolyte systems, a mixture of weakly charged polyelectrolyte/neutral ho-

mopolymer and a system of weakly charged polyelectrolytes in poor solvent. It was

shown that the final phase diagram has the feature of coexistence of macro- and

microphase separation.

The self-consistent field theory (SCFT) for polymer systems, which was initially

developed by Edwards [53], Helfand [54] [55], has been successfully applied for neutral

polymer systems to study the interfaces of polymer blends, microphase separation of

block copolymers, etc [56] [57] [58] [59] [37]. Shi and Noolandi [60] extended the

SCFT to systems containing weakly charged polymers. They started from the Ed-

wards Hamiltonian for the polymers and included electrostatic interactions in the

7
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partition function. The partition function was then transformed using the Hubbard-

Stratonovich transformation into a functional integral over the polymer concentra-

tions, the ion concentrations, the electrostatic potential and the corresponding field

variables. A set of self-consistent equations was then obtained by using the mean-field

approximation. They studied the interface of a phase-separated poor solvent solu-

tion of polyelectrolyte as a simple example, and also derived the asymptotic forms

of the theory at weak and strong segregation limits. Later, Wang et al. [61] con-

sidered the position-dependency of the dielectric constant and applied the SCFT to

inhomogeneous polyelectrolyte systems with both smeared and annealed charge dis-

tributions. They studied the interface of a phase-separated polyelectrolyte solution in

a poor solvent, as well as the lamellar structures of symmetric diblock polyelectrolytes

A-B where A and B carry opposite charges. The phase behavior of polyelectrolyte

blends was also examined by them, showing both macroscopic phase separation and

microphase separation.

The above mentioned RPA and SCFT analysis have also been applied to other

charged polymer systems. Kumar and Muthukumar [62] studied the microphase

separation for charged-neutral diblock copolymer melts by using the RPA and SCFT.

It was shown that the stability limits calculated using the RPA aggreed with the

SCFT calculations. They found lamellar, cylindrical and spherical morphologies in

the ordered phase. Recently, Yang et al. [63] also obtained the phase diagram of

charged triblock copolymer melt and solution using the SCFT.

Although there have been extensive studies on the polyelectrolyte/homopolymer

blends and polyelectrolyte solutions, a comprehensive SCFT study of the phase be-

havior of these systems and complete phase diagram is still lacking. The current study

8
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fills in this gap by developing a SCFT for a generic model containing weakly charged

polyelectrolytes, and applying the theory to the phase behavior of the system.

As shown by previous theoretical and experimental studies, charged polymer sys-

tems can be in homogeneous state, marcophase separated state, and microphase sep-

arated state. The physical properties of charged polymer system vary drastically

in different states. A good understanding of the phase behavior of charged poly-

mer systems is crucial. Because charged polymer systems are usually composed of

more than one element, their phase behavior is controlled by a large number of pa-

rameters, such as chain lengths, charge fraction, monomer interactions, electrostatic

interactions. More accurate theoretical study is crucially important to understand

the phase behavior in these complex systems.

The systems we are interested in include charged-neutral diblock copolymer/homopolymer

blends, polyelectrolyte/homopolymer blends and polyelectrolyte solutions. As the

self-consistent field theory for weakly charged polyelectrolyte systems originated by

Shi and Noolandi [60] has been successful, we will use the self-consistent field theory

as the main tool to study the phase behavior of the multi-component charged polymer

systems. We restrict our discussion to the equilibirium statistical properties of the

system and exclude the phenomena of dynamical fluctuation.

The structure of this thesis is organized as follows: The theoretical framework

and the derivation of the mean-field equations are given in Chapter 2. We developed

the theory for a system composed of charged-neutral diblock copolymers and neutral

homopolymers in this chapter. The stability of the homogeneous phase with respect

to macrophase separation is studied in Chapter 3 for different charged systems. In

9
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Chapter 4, we use the random phase approximation to study the stability of homo-

geneous phase, leading to both macrophase and microphase separation transition for

the polyelectrolyte/homopolymer blends and the polyelectrolyte solutions. In Chap-

ter 5, we use the reciprocal-space method to solve the self-consistent field equations.

The microphase structures are resolved for the case of polyelectrolyte/homopolymer

blends. In Chapter 6, we summarize the key results of this work and make some

comments on the theory and the results.

10



Chapter 2

Theoretical Framework

The system of interest consists of charged and neutral polymers, as well as counteri-

ons. For simplicity, we assume that the polyelectrolytes are weakly charged so that

their conformations can be described using the Gaussian chain model or Edwards

model of polymers [64]. Furthermore, there are short-range interactions between all

the species and long-range Coulombic interactions between charged species. The

mean field theory replace this many-body problem for polymer chains and counteri-

ons with an ideal chain in an effective mean field potential ωeffP (r) and a couterion

in an effective mean field potential ωeffI (r), respectively. These mean field potentials

can be solved from a closed set of equations self-consistently. In this chapter, we

construct this set of self-consistent equations for a generic system consisting charged-

neutral diblock copolymers, neutral homopolymers, and counterions. The theoretical

development follows closely to the work of Shi and Noolandi [60].

11



Ph.D. Thesis - Youhai Sun McMaster - Physics & Astronomy

2.1 The Model

For a canonical ensemble of a volume V , we consider n0 AB diblock copolymers, with

A block being charged, nI counterions, and nC C homoplymers. We associate each

block with a Kuhn statistical length bα (α = A,B,C) and a bulk density ρ0α. The

bulk density of the counterions is denoted by ρI . We also set a reference density ρ0

to be the same order of the monomer density. The degrees of polymerization of the

blocks are NA = fZ0, NB = (1−f)Z0, and NC = ZC , where Z0 is the total number of

monomers in the AB diblock copolymer and ZC is the total number of monomers in

the C homopolymer. We denote the valence number of the A-monomers to be zA and

the valence number of the counterions to be zI . We assume that the t-th A-monomer

of the ith diblock chain is able to acquire charges ci,A(t)zAe, where the variable ci,A(t)

is the charge distribution along the i-th polymer chain determined by the nature

of the charge distribution. We can denote the probability of a particular charge

distribution by P ({ci,A(t)}). Furthermore, the charge distribution can be written in

the form P ({ci,A(t)}) =
∏

t p(ci,A(t), t). There are two possible charge distributions

if we assume charge occurs uniformly along the A-blocks: (1) the semeared charge

distribution, p(ci,A(t)) = δ(ci,A−pA), under this distribution, each A-monomer carries

the fractional charge pA; and (2) the annealed case, where each A-monomer carries

charges zAe with a probability pA [65].

Let R0
i (t) denote the position of the t-th monomer of the i-th AB chain, rIi denote

the posititon of the i-th counterion and RC
i (t) denote the position of the t-th monomer

of the i-th C chain. For a given configuration of the system, the inhomogeneous

12
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monomer densities of the polymers are given by

ρ̂A(r) =

n0∑
i=1

∫ fZ0

0

dtδ(r−R0
i (t)), (2.1)

ρ̂B(r) =

n0∑
i=1

∫ Z0

fZ0

dtδ(r−R0
i (t)), (2.2)

ρ̂C(r) =

nC∑
i=1

∫ ZC

0

dtδ(r−RC
i (t)). (2.3)

The number densities of the counterions are given by

ρ̂I(r) =

nI∑
i=1

δ(r− rIi ). (2.4)

The total charge density at position r is the summation of the charge density from

the polymers and the charge density from the counterions,

ρ̂e(r) = ρ̂A,e(r) + ρ̂I,e(r), (2.5)

where the contribution from the polymers are

ρ̂A,e(r) =

n0∑
i=1

∫ fZ0

0

dtci,A(t)zAeδ(r−R0
i (t)), (2.6)

and the contributions from the counterions are

ρ̂I,e(r) =

nI∑
i=1

zIeδ(r− rIi ). (2.7)

13
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The system is neutral, so that

∫
drρ̂e(r) = 0. (2.8)

We also assume that the polymeric system is incompressible,

∑
j

ρ̂j(r)

ρj0
=

∑
j

φ̂j(r) = 1, (2.9)

where the index j runs over all the species in the system (j = A,B,C, I).

The thermodynamics of the system is described by the partition function, which

can be written in terms of a functional integral over all the chain conformations and

counterion positions,

Z =
∏
k

(
ζnkk
nk!

)

∫ ∏
β

[

nβ∏
i=1

(DRβ
i (t)Pβ({Rβ

i (t)}))]
∫ nI∏

i=1

drIi

∫
Dψ(r)

n0∏
i=1

[
∑
{ci,A(t)}

P ({ci,A(t)})]exp[−E({ρ̂}, {ψ})
kBT

]
∏
r

δ[
∑
j

φ̂j(r)− 1], (2.10)

where k = 0, C, I and β = 0, C. ζ0 is the partition function of a AB-polymer chain

due to the kinetic energy, ζC is the partition function of a C-polymer chain due to

the kinetic energy and ζI is the partition function of a counterion due to the kinetic

energy, the summation
∑
{ci,A(t)} is over the charge distributions for the i-th chain,

and ψ(r) is the electrostatic potential of the system. The single-chain probability

density functional Pβ({Rα
i (t)}) has the standard form according to Edwards model,

Pβ({Rβ
i (t)}) ∝ exp[−

∫ Zβ

0

dt
3

2b2
β(t)

(
dRβ

i (t)

dt
)2]. (2.11)
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We have also introduced a δ function to ensure the incompressibility constraint

for the system. The energy of the system consisits of two parts,

E({ρ̂}, {ψ}) = W ({ρ̂j}) + Ue({ρ̂e}, {ψ}), (2.12)

whereW ({ρ̂j}) is the interaction potential between the monomers and ionic molecules,

and Ue is the electrostatic energy of the system. The interaction potential W ({ρ̂j})

is assumed to have the two-body form,

W ({ρ̂j}) =
1

2

∑
j,j′

∫
drdr′ρ̂j(r)Wj,j′(r− r′)ρ̂j′(r

′). (2.13)

The electrostatic energy of the system has the form (see Appendix A for details)

Ue({ρ̂e}, {ψ}) =

∫
dr[ρ̂e(r)ψ(r)− ε

8π
|∇ψ(r)|2], (2.14)

where ε is the dielectric constant of the medium.

The partition function of the system can be written in the form of a functional

integral by carrying out a Hubbard-Stratonovich transformation (see Appendix B for

detalis),

Z =

∫ ∏
j

{DρjDωj}
∫
DρeDωe

∫
Dψ

∏
r

δ[
∑
j

φj(r)− 1]exp[−F ({ρ}, {ω}, {ψ})
kBT

],

(2.15)
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where the free energy functional has the form

F

ρ0kBT
=

∫
dr{

∑
j

µ0jφj(r) + χABφA(r)φB(r) + χAIφA(r)φI(r) + χACφA(r)φC(r)

+χBIφB(r)φI(r) + χBCφB(r)φC(r) + χCIφC(r)φI(r)}

−
∫
dr{

∑
j

ρ0j

ρ0

ωj(r)φj(r) + ωe(r)φe(r)}

+

∫
dr{φe(r)ϕ(r)− κ2

2
|∇ϕ(r)|2}

−V ρ0A

ρ0

φ̄A
fZ0

ln(
Q0

φ̄A
)− V ρ0C

ρ0

φ̄C
ZC

ln(
QC

φ̄C
)− V ρ0I

ρ0

φ̄I
1

ln(
QI

φ̄I
), (2.16)

where the parameters χjj′ are defined in Appendix B. The charge volume fraction is

given by eφe(r) = ρe(r)/ρ0, and the field ωe(r) is rescaled by a factor of e. The dimen-

sionless electrostatic potential ϕ(r) is defined as ϕ(r) = e
kBT

ψ(r). The characteristic

length κ is given by κ2 = εkBT
4πe2ρ0

, and the constants µ0j are given by

µ0j =
ρ0j

kBTρ0

[
1

2
Wjjρ0j − kBT

1

Zj
ln(

ζjeZj
ρ0j

)]. (2.17)

The chain conformation contribution to the partition function is contained in the

single chain partition function, which can be carried out using the propagators,

Q0 =
1

V

∫
drq0(r, Z0, ω0), (2.18)

QC =
1

V

∫
drqC(r, ZC , ωC), (2.19)
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where the integrated propagators are the solution of the modified diffusion equations,

∂

∂t
q0(r, t;ω0) =

[b(t)]2

6
∇2q0(r, t;ω0)− ω0(r, t)q0(r, t;ω0), (2.20)

∂

∂t
qC(r, t;ωC) =

b2
C

6
∇2qC(r, t;ωC)− ωC(r)qC(r, t;ωC), (2.21)

with the initial conditions q0(r, 0; [ωeffA , ωB]) = 1, qC(r, 0;ωC) = 1, and

b(t) =


bA if 0 6 t 6 fZ0,

bB if fZ0 < t ≤ Z0,

ω0(r, t) =


ωeffA (r, t) if 0 6 t 6 fZ0,

ωB(r) if fZ0 < t ≤ Z0.

2.2 Mean-Field Approximation

The partition function eqn (2.15) is exact. What we have achieved is writing the

partition function in terms of a functional intergral. In general, the functional integral

is too complicated to be evaluated directly. A variety of approximation methods can

be developed on the basis of this formalism. The mean field approximation amounts

to evaluate the functional integral by using the saddle-function method. It is realized

by replacing the sum over the canonical ensemble with a Gaussian integral around the

most probable state that minimizes the argument of the exponential function. The

free energy of the system with this approximation is given by the minimization of the

free energy functional F ({φ}, {ω}, {ϕ}) with respect to φj(r), ωj(r), φe(r), ωe(r), and

17
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ϕ(r), subject to the constraints of incompressibility,

δF

δφj
= 0, (2.22)

δF

δωj
= 0, (2.23)

δF

δφe
= 0, (2.24)

δF

δωe
= 0, (2.25)

δF

δϕ
= 0. (2.26)

Denoting the Lagrangian multipliers corresponding to the constraints by η(r), and

evaluating theses functional derivatives, we obtain the following variational equations,

δF

δφA(r)
= µ0A + χABφB(r) + χACφC(r) + χAIφI(r)−

ρ0A

ρ0

ωA(r) + η(r) = 0,

(2.27)

δF

δφB(r)
= µ0B + χABφA(r) + χBCφC(r) + χBIφI(r)−

ρ0B

ρ0

ωB(r) + η(r) = 0,

(2.28)

δF

δφC(r)
= µ0C + χACφA(r) + χBCφB(r) + χCIφI(r)−

ρ0C

ρ0

ωC(r) + η(r) = 0,

(2.29)

δF

δφI(r)
= µ0I + χAIφA(r) + χBIφB(r) + χCIφC(r)− ρ0I

ρ0

ωI(r) + η(r) = 0,

(2.30)

δF

δφe(r)
= −ωe(r) + ϕ(r) = 0, (2.31)
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δF

δωA(r)
= −ρ0A

ρ0

[φA(r) +
φ̄AV

Q0fZ0

∂ωeffA (r)

∂ωA(r)

δQ0

δωeffA (r)
] = 0, (2.32)

δF

δωB(r)
= −ρ0B

ρ0

[φB(r) +
φ̄BV

Q0(1− f)Z0

∂ωeffB (r)

∂ωB(r)

δQ0

δωeffB (r)
] = 0, (2.33)

δF

δωC(r)
= −ρ0C

ρ0

[φC(r) +
φ̄CV

QCZC

∂ωeffC (r)

∂ωC(r)

δQC

δωeffC (r)
] = 0, (2.34)

δF

δωI(r)
= −ρ0I

ρ0

[φI(r) +
φ̄IV

QI

∂ωeffI (r)

∂ωI(r)

δQI

δωeffI (r)
] = 0, (2.35)

δF

δωe(r)
= −[φe(r) +

ρ0A

ρ0

φ̄AV

Q0fZ0

∂ωeffA (r)

∂ωe(r)

δQ0

δωeffA (r)
+
ρ0I

ρ0

φ̄IV

QI

∂ωeffI (r)

∂ωe(r)

δQI

δωeffI (r)
] = 0,

(2.36)

δF

δψ(r)
= φe(r) + κ2∇2ϕ(r) = 0. (2.37)

The functional derivatives in the above expressions can be obtained for the single

molecular partition functions and the effective fields. The mean-field equations are

obtained from the minimization conditions given above. In particular, the mean-field

equilibrium concentrations for the polymers are given by

φA(r) =
φ̄A

Q0fZ0

∫ fZ0

0

dtq0c(r, Z0 − t; [ωeffA , ωB])q0(r, t; [ωeffA , ωB]), (2.38)

φB(r) =
φ̄B

Q0(1− f)Z0

∫ Z0

fZ0

dtq0c(r, Z0 − t; [ωeffA , ωB])q0(r, t; [ωeffA , ωB]), (2.39)

φC(r) =
φ̄C

QCZC

∫ ZC

0

dtqC(r, ZC − t; [ωC ])qC(r, t; [ωC ]). (2.40)

The ionic densities can be obtained in a simple form due to the simplicity of the

single particle partition function,

φI(r) =
φ̄I
QI

qI(r), (2.41)
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where the propagator has the form

qI(r) = exp[−ωeffI (r)]. (2.42)

The mean-field equation for the charge density depends on the charge distribu-

tions. For the smeared distribution p(cA(t)) = δ(cA(t) − pA), each monomer carries

pAzAe charge. We have

φe(r) =
ρ0A

ρ0

pAzAφA(r) +
ρ0I

ρ0

zIφI(r). (2.43)

The effective fields with semeared charge distribution are defined by

ωeffA (r) = ωA(r) + zApAωe(r), (2.44)

ωeffI (r) = ωI(r) + zIωe(r). (2.45)

The mean fields are to be obtained self-consistently from the minimization con-

ditions. Since the mean-fields are defined up to an additive constant, we can adsorb

the constants µ0j into them and obtain

ωA(r) =
ρ0

ρ0A

[χABφB(r) + χACφC(r) + χAIφI(r) + η(r)], (2.46)

ωB(r) =
ρ0

ρ0B

[χABφA(r) + χBCφC(r) + χBIφI(r) + η(r)], (2.47)

ωC(r) =
ρ0

ρ0C

[χACφA(r) + χBCφB(r) + χCIφI(r) + η(r)], (2.48)

ωI(r) =
ρ0

ρ0I

[χAIφA(r) + χBIφB(r) + χCIφC(r) + η(r)], (2.49)

ωe(r) = ϕ(r). (2.50)
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The electrostatic potential is obtained from the minimization with respect to the

electrostatic potential,

∇2ϕ(r) = − 1

κ2
φe(r), (2.51)

which is the Poisson-Boltzmann equation in electrostatics.

The function η(r) is to be adjusted to ensure the incompressibility condition,

φA(r) + φB(r) + φC(r) + φI(r) = 1. (2.52)

The charge neutrality condition requires that the total charge of the system is

zero, ∫
drφe(r) = 0. (2.53)

The above set of equations forms the basis of the mean-field theory of weakly

charged multicomponent polyelectrolyte system. It should be noted that the mean-

field equations are a set of self-consistent equations for the densities φj(r), the mean-

fields ωj(r), and the electrostatic potential ϕ(r). For a given set of input parameters,

these equations can be solved to obtain the equilibrium concentrations and fields. In

general, the mean-field equations have to be solved numerically.

The free energy of the system can be computed after solving the mean-field equa-

tions. The terms linear in the concentrations can be neglected as they contribute

a constant to the chemical potential. Denoting the average volume fraction for A

monomer to be φ̄A, C monomer to be φ̄C and I counterion to be φ̄I , the free energy
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functional can be cast as

F

ρ0kBT
=

∫
dr{χABφA(r)φB(r) + χACφA(r)φC(r) + χBCφB(r)φC(r)}

+

∫
dr{χAIφA(r)φI(r) + χBIφB(r)φI(r) + χCIφC(r)φI(r)}

+V (
1

fZ0

ρ0A

ρ0

φ̄Alnφ̄A +
1

Zc

ρ0C

ρ0

φ̄C lnφ̄C +
ρ0I

ρ0

φ̄I lnφ̄I)

−
∫
dr{

∑
j

ρ0j

ρ0

ωj(r)φj(r)

+
1

fZ0

ρ0A

ρ0

φA(r)lnQ0 +
1

ZC

ρ0C

ρ0

φC(r)lnQC +
ρ0I

ρ0

φI(r)lnQI}

+

∫
dr{[ρ0A

ρ0

pAzAφA(r) +
ρ0I

ρ0

zIφI(r)]ϕ(r)− κ2

2
|∇ϕ(r)|2}, (2.54)

where we have neglected the superscript in the effective fields ωeffj . We have also

eliminated the variables φe(r) and ωe(r) by expressing them in terms of φj(r) and

ϕ(r). This final expression of free energy contains contribution to free energy from

different factors. The terms in the first and second lines describe the energy of

nonelectrostatic interaction of the components. The entropy of the system comes

from the third, forth and the fifth line. The last line describes the free energy of the

Coulombic interactions. The calculated free energy can be used to obtain the phase

diagrams of the system.

The mean-field theory derived above is very similar to the mean-field theory for

neutral polymer systems. We only have one extra equation, the Poisson-Boltzmann

equation. The chemical potential becomes the effective chemical potential containing

the electrostatic contribution. The procedure for solving the mean-field equations in

neutral polymer systems should be able to apply to the charged polymer systems.

Before getting into detailed examples, it is worthwhile to notice that the theory
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derived above is based on the following essential assumptions:

(a) The polyelectrolytes are weakly charged so that they can be described Gaussian

chains;

(b) The dielectric constant ε does not depend on r;

(c) The molecular interactions are short-ranged so that the Flory-Huggins χ-

parameter description is valid, and the hard core interactions can be modeled by

the incompressibility condition;

(d) The mean-field approximation is valid.

Throughout this work, we will assume that the above conditions are fullfilled.

In summary, the mean-field theory of weakly charged polyelectrolytes developed

above is a coupled theory of the polymer mean-field theory and the electrostatic the-

ory. The coupling between the densities and the electrostatic potential is through the

self-consistent field equations. This mean-field theory provides a general theoretical

framework for the study of systems containing weakly charged polyelectrolytes. It

can be applied to a variety of problems containing weakly charged polyelectrolytes,

as demonstrated in the following chapters.
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Chapter 3

Homogeneous Phases: Phase

Diagrams

As a simple application, the free energy density functional derived in the previous

chapter can be used to study the phase behavior of homogeneous phases. Knowledge

of the stability and phase diagram of homogeneous phases can be used to study

the miscibility of the system [44]. Furthermore, it is always useful to analyze the

homogeneous phase free energy first before we turn to complicated applications of

the self-consistent field theory.

For a homogeneous phase, the densities and conjugate fields become constants. In

this case, the solutions of the modified diffusion equations can be obtained exactly,

q0(r, t) =


exp[−ωAt] 0 < t ≤ fZ0,

exp[−ωAfZ0] · exp[−ωB(t− fZ0)] fZ0 < t ≤ Z0,
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q0c(r, t) =


exp[−ωBt] 0 < t ≤ (1− f)Z0,

exp[−ωB(1− f)Z0] · exp[−ωA(t− Z0 + fZ0)] (1− f)Z0 < t ≤ Z0.

The concentrations are obtained as φA(r) = φ̄A, φB(r) = φ̄B. The other con-

centrations can be obtained easily φC(r) = φ̄C , φI(r) = φ̄I . Let vj = ρ0
ρ0j

be the

parameters characterize the different volumes of the monomers and counterions, the

free energy of the homogeneous phase is then given by

FH
ρ0V kBT

= χABφ̄Aφ̄B + χAC φ̄Aφ̄C + χBC φ̄Bφ̄C

+χAI φ̄Aφ̄I + χBI φ̄Bφ̄I + χCI φ̄C φ̄I

+
1

fZ0

1

vA
φ̄Alnφ̄A +

1

ZC

1

vC
φ̄C lnφ̄C +

1

vI
φ̄I lnφ̄I . (3.1)

It should be noticed that the terms corresponding to the electrostatic interaction

do not enter into the expression for the homogeneous free energy explicitly, since the

system is electroneutral on average.

Using the incompressibility condition and the charge neutrality condition, we can

write the homogeneous free energy in terms of φC alone. The other paramters are

the Flory-Huggins paramters χAB, χAC , χBC , χAI , χBI , χCI , the volumes of different

components vA, vB, vC , vI , the chain lengths Z0, ZC , the valence number zA, zI , the

fraction of the A-block f , and the charge fraction pA.

If for a given set of parameters, the free energy of the system is unstable with

respect to a small fluctuation in composition, the system will tend to phase-separate.

The homogeneous phase is then unstable. The boundary of the stable region of the

homogeneous phase is the spinodal line, and is given by the condition
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∂2fH
∂φ2

C

= 0. (3.2)

In a φ−χ plane, it is the boundary inside which the homogeneous phase is unstable,

and the phase-separation occurs spontaneously in this region.

The critical point is determined by the following conditions,

∂2fH
∂φ2

C

= 0,
∂3fH
∂φ3

C

= 0. (3.3)

Below the critical point in the φ− χ plane, the homogeneous phase is always stable.

In order to study the phase behavior of the homogeneous phase, we need to cal-

culate the chemical potentials of the system as well. The chemical potential of the

charged-neutral diblock copolymer is given by

µ0

kBT
=

1

kBT

∂FH
∂n0

=
∂fH
∂n0

V ρ0 + fHρ0
∂V

∂n0

=
∂fH
∂φA

Z0fvA +
∂fH
∂φB

Z0(1− f)vB −
∂fH
∂φI

Z0fpAzA
zI

vI

+(Z0fvA + Z0(1− f)vB −
Z0fpAzA

zI
vI)[fH −

∑
j

φj
∂fH
∂φj

].

(3.4)

The chemical potential of the C-homopolymer is

µC
kBT

=
1

kBT

∂FH
∂nC

=
∂fH
∂φC

ZCvC + ZCvC [fH −
∑
j

φj
∂fH
∂φj

]. (3.5)
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If we denote the two coexistence phases by phase I and phase II, then the equi-

librium concentrations are given by the solutions of the following equations,

µI
0 = µII

0 , (3.6)

µI
C = µII

C , (3.7)

φI
A + φI

B + φI
C + φI

I = 1, (3.8)

φII
A + φII

B + φII
C + φII

I = 1. (3.9)

There are eight unknown variables and four equations. Four more equations can be

added using the the fact that A, B are connected and the charge neutrality condition

has to be satisfied in each of the bulk phases,

(1− f)φI
A = fφI

B, (3.10)

(1− f)φII
A = fφII

B, (3.11)

1

vA
pAzAφ

I
A +

1

vI
zIφ

I
I = 0, (3.12)

1

vA
pAzAφ

II
A +

1

vI
zIφ

II
I = 0. (3.13)

The solution is now completely determined. For an appropriate set of parameters,

the homogeneous phase is unstable and the system undergoes a macroscopic phase

separation into one phase rich in charged polymers and one phase rich in neutral

C-homopolymer. The boundary between the homogeneous phase and the phase-

separated state is the phase coexistence curve, or the binodal.

In all the following applications, we assume for simplicity that the polymer monomers

have the same bulk density as the reference density, therefore, vA = vB = vC = 1. We
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also assume that the A and B monomers are the same except that A carries charge.

Thus, the Flory interaction parameter between the A, B monomers χAB = 0, and we

use χAC = χBC = χ.

3.1 Application to Charged Polymer Systems

For simplicity, we follow the same assumption of previous work on charged polymer

systems that we can neglect the volume of the counterions, vI = 0. Furthermore, we

assume that the only interaction for the counterions is the Coulombic interaction, so

that χAI = χBI = χCI = 0. The valency of the charged monomer is always taken to

be zA = 1, and the valency of the counterions is taken to be zI = −1.

First, we consider a system with NA = NB = NC/2 = 100. This is a system

composed of symmetric charged-neutral diblock copolymers, C homopolymers and

counterions. Typical binodal and spinodal lines for three different charge fractions

pA = 0, 0.05 and 0.1 are plotted in Fig. 3.1, illustrating the effect of charge fraction

on the phase behavior.

As can be noticed from the phase diagram, for each charge fraction value, the

spinodal line and the binodal line meet at a critical point. The region inside the

binodal line is the phase separated state, and the remaining region is the homogeneous

phase. The region inside the spinodal line is the unstable region of the homogeneous

phase, where spontaneous phase separation occurs. The region between the binodal

and spinodal line is the metastable region of the homogeneous phase.

The significance of the phase boundaries can be illustrated by examing the sys-

tem with pA = 0.1. A horizontal line corresponding to a certain value of χ, for

example χ = 0.055, can be drawn. This line meets the binodal line at φC = φ1,
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Figure 3.1: Binodal and spinodal lines for charged-neutral diblock copolymer/C-
homopolymer systems, with NA = NB = NC/2 = 100 and different charge fractions.
The colored lines are the binodal lines, with the red color for pA = 0, the purple color
for pA = 0.05, and the blue color for pA = 0.1. The black curves are spinodal lines,
with the solid line for pA = 0, the dash-dot line for pA = 0.05, and the dotted line for
pA = 0.1. The red big dot is the critical point for pA = 0, the purple big dot is the
critical point for pA = 0.05, and the blue big dot is the critical point for pA = 0.1.
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Figure 3.2: Binodal and spinodal lines for polyelectrolyte/C-homopolymer blends,
with NA = NC = 200 and different charge fractions. The colored lines are the
binodal lines, with the red color for pA = 0, the purple color for pA = 0.05, and the
blue color for pA = 0.1. The black curves are spinodal lines, with the solid line for
pA = 0, the dash-dot line for pA = 0.05, and the dotted line for pA = 0.1. The red
big dot is the critical point for pA = 0, the purple big dot is the critical point for
pA = 0.05, and the blue big dot is the critical point for pA = 0.1.
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and φC = φ2. It also meets the spinodal line at φC = φ3, and φC = φ4. For an

initial C-homopolymer concentration between φ1 and φ2, the system will phase sepa-

rate into two phases, one with C-homopolymer concentration φ1, and the other with

C-homopolymer concentration φ2.

As can be noticed from these phase boundaries, the region of the homogeneous

phase increases as the charge fraction increases. This is because when the charge

fraction of the chain increases, the number of counterions in the system increases as

well. The entropic effect of the counteions is then increased, making the homogeneous

phase more stable. The effect of the charges in the system is therefore to increase the

miscibility of the system.

As a second example, we consider a system with NB = 0, NA = NC = 200, corre-

sponding to a polyelectrolyte/homopolymer blend. We examine the phase behavior

at three different charge fractions as the previous system. The results are shown in

Fig. 3.2. The general trend is that, as the charge fraction increases, the homogeneous

phase region increases. This is again due to the entropic gain from the counterions.

The set of phase boundaries in Fig. 3.1 and in Fig. 3.2 can be compared. From the

phase boundaries for pA = 0.1 in Fig 3.1 to the phase boundaries for pA = 0.1 in Fig.

3.2. the charged polymer in the system changes from half of the polymer chain charged

to the whole polymer chain charged with the same charge fraction. By comparing

these two plots, we can notice that the region of homogeneous phase increases as

the whole chain becomes charged. This is because there are more counterions in the

second system. The entropy effect of the counterions makes the homogeneous phase

more favourable.

We also compare the phase boundaries for pA = 0.1 in Fig. 3.1 with the phase
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boundaries for pA = 0.05 in Fig. 3.2, these two systems contain the same number of

counterions. The only difference is that in Fig. 3.1 the charged groups are carried

by half of the charged polymer chain and in Fig. 3.2 the charged groups are carried

by the whole chain of the charged polymer with half the charge fraction. We can see

that these is no noticeable difference between these two sets of phase diagrams. This

result illustrates that the system is insensitive to the charge distribution. We can

further show that the stability and the phase diagram of the homogeneous phase of

the system mainly depend on the total amount of charges on the charged polymer.

3.2 Application to Ionic Liquid Systems

As some ionic liquids have long enough alkyl chain on the cationic core [66], the

chain-like architecture of these ionic liquids makes it possible to apply the charged

polymer theory to investigate their phase behavior.

Generally speaking, ionic liquids are salts with low melting temperature, usually

below 100 ◦C [67]. They are known to have good chemical and electro-chemical stabil-

ity, high ionic conductivity, low flammability and negligible vapour pressure [68] [69].

They are most commonly composed of an asymmetric organic cation and an inorganic

anion. Numerous possible ionic liquids can be obtained via chemical modifications

by pairing selected cations and anions [70]. The sizes of the ions are usually mis-

matched and the molecules are usually asymmetric, making their crystalline forms

weakly bounded and melting at low temperatures.

One of the most important properties of ionic liquid solvents is their ability to

dissolve a wide range of inorganic, organic, and polymeric materials, such as cel-

lulose [71]. For this reason, they are used as potential replacement for traditional
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solvents used in chemical processes. They also have useful application in making

devices that depend on the transport of electrons for energy capture and storage due

to their high conductivity, low volatility, and large liquidus [72].

In this section, we will apply the SCFT for charged polymer systems to the ionic

liquid/homopolymer system to study the stability and phase diagram of the homo-

geneous phase. We can set the length of the charged polymer to a small value to

represent the organic cation. Also, in the ionic liquid system, the volume of the

anions is much larger than that of the counterions of the charged polymer system.

Therefore, the volume of the anions should be taken into account in this case. We

assume that the number of anions in the system is the same as the number of cation

chains, n0 = nI . We also set the valency of the anions to be zI = −1. In this case,

the charge fraction of the cation chain is no longer a parameter, as it always equal to

1/fZ0. We set the degree of polymerization of the C-homopolymer to be 100, and let

the cation to be symmetric diblock copolymer with half the chain charged, f = 0.5.

In the first application, we make the same assumption as in the charged polymer

systems that the non-electrostatic interaction for the anions can be neglected, χAI =

χCI = χBI = 0. We set the degree of polymerization of the diblock copolymer to be

20. We then examine how the change of the size of the counterions can affect the

system. The results are shown in Fig. 3.3. The binodal lines and spinodal lines at

counterion size vI = 5, 10, and 20 are given. The critical points for those systems have

counterion size between 5 and 20 are all given as well. It can be observed that the

homogeneous phase region becomes larger as the size of the anions increases. This

indicates that, if we use the ionic liquid as a solvent for polymers, the larger the anion

size, the better the solubility of the ionic liquid.
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Figure 3.3: Binodal and spinodal lines for ionic liquid/C-homopolymer systems, with
NA = NB = 10, NC = 100 and different anion sizes. The colored lines are the binodal
lines, with the red color for vI = 5, the blue color for vI = 10, and the purple color
for vI = 20. The black curves are spinodal lines, with the solid line for vI = 5, the
dash-dot line for vI = 10, and the dotted line for vI = 20. The big black dots are
critical points drawn when vI changes from 5 to 20.
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Figure 3.4: Binodal and spinodal lines for ionic liquid/C-homopolymer systems, with
NC = 100, the anion volume vI = 20, and different cation chain lengths. The colored
lines are the binodal lines, with the red color for Z0 = 40, the blue color for Z0 = 20,
and the purple color for Z0 = 10. The black curves are spinodal lines, with the solid
line for Z0 = 40, the dash-dot line for Z0 = 20, and the dotted line for Z0 = 10. The
big black dots are critical points drawn when Z0 changes from 10 to 40.
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By setting vI to a fixed value 20, We also examine the effect of the length of the

cation chain to the system. In this example, the C-homopolymer has a fixed length

of 100. The results are shown in Fig. 3.4. The binodal lines and the spinodal lines

at cation length 10, 20 and 40 are given. The critical points for those systems have

cation length between 10 and 40 are all given as well. Fig. 3.4 illustrates that the

region of the homogeneous phase increases rapidly as the chain length of the cation

decreases. This is analogous to the neutral polymer systems. As the chain length

increases, the repulsive interaction effect overcomes the entropic effect, the system

undergoes phase separation.

Another application would be taking into account the non-electrostatic interaction

of the anions with the C-homopolymer, which is represented by χCI . As there is no

phase separation between the anions and the cation chains, χAI and χBI can still

set to be zero. We examine both attractive interaction and replusive interaction

between the anions and the C-homopolymer. The spinodal lines and critical points

for negative values of χCI , χCI = −0.05 are shown in Fig. 3.5. As illustrated in

the figure, when the anions and the C-homopolymer have attractive interaction, by

increasing the size of the anions, the homogeneous phase region becomes larger and

it can also be noticed that it gets larger faster than in the system without the non-

elctrostatic interaction between the anions and the C-homopolymer. By comparing

Fig. 3.3 and Fig. 3.5, it can be seen that, for the same anion size, the homogenous

phase region is larger in the system with attracive interaction between the anions

and the C-homopolymer than in the system without this interaction. This can be

understood as the attractive interaction between the anions and the C-homopolymer

also stabilize the homogeneous phase.
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Figure 3.5: Spinodal lines and critical points for ionic liquid/C-homopolymer systems
with different counterion volumes when χCI = −0.05.
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Figure 3.6: Spinodal lines and critical points for ionic liquid/C-homopolymer systems
with different counterion volumes when χCI = 0.05.
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As a comparision , we consider the case when the anions and the C-homopolymer

have replusive interaction, χCI = 0.05, the spinodal lines and the critical points are

shown in Fig. 3.6 for such ionic liquid system. The figure illustrates that the homo-

geneous phase region decreases as the size of the anions gets larger. By comparing

Fig. 3.3 and Fig. 3.6, we observe that the homogeneous phase region gets smaller if

the replusive interaction between the anions and the C-homopolymer is introduced

in the system, as such system prefers phase separated state with less contact between

the anions and the C-homopolymer.

To conclude, by calculating the homogeneous phase diagram, it is shown that

ionic liquid solvents with larger anions have better solubility for polymers and the

solubility is also increased by introducing attractive interaction between the anions

and the polymer.
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Chapter 4

Homogeneous Phases: Stability

Analysis Using RPA

The self-consistent field theory of weakly charged polyelectrolyte systems developed in

Chapter 2 is a coupled theory of the polymer mean-field theory and the electrostatic

theory. It results in a large parameter space which is computationally expensive

to explore. An approximation method which can describe the phase behavior ap-

proximately is therefore desirable. In this chapter, the random phase approximation

(RPA) method will be used to investigate the stability of homogenous phases. For

simplicity, we again assume that in the polyelectrolyte systems that will be studied

in this chapter, the non-electrostatic interaction and the volume of the counterions is

so small that it can be neglected.

The random phase approximation is an approximation method in which the free

energy is expanded in a power series in the density fields [73]. It was first developed by

Leibler [49] to study the microphase separation of neutral diblock copolymer systems,

and has been extented to polyelectrolyte systems as well [50].
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In this chapter, we apply the random phase approximation (RPA) to examine

the stability limit of the homogeneous phase with respect to both macrophase and

microphase separation.

Assuming that the variables are close to the homogenous phase ones, we can ex-

pand the free energy functional of the inhomogeneous system around the homogenous

phase free energy,

F

ρ0kBT
=

FH
ρ0kBT

+
∆F

ρ0kBT
. (4.1)

An analysis of the second-order coefficient gives the spinodal line of the system.

For polyelectorlyte/homopolymer blends, the second-order free energy can be writ-

ten in the simple form ( see Appendix C for details ),

∆F (2)

ρ0kBT
=

1

2

∫
dk

(2π)2

δφ̃A(k)δφ̃A(−k)

SAA(k)
, (4.2)

where the RPA scattering function SAA(k) is given by

1

SAA(k)
=

1

φ̄AZA
[

1

g([RA
g k]2)

+
CA

[1 + (λk)2]
] +

1

(1− φ̄A)ZCg([RC
g k]2)

− 2χAC , (4.3)

where CA = pAZA is the total number of elementary charges one polyelectrolyte chain,

the screening parameter λ and the Debye function g(x) are defined in Appendix C.

It can be shown that, at very small k, only the term related to the electrostatic

interaction contributes, the above equation varies as −k2. At large k, the above

equation varies as k2, which corresponds to a macroscopic phase separation. This

two asymptotic form together can exhibit a minimum at a finite wave number q0 6= 0.

The stability condition for the homogeneous phase depends on the sign of the

above equation, which is the inverse of the scattering function. If S−1
AA(k) > 0, the
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contribution of any fluctuations to the free energy is always postive, the homogeneous

phase is thus stable. If instead S−1
AA(k) < 0, the fluctuations reduce the free energy,

so the homogeneous phase is unstable. Therefore, the stability condition for the

homogeneous phase is

min
k
{ 1

φ̄AZA
[

1

g([RA
g k]2)

+
CA

[1 + (λk)2]
] +

1

(1− φ̄A)ZCg([RC
g k]2)

− 2χAC} > 0. (4.4)

If the above equation has a minimum at some critical wave number q0 = 0, the

system goes through macrophase separation. On the other hand, if the minimum

occurs at q0 > 0, the system goes through microphase separation. The spinodal line

is determined by the condition that min
k
S−1
AA(k) = 0.

To illustrate the method of RPA, we apply it to two simple polyelectrolyte systems.

In what follows, the polyelectrolytes are all charged homopolymers.

4.1 Polyelectrolyte/Homopolymer Blends

We first consider a system of polyelectrolyte/homopolymer blends with degree of

polymerization ZA = ZC = 1000, and charge fraction pA = 0.01. We define a

paramter τ = 4πe2/εkBTb = lB/b, which is the dimensionless parameter associated

with the electrostatic interactions. The larger the values of τ , the lower the polarity

of the system. When τ = 6, typical plots of the inverse of the scattering function

S−1
AA(k) are shown in Fig. 4.1 and Fig. 4.2. The thick lines are the inverse scattering

function at different χ. In each figure, we also use two thin blue lines to show the two

source of contributions to the inverse scattering function represended by the thick

blue line. It can be seen that the contribution from the the Debye function exhibits
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Figure 4.1: Plot showing the inverse of the scattering function (thick lines) as a
function of the wave vector for A-polyelectrolyte/C-homopolymer blends at three
different χ values when φA = 0.8. The thick blue line is divided into two parts,
with the thin blue dot line represents terms with Debye function, and the thin blue
dash-dot line represents terms with electrostatic interaction.
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Figure 4.2: Plot showing the inverse of the scattering function (thick lines) as a
function of the wave vector for A-polyelectrolyte/C-homopolymer blends at three
different χ values when φA = 0.2. The thick blue line is divided into two parts,
with the thin blue dot line represents terms with Debye function, and the thin blue
dash-dot line represents terms with electrostatic interaction.
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a minimum at q = 0 and the contribution from the electrostatic interaction exhibits

a maximum at q = 0.

In Fig. 4.1, The results are shown for this blend system with polyelectrolyte

concentration φA = 0.8, and different χ values. It is noticed that with this set of

parameters, the inverse of the scattering function has the minimum at q0 = 0. The

minimum value approaches zero when χ increases. When S−1
AA(k) becomes negative,

any small density fluctuations with q0 = 0 decrease the free energy, leading to a

growth of long wavelength fluctuations in the density field. This corresponds to a

macrophase separation of the system.

In Fig. 4.2, The results are shown for this blend system with φA = 0.2, and differ-

ent χ values. other parameters are set as the same as used in Fig. 4.1. It is noticed

that at this polyelectrolyte concentration, the resulting inverse of the scattering func-

tion has the minimum at q0 > 0. As χ increases, the S−1
AA(k) changes from positive to

negative. The Fourier mode with nonzero wave number q0 becomes unstable, leading

to the formation of ordered structure with length scale of (q0/2π)−1.

By comparing Fig. 4.1 and Fig. 4.2, it can be noticed that when the polyelec-

trolyte concentration is decreased, the electrostatic interaction contribution exhibits a

much larger maximum at q = 0 and the Debye function contribution stays almost the

same. A finite length scale can then be selected at small polyelectrolyte concentration,

leading the system to form a periodic pattern.

In Fig. 4.3, we set the charge fraction to be pA = 0.01 for this blend system and

plot the critical value of q0 as a function of the polyelectrolyte conentration φA at

three different τ values, τ = 12, 6 and 3. As can be noticed from the plot, as the φA

value increases, the critical wavevector q0 first increases from zero then decreases to
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Figure 4.3: Plot showing the critical wave number q0 as a function of the polyelec-
trolyte concentration φA for A-polyelectrolyte/C-homopolymer blends at different τ
values. The red, blue and purple dotted curves are for non-zero values of q0 when
τ = 12, 6 and 3, respectively. The q0 values go to zero at large values of φA which is
represented by the black dotted line.
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Figure 4.4: Spinodal lines for A-polyelectrolyte/C-homopolymer blends calculated at
three different values of τ . The small, midium, large size black dotted lines are for
the macrophase separation boundaries at τ = 12, 6 and 3, respectively. The red, blue
and purple curves are for microphase separation boundaries when τ = 12, 6 and 3,
respectively.
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zero and maintains the zero value at large φA values. This indicates that at small

polyelectrolyte concentrations, the homogeneous phase is unstable with respect to the

microphase separation when χ increases, and at large polyelectrolyte concentrations,

the homogeneous phase is unstable with respect to the macrophase separation when

χ increases. This can be explained from the the entropic point of view. At low

polyelectrolyte concentrations, undergoing marcophase separation will significanlly

reduce the space that counterions can occupy, leads to huge loss of entropy of the

counterions. However, at large polyelectrolyte concentrations, the entropy decrease

will be less pronounced, the macrophase separation can thus occur. Another feature

that can be noticed from the plot is that the φA value at which q0 becomes zero

increases as the value of τ decreases. In what follows, we use φ0
A to indicate this

value.

The spinodals for the above system are shown in Fig. 4.4 for the same set of τ

values as in Fig. 4.3. The colored curves denote the microphase separation transitions,

while the black dotted lines are macrophase separation transitions. As can be noticed

from the plot, the microphase separated region increases as the value of τ decreases.

This is because as the value of τ decreases, the electrostatic interaction decreases

as well, making the couterions less bounded to the polymer co-ion and gain more

entropy. We can then conclude that the microphase separated structure can emerge

mainly in medium with small lB, or with large dielectric constant.

It is worthwhile to compare the above calculation with the work done by Nyrkova

et al. [52]. Both the results exhibit the same feature that when τ decreases, the

microphase separated region increases. The differences between the results are as

follows, for the same value of τ , the microphase separated region obtained in this work
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is larger than theirs. Their phase diagrams also show narrow macrophase separated

region when polyelectrolyte concentrations are close to zero, which is not illustrated

by our calculation.

It is also interesting to examine the effect of the charge fraction pA on the critical

wave number q0 as a function of polyelectrolyte concentration φA. We consider four

different values of pA, pA = 0.005, 0.01, 0.015 and 0.02. The resulting plot is Fig. 4.5.

As can be noticed from the plot, the wave vector q0 which minimizes the inverse of

structure function first increases with φA then decreases to zero and maintains the

zero value at large φA values. Fig. 4.5 also illustrates that for the same φA, the

non-zero value of q0 increases as the charge fraction increases. This indicates that

the microphase separated structure will exhibit smaller period as the charge fraction

increases. This can be understood as microphase separated structure with smaller

period can have counterions occupy the space more homogeneously and gain larger

entropy.

Another feature that can be noticed from Fig. 4.5 is that the values of φ0
A are the

same for the four different charge fraction values, which indicates that this φ0
A value

does not depend on pA but depends on the value of τ as can be seen from Fig. 4.3.

By examining the inverse of the structure function, a general expression for this φ0
A

value can be obtained after long calculation,

φ0
A =

18

18 + τ
. (4.5)

In the above example with τ = 6, the q0 values all go to zero at φA = 0.75 as

shown in Fig. 4.5. The previous figure, Fig. 4.3, also illustrates that the φ0
A value

increases as the τ value decreases. It is worth noting that the above expression is
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Figure 4.5: Plot showing the critical wave number q0 as a function of the polyelec-
trolyte concentration φA for A-polyelectrolyte/C-homopolymer blends at different pA
values. The red, blue, yellow and purple dotted curves are for non-zero values of q0

when pA = 0.005, 0.01, 0.015, and 0.02, respectively. The q0 values go to zero at large
values of φA, which is represented by the black dotted line.
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Figure 4.6: Spinodal lines for A-polyelectrolyte/C-homopolymer blends calculated at
four different values of pA, with pA = 0.005, 0.01, 0.015 and 0.02 from bottom to top,
respectively. The colored lines represent microphase separation transitions and the
black lines represent macrophase separation transitions.
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obtained under the condition that the polyelectrolyte chain and homopolymer chain

have the same length.

The corresponding spinodals for the above system are shown in Fig. 4.6 for the

same set of pA values as in Fig. 4.5. The colored curves are the microphase separation

transitions and the black dotted lines are the macrophase separation transitions. As

can be noted from the plot, when the charge fraction increases, the homogeneous

phase region increases as well. This can be understood from the entropic point of

view. As the charge fraction increases, the number of counterions in the system

increases as well. The entropic effect of the counterions thus increases, leading to a

larger homogeneous phase region.

4.2 Polyelectrolytes in Poor Solvents

As a second example, we consider the mixture of weakly charged polyelectrolytes A

and low molecular solvents S. This can be realized by setting the degree of polymer-

ization of the neutral homopolymer to be ZC = 1, and the Debye function to be

g([RC
g k]2) = 1. The RPA scattering function in this system is given by

1

SAA(k)
=

1

φ̄AZA
[

1

g([RA
g k]2)

+
CA

[1 + (λk)2]
] +

1

(1− φ̄A)
− 2χAC . (4.6)

We set the degree of polymerization of the polyelectrolytes to be ZA = 1000.

Typical plots of the inverse of the scattering function S−1
AA(k) are shown in Fig. 4.7

and Fig. 4.8. In both plots, the charge fraction is set to be pA = 0.01 and the

dimensionless parameter τ is set to be τ = 30. In Fig. 4.7, the results are shown

for this solution system with polyelectrolyte concentration φA = 0.8, and different χ
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Figure 4.7: Plot showing the inverse of the scattering function as a function of the
wave vector for polyelectrolyte solutions at three different χ values when polyelec-
trolyte conentration φA = 0.8
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Figure 4.8: Plot showing the inverse of the scattering function as a function of the
wave vector for polyelectrolyte solutions at three different χ values when polyelec-
trolyte concentration φA = 0.2

52



Ph.D. Thesis - Youhai Sun McMaster - Physics & Astronomy

values. It is noticed that with these parameter values, the inverse of the scattering

function exhibits a minimum at q0 = 0. The minimum value approaches zero when χ

increases. When S−1
AA(k) becomes negative, any small density fluctuations with q0 = 0

decrease the free energy. This corresponds to a macrophase separation of the system.

In Fig. 4.8, the results are shown for this solution system with polyelectrolyte

concentration φA = 0.2, and different χ values. Other parameters are set as the same

as used in Fig. 4.7. Fig. 4.8 illustrates that the inverse of the scattering function

exhibits a minimum at q0 > 0. As χ increases, the S−1
AA(k) changes from positive to

negative. The Fourier mode with nonzero wave number q0 becomes unstable, leading

to the formation of ordered structure with length scale of (q0/2π)−1.

In Fig. 4.9, we set the charge fraction to be pA = 0.01 and plot the critical value

q0 as a function of the polyelectrolyte concentration φA at three different τ values,

τ = 60, 50, and 40. As can be noticed from the plot, as the φA value increases, the

value of q0 first increases from zero then decreases to zero and maintains the zero

value at large φA values. This indicates that at small polyelectrolyte concentrations,

the homogeneous phase is unstable with respect to the microphase separation when

χ increases, and at large polyelectrolyte concentrations, the homogeneous phase is

unstable with respect to the macrophase separation when χ increases. This is again

due to the entropic reason. Although the system favors to phase separate at large χ to

reduce the A-C contact, the macrophase separation is unstable at small polyelectrolyte

concentrations as this will reduce the entropy of counterions significantly. Another

feature that can be noticed from the plot is that the φ0
A value at which q0 becomes

zero increases as the value of τ decreases.

The spinodals for the above system are shown in Fig. 4.10 for the same set
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Figure 4.9: Plot showing the value of q0 as a function of the polyelecltrolyte concen-
tration φA for polyelectrolyte solutions at different τ values. The red, blue, and purple
dotted curves are for non-zero values of q0 when τ = 60, 50, and 40, respectively. The
values of q0 go to zero at large values of φA, which is represented by the black dotted
line.
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Figure 4.10: Spinodal lines for polyelectrolyte solutions calculated at three different
values of τ . The small black empty dotted line is for the macrophase separation
transition at τ = 60. The solid black dotted line is for the macrophase separation
transition at τ = 50. The large empty dotted line is for the macrophase separa-
tion transition at τ = 40. The thin red, blue and purple lines (top to bottom) are
microphase separation boundaries for τ = 60, 50, and 40, respectively.
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of τ values as in Fig. 4.9. The colored curves denote the microphase separation

transitions, while the black lines are macrophase separation transitions. As can be

noticed from the plot, the microphase separated region increases as the value of τ

decreases. It indicates that smaller Bjerrum length of the system can stabilize the

microphase separated state over the the macrophase separated state. This result is

consistent with the work of Nykova et al. [52]. The difference is that the microphase

separated region obtained in this work is much larger than theirs at the same value

of τ .

Fig. 4.10 also illustrates that the homogeneous phase regions are almost the same

for these three different τ values. This is because in the solution system, the number

of solvent molecules is much larger compared with the number of the counterions,

thus the homogenous phase is mainly due to the entropy of the solvent molecules.

Changing the parameter of the electrostatic interaction has neglectable effect on the

homogenous phase region.

The effect of charge fraction pA on the value of q0 as a function of φA is also inter-

esting. We set τ = 40 and consider four different values of pA, pA = 0.005, 0.01, 0.015,

and 0.02. The results are shown in Fig. 4.11. As can be noticed from the plot, the

critical wave vector q0 which minimize the inverse of the structure function first in-

creases with φA then decreases to zero and maintains the zero value at large φA values.

At the same polyelectrolyte concentration, the non-zero value of q0 increases as the

charge fraction increases. This can be explained as systems with larger charge frac-

tions prefer orderd structure with smaller period so that the counterions can occupy

the system more homogeneously.

Fig. 4.11 also illustrates that the value of φ0
A are the same for the four different
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Figure 4.11: Plot showing the value of q0 as a function of the polyelectrolyte concen-
tration φA for polyelectrolyte solutions at different pA values. The red, blue, yellow
and purple dotted curves are for non-zero values of q0 when pA = 0.005, 0.01, 0.015,
and 0.02, respectively. The q0 values go to zero at large values of φA, which is repre-
sented by the black dotted line.
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charge fraction values, which indicates that this φ0
A value does not depend on pA but

depends on the value of τ as can be seen from Fig. 4.9. By examing the inverse of

the structure function for this solvent system, a general expression for this φ0
A value

can be obtained,

φ0
A =

18

τ
. (4.7)

In our example with τ = 40, the q0 values go to zero at φA = 0.45 as shown in

Fig. 4.11. It can also be noticed from Fig. 4.9 that the φ0
A value increases as the

τ value decreases. When τ → 18, φ0
A → 1, which indicates that the macrophase

separation transition disappears. The system only exhibits microphase separation

transition when τ 6 18. This is in contrast to the blend system where there is always

macrophase separation transition at small τ values. This difference is due to the large

entropy of the solvent molecules in the solution system. The macrophase separation

transition is less prefered in the solution system than in the blend system where the

translational entropy of the homopolymer is small. The result here is different from

those of Nyrkova et al. [52]. Their calculation shows macrophase separated region for

the solution system even when τ is as small as 1.

The corresponding spinodals for the above system are shown in Fig. 4.12 for

the same set of pA values as in Fig. 4.11. The colored curves are the microphase

separation transitions and the black lines are the macrophase separation transitions.

As can be noticed form the plot, when the charge fraction increases, the homogeneous

phase region increases as well. This is because as the charge fraction increases, the

number of counterions in the system increases as well. The entropic effect of the

counterions increases, leading to a larger homogeneous phase region.

By comparing the phase diagrams of the blend system and the solution system,
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Figure 4.12: Spinodal lines for polyelectrolyte solutions calculated at pA =
0.005, 0.01, 0.015 and 0.02 from bottom to top, respectively. the colored lines rep-
resent microphase separation transitions and the black lines represent macrophase
separation transitions
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it can be seen that these two systems exhibit similar phase behavior. However, the

influence of the charge fraction in the solution system is less pronounced than in the

blend system. This is because in the solution system the entropy effect is mainly

contributed by the solvent molecules. The number of counterions is much less than

the number of solvent molecuels in this system and increase the number of counterions

will only change the entropic effect slightly.

Another difference can be noticed from the the phase diagrams of the two systems

is that, for the solution system, the χ value leads to phase separation is much larger

than the blend system. This indicates that the solution system favours homogeneous

phase more than the blend system. Only at very large χ values, the solution system

undergoes phase separation. This is mainly due to the entropic effect of the solvent

molecules. The entropy decreases more significantly in the solution system than in

the blend system when the system transits from the homogeneous phase to phase

separated state.

By comparing the phase diagram of the two systems, it can also be noticed that

the value of τ required to get a macrophase separated state is much larger in the

solution system than in the blend system. This indicates that only stable microphase

separated state exhibits in the solution system when the Columnbic interaction is

weak.

To conclude, random phase approximation has provided a convenient method to

calculate the order-disorder transition for various parameter sets because of its math-

metical simplicity. The RPA phase diagrams presented in this chapter is qualitively

correct and can be used as a guide for the full self-consistent field calculation. We

are also able to predict the length scales of the ordered structures formed near the
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microphase transition line.
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Chapter 5

Inhomogeneous Ordered Phases:

Numerical SCFT Results

While the RPA calculation gives the instability boundaries of the homogeneous phases,

details of the microphase structures can only be obtained by solving the full SCFT.

Due to the nonlinear and non-local nature of the SCFT equations, the solutions are

quite difficult to obtain. Analytic expression for the partition function and the chain

progagators can be obtained by using Leibler’s weak segregation theory [49] and Se-

menov’s strong segregation theory [74]. Some discussions regarding these two theories

applied in polyelectrolyte systems have been presented by Shi et al. [60]. Although

these analytical methods are useful for giving some insights into the phase behavior of

these system at extreme condidtions, it is desirable to use a more generalized method

to investigate the phase behavior of the system under any segregation. Numerical

methods such as real-space method and reciprocal-space method have proven to be

powerful tools and capable of giving accurate predictions of the phase behavior of

polymer systems.
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Within the reciprocal-space method, the spatially varying functions are expanded

using basis functions which can be either with specific symmetries or without specific

symmetries. Most of the previous calculations assume the symmetry of the ordered

phases and the basis functions can be constructed from the given symmetry. The

first accurate numerical solutions of ordered phases for diblock copolymer melt were

obtained by Matsen and Schick [75] using reciprocal-space method for simple struc-

tures. Later development on reciprocal-space method demonstrated that the basis

functions can be expanded as generalized Fourier series and new complex structures

can be identified [76].

The real-space method has the advantage of conceptually easily understandable,

and is straightforward to implement. Technique such as finite difference method

are available to solve the self-consistent equations. Numerical techniques have also

been developed by Drolet and Fredrickson [77] and Bohbot-Raviv and Wang [78]. A

combinatorial screening method which involves a direct implementation of SCFTT

in real space in an adaptive arbitray cell has been proposed [77]. Later, a split-step

method has also been propesed by Rasmussen et al [79] and the efficiency of the

calculations was improved.

For the problem of polyelectrolyte systems, as we are only interested in demon-

strating the formation of microphases, so we use the known structures. When the

structures are known, it is simpler to use the reciprocal-space method.

In this section, we first discuss the general algorithm to solve the mean-field equa-

tions numerically, and then we apply the reciprocal-space method to the system of

polyelectrolyte/homopolymer blends. The results are presented in the final subsec-

tion.
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5.1 General Algorithm

In order to calculate the equilibrium structures for the polyelectrolyte system devel-

oped in Chapter 2, we have to solve for two sets of unknown fields: the density fields

φj(r) and the potential fields ωj(r), ϕ(r). These two sets of fields are closely related

and have to be solved self-consistently. The relation between these fields are shown

in Fig. 5.1.

Figure 5.1: A schematic representation of the self-consistent field theory to illustrate
the relation between the density fields, the potential fields and the propagators.

The potential fields can be evaluated from the density fields through eqns (2.44)

- (2.52). The density fields can be calculated through eqns (2.38) - (2.41) using the

propagators. The propagators are determined by solving the modified diffusion equa-

tions eqn (2.20) - eqn (2.21) for the polymer chains and eqn (2.42) for the counterions.

These equations all depend on the potential fields.
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The general procedure to solve this self-consistent problem is by an iteration

method. Starting with an initial guess for the potential fields ωj, we solve for the

propagators using eqn (2.20), (2.21) and (2.42). The density fields can then be cal-

culated by solving eqn (2.38) - (2.41). Calculating the new potential fields using eqn

(2.44) - (2.52). If the differences between the new and old potential fields are larger

than a certain convergence criterion, we repeat these steps again using updated values

of potential fields. The iteration stops once the differences between the new and old

potential fields are less than the required precession. We can compute the free energy

density from eqn (2.54) using the final obtained fields.

5.2 Reciprocal-Space Method

We use the polyelectrolytes as the reference and write ZA = N , then the C-homopolymer

has degree of polymerization ZC = κCN . We treat the counterion as a polymer chain

with arc length 1. Each polymer has an associated Kuhn length bα = σαb, where

b is a reference Kuhn length and α = A,C, I. We know that σI = 0 as counterion

has no Kuhn length. We assume for simplicity that the valence number of polymer

monomers to be zA = 1, and the valence number of counterions to be zI = −1. In

the following expressions we will use the convention that all lengths are scaled by

the Gaussian radius of gyration of the polyelectrolytes, Rg = b
√
N/6. The chain

arc length is scaled by the degree of polymerization N . We redefine the fields by

including the factor N , Nωα(r) → ωα(r), Nϕ(r) → ϕ(r), we also use the redefined
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φI(r) = ρI(r)/ρ0. The mean-field equations become

φA(r) =
φ̄A
QA

∫ 1

0

dsqA(r, s)qA(r, 1− s), (5.1)

φC(r) =
φ̄C

κCQC

∫ κC

0

dsqC(r, s)qC(r, κC − s), (5.2)

φI(r) =
φ̄I
QI

qI(r,
1

N
), (5.3)

ωA(r) = χACNφC(r) + η(r) + pAϕ(r), (5.4)

ωC(r) = χACNφA(r) + η(r), (5.5)

ωI(r) = vIη(r)− ϕ(r), (5.6)

∇2ϕ(r) = −N
κ2

[pAφA(r)− φI(r)], (5.7)

1 = φA(r) + φC(r) + vIφI(r). (5.8)

where Qα are single-chain partition functions,

QA =
1

V

∫
drqA(r, 1), (5.9)

QC =
1

V

∫
drqC(r, κC), (5.10)

QI =
1

V

∫
drqI(r,

1

N
). (5.11)

(5.12)

The end-integrated propagators are solutions of the modified diffusion equations in

the mean fields ωα(r),

∂

∂s
qα(r, s) = σ2

α∇2qα(r, s)− ωα(r)qα(r, s), (5.13)
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with the initial condition qα(r, 0) = 1. The free energy density is given by

NF

ρ0kBTV
= (φ̄Alnφ̄A +

1

κC
φ̄C lnφ̄C +Nφ̄I lnφ̄I)

+
1

V

∫
dr{χACNφA(r)φC(r) +

∑
α

ωα(r)φα(r)}

− 1

V

∫
dr{φA(r)lnQA +

1

κC
φC(r)lnQC +NφI(r)lnQI}

+
1

V

∫
dr{[pAφA(r)− φI(r)]ϕ(r)− κ2

2N
|∇ϕ(r)|2}

+
1

V

∫
drη(r)(φA(r) + φC(r) + vIφI(r)− 1). (5.14)

The key aspect of the reciprocal space method is that the functions of interest

within the self-consistent mean-field theory are all periodic functions. For an ordered

phase, the reciprocal lattice vectors are completely specified by the symmetry of

that structure. For a given ordered phase, the reciprocal lattice vectors G can be

determined. These reciprocal lattice vectors are ordered according to their magnitudes

|G|. The plane waves eiG·r corresponding to these reciprocal lattice vectors are used

as basis functions. Any function F (r) can be expressed using these basis functions,

F (r) =
∑
G

F (G)eiG·r. (5.15)

In Fourier space, the modified diffusion equations for the end-integrated propaga-

tors which were previously second order differential equation become first order,

∂

∂t
qα(G, t) = −

∑
G′

Hα(G,G′)qα(G′, t), (5.16)
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where the Hamiltonians Hα(G,G′) are defined by

Hα(G,G′) ≡ σ2
αG

2δG,G′ + ωα(G−G′). (5.17)

Furthermore, for ordered strucrue, The basis functions can be grouped into stars. A

set of new basis functions can be constructed,

fn(r) =
1√
Nn

∑
i∈n

Sni e
iGn

i ·r. (5.18)

where the wave vectors Gn
i are related by the point group operation within one star,

and satisfy the relation |Gn
i |2 = λn. The factors Sni assume the values ±1 determined

by the symmetry of the structure and Nn is the number of reciprocal lattice vectors

within the n-th star.

A periodic function can then be expanded in terms of the new set of basis functions

fn(r),

F (r) =
∑
n

Fnfn(r), (5.19)

Fn =
1

V

∫
drF (r)fn(r). (5.20)

The latter equation is the reverse transformation.

By expanding all the functions in terms of fn(r), the mean-field equations can be

cast in terms of the expansion coefficients (see Appendix D for details). In partic-

ular, the chain-conformation Hamiltonians become symmetric matrices with matrix

elements

Hα
nm = σ2

αλnδnm +
∑
l

Γnmlω
α
l , (5.21)
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where the coefficients Γnml are defined by

Γnml =
1

V

∫
drfn(r)fm(r)fl(r)

=
1√

NnNmNl

∑
i∈n

∑
j∈m

∑
k∈l

Sni S
m
j S

l
kδGn

i +Gm
j +Gl

k,0
. (5.22)

The eigenvalues and eigenfunctions of the matrices Hα
nm are solved from the equa-

tions ∑
m

Hα
nmψ

α
mi = εαi ψ

α
ni, (5.23)

where i labels the eigenvalues and eigenfunctions.

The single-chain partition functions are given by

Qα =
∑
i

vαi ψ
α
1iψ

α
1i. (5.24)

The density coefficients are written as

φAn =
φ̄A
QA

∑
i,j

gAijS
A
n,ijψ

A
1j, (5.25)

φCn =
φ̄C
QC

∑
i,j

gCijS
C
n,ijψ

C
1j, (5.26)

φIn =
φ̄I
QI

∑
i

vIi ψ
I
1iψ

I
ni. (5.27)

where vαi , g
A
ij, g

C
ij , S

A
n,ij, S

C
n,ij are quantities constructed from the eigenvalues and eigen-

functions, and are given in Appendix D.
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The coefficients of the fields are given by

ϕn =
N

λnκ2
[pAφ

A
n − φIn], (5.28)

ωAn = χACNφ
C
n + pAϕn + ηn, (5.29)

ωcn = χACNφ
A
n + ηn, (5.30)

ωIn = −ϕn + vIηn, (5.31)

(5.32)

where the coefficients ηn are to be adjusted so that the system satisfies the incom-

pressibility condition

φAn + φCn + vIφ
I
n = δn,1. (5.33)

The free energy density is

f =
∑
n

χACNφ
A
nφ

C
n −

∑
n

∑
α

ωαnφ
α
n

−φ̄AlnQA −
φ̄C
κC

lnQC −Nφ̄I lnQI

+φ̄Alnφ̄A +
φ̄C
κC

lnφ̄C +Nφ̄I lnφ̄I

+
∑
n

(pAφ
A
n − φIn)ϕn +

∑
n

κ2λn
2N

ϕnϕn. (5.34)

The free energy density of the homogeneous phase is

fH = χACNφ̄Aφ̄C + φ̄Alnφ̄A +
φ̄C
κC

lnφ̄C +Nφ̄I lnφ̄I . (5.35)

At certain point of the phase diagram parameter space (χAC , φ̄A, N, pA, κC , τ, vI), the
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other parameters are κ2 = 6/τN , φ̄C = 1 − φ̄A − pAvI φ̄A, φ̄I = pAφ̄A. For a given

phase with a specified space group, we can determine the reciprocal lattice vector

Gn
i , the coefficients Sni , and calculate the coefficients Γnml and λn. We then choose

a lattice periodicity D, and make an initial guess for the fields ωαn . The eigenvalue

problem can be solved, Qα and φαn can then be calculated. Next, we calculate the

electrostatic potential ϕn, Lagrangian multiplier ηn, and the changes of the fields

δωαn . If these changes are larger than a certain convergence criterion, we calcualte

the new ωαn , and using the new values to do the calculations again. The iteration

continuous until the changes are smaller than the convergence criterion. The free

energy density can be calculated when the iteration ends. The procedure is then

repeated for a different lattice periodicity D, until the lowest free energy density is

obtained. The phase diagram is obtained when we repeat the above procedure for all

possible crystal symmetries. The equilibrium structure is the one gives the minimum

free energy among all the candidates for the crystal symmetries.

Before we getting into detailed examples, it is worth noting that the accuracy of

the reciprocal-space method depends on the number of basis functions used. The

more basis function we choose, the higher the accuracy. However, it will take longer

time to converge.

5.3 Results and Disscusion

Using the reciprocal-space method presented above, the self-consistent field theory

developed in Chapter 2 will be investigated. Here, we focus on the classical phases:

lamellae (LAM), cylinder on a hexagonal lattice (HEX), and sephere on a body-

centered cubic lattice (BCC). We use 20 basis functions for the LAM structure, 30
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basis functions for the HEX structure, and 40 basis functions for the BCC structure.

We construct a two dimensional phase diagram with the abscissa being the poly-

electrolyte volume fraction φA and the ordinate being the Flory-Huggins interaction

parameter χAC , which is scaled by the inverse of the degree of polymerization of the

polyelectrolyte N . For each set of parameters (φA, χAC), we calculate the free energy

for different morphologies. The phase diagram can be constructed by comparing of

the free energies of different phases quantitatively. In the following calcuation, we

assume for simplicity that the polyelectrolytes and the homopolymers have the same

Kuhn length.

We first consider a system with N = 1000, and the charge fraction pA = 0.01.

The neutral C-homopolymers have the same length as the A-polyelectrolyte chains,

which corresponds to κC = 1. We set the dimentionless parameter characterizing the

electrostatic interaction to be τ = 3. The phase diagram is shown in Fig 5.2. The

RPA results are shown as well using the colored lines. As can be seen from the phase

diagram, increase in χAC drives the system from the disordered phase into different

ordered phases at small φA values. While at large φA values, the system is driven from

the disordered phase into a 2-phase region, where the 2-phase region corresponds to

the coexistence of lamellar and homogeneous phases, and is obtained by drawing the

common tangent of the free energy curves.

As can be noticed from Fig. 5.2, the results from the SCFT and the RPA agree

qualitatively. The phase behavior within the microphase separated region predicted

by the RPA can be obtained by the SCFT. It shows large LAM phase region at

intermediate φA values. The HEX phase regions and the BCC phase regions appear

on both sides of the LAM phase region. However, the BCC and HEX phase to the
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Figure 5.2: Phase diagram for polyelectrolyte/homopolymer blends with N =
1000, κC = 1, τ = 3, and pA = 0.01. The black lines in the figure denote the phase
diagram constructed using the SCFT. The colored lines in the figure denote the phase
diagram using the RPA. The symbols for phases are D (disordered/homogeneous), 2P
(coexistence of two phases), L (lamellar), H (hexagonal/cylindrical), and B (body-
centered cubic).
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right of the LAM phase only appear at small region of χAC values above the critical

point. At large χAC values, these phases vanish. We can thus predict that for a small

region of φA values, when φA close to 0.75, by increasing the χAC values, we should

observe, respectively, a homogeneous phase, a BCC phase, a HEX phase and a LAM

phase.

The phase diagram can also be used to make qualitative argument when we fix

χAC value. The phase diagram shows that, when the χAC value is in a certain small

region above the critical point, by increasing the concentration of polyelectrolyte, the

system will show phase transition of homogeneous → BCCA → HEXA → LAM →

HEXC → BCCC → 2-phase region → homogeneous, where the subscript A means

an A-rich core in a C-rich matrix and vise versa for the subscript C. If the χAC value

is fixed at another small region above the region we just discussed, the system will

not go through the BCCC phase region when increase φA, and at regions with χAC

values even larger, the system will go directly from the LAM phase to the 2-phase

region when increase φA.

Fig. 5.3 compares the free energies of various phases as a function of χAC for a

fixed φA = 0.5. This figure illustrates that the free energy of all the phases converge

to the free energy of homogenous phase at small χAC values. As χAC becomes larger,

the LAM phase exhibits the lowest free energy. At even larger χAC values, the HEX

phase exhibits the lowest free energy and becomes the stable state. It also shows that

the macroscopically phase-separated state (into two homogeneous phases) never has

the lowest free energy compared to the other states.

The period of the LAM phase and the HEX phase as a function of χAC are also

illustrated in Fig. 5.4. It can be noticed that, for both phases, the period gets larger as
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Figure 5.3: The free energy as a function of χAC for different phases when φA = 0.5.
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Figure 5.4: The period of lamellar and hexagonal phase as a function of χAC when
φA = 0.5
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Figure 5.5: The density profiles for the three components in the blend system within
one period when χACN = 15 and φA = 0.5 . The red line is for the A-polyelectrolyte,
the blue line is for the C-homopolymer and the green line is for the counterions.
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the χAC value increases. This can be understood as the repulsive interaction between

A-polyelectrolyte and C-homopolymer gets stronger, the system prefers a structure

with longer period to reduce the contact between A and C.

To better understand the phase behavior of the system, density profiles for the

three components the blend system are plotted for one period of the LAM phase for

χAC = 15 and φA = 0.5. The results are shown in Fig. 5.5. The scale for the coun-

terion density is 50 times the scale for the A-polyelectrolyte and C-homopolymer. It

is shown that the the maximum and the minimum for the density of the counterions

and the polyelectrolytes occur at the same place. This feature illustrates that, due

to the Coulumbic interaction, the counterions always follow their co-ions of the poly-

electrolytes. There is thus no phase separation between the polyelectrolytes and the

counterions.

As a comparison, we also constructed phase diagrams for systems with κC = 0.5

and κC = 1.5. The other parameters are the same as in Fig. 5.2. The results

are shown is Fig. 5.6 and Fig. 5.7, respectively. It can be noticed that, as the chain

length of the homopolymer is reduced by half, the homogeneous phase becomes larger.

When the chain length of the homopolymer is increased by half, the homogenous

phase region reduces. These can be understood from the fact that the translational

entropy of the C-homopolymer increases as the chain length decreases, making the

homogeneous phase more favorable. In terms of the ordered phases, the effect of the

change of C-homopolymer length is weak. The only noticeable difference is that the

HEX phase and the BCC phase to the right of the LAM phase become larger as the

homopolymer length decreases. This fact indicates again that the properties of the

polyelectrolyte system is mainly depend on the entropy of the counterions and the
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Figure 5.6: Phase diagram for polyelectrolyte/homopolymer blends with N =
1000, κC = 0.5, τ = 3, and PA = 0.01. The black lines in the figure denote the phase
diagram constructed using the SCFT. The colored lines in the figure denote the phase
diagram using the RPA. The symbols for phases are D (disordered/homogeneous), 2P
(coexistence of two phases), L (lamellar), H (hexagonal/cylindrical), and B (body-
centered cubic).
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Figure 5.7: Phase diagram for polyelectrolyte/homopolymer blends with N =
1000, κC = 1.5, τ = 3, and PA = 0.01. The black lines in the figure denote the phase
diagram constructed using the SCFT. The colored lines in the figure denote the phase
diagram using the RPA. The symbols for phases are D (disordered/homogeneous), 2P
(coexistence of two phases), L (lamellar), H (hexagonal/cylindrical), and B (body-
centered cubic).
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Coulombic interaction. The translational entropy of the chains themselves has rather

small effect on the system.

It is also interesting to study the phase diagram in the pA − φA plane with fixed

Flory interaction parameter. We use χAC = 15 and study the region of pA from 0.01

to 0.02. The calculated phase diagram is shown in Fig. 5.8. It can be seen that, the

phase diagram in the pA − φA plane is similar to the phase diagram in the χAC − φA

plane if it is flipped. This feature indicates that the effect of increasing the charge

fraction is similar to the effect of decreasing the χAC value. They both stabilize

the homogeneous phase over the order structures. Although the physical reason is

different: increasing the charge fraction makes the entropy increase and decreasing

the χAC reduces the contact interaction between A and C. It is worth noting that for

the parameters we are choosing, there is no microphase separated state with pA larger

than 0.02. This indicates that ordered structures can only occur in a small region of

pA close to zero which might be diffcult to control experimentally.

To conclude, we constructed the phase diagrams for the polyelectrolyte/homopolymer

system within the self-consistent field theory. The influence of the polyelectrolyte con-

centration, the homopolymer chain length, the interaction parameter and the charge

fraction on the phase behavior have all been investigated.
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Figure 5.8: Phase diagram for polyelectrolyte/homopolymer blends with N =
1000, κC = 1, τ = 3, and χAC = 15. The black lines in the figure denote the phase
diagram constructed using the SCFT. The colored lines in the figure denote the phase
diagram using the RPA. The symbols for phases are D (disordered/homogeneous), 2P
(coexistence of two phases), L (lamellar), H (hexagonal/cylindrical), and B (body-
centered cubic).
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Chapter 6

Summary

This thesis is devoted to the investigation of the phase behavior of polymeric systems

containing weakly charged polyelectrolytes. In this chapter, we summarize the key

results of this work and make some comments on the theoretical framework and the

results.

6.1 Key Results

In this thesis, we have used the self-consistent filed theory to study the phase behavior

of systems containing weakly charged polymers. We derived the set of mean-field

equations for the charged-neutral diblock copolymer/homopolymer system. For a

given set of input parameters, these equations can be solved to give the equilibrium

concentrations of all the components and the conjugate fields. The free energy of the

system can be computed using the calculated concentrations and fields to analyze the

phase behavior of the system.

We investigated the homogeneous phase behavior of the charged polymer/homopolymer
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system and the ionic liquid/homopolymer system. In the former case, we found that

the charged polymer with larger charge fraction has larger miscibility with the ho-

mopolymer and the charge distribution on the chain has no pronounced effect on the

miscibility of the system. In the second case, we obtained the results that polymers

can be dissolved better in ionic liquid solvent with larger anions and the attractive

interaction between the anions and the polymer also increases the solubility of the

ionic liquid.

The RPA method has also applied to investigate the stabilitlity limit of the ho-

mogeneous phase with respect to both micro- and macro-phase separation for the

polyelectrolyte/homopolymer blends and the polyeletrolyte solutions. Both systems

exhibit microphase transitions at low polyelectrolyte concentration and macrophase

transitions at high polyelectrolyte concentration. The effect of larger dielectric con-

stant is to stabilize the microphase separated state over the macrophase separated

state for both systems. The effect of larger charge fraction is to stabilize the homo-

geneous phase over phase-separated state and this effect is less pronounced in the

solution system than in the blend system.

The reciprocal-space method has been applied to solve the self-consistent field

equations for fast convergence and high accuracy. Full phase diagrams are pre-

sented for polyelectrolyte/homopolymer blends showing microphase separated states

of lamellae, hexagonal and BCC, as well as a 2-phase region. The effects of the ho-

mopolymer chain length, the interaction parameter, the polyelectrolyte concentration

and the charge fraction on the system have all been investigated. In particular, the

results reveal that increasing the interaction parameter and increasing the charge

fraction have opposite effects on the system.

83



Ph.D. Thesis - Youhai Sun McMaster - Physics & Astronomy

6.2 Comments

Several comments can be made on the present work:

1.The present work is based on some essential assumptions, (a) It has been as-

sumed that the charges on the polymers are smeared so that they can be described

Gaussian chains. Therefore, the theory presented here can be applied only to weakly

charged polyelectrolytes; (b) We also assumed that the dielectric constant of the

system is a constant, which is a weak assumption for strongly inhomogeneous sys-

tems; (c) The two-body interaction is short ranged and can be characterized by the

Flory-Huggins interaction parameter; (d) The hard-core repulsive interactions can be

reflected by the incompressibility constraint.

2. The shortcoming of the present work connected with the mean-field character

of our calculation. The mean-field approximation is poor near the critical point where

the fluctuations are strong and should be taken into account.

3. The present work is the first time full phase diagrams of polyelectrolyte/homopolymer

blends are obtained within the self-consistent field theory framework. Other than the

lamellar structure obtained by previous studies, we also found microphase separated

structures of hexgonal and BCC, as well as a 2-phase region of coexistence of lamellar

and homogeneous phase. It is straightforward to apply the reciprocal-space method

to polyelectrolyte solutions to get the full phase diagram.

4. The theoretical framework developed in the present work can be used to study

the phase behavior of other weakly charged polyelectrolyte systems by setting ap-

propriate parameters and boundary conditions. Examples include the adsorption

of polyelectrolytes at oppositely charged surfaces, polyelectrolyte solution between

charged surfaces, and grafted polyelectrolytes.
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5. Observation of microdomains in charged polymer systems is an active topic

of experimental research. The phase diagrams obtained in the present work can be

viewed as a starting point to understand the complex phase behaviors of charged

polymer system, and can also guide possible future experiments.
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Appendix A

Electrostatic energy

In a charged system, if we let the inhomogeneous charge density be ρ̂e(r), the elec-

trostatic interaction between the charged components can be written as

Ue =
1

2

∫
drρ̂e(r)v(r− r′)ρ̂e(r

′), (A.1)

where

v(r) = lB/r. (A.2)

lB = e2/εkBT is the Bjerrum length at which a thermal energy is comparable to

the elctrostatic interaction between two unit charges. It is equal to about 7Å at room

temperature for dielectric constant of water.

The above form of electrostatic energy can be transformed by introducing the
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electrostatic field ψ(r),

exp[−1

2

∫
drρ̂e(r)v(r− r′)ρ̂e(r

′)]

= C

∫
Dψ(r)exp[−1

2

∫
drdr′ψ(r)v−1(r− r′)ψ(r′) + i

∫
drρ̂e(r)ψ(r)]

= C

∫
Dψ(r)exp[−1

2

∫
drdr′ψ(r)

ε

4π
∇ · ∇δ(r− r′)ψ(r′) + i

∫
drρ̂e(r)ψ(r)].

If we consider I =
∫
drdr′ψ(r)∇ · ∇δ(r− r′)ψ(r′), we can get

I =

∫
drdr′ψ(r)∇ · {∇[δ(r− r′)ψ(r′)]−∇ψ(r′)δ(r− r′)}. (A.3)

The first term on the right side of the above equation vanishes, as r′ → ∞,

ψ(r′)→ 0. So

I = −
∫
drdr′ψ(r)∇ · {∇ψ(r′)δ(r− r′)}

= −
∫
drdr′ψ(r)∇ψ(r′)∇δ(r− r′)

=

∫
drdr′ψ(r)∇ψ(r′)δ(r− r′)

=

∫
drψ(r)∇ψ(r)

=

∫
dr{∇ · [ψ(r) · ∇ψ(r)]− |∇ψ(r)|2}. (A.4)

The first term vanishes, so I = −
∫
dr|∇ψ(r)|2. We have

exp[−1

2

∫
drρ̂e(r)v(r− r′)ρ̂e(r

′)]

= C

∫
Dψ(r)exp[−

∫
dr

ε

8π
|∇ψ(r)|2 +

∫
drρ̂e(r)ψ(r)]. (A.5)
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We can see that the electrostatic energy of the system can be wrritten as

Ue({ρ̂e}, {ψ}) =

∫
dr[ρ̂e(r)ψ(r)− ε

8π
|∇ψ(r)|2]. (A.6)
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Appendix B

Partition function as a functional

integral

The partition function of the system can be written in terms of a functional integral

over all the chain conformations and counterion positions,

Z =
∏
k

(
ζnkk
nk!

)

∫ ∏
β

[

nβ∏
i=1

(DRβ
i (t)Pβ({Rβ

i (t)}))]
∫ nI∏

i=1

drIi

∫
Dψ(r)

n0∏
i=1

[
∑
{ci,A(t)}

P ({ci,A(t)})]exp[−E({ρ̂}, {ψ})
kBT

]
∏
r

δ[
∑
j

φ̂j(r)− 1]. (B.7)

To proceed, we insert the indentity

1 =

∫ ∏
j

{Dρj
∏
r

δ[ρj(r)− ρ̂j(r)]}Dρe
∏
r

δ[ρe(r)− ρ̂e(r)] (B.8)
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into the partition function to get

Z =
∏
k

(
ζnkk
nk!

)

∫ ∏
j

{Dρj}Dρe
∫
Dψ

∏
r

δ[
∑
j

φj(r)− 1]exp[−E({ρ}, {ψ})
kBT

]

∫ n0∏
i=1

[
∑
{ci,A(t)}

P ({ci,A(t)})(DR0
i (t)P0({R0

i (t)}))]
∫ nC∏

i=1

[(DRC
i (t)PC({RC

i (t)}))]

∫ nI∏
i=1

drIi
∏
j

{
∏
r

δ[ρj(r)− ρ̂j(r)]}
∏
r

δ[ρe(r)− ρ̂e(r)]. (B.9)

We now introduce a set of fields ωj(r) so that

∏
r

δ[ρj(r)− ρ̂j(r)] =

∫
Dωjexp{

∫
drωj(r)[ρj(r)− ρ̂j(r)]}. (B.10)

In terms of the field ωj(r), we have

Z =
∏
k

(
ζke

nk
)nk

∫ ∏
j

{DρjDωj}DρeDωe
∫
Dψ

∏
r

δ[
∑
j

φj(r)− 1]

exp[−E({ρ}, {ψ})
kBT

+

∫
dr{

∑
j

ωj(r)ρj(r) + ωe(r)ρe(r)}]∫ n0∏
i=1

[
∑
{ci,A(t)}

P ({ci,A(t)})(DR0
i (t)P0({R0

i (t)})]

exp{−
∫
dr[ωA(r)ρ̂A(r) + ωB(r)ρ̂B(r) + ωe(r)ρ̂A,e(r)]}∫ nC∏

i=1

[(DRC
i (t)PC({RC

i (t)})]exp{−
∫
drωC(r)ρ̂C(r)}

∫ nI∏
i=1

drIi exp{−
∫
dr[ωI(r)ρ̂I(r) + ωe(r)ρ̂I,e(r)]}, (B.11)
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where we have used the Stirling’s approximation for nk!,

nk! ≈ (
nk
e

)nk . (B.12)

Assuming ci,A(t) = cA(t), We can now use the definition of the densities to obtain

∫ n0∏
i=1

[
∑
{ci,A(t)}

P ({ci,A(t)})(DR0
i (t)P0({R0

i (t)})]

exp{−
∫
dr[ωA(r)ρ̂A(r) + ωB(r)ρ̂B(r) + ωe(r)ρ̂A,e(r)]}

=

∫ n0∏
i=1

[
∑
{ci,A(t)}

P ({ci,A(t)})(DR0
i (t)P0({R0

i (t)})]

exp{−
n0∑
i=1

∫ fZ0

0

dt[ωA(R0
i (t)) + ZAeCi,A(t)ωe(R

0
i (t))]−

n0∑
i=1

∫ Z0

fZ0

dtωB(R0
i (t))}

= (

∫ ∑
cA(t)

P ({cA(t)})DR0(t)P0({R0(t)})

exp{−
∫ fZ0

0

dt[ωA(R0(t)) + zAecA(t)ωe(R
0(t))]−

∫ Z0

fZ0

dtωB(R0(t))})n0

= Qn0
0 , (B.13)

where the functions Q0 is defined for one chain by

Q0 ≡
∫
DR0(t)P0({R0(t)})

∑
cA(t)

P ({cA(t)})

exp{−
∫ fZ0

0

dt[ωA(R0(t)) + zAecA(t)ωe(R
0(t))]−

∫ Z0

fZ0

dtωB(R0(t))}

=

∫
DR0(t)P0({R0(t)})exp{−

∫ fZ0

0

dtωeffA (R0(t), t)−
∫ Z0

fZ0

dtωB(R0(t))},

(B.14)
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which is the single AB-diblock chain partition function, where the effective external

field ωeffA (r, t) is defined by

ωeffA (r, t) = −ln(
∑
{cA(t)}

p(cA(t), t)exp{−[ωA(r) + zAecA(t)ωe(r)]}) (B.15)

.

For the C-homopolymer, we have

∫ nC∏
i=1

[(DRC
i (t)PC({RC

i (t)})]exp{−
∫
drωC(r)ρ̂C(r)}

=

∫ nC∏
i=1

[(DRC
i (t)PC({RC

i (t)})]exp[−
nC∑
i=1

∫ ZC

0

dtωC(RC(t))]

= (

∫
DRC

i (t)PC({RC
i (t)})exp[−

∫ ZC

0

dtωC(RC(t))])nC

= QnC
C ,

(B.16)

where the function QC is the single C-polymer partition function.

For the counterions, we have

∫ nI∏
i=1

drIi exp{−
∫
dr[ωI(r)ρ̂I(r)) + zIeωe(r)ρ̂I(r)]}

=

∫ nI∏
i=1

drIi exp{−
nI∑
i=1

[ωI(r
I
i ) + zIeωe(r

I
i )]}

= QnI
I , (B.17)
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where the single particle partition function QI is defined by

QI ≡
∫
drexp{−[ωI(r) + zIeωe(r)]}

=

∫
drexp{−ωeffI (r)}, (B.18)

where the effective ionic fields ωeffI (r) is defined by

ωeffI (r) = ωI(r) + zIeωe(r). (B.19)

In terms of these factors Qk, the partition function of the system is

Z =

∫ ∏
j

{DρjDωj}
∫
DρeDωe

∫
Dψ

∏
r

δ[
∑
j

φj(r)− 1]
∏
k

(
ζkeQk

nk
)nk

exp[−E({ρ}, {ψ})
kBT

+

∫
dr{

∑
j

ωj(r)ρj(r) + ωe(r)ρe(r)}]. (B.20)

Therefore, the partition function of the system can be written in the form of a

functional integral,

Z =

∫ ∏
j

{DρjDωj}
∫
DρeDωe

∫
Dψ

∏
r

δ[
∑
j

φj(r)− 1]exp[−F ({ρ}, {ω}, {ψ})
kBT

],

(B.21)

where the free energy functional F ({ρ}, {ω}, {ψ}) is given by

F ({ρ}, {ω}, {ψ})
kBT

=
W ({ρP})
kBT

+
Ue({ρe}, {ψ})

kBT
−
∑
k

nkln(
ζkeQk

nk
)

−
∫
dr{

∑
j

ωj(r)ρj(r) + ωe(r)ρe(r)}. (B.22)
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Next, we simplify the form of the interaction potential W ({ρ}) by introducing the

symmetric form of the potential,

Uj,j′(r) = Wj,j′(r)−
1

2ρ0jρ0j′
[Wjj(r)ρ

2
0j +Wj′j′(r)ρ

2
0j′ ]. (B.23)

Using the incompressbility condition
∑

j ρj(r)/ρ0j = 1 and the fact that Ujj(r) =

0, we can write

W ({ρ}) =
1

2
(WAAρ0An0fZ0 +WBBρ0Bn0(Z0 − fZ0) +WCCρ0CnCZC +WIIρ0InI)

+

∫
drdr′UAB(r− r′)ρA(r)ρB(r′) +

∫
drdr′UAI(r− r′)ρA(r)ρI(r

′)

+

∫
drdr′UAC(r− r′)ρA(r)ρC(r′) +

∫
drdr′UBI(r− r′)ρB(r)ρI(r

′)

+

∫
drdr′UBC(r− r′)ρB(r)ρC(r′) +

∫
drdr′UCI(r− r′)ρC(r)ρI(r

′),

(B.24)

where the constant Wjj is the integral of the potential

Wjj =

∫
drWjj(r). (B.25)

We assume that the interaction has the form

Ujj′(r) = Ujj′δ(r). (B.26)
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Then we can have the simple form for the interaction potential

W ({ρ}) =
1

2
(WAAρ0An0fZ0 +WBBρ0Bn0(Z0 − fZ0) +WCCρ0CnCZC +WIIρ0InI)

+UAB

∫
drρA(r)ρB(r) + UAI

∫
drρA(r)ρI(r)

+UAC

∫
drρA(r)ρC(r) + UBI

∫
drρB(r)ρI(r)

+UBC

∫
drρB(r)ρC(r) + UCI

∫
drρC(r)ρI(r). (B.27)

As we are working in an ensemble in which the volume V , the number of particles

nj, and the temperature T are fixed, the average densities ρ̄j are constants. For the

polymers, we have

ρ̄A =
1

V

∫
drρA(r) =

n0fZ0

V
,

ρ̄B =
1

V

∫
drρB(r) =

n0(1− f)Z0

V
,

ρ̄C =
1

V

∫
drρC(r) =

nCZC
V

,

and for the anions, we have

ρ̄I =
1

V

∫
drρI(r) =

nI
V
.

The interaction parameters Ujj′ are usually given in the form of Flory-Huggins

parameters defined by

kBTχjj′ ≡ Ujj′
ρ0jρ0j′

ρ0

. (B.28)

Using the above expressions, and working with the volume fractions of the monomers

and the ions instead of the densities, the free energy functional can now be cast in
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the form

F

ρ0kBT
=

∫
dr{

∑
j

µ0jφj(r) + χABφA(r)φB(r) + χAIφA(r)φI(r) + χACφA(r)φC(r)

+χBIφB(r)φI(r) + χBCφB(r)φC(r) + χCIφC(r)φI(r)}

−
∫
dr{

∑
j

ρ0j

ρ0

ωj(r)φj(r) + ωe(r)φe(r)}

+

∫
dr{φe(r)ϕ(r)− κ2

2
|∇ϕ(r)|2}

−V ρ0A

ρ0

φ̄A
fZ0

ln(
Q0

φ̄A
)− V ρ0C

ρ0

φ̄C
ZC

ln(
QC

φ̄C
)− V ρ0I

ρ0

φ̄I
1

ln(
QI

φ̄I
). (B.29)
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Appendix C

Random phase approximation

We consider a system contains positively charged polymer A, neutral homopolymer

C and counterions, and we assume that zA = 1, zI = −1 and vA = vC = 1. For

convenience, we redefine the ionic volume fractions by using the reference density ρ0

as φI(r) = ρI(r)/ρ0. The free energy of the system then has the form

F

ρ0kBT
= V (

1

ZA
φ̄Alnφ̄A +

1

Zc
φ̄C lnφ̄C + φ̄I lnφ̄I)

+

∫
drχACφA(r)φC(r)

−
∫
dr{

∑
j

ωj(r)φj(r) +
1

ZA
φA(r)lnQA +

1

ZC
φC(r)lnQC + φI(r)lnQI}

+

∫
dr{[pAφA(r)− φI(r)]ϕ(r)− κ2

2
|∇ϕ(r)|2}, (C.30)
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where j = A,C, I. We assume that the concentrations and the fields have the form

φj = φ̄j + δφj(r),

ωj = ω̄j + δωj(r),

ϕ = ϕ̄+ δϕ(r). (C.31)

The expansion of single particle partition function is simple

QI =
1

V

∫
drexp[−ωI(r)]

= exp[−ω̄I ]
1

V

∫
drexp[−δωI(r)]

≈ exp[−ω̄I ]
1

V

∫
dr{1− δωI(r) +

1

2
[δωI(r)]

2 + · · · }

= Q̄I{1−
1

V

∫
drδωI(r) +

1

2V

∫
dr[δωI(r)]

2 + · · · }, (C.32)

where Q̄I = exp[−ω̄I ] is the homogeneous single particle partition function.

Next, we need to expand the single chain partition function in terms of δωα(r),

α = A,C. This can be obtained by solving the modified diffusion equation for the

propagators perturbatively. The perturbation solution for q(r, t) can be obtained

following the work of Shi et al. [80]. The single chain partition function Qα can be

obtained as

Qα = e−ω̄αZα − 1

V

∫
drdr′

∫
dt′Gα(r− r′, Zα − t′)e−ω̄αt

′
δωα(r′)

+
1

V

∫
drdr′dr′′

∫
dt′dt′′Gα(r− r′, Zα − t′)Gα(r′ − r′′, t′ − t′′)e−ω̄αt′′δωα(r′)δωα(r′′)

+ · · · , (C.33)
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where the Green function is the solution of the modified diffusion equation.

For the homogenous phase, it is convenient to work in the Forurier space

δωj(r) =

∫
dk

(2π)3
eik·rδω̃j(k). (C.34)

The single particle partition function for the counterions can be written in Fourier

space as

QI = Q̄I{1−
1

V
δω̃I(0) +

1

2V

∫
dk

(2π)3
δω̃I(k)δω̃I(−k) + · · · }. (C.35)

The single chain partition function can be written as

Qα = Q̄α{1−
1

V
Zαδω̃α(0) +

1

2V

∫
dk

(2π)3
Z2
αg([Rα

g k]2)δω̃α(k)δω̃α(−k) + · · · }, (C.36)

where Q̄α is the partition function for the homogeneous phase, Rα
g ≡ b2

αZα/6 is the

radius of gyration of the polymer chains, and the Debye function g(x) is defined by

g(x) = 2
(x− 1 + e−x)

x2
. (C.37)

These expressions can be used to obtain

V φ̄I lnQI = −V ω̄I φ̄I − φ̄Iδω̃I(0) +
1

2

∫
dk

(2π)3
φ̄Iδω̃I(−k)δω̃I(−k) + · · · ,

V
φ̄α
Zα

lnQα = −V ω̄αφ̄α − φ̄αδω̃α(0) +
1

2

∫
dk

(2π)3
φ̄αZαg([Rα

g k]2)δω̃α(k)δω̃α(−k) + · · · .
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Inserting these expressions in the free energy functional. we obtain

F

ρ0kBT
=

FH
ρ0kBT

+
∆F

ρ0kBT
, (C.38)

where FH is the free energy of the homogeneous phase

FH
ρ0V kBT

= χAC φ̄Aφ̄C +
1

ZA
φ̄Alnφ̄A +

1

Zc
φ̄C lnφ̄C + φ̄I lnφ̄I . (C.39)

The free energy due to the fluctuations ∆F has the form

∆F = ∆F (1) + ∆F (2) + · · · , (C.40)

where the first order free energy vanishes, ∆F (1) = 0, and the second-order free energy

is given by

∆F (2)

ρ0kBT
=

∫
dk

(2π)3
{χACδφ̃A(k)δφ̃C(−k)−

∑
j

δω̃jδφ̃j(−k)

−1

2
φ̄AZAg([RA

g k]2)δω̃A(k)δω̃A(−k)

−1

2
φ̄CZCg([RC

g k]2)δω̃C(k)δω̃C(−k)

−1

2
φ̄Iδω̃I(k)δω̃I(−k)

+δφe(k)δϕ̃(−k)− κ2k2

2
δϕ̃(k)δϕ̃(−k)}, (C.41)

where δφ̃e(k) is the charge density defined by

δφ̃e(k) = pAδφ̃A(k)− δφ̃I(k). (C.42)
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For many cases, it is conveneient to express the free energy functional in terms

of the polymer concentrations only. This can be achieved by invoking the random

phase approximation, which is obtained by setting the variational derivatives of the

free energy with respect to the ωα’s to zero,

δ∆F (2)

δωα
= 0, (C.43)

δ∆F (2)

δϕ
= 0. (C.44)

We can obtain

δωA(k) = − δφ̃A(k)

φ̄AZAg([RA
g k]2)

,

δωC(k) = − δφ̃C(k)

φ̄CZCg([RC
g k]2)

,

δω̃I(k) = −δφ̃I(k)

φ̄I
,

δϕ̃(k) =
1

κ2k2
δφ̃e(k). (C.45)

Inserting these expressions into the free energy, we get

∆F (2)

ρ0kBT
=

∫
dk

(2π)3
{χACδφ̃A(k)δφ̃C(−k) +

δφ̃A(k)δφ̃A(−k)

2φ̄AZAg([RA
g k]2)

+
δφ̃C(k)δφ̃C(−k)

2φ̄CZCg([RC
g k]2)

+
δφ̃I(k)δφ̃I(−k)

2φ̄I

+
δφ̃e(k)δφ̃e(−k)

2(κk))2
}. (C.46)

In order to obtain ∆F in terms of the molecular densities, we can perform the

functional integral over the counterion density. Because the integrals are Gaussian,
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we can eliminate the ionic densities by minimizing the free energy with respect to

δφ̃I(k), leading to the relation

δφ̃I(k) =
φ̄I

(κk)2
δφ̃e(k). (C.47)

Inserting this relation into the definition of the charge density, we can obtain a

self-consistent equation for δφ̃e(k), which can be solved to give

δφ̃e(k) =
1

1 + φ̄I/(κk)2
pAδφ̃A(k)

=
1

1 + φ̄I/(κk)2
δφ̃p,e(k), (C.48)

where δφ̃p,e(k) is the charge density due to the charges on the polymers.

Putting the expression for the charge densities into the free energy, we get

∆F (2)

ρ0kBT
=

∫
dk

(2π)3
{χACδφ̃A(k)δφ̃C(−k) +

δφ̃A(k)δφ̃A(−k)

2φ̄AZAg([RA
g k]2)

+
δφ̃C(k)δφ̃C(−k)

2φ̄CZCg([RC
g k]2)

+
δφ̃p,e(k)δφ̃p,e(−k)

2[(κk))2 + φ̄I ]
}. (C.49)

We can define a Debye-Huckel screening parameter λ by the relation

λ−2 =
φ̄I
κ2

=
4πe2

εkBT
ρI . (C.50)
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The free energy can now be written in the simple form

∆F (2)

ρ0kBT
=

∫
dk

(2π)3
{χACδφ̃A(k)δφ̃C(−k) +

δφ̃A(k)δφ̃A(−k)

2φ̄AZAg([RA
g k]2)

+
δφ̃C(k)δφ̃C(−k)

2φ̄CZCg([RC
g k]2)

+
1

2φ̄I

δφ̃p,e(k)δφ̃p,e(−k)

[1 + (λk)2]
}, (C.51)

where the last term show that the ions is the screening of the long range Coulomb

interactions.

Furthmore, by using the assumption that the volumes of the counterions can be

neglected, we have δφ̃A(k) + δφ̃C(k) = 0. The second-order free energy can then be

written in the simple form

∆F (2)

ρ0kBT
=

1

2

∫
dk

(2π)2

δφ̃A(k)δφ̃A(−k)

SAA(k)
, (C.52)

where the RPA scattering function SAA(k) is given by

1

SAA(k)
=

1

φ̄AZA
[

1

g([RA
g k]2)

+
CA

[1 + (λk)2]
] +

1

(1− φ̄A)ZCg([RC
g k]2)

− 2χAC , (C.53)

where CA = pAZA is the total number of elementary charges one polymer chain

carries.
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Appendix D

Reciprocal-space method

For an ordered phase, the reciprocal lattice vectors are completely specified by the

symmetry of that structure. For a given ordered phase, the reciprocal lattice vec-

tors G can be determined. These reciprocal lattice vectors are ordered according to

their magnitudes |G|. The plane waves eiG·r corresponding to these reciprocal lattice

vectors are used as basis functions. Any function F (r) can be expressed using these

basis functions,

F (r) =
∑
G

F (G)eiG·r, (D.54)

F (G) =
1

V

∑
G

F (r)e−iG·r. (D.55)

The latter equation is the reverse transformation.

These basis functions satisfy the orthogonal condition,

∫
dre−iG

′·reiG·r = V δG,G′ . (D.56)
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The densities and the fields can be expanded in the form

φα(r) =
∑
G

φα(G)eiG·r, (D.57)

ωα(r) =
∑
G

ωα(G)eiG·r, (D.58)

ϕ(r) =
∑
G

ϕ(G)eiG·r. (D.59)

(D.60)

The ordered structure is then completely specified by the Fourier components

φα(G) and ωα(G). In terms of these Fourier components, the mean-field equations

in Fourier space become

φA(G) =
φ̄A
QA

∑
G′

∫ 1

0

dt qA(G′, t)qA(G−G′, 1− t), (D.61)

φC(G) =
φ̄C

κCQC

∑
G′

∫ κC

0

dt qC(G′, t)qC(G−G′, κC − t), (D.62)

φI(G) =
φ̄I
QI

∑
G′

qI(G
′,

1

N
), (D.63)

G2ϕ(G) =
N

κ2
[pAφA(G)− φI(G)], (D.64)

ωA(G) = χACφC(G) + pAϕ(G) + η(G), (D.65)

ωC(G) = χACφA(G) + η(G), (D.66)

ωI(G) = vIη(G) + ϕ(G), (D.67)

δG,0 = φA(G) + φC(G) + vIφI(G). (D.68)
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The single chain partition functions Qα are given by

QA = qA(G = 0, 1), (D.69)

QC = qC(G = 0, κC), (D.70)

QI = qI(G = 0,
1

N
). (D.71)

In Fourier space, the modified diffusion equations for the end-integrated propaga-

tors which were previously second order differential equation become first order,

∂

∂t
qα(G, t) = −

∑
G′

Hα(G,G′)qα(G′, t), (D.72)

where the Hamiltonians Hα(G,G′) are defined by

Hα(G,G′) ≡ σ2
αG

2δG,G′ + ωα(G−G′). (D.73)

The initial conditions for the propagators in Fourier space are

qA(G, 0) = qC(G, 0) = qI(G, 0) = δG,0. (D.74)

The solution of the modified diffusion equation can be obtained by making an

analogy with the Schrödinger equation in quantum mechanics. In order to do this,

we construct the eigenvalues and eigenfunctions of the Hamiltonian, Hα(G,G′)

∑
G′

Hα(G,G′)ψαn(G′) = εαnψ
α
n(G′). (D.75)

Due to the Hermitian nature of the hamiltonian matrix, all the eigenvalues are
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real and the eigenfunctions form a complete orthonormal set,

∑
G

ψα∗n (G)ψαm(G) = δnm, (D.76)∑
n

ψα∗n (G)ψαn(G′) = δG,G′ . (D.77)

Therefore the propagators can be expanded in terms of the eigenfunctions, leading to

solutions

qα(G, t) =
∑
n

e−ε
α
ntqαn(0)ψαn(G), (D.78)

where the coefficients qαn(0) are determined by the appropriate initial conditions

qαn(0) = ψα∗n (0). (D.79)

Solving the eigenvalue problem is a very time-consuming task as it requires O(M3)

operations for a M × M matrix. For an orderd structure, this calculation can be

simplified by exploiting the symmetry of the structure under investigation. As we

know, for ordered structure, the Fourier coefficients are not independed, They are

related by the point group symmetry. The basis functions can be grouped into starts.

A set of new basis functions can be constructed,

fn(r) =
1√
Nn

∑
i∈n

Sni e
iGn

i ·r, (D.80)

where the wave vectors Gn
i are related by the point group operation within one star,

and satisfy the relation |Gn
i |2 = λn. The factors Sni assume the values ±1 determined

by the symmetry of the structure and Nn is the number of reciprocal lattice vectors

within the n-th star.
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A periodic function F (r) can then be expanded in terms of the new set of basis

functions fn(r),

F (r) =
∑
n

Fnfn(r), (D.81)

Fn =
1

V

∫
drF (r)fn(r). (D.82)

The latter equation is the reverse transformation.

The basis functions satisfy the orthogonal condition

∫
drfn(r)fm(r) = V δnm, (D.83)

and they are also eigenfunctions of Laplacian operator

∇2fn(r) = −λnfn(r). (D.84)

Expanding all periodic functions in terms of fn(r), the mean-field equations can be

cast in terms of these coefficients, just as the Fourier representation described above.

In particular, the chain-conformation Hamiltonians become symmetric matrices with

matrix elements

Hα
nm = σ2

αλnδnm +
∑
l

Γnmlω
α
l , (D.85)

where the coefficients Γnml are defined by

Γnml =
1

V

∫
drfn(r)fm(r)fl(r)

=
1√

NnNmNl

∑
i∈n

∑
j∈m

∑
k∈l

Sni S
m
j S

l
kδGn

i +Gm
j +Gl

k,0
. (D.86)
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The eigenvalues and eigenfunctions of the matrices Hα
nm are solved from the equa-

tions ∑
m

Hα
nmψ

α
mi = εαi ψ

α
ni, (D.87)

where i labels the eigenvalues and eigenfunctions. The eigenfunctions form a complete

orthonormal set,

∑
n

ψαniψ
α
nj = δij, (D.88)∑

i

ψαniψ
α
mi = δnm. (D.89)

The end-integrated propagators can be written as

qαn(t) =
∑
i

e−ε
α
i tψα1iψ

α
ni. (D.90)

The single-chain partition function and density coefficients can be expressed in

the following form

Qα = qα1 (κα) =
∑
i

e−ε
α
i καψα1iψ

α
1i, (D.91)

φAn =
φ̄A
QA

∫ 1

0

ds
∑
m,l

Γnmlq
A
m(s)qAl (1− s), (D.92)

φCn =
φ̄C

κCQC

∫ κC

0

ds
∑
m,l

Γnmlq
C
m(s)qCl (κC − s), (D.93)

φIn =
φ̄I
QI

∑
i

e−ε
I
i

1
N ψI1iψ

I
1i. (D.94)

Quantities using the eigenvalues and eigenfunctions of Hα
nm can be construced to
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simplify the mean-field equations,

vAi = e−ε
A
i , vCi = e−ε

C
i κC , vIi = e−ε

I
i

1
N , (D.95)

SAn,ij =
∑
m,l

Γnmlψ
A
miψ

A
lj , SCn,ij =

∑
m,l

Γnmlψ
C
miψ

C
lj , (D.96)

gAij =
ψA1i(v

A
i − vAj )

(εAj − εAi )
, gCij =

ψC1i(v
C
i − vCj )

(εCj − εCi )κC
. (D.97)

Using these quantities, the single-chain partition functions can be written as

Qα =
∑
i

vαi ψ
α
1iψ

α
1i. (D.98)

The density coefficients are given by

φAn =
φ̄A
QA

∑
i,j

gAijS
A
n,ijψ

A
1j, (D.99)

φCn =
φ̄C
QC

∑
i,j

gCijS
C
n,ijψ

C
1j, (D.100)

φIn =
φ̄I
QI

∑
i

vIi ψ
I
1iψ

I
ni. (D.101)

The coefficients of the fields are

ϕn =
N

λnκ2
[pAφ

A
n − φIn], (D.102)

ωAn = χACNφ
C
n + pAϕn + ηn, (D.103)

ωcn = χACNφ
A
n + ηn, (D.104)

ωIn = −ϕn + vIηn, (D.105)
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where the coefficients ηn are to be adjusted so that the system satisfies the incom-

pressibility condition

φAn + φCn + vIφ
I
n = δn,1. (D.106)
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