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Abstract

Modern imaging techniques are increasingly used in healthcare and medical research. Fu-

sion of information obtained from images of the same or different modalities and/or di-

mensionalities can greatly help physicians in diagnosis and treatment of diseases. To this

end, the images must be spatially aligned through a procedure often referred to as “image

registration”. Since soft tissue organs in the human body can undergo significant deforma-

tion between imaging sessions or during an intervention, registration techniques that would

account for such non-rigid geometrical transformations are of great interest.

This thesis presents a family of automatic elastic registration methods applicable to

single and multimodal images of similar or dissimilar dimensions. These registration algo-

rithms employ a generic dynamic linear elastic continuum mechanics model of the tissue

deformation which is discretized using the finite element method. The dynamic defor-

mation model provides spatial and temporal correlation between images acquired from

different orientations at different times. First, a volumetric registration algorithm is pre-

sented which estimates the deformation field by balancing internal deformation forces of

the elastic model against external forces derived from an intensity-based similarity/distance

measure between images. The registration is achieved by iteratively solving a reduced form

of the dynamic deformation equations in response to image-derived nodal forces.

A general approach for automatic deformable image registration is also presented in

this thesis which deals with different registration problems within a unified framework ir-

respective of the image modality and dimension. Using the dynamic deformation model,

the problem of deformable image registration is approached as a classical state estimation

problem with various image similarity/distance measures providing an observation model.

With this formulation, single and multiple-modality, three-dimensional (3D)-3D and 3D-

2D image registration problems can all be treated within the same framework. The regis-

tration is achieved through a Kalman-like filtering process which incorporates information

from the deformation model and an observation error computed from an intensity-based

similarity/distance measure. Correlation ratio, normalized correlation coefficient, mutual

information, modality independent neighborhood descriptor and sum of squared differences

v



between images are similarity/distance measures employed for single and multiple modal-

ity image registration in this thesis.

The performance of the proposed registration algorithms are evaluated in a number of

different registration scenarios. First, 3D magnetic resonance (MR) images of a realistic

breast phantom are registered to its compressed 3D high- and low-resolution MR images.

3D MR images of uncompressed and compressed actual breast tissue are also registered

using the proposed 3D-3D registration algorithms. The state estimation-based registration

method is employed to register 3D MR images to a sequence of simulated 2D interventional

MR images acquired from a breast phantom as well as human breast tissue with static

deformation. Furthermore, the registration algorithm is employed to dynamically track a

target sub-volume inside the breast tissue during the process of needle insertion using a

sequence of 2D intraoperative images. Finally, the algorithm is assessed in dynamically

tracking the deformation of a breast phantom, based on registration of 3D preoperative MR

images to its real-time intraoperative 2D ultrasound (US) images.

The results presented in this thesis show that the proposed family of elastic registration

methods can significantly improve the quality of image matching in terms of target reg-

istration error (TRE). TREs resulted from the proposed methods are comparable to those

obtained using image registration toolkit (IRTK) in 3D-3D MR-MR registration; the pro-

posed methods outperform IRTK in 3D-2D MR-MR static registration. Registration results

in dynamic 3D-2D MR-MR and MR-US scenarios demonstrate that real-time large defor-

mations of a breast phantom as well as actual breast tissue can be tracked with a TRE less

than 2 mm. Other qualitative and quantitative performance evaluations are also reported in

the thesis.
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Chapter 1

Introduction

This chapter introduces the research problem and objectives of the thesis, and gives a sum-

mary of the proposed solution approaches. It first outlines the context and motivation of the

work and explains the problem. The philosophy of the proposed image registration frame-

work is briefly discussed along with major contributions of the thesis from an application

perspective. Finally, an overview of all chapters of the thesis as well as a list of related

publications are given.

1.1 Motivation

During the last two decades, modern imaging technologies have made it possible to non-

invasively visualize different organs and structures of the human body. Medical images

provide valuable information about the internal organs, their structures and functionality,

all with minimum pain and discomfort for the patient. This information may be in the form

of the two-dimensional (2D) projection images of traditional radiography, 2D slices of US

images, or full three-dimensional (3D) images acquired by magnetic resonance imaging

(MRI), X-ray computed tomography (CT), positron emission tomography (PET), single
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photon emission computed tomography (SPECT), functional MRI, or US. Imaging tech-

niques differ in quality and resolution, sensitivity to various biological tissue properties,

risk to the patient, speed of image acquisition, availability and cost. They use different

sensors and capture different properties of the tissue. High-resolution MRI and X-ray CT

images provide detailed structural information about internal organs. Bony and dense struc-

tures are best observed in CT images, while soft-tissue structures are better visualized in

magnetic resonance (MR) images. Yet, both MR and CT imaging capture anatomical in-

formation and not functional behaviour [1]. In contrast, PET and SPECT allow metabolic

measurement and are able to display functional aspects of the body [2]. However, PET and

SPECT perform poorly in capturing anatomical structures.

Fusing information from various imaging modalities could provide complementary in-

formation about the imaged tissue. Image fusion is helpful in reducing uncertainty and

increasing reliability in medical diagnosis by maximizing relevant information particular

to an application [3]. Fused images may also be created from a sequence of single modality

images to enhance the quality of imaging [4]. The integration of information from different

images is usually achieved in two steps. First, image data sets are spatially aligned through

a procedure referred to as image registration. In the second step, the contents of the images

are fused to generate a single image from the original images. Therefore, registration is

an essential task in image fusion. Modern medical scanners that capture registered multi-

modality images simultaneously are also becoming available, e.g., see [5, 6].

Beside multi-modality image fusion, there are other important applications for regis-

tration of single-modality images taken at different times. Detection of the breast cancer

in MR images requires injection of a contrast agent. The contrast agent uptake curve in

malignant disease is different from that of benign disease [7]. The rate of uptake can be

2
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quantified from the difference between images prior to injection and a dynamic sequence

of postcontrast images. These images have to be non-rigidly aligned in order to facilitate

the analysis of pre and postcontrast image information [8]. Verification of treatment by

comparing pre and post treatment images [9], and monitoring tumors growth using time

series of images [10] are other example applications of single-modality image registration.

High-resolution preoperative MRI/CT images are usually used for diagnosis of dis-

eases, localization of lesions and tumors, and treatment planning. However, treatment and

interventional plans based on preoperative image data are not accurate and reliable during

the actual procedure because of the possible movement and deformation of the underly-

ing tissue. Therefore, preoperative plans have to be updated using intraoperative images.

In breast biopsy for cancer diagnosis and treatment, lesions are preoperatively identified

and localized using MR or CT images in supine position [11, 12]. However, MR-guided

breast biopsy is usually performed while the patient is in a prone position. Furthermore, the

breast is immobilized by compression to prevent any shift during the needle insertion [12].

Therefore, pre-treatment plans have to be updated during the procedure by co-registering

pre and intraoperative images to account for the movement and deformation of the tissue. A

significant shape change also occurs between pre and intraoperative images in MR-guided

prostate brachytherapy or ablation therapy. Preoperative imaging is usually conducted with

the patient in supine position using an endorectal coil [13]. Intraoperatively, the patient is

in the lithotomy position with a rectal obturator in place [13, 14]. The difference in the

volume of the bladder is also another source of deformation between pre and intraoperative

images. To improve the information content of intraoperative images and better visualize

substructures of the prostate during the operation, preoperative high-field MR images need

to be registered to low-resolution low-field intraoperative images. Lesion outlines and the

3
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targeted area can then be updated in intraoperative images accordingly [14].

Intraoperative MRI or CT imaging is difficult and often impossible to achieve in image-

guided interventional procedures for several reasons. MRI scanners are not compatible

with many other equipment and surgical instruments in the operation room. To limit ex-

posure to the ionizing radiation, CT imaging cannot be used while the operation is being

performed. Limited space inside the imaging machine also restricts surgeon’s access to

the operating field. Moreover, long acquisition and processing times make it difficult to

have high-resolution images at sufficiently high update rates during the procedure. MRI

has very few known harmful effects on the human body compared to X-ray and nuclear

imaging. This has motivated engineers and scientists to develop technologies for utilizing

MRI in interventional radiology. During the last decade, many dedicated interventional

MRI systems have been developed for minimally invasive procedures, e.g. see [12, 15–17].

The cost of these systems is very high, primarily due to the limitations concerning the types

of material that could be used inside MRI machines. Interventional MRI systems acquire

one or a few image slices from certain orientations from the patient’s body during the pro-

cedure [18]. These few image slices would only provide limited information compared

to what is available from preoperative high-resolution image volumes [15]. Furthermore,

signal-to-noise ratio (SNR) in interventional images is lower than diagnostic MR images.

This is due to the weaker magnetic field of the open magnets used in interventional imaging

compared to that of conventional diagnostic imaging systems [15].

US as an intraoperative imaging technique is safe for both the patient and the radiolo-

gist. US can also be easily used in the operating room with other equipment. US images are

essentially 2D tomographic images captured with small transducers. 3D US images can be
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constructed using several 2D slices in different orientations. This is accomplished by spe-

cial 3D transducers or by a 2D probe sweeping the object using a mechanical device [19].

US has been widely used in interventional procedures such as image-guided biopsy [20]

and ablation therapy [21, 22] due to its low cost, availability and fast acquisition time.

However, this imaging technique has some significant limitations. US has a very limited

field of view and the quality of its images is inferior to MR or CT images. US images have

low SNR and often suffer from artifacts and speckle noise. This reduces US sensitivity in

detecting relatively small lesions and tumors.

To take advantage of high-resolution MR/CT imaging systems during medical proce-

dures, preoperative image volumes can be registered to the limited (e.g., low quality, low

resolution, one of a few sparse image slices) but real-time data, e.g., interventional MRI or

US images. This co-registration would help the medical practitioner form a comprehensive

understanding of the underlying tissue. Operational plans can also be updated accordingly

based on the registered images. The development of a method for non-rigidly register-

ing images of different modalities and dimensions can be very valuable in various medical

applications such as disease diagnosis, therapies, monitoring, and minimally invasive pro-

cedures.

1.2 Problem Statement and Thesis Objectives

Image registration is a fundamental task in medical image analysis whenever more than

one set of images are involved. Since there is no guarantee that the patient would be placed

exactly in the same position at different imaging sessions with respect to the imager co-

ordinate frame, images acquired at different times would not be spatially aligned. There-

fore, in order to compare images from different sessions or modalities, they need to be
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co-registered. Rigid body motion, in which the distances between all points in the images

are preserved, can be compensated using a rigid transformation with up to six parameters.

A rigid transformation is comprised of translations along and rotations about axes of the co-

ordinate frame. This mapping is the simplest registration which can be effectively applied

to rigid anatomical structures such as bones and skull. However, most organs in the human

body are non-rigid and deform due to internal and external loads. For instance, during the

respiration process, most organs in the abdominal region experience deformation to some

extent. The deformation may also be caused by the patient movement between imaging

sessions or by external devices such as imaging and surgical tools.

To register images with non-rigid morphological changes within the organs during the

imaging sessions, a more complicated function than a rigid transformation is needed. In

rigid registration, a single transformation is applied to all voxels/pixels of the source image

to match it with the target image. But, in non-rigid registration, ideally a deformation

vector field is determined for each image voxel/pixel. Applying the total deformation vector

field to the source image establishes a geometrical mapping between two images based

on a similarity/distance metric. Image registration is an ill-posed problem by itself [23],

meaning that several (infinite) solutions may exist for a given registration problem. Having

a very large number of degrees of freedom in deformable image registration renders it

into a complex and computationally intensive mathematical problem. Imposing constraints

on the deformation field could reduce the number of degrees of freedom and regularize

the problem to achieve a unique solution. Constraints can be static based on anatomical

landmarks or control points, or be in the form of a dynamic deformation model of a solid

body.

Intraoperative images are often in the form of 2D X-ray projection images, 2D slices of
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US images, or a sequence of sparse 2D tomographic MR images. X-ray projection images

are usually used in procedures involving bony structures. Most commonly, simulated X-

ray projection images called digitally reconstructed radiographs (DRRs) from preoprerative

3D MR/CT images are rigidly registered to intraoperative X-ray images [24]. Non-rigid

registration of preoperative volumetric image data to intraoperative 2D tomographic images

is more challenging and of great importance. Most of the previously developed 3D-2D

registration methods employ a rigid transformation and try to find the best matching among

interpolated slices of preoperative images to 2D intraoperative images, e.g., see [15, 25].

Developing an automatic deformable registration method for matching preoperative image

volumes to 2D intraoperative images is critical for many medical imaging applications and

is subject of ongoing research.

The goal of this thesis is to develop a family of versatile deformable registration meth-

ods applicable to medical diagnosis and image-guided interventions. These registration

methods must meet the following requirements:

1. They should be able to align images from the same or different modalities.

2. They are expected to be automatic or at least require minimum manual intervention by

the physician.

3. They should be applicable to images from various soft tissues in the human body such

as breast, prostate, and liver, perhaps with some small modification in the algorithm.

4. They should be capable of aligning images of different dimensions, i.e., should be able

to handle 3D-3D and 3D-2D registration problems.

5. They should account for both static and dynamic tissue deformations. In a static defor-

mation scenario, the preoperative images are registered to the intraoperative images of a
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statically deformed tissue, whereas in a dynamic deformation scenario, the preoperative

images are registered to a sequence of 2D or 3D intraoperative images of a dynamically

deforming tissue over time.

1.3 Solution Approach and Thesis Contributions

A model of tissue deformation can incorporate image information from different orienta-

tions or different times into a common framework. Physics-based models relate geometry

and material properties of the objects to their dynamics considering applied loads, bound-

ary conditions and other constraints. These models are very useful in many simulation and

estimation applications as well as in soft tissue deformation modelling. In this thesis, a

new class of model-based deformable registration methods is proposed for the registration

of multi-modal and multi-dimension images. The proposed registration methods employ a

generic “dynamic” linear elastic model of the tissue deformation, discretized by the finite

element method (FEM). Rather than constructing a finite element (FE) mesh based on the

actual geometry of the tissue, registration methods utilize a cubic mesh of tetrahedral finite

elements for the creation of the deformation model. Dynamical modes of the deformation

model are decoupled based on a modal transformation of the state variables. Fast vibra-

tional modes of the decoupled model can be discarded to significantly reduce computations

with minimal impact on the registration results at a particular time scale relevant to the

application of interest.

First, a volumetric registration method is presented which estimates the deformation

field by balancing the internal elastic forces of the model against external image-derived

forces. In similar optimization-based methods in the literature, the registration is achieved

by minimizing a cost function comprised of an intensity-based similarity/distance measure
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and the weighted linear elastic energy of the model. Rather than finding the minimum of the

cost function using traditional optimization methods, in this thesis, the developed dynamic

deformation model is employed to solve the Euler-Lagrange equilibrium equations derived

from the cost function. The registration is achieved by iteratively solving the dynamic

deformation model over time in response to nodal forces derived from an intensity-based

similarity/distance measure. The steady-state equilibrium of the dynamic model would

minimize the cost function associated with the intensity-based image registration problem

which is regularized by the linear elastic energy of the deformation model. Discarding fast

vibrational modes of the dynamic model helps the solution to smoothly converge to the

equilibrium. The convergence of the reduced dynamic nonlinear system of equations is

usually faster than solving the static equations using other means [26].

The registration method described above can only be applied to 3D-3D registration

problems. Using a dynamic elastic deformation model, a general approach for automatic

deformable image registration is also presented in this thesis which deals with different

registration problems within a unified framework irrespective of the image modality and di-

mension. The problem of deformable image registration is approached from a new perspec-

tive, i.e., “state estimation” for dynamical systems. The registration is achieved through a

Kalman-like filtering process which incorporates information from the deformation model

and an observation error computed from an intensity-based similarity/distance measure.

Using the proposed approach, single and multiple-modality, 3D-3D and 3D-2D image reg-

istration problems with static or dynamic tissue deformation can all be treated in the same

framework.

The general flow of the proposed family of registration methods is shown in Figure 1.1.
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In this state estimation-based registration, the unknown states to be estimated are the posi-

tions and velocities of the nodal points of the volumetric finite element (FE) mesh based on

which the deformation model is constructed. In this framework, the intraoperative image

data sets are the sensor observations based on which the estimation of the current state of

deformation is carried out. At any time, the soft tissue undergoes deformation caused by

external applied loads or imaging and interventional tools. Real-time imaging of the de-

forming tissue provides a “reference image”. The reference image can be a 3D volume, or

a sparse sequence of 2D images (one or a few slices). The “template image” is the corre-

sponding image slices in the coordinate of the preoperative image volume. The states of

tissue deformation are estimated in an iterative algorithm. At each iteration, deformation

states are first predicted based on their estimates from the previous iteration using the dy-

namics of the deformation model. This prediction (time update) gives a priori estimate of

the deformation states (x̂−k ) based on which the displacement field of the template image

is predicted. The predicted deformation field is applied to the template image, and the

deformed template image is interpolated. A comparison between the reference image and

the deformed template image provides an observation prediction error. Estimation algo-

rithm updates the state estimates based on a correction term proportional to the observation

prediction error.

In this thesis, images are compared based on various intensity-based similarity/distance

measures including sum of squared differences (SSD), correlation ratio (CR), normalized

correlation coefficient (NCC), mutual information (MI) and modality independent neigh-

bourhood descriptor (MIND) for single and multi-modality image matching. The iterative

algorithm terminates when the relative change in the similarity/distance measure is less

than a given small number ε or the total iterations exceeds a maximum number.
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Figure 1.1: General flow of the iterative registration method based on the concept of dynamic state estimation.

The strengths and versatility of the proposed registration methods stem from a num-

ber of key differences with existing model-based deformable registration algorithms in the

literature which are summarized below.

a) Instead of a static model, a dynamic linear elastic deformation model is employed. This

allows for the registration of dynamically deforming tissue, e.g., during needle insertion,

from a sequence of (real-time) intraoperative images. Basically, the dynamic deforma-

tion model recursively correlates image information over time and provides the defor-

mation needed for matching preoperative and intraoperative images. In the case that
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tissue deformation is static, the algorithm simply converges to a steady-state solution.

b) No specific geometry information is computed from the preoperative images; instead,

a cubic or spherical volume discritized by tetrahedral finite elements is employed for

the registration. In most of the existing model-based deformable registration methods, a

geometrical model of the tissue is constructed from the segmented preoperative images.

Then, the geometrical model is associated to the material properties using linear or non-

linear equations. The model is deformed by solving the resulting system of equations

given the boundary conditions and applied loads/forces which are determined based on

the difference in the object surfaces and anatomical features extracted from preoperative

and intraoperative images [27–29]. Extracting surfaces and other image features from

preoperative and intraoperative image data is often difficult and unreliable, especially in

multi-modality image registration. Also, for constructing an accurate linear or nonlinear

model, mechanical properties of the tissue with all its substructures have to be quanti-

fied, which requires a good understanding of normal and pathological tissue properties.

Therefore, these methods involve image and tissue preprocessing steps, and possibly

manual interventions by specialists at high computational and time costs.

In the proposed methods in this thesis, the model can be geometrically and physically

inaccurate and still produce acceptable results. This is partly due to the fact that the

estimation process takes into account modelling and imaging uncertainties in the form

of unknown process and measurement disturbances. This makes the method applicable

to any soft tissue in the body such as breast, liver and prostate with relatively straight-

forward modifications in the deformation model and the observation prediction error.

c) Unlike other model-based registration methods, the deformation model in the proposed

methods is rather generic. In other words, the model is not patient specific and the same
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deformation model constructed for an organ, for instance the model for breast deforma-

tion, can be used for images acquired from any patient. Most of the previous work in the

literature construct a patient specific deformation model to warp the preoperative image

based on the deformation computed for the model [30–32]. However, developing an ac-

curate deformation model is very difficult because of the complex nonlinear behaviour

of the soft tissue inside the body, their heterogeneous texture and their interaction with

surrounding deformable tissues. The linear elastic model employed in the registration

method proposed in this thesis is determined based on two elasticity parameters [26].

The state-estimation framework allows uncertainty in the model parameters in the form

of process disturbances.

d) The proposed method requires no manual intervention or explicit feature extraction from

the images for the calculation of boundary conditions and external forces which are re-

quired in most model-based registration methods. The deformation estimation is car-

ried out merely based on the model and image intensity information. The observation

prediction error, which is used for estimating the deformation states, is automatically

computed based on the analytical gradient of the similarity/distance measure. It should

be noted that, extracted image features such as edges and surfaces can be easily utilized

in the algorithm to compute the observation prediction error. However, in this thesis,

registration is performed solely based on the grayscale information in the template (3D)

and reference (3D or 2D) images and does not involve pre- or post- processing of the

images.

e) The formulation of the registration as state estimation allows for a unified treatment of

the problem irrespective of the image modality and dimension. In other words, single-

modality, multiple-modality, 3D-3D and 3D-2D registration problems can all be solved
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within the same framework with the only difference being in the way the observation

prediction errors are calculated.

The main contributions of this thesis are as follows.

1. A FEM-based dynamic linear elastic deformation model is developed which uses a cu-

bic volume discritized by tetrahedral finite elements. Using the dynamic deformation

model, a 3D-3D registration method is proposed which estimates the deformation field

between images by balancing internal deformation forces of the elastic model against

external image-derived forces. The registration is achieved by iteratively solving the

dynamic deformation equations over time in response to nodal forces derived from

intensity-based similarity/distance measures between images. Fast vibrational modes

of the model are isolated using a canonical modal transformation and discarded without

significantly affecting the steady-state response of the system. The steady-state equi-

librium of the dynamic model represents the minimum of a cost function comprised

of the similarity/distance measure between images and the linear elastic energy of the

deformation model. The proposed method is used to register high-resolution 3D MR

images of a breast phantom to its compressed 3D high and low-resolution MR images.

The method is also evaluated in 3D-3D registration of MR images acquired from normal

and compressed actual breast tissue.

2. A generic class of deformable registration methods is proposed based on the philosophy

of state estimation for dynamical systems to register multi-modal and multi-dimensional

images. In this framework, a dynamic linear elastic deformation model describes the

tissue response under unknown external disturbance forces. The deformation of the

tissue is then estimated using a state estimator based on the deformation model and an

intensity-based similarity/distance measure between the template and reference images.
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3. An instance of the general state estimation-based registration is developed and exam-

ined for 3D-3D registration of volumetric images. The method is evaluated in 3D-3D

registration of normal and compressed MR images acquired from a breast phantom as

well as actual breast tissue. This scenario would be relevant in breast needle biopsy if

one were to register pre-treatment diagnostic images to intraoprative images right before

the needle insertion to locate the target in the intraoperative images.

4. An instance of the general state estimation-based registration algorithm is developed

to register preoperative 3D images to a sparse sequence of intraoperative 2D images

acquired from the tissue with static deformation. In this registration scenario, the de-

formation states of the tissue are estimated based on the deformation and observation

models to spatially correlate image information obtained from different cross-sections.

The method is evaluated in the registration of 3D MR images of a breast phantom to a

sequence of 2D MR images of the compressed phantom acquired from different cross-

sections. 3D MR images of the actual breast tissue are also registered to a sequence of

interventional 2D MR images acquired from the compressed breast.

5. An instance of the general state estimation-based registration algorithm is developed to

register preoperative image volumes to real-time intraoperative 2D images of a dynam-

ically deforming tissue. The states of tissue deformation is estimated over time using

the proposed method based on a sequence of real-time 2D images. This approach can

be used for real-time tracking of tissue deformation in image-guided interventions, e.g.,

breast biopsy or prostate ablation therapy. The proposed method is evaluated in tracking

a target sub-volume inside the breast tissue based on registering 3D preoperative images

to a sequence of real-time 2D MR images during a simulated MR-guided breast biopsy

experiment. Also, the dynamic deformation of a breast phantom is tracked over time
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based on 3D-2D MR-US image registration using the proposed method.

1.4 Thesis Organization

The rest of this thesis is organized as follows. Chapter 2 provides a brief review on ex-

isting imaging techniques, image registration methods and pertinent registration literature.

In Chapter 3, the FEM-based dynamic tissue deformation model is developed. In Chap-

ter 4, the dynamic deformation model is employed in an optimization-based registration

approach to register volumetric images. In Chapter 5, the model-based deformable im-

age registration problem is formulated as state estimation for dynamical systems. The

developed generic method is evaluated in 3D-3D registration of MR images in this chap-

ter. The state estimation-based registration method is employed in Chapter 6 to register

3D preoperative images to a sequence of 2D intraoperative images acquired from different

cross-sections of the tissue with static deformation. In Chapter 7, the proposed registration

method is employed to track the deformation of a soft tissue based on registration of 3D

preoperative MR images to real-time 2D MR/US images of a dynamically deforming tis-

sue. Chapter 8 discusses the results and computational aspects of the proposed registration

methods. In Chapter 9, the thesis is concluded and some possible directions for further

research are discussed.
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Chapter 2

Literature Review

This chapter reviews the literature on medical image registration techniques and other re-

lated work to subject matter of this thesis. First, a brief introduction to medical imaging

techniques is given. Next, image registration is defined and different aspects of registration

problems are discussed. Deformable image registration methods are also reviewed. Finally,

physical model-based image registration methods and their applications are discussed.

2.1 Medical Imaging

Medical imaging concerns creating images from the human body for clinical purposes.

Over the last four decades, medical imaging has been increasingly used for diagnosis,

treatment planing and monitoring disease progression. The origin of medical imaging dates

back to November 1895 when Wilhelm Conrad Roentgen first discovered the X-ray [33].

During his experiments, he observed that the new radiation could penetrate some solid ma-

terials like human flesh better than others like bone, and penetrated rays could be recorded

in photographic plates. Before that, physicians were relying on their senses to diagnose

illnesses and treat injuries. However, human senses are quite limited in their ability to
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provide information on an incredibly complex biological system such as the human body.

Internal organs are mostly inaccessible to these senses, and it is really difficult to discern

physiological and anatomical properties of the biological tissue based on the natural senses.

After the discovery of X-ray, many techniques were developed in the twentieth century

to acquire images from the internal organs of the human body. These images provide mas-

sive amount of information about the anatomy and physiology of the body, without being

physically invasive. Over the first half of the 1900s, X-ray imaging advanced and different

dedicated imaging systems were developed [33]. “Fluoroscopy” [34] is an imaging tech-

nique for obtaining real-time moving images from the internal structures of the patient.

Fluoroscopy uses X-rays and first was developed in 1920s. “Mammography” is another

imaging technology based on X-ray for acquiring high-resolution images of the breast and

is used in breast cancer diagnosis and treatment [35]. In the 1940s, “X-ray tomography”

was introduced to produce tomographic images [33]. “Tomograms” are image slices that

are obtained through the use of a penetrating wave. This technique is capable of imaging

a slice of the tissue without showing the over- or underlying tissues [36]. This is different

from conventional X-ray images which are acquired through projections. X-ray is also the

basis for “Angiography”, an imaging technique for visualizing inside of the blood vessels

and organs of the body, introduced in 1950s [37].

In 1950s nuclear medicine was first employed in diagnostic imaging tests. In nuclear

imaging, a small amount of radioactive material called “tracer” is injected into the body and

a specialized camera is used to detect the radiation (mostly gamma) from different parts of

the body and construct the image [1, 33]. Nuclear imaging based on organ-specific tracers

can determine the cause of a medical problem by identifying the physiological function

of the organ, whereas X-ray and other conventional radiological techniques only provide
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anatomical information about the body. “Positron emission tomography” (PET) is a mod-

ern nuclear imaging technique which produces three-dimensional (3D) images of the body.

A PET system detects pairs of gamma rays emitted indirectly in opposite directions by a

positron emitting isotope. Based on the arrival time of the emitted rays at the detectors

around the patients, the source of emission is localized and the image is constructed [1].

Ultrasound (US) imaging was first clinically used in 1970s and was developed for visu-

alization of internal organs without using ionizing radiation [33]. In this technique, sound

waves with a frequency above the audible range of normal human hearing pass through the

tissue and are reflected back by different structures in the body. Reflected signals are de-

tected by the US probe and tomographic images are created. US is a noninvasive imaging

method and is frequently used for visualizing abdominal region especially for fetal imag-

ing during pregnancy [33, 38]. Although the early US machines were bulky, the current

systems are the most portable and widespread imaging devices available; some are smaller

than a laptop computer. Figure 2.1 shows a clinical US system.

In early 1970s, digital computers entered into the world of medical imaging and accel-

erated the development of new imaging technologies. X-ray computed tomography (CT),

which was invented in 1973, creates multiple tomographic images of the body [1, 33].

X-ray beams passing through the body structures are processed in computers and a 3D vol-

umetric image is generated from a series of 2D images. Modern scanners often use a single

gantry system to acquired both CT and PET images sequentially in the same session from

the patient. This combined system, e.g., see Figure 2.2, is called PET/CT and allows two

sets of acquired images to be co-registered to create a single image for diagnostic applica-

tions [5]. Using this system, functional images obtained by PET are fused with structural

images captured by CT.
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Figure 2.1: SonixTouch, a touch screen ultrasound system [39]. This imaging system was used to acquire the
US data for MR/US registration in this thesis.

Magnetic resonance imaging (MRI) was developed during the 1970s to visualize inter-

nal structures of the body [33]. Unlike X-rays, MRI does not use ionizing radiations, but

rather takes advantages of the property of nuclear magnetic resonance to image nuclei of

atoms in the body. MRI produces images using a strong magnetic field, varying gradient

fields and radio frequency waves. Inside the varying magnetic field, some atomic nuclei

in the body produce radio frequency signals which can be detected by receiver coils. Nu-

clei at different locations resonate at different frequencies depending on the magnetic field

gradients. Therefore, spatial information of the different nuclei can be extracted from the
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Figure 2.2: Siemens Biograph 16 PET/CT, Imaging Research Centre, St. Josephs Healthcare, Hamilton, ON,
Canada. Photo’s courtesy of Dr. Michael D. Noseworthy.

measured signals using a Fourier analysis [33, 38]. The MRI machine which was used to

acquire images for this thesis research is shown in Figure 2.3. It is well known that MRI

differentiates soft tissue structures better that CT making it an important imaging technique

for diagnostic applications related to muscles, the brain, the heart and the breast. During

the 1990s superconducting magnets made it possible to have 1.5T (Tesla) and 3.0T MRI

machines. More powerful MRI scanners with 7T [40] and 9.4T [41] magnetic fields have

also being developed for research purposes. These high-field scanners yield a 2- to 3-fold

improvement in image SNR over 3.0T systems. They also enable an imaging resolution of

≈ 0.1 mm3 or 0.1µl which is ≈ 1µl on current clinical 1.5T or 3.0T [42].

2.2 Image Registration

Image registration is the process of aligning two sets of images to establish spatial cor-

respondence between their structures and features. These images could be acquired at
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Figure 2.3: General Electric (GE) Discovery MR750 3.0T, Imaging Research Centre, St. Josephs Healthcare,
Hamilton, ON, Canada. Photo’s courtesy of Dr. Michael D. Noseworthy.

different times, using different imaging techniques, or from different viewpoints. There-

fore, a mapping function has to be determined to relate one space to another. The mapping

function which is also called “transformation” is two dimensional for 2D images and three

dimensional for 3D images. Maurer and Fitzpatrick in [43] define “registration” as: “the

determination of a one-to-one mapping between the coordinates in one space and those in

another such that points in the two spaces that correspond to the same anatomical points

are mapped to each other”. In the literature, the image on which the transformation is ap-

plied is refered as “moving” or “template” image. The other image is called “target” or

“reference” image. A simple example of registering two images is given in Figure 2.4. In

this figure, a transformation is applied to the template (moving) image to align it with the
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Figure 2.4: A simple example of image registration.

reference (target) image. As can be seen from this figure, although the transformed tem-

plate image has a different intensity level, it is spatially aligned with the reference image.

The transformation is this simple example is a 45 degrees of clockwise rotation around the

center of the image. In this thesis, intraoperative images are referred by reference (R) and

preoperative images are referred by template (T ) images [42].

Given a reference image R and a template image T , image registration can be formu-

lated as an optimization problem. Basically, registration is finding a transformation or a

displacement field u, so that the transformed image T [u] is as similar as possible to R. The

objective function to be minimized is generally defined as

minimize
u

J(u) = I(R,T [u]) (2.1)
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where I is a measure of similarity or closeness between images and is defined as a distance

metric to be minimized. This measure, which is computed from the reference and template

images, forms the basis of the registration [44]. The registration can be based on extrinsic

factors such as fiducials (screw or skin markers), and frames and moulds which are inva-

sively or non-invasively attached to the body of interest. Intrinsic information of the image

used in registration includes anatomical and geometrical landmarks, curves, surfaces and

voxel/pixel intensity values. The similarity function I is defined in a way that the distance

between fiducial markers, curves, or surfaces in the transformed template image T [u] and

the reference image R is minimized at its optimal point. In purely intensity-based methods,

voxel/pixel intensity information in the images is compared through a similarity/distance

measure. Various similarity/distance measures have been developed for single and multi-

modality image registration problems among which SSD, CR, NCC, MI, and MIND are

considered in this thesis and will be defined later in the the thesis.

The transformation u can be rigid or non-rigid. Different non-linear functions could

be employed to match image spaces. Non-linearity makes the problem of image regis-

tration more complex and ill-posed. The optimal value for u in (2.1) has to result in a

realistic transformation or deformation. Registration problems especially those based on

image intensity often have more than one solution. A case example is shown in Figure 2.5.

Landmark-based registration (matching a→a, b→b, and c→c) would give a single solu-

tion for this problem which is a translation from bottom-left to top-right of the template

(T ) image. However, intensity-based registration would give two more solutions for the

problem. These solutions include a rotation (120, or 240 degrees) around the center and

then a translation which basically are all rigid transformations. In non-rigid registration,

more complex transformation functions would provide solutions many of which may be
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Figure 2.5: An example of an ill-posed image registration problem.

physically non-realistic.

To achieve reasonable and realistic solutions, the problem of image registration can be

constrained based on the physical and geometrical properties of the body. For instance,

the constraint in the example of Figure 2.5 can be in the form of a penalty function on the

rotational parameter. These constrains can be mathematically formulated and added to the

equation (2.1) as

minimize
u

J(u) = I(R,T [u]) +γS (u); γ ∈ <+ (2.2)

where S (u) is called the regularization function. γ balances the importance of the regu-

larization term compared to the similarity/distance measure. The cost function in Equa-

tion (2.2) can be minimized using different numerical or analytical optimization methods

to find the optimal mapping (transformation) function u between images. The final step

of the registration is to apply the mapping function to the template image in order to align

with the reference image. An appropriate interpolation technique has to be employed to

compute the transformed image in non-integer coordinates.

Based on what was discussed in this section, in majority of registration methods, the
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following questions need to be addressed.

1. Nature of registration basis: The nature of registration basis needs to be determined

based on the modalities and dimensions of the reference and template images. In

feature-based registration, correspondence between identified landmarks has to be es-

tablished. These methods are suitable for images with enough distinctive and detectable

features. Surfaces, structure, and curves also need especial descriptors to be mapped in

two images. However, extracting these features and landmarks can be difficult especially

in multi-modal images and often needs manual data extraction by the radiologist.

Intensity-based similarity/distance metrics often require no preprocessing. However,

care needs to be taken in selecting the similarity/distance measure suitable for image

registration considering the image modality and the tissue. Intensity-based similari-

ty/distance measures for intermodality image registration are subject of active research.

2. Mapping function: Mapping function depends on the tissue and the nature of mismatch

between images. Rigid transformation is more suitable for bony and stiff structures

such as pelvis and femur. Nonlinear mapping functions and deformable models can be

used for non-rigid registration of images acquired from soft tissues such as breast, liver,

prostate and brain.

3. Regularization: The regularizer term in (2.2) is intended to make the registration prob-

lem well-posed, i.e., to ensure the existence of a unique solution preferably through

a convex cost function. However, excessively restrictive regularizers may lead to an

unfavorable registration.

4. Interpolation methods and optimization: Smoothness of the cost function depends on

image resampling and interpolation techniques used. The method of optimization needs
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to be determined in conjunction with the interpolation technique and the employed reg-

ularizer. A trade-off between the computational complexity and the accuracy of the

interpolation technique should also be considered depending on the application.

The remainder of this chapter surveys different registration methods and touches upon

various aspects of the problem.

2.3 Basis of Registration

2.3.1 Registration based on Extrinsic Properties

In the registration methods based on extrinsic properties, artificial objects which are de-

tectable in both pre and intraoperative images are attached to the patient’s body. Stereotac-

tic frame systems usually use a “V” or “N” shape markers rigidly screwed to the patient’s

outer skull [45, 46]. This system, if enough cross-section of the markers are visible in the

tomographic images, can relate the image space to the physical coordinate space during

neurosurgery. Screw-mounted markers are other invasive objects that are used for the reg-

istration of images from different modalities [47, 48]. Skin markers, which are affixed to

the patient’s skin, are less invasive than to screw-mounted markers. In [49], external refer-

ence markers are used for the correction of head rotation in brain single-photon emission

tomography. In [50], fiducial skin markers taped to the surface of the breast to help track

its movement and deformation.

Most extrinsic methods employ rigid or affine transformation for point-to-point reg-

istration and do not utilize patient related image information. As a result, the registra-

tion parameters can be computed explicitly and there is no need for complex optimization

methods. Furthermore, extrinsic markers can be designed such that they can be identified
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automatically in multiple modality images. The distance between corresponding markers

after registration is called “fiducial registration error” (FER). It has been shown that this

error is proportional to the “fiducial localization error” (FLE), i.e., the error in determining

the position of markers [51, 52], which is typically half the size of pixels/voxels for ex-

trinsic landmarks [53]. Since extrinsic methods are often invasive and are constrained with

rigid motion transformations, their application is usually limited to brain and orthopedic

imaging [54].

2.3.2 Landmark-based Registration Methods

Landmark-based registration relies on salient points called “anatomical landmarks” or “fidu-

cials” identified from the intrinsic image content. The points are typically outstanding fea-

tures of an image, e.g., the point of maximal curvature, center of a lesion, corners, and the

bifurcation point of vessels. Identifying the location of landmarks in two sets of images is a

sophisticated task especially in multimodal images, and requires an expert’s manual inter-

vention. Identified matching landmarks in two set of images can be registered using either

a least squares fit or an interpolation function [55]. To find the least-squares fit, Evans et

al. [52] used the method of singular value decomposition (SVD) to register PET and MR

brain images. The same method was used by Hill et al. [56] to register CT and MR skull

base images. Although landmark-based methods are mostly employed for finding rigid

or affine transformations, they can also be instrumental in finding more complex transfor-

mations provided that a large set of points are identified. In [57], first and second order

polynomials are used for landmark-based registration of abdominal MR images. In order

to constrain the problem and reduce the number of degrees of freedom in the deformation

field, basis functions are employed to form a mathematical deformation model. In [58],
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a landmark-based registration method using Gaussian radial basis functions (RBF) as a

regularizer is proposed, which ensures the smoothness and invertibility of the transforma-

tion. In this method RBF coefficients are calculated by solving a system of linear equations

rather than using a numerical optimization approach. Also, Rohr et al. [59] elastically

registered brain MR images using thin-plate spline approximation based on anatomical

landmarks. Various smooth landmark-based registration schemes with numerical methods

are explained in [23, 60].

To assess the accuracy of intrinsic landmark-based methods, distances between corre-

sponding landmark points after registrationis are measured. These points are different from

those which are used for the registration and are called “targets”. The registration error is

also called “target registration error” (TRE). TRE is proportional to FLE and is inversely

proportional to the square root of the number of fiducials used for the registration [47].

FLE for intrinsic landmarks is roughly twice the size of pixels/voxels which is larger than

that of extrinsic landmarks. Therefore, to reduce the TRE, the number of intrinsic fiducials

has to be increased.

2.3.3 Registration based on Curves and Surfaces

Curves, planes, and surfaces extracted from images can also be used as matching bases in

image registration. These features are obtained automatically or semi-automatically in a

step prior to the registration. Ayache et al. [61] used crest lines on the object surfaces to

match 3D CT skull images. They extracted the crest lines by computing up to third or-

der derivatives of the image intensity function and approximated them by spline curves to

compute a number of differential invariants at each point. They claimed that the crest lines

are stable with respect to rigid transformation and the registration method is accurate and
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robust. In [62] an open curve matching method is proposed to match 2D curves which do

not have well-defined end points. First, the overlap between corresponding curves is deter-

mined based on a search algorithm on the local curvatures and then a number of point pairs

are generated that are used in a direct point-to-point matching algorithm. Furthermore,

Charnoz et al. [63] proposed a tree matching algorithm for intra-patient vascular system

based on registering edges and nodes extracted from liver CT images.

The surfaces of organs are anatomical structures which can be extracted from multi-

modal images and used in image registration. Extracted surfaces are widely used to form

rigid and deformable models in different applications. The “head-hat” method proposed

by Chen, Pelizzari and others [64–67] is one of the successful surface-based registration

methods which currently is in clinical use. This method registers CT, PET, and MRI to-

mographic images of the brain. In this method, a surface model called “head” is extracted

from images based on the head surface. This model is registered iteratively to a set of points

called “hat” extracted from contours in the other image using a rigid or affine transforma-

tion. Some user involvement may be required to improve segmentation performance and

avoid local minina in the search algorithm. In [68], Chow et al. formulated surface regis-

tration of human skull and vertebra as an optimization problem and solved it by a dynamic

genetic algorithm. An algorithmic overview of surface registration techniques in medi-

cal imaging is given in [69]. It should be noted that the performance of these registration

algorithms depends on the accuracy of the image segmentation method used.

Although the application of surface registration is well established in brain and ortho-

pedic imaging, these same methods are not applicable to soft tissue imaging. However,

deformable models based on segmented edges and surfaces are used in image registration.

These models are constructed based on geometrical information obtained from one image
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and using elastic deformation formulation. The template model is then deformed to match

the other image. Ferrant et al. [29, 70] used a deformable surface matching algorithm for

non-rigid registration of 3D MR images of the brain. They iteratively deformed the surface

model based on preoperative 3D images to match cortical surface and the lateral ventricles

in intraoperative image sequences showing brain shift. Then, they obtained a volumet-

ric deformation field from displacements at the boundary surfaces using a linear elastic FE

model. A surface model-based deformable registration method was also developed by Kaus

et al. [71] to register 3D CT images of the lung and liver images in radiation therapy plan-

ning. They segmented both pre and intraoperative images and constructed 3D triangular

surface meshes. Based on the deformation obtained for certain vertex points in the meshes,

they employed various interpolation methods to estimate the volumetric deformation field.

2.3.4 Registration based on Image Intensity

Voxel/pixel intensities can be directly used for image registration with no prior feature iden-

tification. The principal-axes or moment-based method introduced by Alpert et al. [72] is

an example of image intensity-based registration which employs reduced information rather

than the whole image voxels/pixels data. In this method, registration is carried out by align-

ing the image centers of mass and their principal orientations (axes). The center of mass

and principal axes are image zeroth and first-order moments respectively [73]. Although

matching principal axes provides exact registration for an object with a rigid transformation

(rotation and translation), for non-rigid objects this method may result in an approximate

solution. Moments computed for segmented binary volumes produce acceptable results in

many applications.
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Intensity-based methods using whole image content are widely popular in various med-

ical applications. At the expense of computational cost, these methods employ all available

image information; they can be applied to single and multiple modality images using any

type of transformation. A similarity/distance metric can be directly computed from the

image voxel/pixel gray-scale values or indirectly, e.g., image gradients, which are derived

from the image intensity content. Some of the widely used similarity/distance metrics as

well as most recently developed intensity-based measures are briefly reviewed here.

• Measures based on intensity differences

Comparing two images, an intuitive and simple measure of similarity/distance measure

is the difference of image intensities. Sum of squared differences (SSD) between images

is one of the simplest similarity/distance measures which is minimized in the registration

process. The average SSD between the reference (R) and the transformed template image

(T [u]) is defined as follows

SSD(u) =
1
n

n∑
i=1

(
Ri−Ti[u]

)2
(2.3)

where n in the number of voxels/pixels in the overlap area between images. Viola in [74]

showed that SSD is an optimum measure when the only difference between images after

registration is additive Gaussian noise. This restricts the application of this metric to sin-

gle modality images. SSD is widely used for the registration of MR images [8, 75]. The

definition of distance measure in (2.3) makes it highly sensitive to a small number of voxel-

s/pixels which have a large intensity difference in two images (e.g., because of the contrast

agent). This effect can be mitigated using the sum of absolute differences (SAD) defined
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as [76]

SAD(u) =
1
n

n∑
i=1

∣∣∣∣Ri−Ti[u]
∣∣∣∣ (2.4)

• Measures based on correlation techniques

A quick method to approximately evaluate the degree of dependence between two im-

ages assuming their intensity values as random variables is to compute their correlation

coefficient (CC). In case image intensities in two images have a linear relationship, CC

would provide the optimum similarity/distance metric. The CC is defined as

CC(u) =
Cov

(
R,T [u]

)√
Var

(
R
)
Var

(
T [u]

) =

∑n
i=1

(
Ri−R

)(
Ti[u]−T [u]

)√∑n
i=1

(
Ri−R

)2 ∑n
i=1

(
Ti[u]−T [u]

)2
(2.5)

where Var and Cov represent variance and covariance, and R and T [u] are the mean

voxel/pixel intensity value in the reference and transformed template images. Since CC

measures linear dependency between variables, it is mostly used in intramodality registra-

tion [77, 78]. Kaneko et al. [79] computed CC for selective voxels/pixels in order to match

images under ill-conditioned illumination or partial occlusion.

Correlation ratio (CR) as a similarity measure between images is a measure of func-

tional dependence between them and was introduced by Roche et al. [80, 81]. CR between

two images is defined as [80]

CR(u) =
Var[E[T [u] | R]]

Var[T [u]]
(2.6)

where Var[E[T [u] | R]] is the variance of the conditional expectation E[T [u] | R] and mea-

sures the part of T [u] which is predicted by R. Equation (2.6) can intuitively be explained
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as the portion of energy in T [u] which is explained by R. In [82], CR is generalized to take

into account the nature of US images. They used a modulus of the MR image gradient as

an additional explanatory variable in registering preoperative MR images of the brain to

its 3D intraoperative US images. CC and CR are both bounded between 0 and 1 (1 for the

perfect match) and both metrics are available in most image registration software packages.

• Information theoretic measures

A statistical relationship might be an alternative to the functional dependency between

images which sometimes happens to be too restrictive. In 1948, Shannon et al. [83] intro-

duced a measure of uncertainty for an event, called “Shannon entropy”. For a variable X

occurring n times with probabilities p1, ..., pn, Shannon entropy is defined as

H = −EX[log(p)] =

n∑
i=1

−pi log(pi) (2.7)

The Shannon entropy can be computed for an image to measure the distribution of the

gray values of the image. Basically, the entropy of an image represents the amount of

information a gray value of the image as an event provides when it takes place and the

uncertainty about the outcome of that event [84]. It also tells how disperse the probabilities

of the gray values are. Assuming template T and reference R images as random variables,

the dependency between them can be defined based on their conditional and joint entropy

defined as follows [74]

H(T | R) = ER[ET [log(p(T | R))]] (2.8)

H(T,R) = ER[ET [log(p(T,R))]] (2.9)
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where conditional entropy in (2.8) is a measure of the randomness of T given information

about R. Joint entropy can be expressed in terms of marginal and conditional entropy as

follows

H(T , R) = H(T | R) + H(R) (2.10)

As T becomes more dependent on R, H(T | R) becomes smaller. However, a small value

of H(T | R) may not necessarily imply dependency of T and R, since it could be due to a

small H(T ) [74]. “Mutual information” (MI) between two images, which is a measure of

reduction in the entropy of T given R is defined as

MI(T,R) = H(T )−H(T | R) = H(T ) + H(R)−H(T,R) = MI(R,T ) (2.11)

The last equality in (2.11) implies that minimizing the joint entropy would result in

maximizing the MI between images. MI based on the joint marginal probability distribution

of images is defined as [84, 85]

MI(R,T ) =
∑
r,t

p(r, t) log
p(r, t)

p(r)p(t)
(2.12)

MI and joint entropy need to be computed in the overlapping area between images and as

a result both are sensitive to the size and contents of the overlap. However, since MI is

comprised of marginal entropies H(T ) and H(R), it is less sensitive to overlapping region

than joint entropy [86]. Studholme et al. [87] showed that with increasing missregistration

as a result of decreasing overlap, the MI measure may increase. This happens when the sum

of marginal entropies increases faster than the joint entropy. They proposed normalized
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mutual information (NMI) defined as

NMI(R,T ) =
H(R) + H(T )

H(R,T )
(2.13)

which is less sensitive to changes in the overlap region. NMI takes values between 0 and

2 where the upper bound happens when two images are identical. It should be noted that

CC, CR, MI and NMI are similarity measures and are maximized during the registration

process. Therefore, their values with a negative sign have to be used in the formulation of

Equation (2.2).

Mutual information is probably the most widely used intensity-based similarity metric

especially for multimodal image registration in the literature. Rueckert et al. [88] non-

rigidly registered contrast enhanced breast MRI images using NMI. Luan et al. [89] pro-

posed a quantitative-qualitative measure of MI (Q-MI) for multimodal image registration.

The new similarity measure considers both image intensity distribution and the utility of

voxels [89]. They claimed that, Q-MI based registration is more robust compared to the

conventional MI-based methods and provides a smoother cost function with a relatively

large capture range in rigid registration of the brain MR, CT and PET images. MI-based

rigid and non-rigid registrations of US volumes obtained from abdominal and thoracic or-

gans were also investigated in [90]. Furthermore, Tomazevic et al. [91] added spatial infor-

mation in the form of local intensity changes to a global intensity matching function based

on MI. They tested the proposed similarity measure in the registration of spine MR-CT

images as well as brain MR-PET images.

It has been reported in several articles that MI and NMI result in reliable outcome

if the overlapping region provides enough information about the images. Andronache et

al. in [92] showed that MI does not produce reliable results for small-sized images and

37



Ph.D. Thesis - B. Marami; McMaster University - Electrical and Computer Engineering

local image patches. They also reported that local joint intensity histogram of sub-images

allows more robust and computationally efficient correlation coefficients (CC) for image

matching. Also, Roche et al. [80] showed that correlation ratio (CR) is more robust than

mutual information in rigid registration of MR, CT and PET low-resolution images.

• Other intensity-based similarity/distance measures

Developing a comprehensive intensity-based similarity/distance measure applicable to

multimodality image registration is still a challenge and there is no universal metric which

can be applied for all types of image registration problems. The problem becomes even

more challenging when one of the images contains artifacts and has lower signal to noise

ratio (SNR), e.g., in US imaging. In addition to the similarity/distance measures discussed

above, quite a few other metrics have been developed in recent years most of which are

application dependent and can be applied only to specific image modalities. Roche et al.

in [93] developed a similarity measure generalizing CR to incorporate multivariate infor-

mation from the preoperative MR data. They used the gray value for each voxel along

with the intensity gradient at each point to estimate a polynomial function to compute the

remapped MR image data. Then, they registered a remapped MR to intraoperative US

images based on CR. In [94], Haber et al. instead of using the gray value at each point,

computed the normalized gradient of the image to derive intensity change at each point.

In order to align images, they minimized the norm of the cross-product or maximized the

square of the dot-product between gradients in two images. The proposed similarity/dis-

tance measure was employed for the registration of MR T1 and T2 brain images in [94]

and for the registration of 3D CT and US liver images in [95].

Adding structural and spatial information to image intensities in the computation of

similarity/distance measures has also been investigated before. Loeckx et al. [96] proposed
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a similarity measure called “conditional mutual information” (cMI) using a 3D histogram

incorporating intensity dimensions in two images as well as a spatial dimension expressing

the location of the joint intensity pair. They showed that cMI outperforms the classical

MI specially in non-rigid registration. A deformable registration via attribute matching

and mutual-saliency (DRAMMS) weighting for multimodal image matching was proposed

in [97]. DRAMMS renders each voxel by a set of multi-scale and multi-resolution at-

tributes which reflect the anatomical and geometric context around the voxel. Moreover,

DRAMMS assigns higher weights to those voxels having higher ability to establish corre-

spondence between images using weighting maps called “mutual saliency”. More recently,

Heinrich et al. [98] proposed an intensity-based similarity/distance metric called modal-

ity independent neighbourhood descriptor (MIND). MIND is based on similarity of small

image patches and compares distinctive structures in a local neighbourhood. This makes

MIND independent from image modalities. Simple image similarity/distance metrics such

as SSD [98] or CC [99] can be employed to compare locally extracted descriptors in two

images. In this thesis, MIND is used in the registration of 3D preoperative MR images

to 2D real-time US images of a realistic breast phantom. This similarity/distance measure

will be discussed in details in Chapter 7.

2.3.5 Registration based on Frequency Domain Analysis

Several properties of the Fourier transform such as translation, rotation, reflection, and

scaling can be exploited and utilized in image registration. Image information in the fre-

quency domain can be utilized to register multiple images. Although frequency domain-

based methods are more robust than intensity-based methods with respect to disturbances
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and frequency-dependent noises, they are only applicable to images with rigid misalign-

ment [100]. De Castor et al. [101] proposed a frequency-based technique for the registra-

tion of images which are translated and rotated with respect to each other. Liu et al. [102]

introduced a method for matching images with large non-overlapping field of view. They

rigidly aligned images with matching dominant local frequency image representations. A

robust scale-invariant image registration method based on fast fourier transform (FFT) was

also presented in [103]. This method estimates relative translation, rotation and scaling

parameters using FFT-based correlation.

2.4 Transformation/Mapping Functions

The geometric relationship between voxels/pixels in two images is modeled through “trans-

formation function”. The transformation function not only takes into account the physical

movement and deformation of the imaged object, but also deals with any possible geomet-

ric distortion between images. If there is no distortion in the images and the imaged object

is rotated and translated, a rigid transformation function can be used to map two images.

Such a function mapping image coordinates 1 to image coordinates 2 in 2D can be written

as

 x2

y2

 =

 cosθ −sinθ

sinθ cosθ


 x1

y1

+

 tx

ty

 (2.14)

where tx and ty are translations along the x and y directions respectively, and θ is the rotation

angle about the axis perpendicular to the image plane. With rigid transformation, the overall

geometric relationship between points do not change, i.e., angles and lengths are preserved.

The rigid transformation function for 3D images is comprised of three translational
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parameters along three axes, i.e., tx, ty, and tz as well as three rotational parameters around

those axes, i.e., θx, θy, and θz. The rigid 3D transformation maps two coordinates as follows


x2

y2

z2

 = R(θx, θy, θz)


x1

y1

z1

+


tx

ty

tz

 (2.15)

where R(θx, θy, θz) is a 3×3 matrix computed as

R(θx, θy, θz) =


cosθz −sinθz 0

sinθz cosθz 0

0 0 1




cosθy 0 sinθy

0 1 0

−sinθy 0 cosθy




1 0 0

0 cosθx −sinθx

0 sinθx cosθx

 (2.16)

Rigid transformation is often used for the registration of images obtained from bony struc-

tures such as skull [82] and vertebra [104]. In non-rigid registration methods, a rigid trans-

formation based alignment is usually performed first to bring the images as close as pos-

sible prior to the application of the deformable registration galgorithm. Rigid registration

can also provide fast and robust results for images of non-rigid tissue with small deforma-

tion [105, 106].

Affine transformation is the simplest non-rigid mapping function which can account for

other spatial distortions such as shearing and scaling [107, 107]. The general 2D affine

transformation is defined as

 x2

y2

 =

 a11 a12

a21 a22


 x1

y1

+

 tx

ty

 (2.17)
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The affine transformation in 3D has 12 parameters which accounts for rigid body transfor-

mations, shears and aspect ratio changes (scaling) as follows


x2

y2

z2

 =


a11 a12 a13

a21 a22 a23

a31 a32 a33




x1

y1

z1

+


tx

ty

tz

 (2.18)

With this transformation, angles and lengths are no longer preserved but straight lines par-

allelism remains unchanged. Affine registration can also be employed for initial alignment

of medical images prior to deformable registration. Rather than using a global transforma-

tion, multiple affine transformations can be employed locally to non-rigidly register images.

This technique is called piecewise affine registration where local affine transformations are

embedded in a deformable or elastic model to ensure smoothness of the deformation [108–

110].

Projective transformation is another non-rigid transformation which accounts for the

distortion related to projected images. Projective transformation mapping coordinates 1 to

coordinates 2 in 2D is defines as [111]

x2 =
a11x1 + a12y1 + a13

b1x1 + b2y1 + b3
(2.19)

y2 =
a21x1 + a22y1 + a23

b1x1 + b2y1 + b3
(2.20)

When a 3D scene is projected through an optical imaging system to a 2D plane, the resulting

distortion is called perspective. Perspective transformation from 3D to 2D can be expressed
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as

x2 =
a11x1 + a12y1 + a13

b1x1 + b2y1 + b3z1
(2.21)

y2 =
a21x1 + a22y1 + a23

b1x1 + b2y1 + b3z1
(2.22)

where a and b terms are determined based on the registration method. In the projective and

perspective transformations parallelism in lines and angles are not preserved, but straight

lines are still straight. A 3D-2D projective registration method is proposed in [112] to

register free-form curves and surfaces.

Transformation functions that map straight line to curves are called curved or de-

formable transformations. In 2D, this type of transformations can be formulated as

 x2

y2

 =

 f (x1,y1)

g(x1,y1)

 (2.23)

where f (.) and g(.) are nonlinear functions mapping the two coordinates. Polynomial func-

tions are examples of global transformation functions which are used in non-rigid registra-

tion of medical [113] and airborne images [114]. Most nonlinear transformation functions

in the literature are inspired from the interpolation theory [115]. In this theory, displace-

ments of image voxels/pixels are interpolated using an interpolation function based on a

limited set of known displacements. Using this concept, the transformation function ap-

proximates the known displacements having low degrees of freedom, which facilitates pa-

rameters inference. Radial basis functions (RBFs) are widely used for interpolation strate-

gies. Using RBFs, the displacement at point x, i.e., u(x) is given as a linear combination of
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translated radially symmetric functions plus a low-degree polynomial as

u(x) = Ax + t +

N∑
i=1

ωiφ(‖x−pi‖) (2.24)

where φ(.) is called the basis function centered at the known sample points p. These sample

points are often called “control points”. A comprehensive study of RBFs in non-rigid image

registration is given in [116]. RBFs are able to interpolate image displacements based on

known displacements at irregular control points. However, similar to polynomial functions,

RBFs give global deformation field, i.e., the deformation at one control point affects points

in the whole image.

Thin-plate splines (TPS) [117] are the most popular form of RBFs. The radial basis

term of TPS in 2D is in the form of

φ(‖x−pi‖) = ‖x−pi‖
2log(‖x−pi‖) (2.25)

It takes a simpler form in 3D as [117]

φ(‖x−pi‖) = ‖x−pi‖. (2.26)

TPS can be interpreted as a very thin plate which is fixed at control points in the reference

image. The TPS minimizes the bending energy of the whole image and the solution can be

obtained in a closed-form [115]. TPS-based registration with infinite boundary condition

provides a global support. Jing et al. [118] proposed a compact support TPS algorithm to

improve registration of local deformations. Furthermore, an extension of TPS-based reg-

istration was proposed in [119] to control the spatial influence of acting forces and thus
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the locality of the transformation. It should be noted that the transformations obtained

based on TPS defined in (2.25) or (2.26) from one image domain to another are not inverse

consistent. Marsland et al. [120] proposed polyharmonic clamped-plate splines which min-

imize the same energy as TPS under specific boundary condition; but, the resulting dense

deformation is diffeomorphic.

Gaussian functions are other RBFs that are used for approximating deformation as

φ(‖x−pi‖) = e−
‖x−pi‖

2

σ2 (2.27)

where σ controls the spatial influence of the Gaussian kernel. Shen et al. [121] used Gaus-

sian functions to approximate elastic deformation in the registration of brain MR images

based on matching geometric moment invariants. Another family of RBFs providing global

support is called multi-quadratics [122] and is defined as

φ(‖x−pi‖) =
(
‖x−pi‖

2 + d2
) µ

2 (2.28)

Here d controls the smoothness of the deformation and µ is a non-negative scalar.

Free-form deformation (FFD) is another type of transformation models which first was

proposed by Rueckert et al. [8] for non-rigid registration of breast MR images. While the

global motion of the breast is modeled by an affine transformation, the local deformation

is described by a FFD based on B-splines. In this method, a 3D grid of control points with

uniform spacing is superimposed on the image and the dense deformation of the image is

formulated as a summation of tensor products of univariate splines [8]. Using this model of

deformation, the displacement in the control points only affects the local neighbourhood of
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the point which makes it suitable for capturing local deformations with few degrees of free-

dom. Rueckert et al. developed a diffeomorphic registration method based on FFD in [77],

ensuring that individual B-spline-based deformations are one-to-one transformations. FFD

models are well established and have been frequently used in non-rigid image registration

applications in the past [123–125]. In order to improve their accuracy, the number of con-

trol points needs to be increased which increases the computations. Implementation of

registration algorithms on graphics processing units (GPUs) is a promising approach for

speeding up their computations [126].

2.5 Regularization Methods

Ill-posed mathematical problems have a very old history. Despite Hadamard’s belief [127]

that ill-posed problems could not happen in physical systems, nowadays they in fact can

arise in many areas of science and engineering. Image registration is usually ill-posed and

needs regularization in order to obtain a reasonable solution [23] and prevent folds and

tears in images.

The problem of registering two images is formulated as a regularized minimization of

a similarity/distance measure between images in (2.2). Using the concept of calculus of

variations, the objective function can be minimized by solving a nonhomogeneous system

of differential Equations [128, 129]. The variational derivatives of the regularizer provide

the partial differential equations. Driving forces in the Euler-Lagrange equations are also

the results of variational derivatives of the similarity/distance measure [129]. Various regu-

larizers have been reported in the literature for non-rigid image registration. The choice of

regularizer depends on the application, similarity/distance measure, and available bound-

ary conditions for the problem. A group of standard regularizers used in nonparametric
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image registration and their partial differential operators are given in [129]. Modersitzky

[23, 60] discusses numerical implementation of L2-norm based regularizers some of which

are reviewed here.

The diffusion regularizer proposed in [130] measures variations in the displacement

field u and is employed for the registration of brain MR images [131]. Curvature regular-

izer [132] is based on second-order derivative of the displacement field u and has been used

for non-rigid registration of brain MR images [133] and MR mammography images [134].

Elastic regularizer, which is probably the most commonly used regularization term in im-

age registration, measures the energy resulted from deforming an elastic material [135].

It should be noted that in diffusion and curvature regularizers, the regularization energy is

sum of independent energies on each coordinate of the transformation. But, in the elastic

regularizer, the coordinates are dependent, and the regularization strength as well as the

coupling between coordinates are controlled by two parameters [129, 136]. Fluid regular-

izer [137] is the same as elastic regularizer in formulation, but in fluid models the strain

depends on the rate of change in the displacement field. In other words, while elastic mod-

els are characterized by the spatial smoothing of the displacement field, fluid models are

defined by the spatial smoothing of the velocity field [23, 129].

2.6 Interpolation Methods and Optimization

In image registration algorithms, the template image is transformed to match the refer-

ence image through a backward mapping. The forward mapping which transforms each

voxel/pixel of the template image is complicated to implement and may produce holes or

overlaps in the transformed image. In backward mapping, the regular grid of the refer-

ence image is transformed to the coordinates of the template image using the inverse of the
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estimated transformation function. Gray-scale values at transformed grid points form the

transformed template image. The transformed grid points do not necessarily match with

the template image grid, thus an interpolation technique has to be employed.

Comparative investigations on different image interpolation methods are given for 2D

and 3D images in [138] and [139] respectively. The nearest neighbour [60], bilinear (tri-

linear in 3D) and bicubic [60], quadratic splines [140], cubic B-splines [60, 141], Gaus-

sians [142] and truncated sinc functions [141, 143] are some of the most commonly used

interpolation functions. Lehmann et al. [144] performed a detailed spatial and Fourier

analysis on different interpolation methods and compared their computational complexity

as well as qualitative and quantitative interpolation errors. Ideally, based on Shannon’s in-

formation theory, any band-limited function can perfectly be interpolated by sinc functions.

However, medical images are not band-limited. Furthermore, sinc function is infinite in ex-

tent and is hard to be implemented in practice even for band-limited functions. Although

truncating the sinc function is a solution to this problem [143], truncation blurs the image

and causes ringing effect in the frequency domain.

Spline functions have been used to approximate the sinc function because of their ease

of implementation. The kernel for B-spline approximator is spatially unlimited, thus B-

spline interpolator acts like an infinite impulse response (IIR) filter [144]. There is a con-

sensus agreement in the literature that, among all interpolation methods, B-spline interpo-

lation offers the best trade off in terms of similarity to the original image and computational

efficiency. Cubic (third order) B-spline interpolator is the most widely used spline func-

tion and has sufficient accuracy for many practical applications [145]. Bilinear/trilinear

interpolation, however, is the most commonly used interpolation method in medical image

processing. In this method a pixel (voxel) value in the transformed image is estimated by a
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weighted average of four (eight) nearest neighbours in the original image. Although other

higher order approximation methods outperform bilinear interpolation in terms of accuracy,

this method represents a good trade-off between accuracy and computational complexity.

Optimizing strategy is very important in both parametric and non-parametric optimization-

based registration methods. Despite choosing appropriate similarity/distance measure,

transformation function, regularizer, and interpolation method, optimizing the cost function

might result in irrelevant outcome. There might be multiple optima within the parameter

space because, as was discussed before, the image registration problem is not a well-posed

problem. Furthermore, iterative optimization algorithms may be trapped in local minimum

points. These points may be caused by local matching between image features and intensi-

ties. Pluim et al. [86] showed that in the MI-based registration, bilinear and partial volume

interpolation [146] methods can cause multiple local minima in the cost function. They

demonstrated that this artifact occurs when the corresponding voxel sizes of the images

are identical or are multiples of each other. They also showed that resampling the images

would solve this problem. Starting from multiple initial values for parameters and blurring

(smoothing) images can be effective in avoiding local minima in the optimization proce-

dures. Multilevel or multiresolution optimization is also another approach to mitigate the

effect of image artifacts [146]. In this framework, optimization starts with low-resolution

images which yields a smooth cost function. Higher resolution images are employed when

the solution closer to the global minimum point. A review of various optimization methods

used in image registration is given in [147]. Since MI is the most widely used similarity

measure for multimodal images, many optimization techniques have been developed for

registration based on maximizing this metric [146, 148, 149].
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2.7 Deformable Model-based Registration Methods

Deformable models have been widely investigated in computer-assisted medical image

analysis. These models combine geometry, physics and material properties of the object

to approximate its behaviour under environmental forces. They are used in segmentation,

registration, and tracking images of anatomical structures utilizing image-based constraints

and a priori knowledge about the location, size, and shape of these structures [150]. As

mentioned in Section 2.5, deformable models in image registration regularize the ill-posed

problem by limiting the solution space to a large extent. The deformation model in im-

age registration problems implies an important assumption about the nature of deformation

to be estimated. Computational complexity and the richness of the deformation descrip-

tor are other factors needed to be considered in selecting a deformation model for image

registration.

A review of geometric transformation models for non-rigid image registration is given

by Holden in [151]. More recently, Sotiras et al. [115] provided an overview of deformable

registration methods together with most recent advances in deformable models and simi-

larity/distance measures. The models are classified in two groups based on their theoretical

foundation. The first group consists of models based on interpolation and approximation

theory explained by basis function expansions. Radial basis functions, elastic body splines,

free-form deformation models, basis functions from signal processing (wavelets) and piece-

wise affine models belong to this group. The second group includes physical models de-

scribed by partial differential equations of continuum mechanics. Linear elastic models,

viscous fluid flow models, diffusion models, curvature registration and flows of diffeomor-

phisms are also considered in this group [115]. Some of these models were briefly reviewed
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in Sections 2.4 and 2.5. Elastic models are the most commonly used deformation models in

medical image processing and particularly in image registration. The registration method

developed in this thesis also employs a linear elastic deformation model discretized using

FEM. Hence, some of the related registration methods based on elastic models are reviewed

here.

Physical deformation models based on elasticity theory respond naturally to applied

forces and constraints. Deformation energy which is defined based on the geometric de-

grees of freedom of the model grows monotonically as the model deforms away from its rest

position. This energy, which is also called stress-strain energy, is induced by the external

forces. In image registration, external potential energies are defined as similarity/distance

measures between images. External forces derived from the similarity/distance measures

deform the model such that it fits into the image data. Image registration is achieved when

the external energy and the internal deformation energy of the model are balanced. In other

words, the elastic energy regularizes the registration problem as defined in Equation (2.2).

Therefore, the optimal deformation of the model is found by minimizing the objective

function in (2.2).

The potential energy of a elastic body with deformation of u is defined as [23]

S (u) =

∫
Ω

µ

4

d∑
i

d∑
j

(∂xiu j +∂x jui)2 +
λ

2
(∇.u)2 dx (2.29)

Here ∇. is the divergence operator, d is the dimension of the model, Ω is the body of the

image, and ui is the ith component of the displacement field u. Moreover, λ is the so-called

Lamé’s first coefficient and µ quantifies the stiffness of the material [115]. The Euler-

Lagrange equation corresponding to the linear elastic energy defined in (2.29) is given
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by [23, 128]

µ∇2u + (λ+µ)∇(∇.u) = −f (2.30)

where ∇2 and ∇ indicate Laplacian and Gradient operators, respectively. Furthermore,

f = 1
γ∇I(R,T [u]) determines applied forces to the elastic body, and is proportional to the

directional derivative of the similarity/distance measure. These equations are also called

Navier-Cauchy [115] and Navier-Lamé [23] equations. The partial differential equations

(PDEs) in (2.30) balances the external forces derived from the image similarity/distance

metric with the internal stress, imposing smoothness constraints. This equation can be

solved using variational [23, 60], finite difference [135], basis function expansions [152],

Fourier transform [23], and finite element methods [153]. Linear elastic models become

inaccurate in large deformations. To cope with this limitation, He and Christensen [154]

proposed an inverse consistent registration method for locally large nonlinear deformations.

They assumed that the images are taken from the same structures using the same imaging

technique. Large deformation was estimated by concatenating a sequence of small de-

formation transformation which is regularized using a linear elastic continuum mechanics

model.

Biomechanical elastic models are also of wide interest in medical image analysis. These

models use anatomical and physiological properties of the tissue under consideration to es-

timate the deformation field of the tissue. FEM discretization of the continuum mechanics

based model using elastic body deformation is the most popular physical model-based anal-

ysis in various medical applications. This method is more accurate and reliable than other

simpler methods such as mass-spring modelling [155]. Estimating the material properties

of the tissue, identifying the geometry of the object, and defining the boundary conditions
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are three challenging tasks involved in the FEM-based modelling. Material properties can

be roughly estimated based on a limited number of experiments. The deformable tissue

may be modeled as a homogeneous material [29, 156, 157], or as heterogeneous consisting

of different homogeneous tissues [13, 158, 159]. The geometry of the object may be defined

based on segmentation of anatomical structures using automatic or semi-automatic meth-

ods. The segmented areas/volumes in the image domain are then appropriately meshed to

construct the geometry of the model. Boundary conditions are often specified as displace-

ment constraints for the segmented organ surfaces.

Biomechanical models based on FEM have been used for registration and image based

deformation tracking of various soft tissues including brain, breast, liver, prostate and lung.

In [30], multi-object deformation models have been developed for the abdominal region

of the human body and have been used in image registration. FEM-based linear elastic

deformation models have also been employed for the registration of endorectal coil MRI

in prostate radiotherapy planning [31, 160] as well as for predicting respiratory motion of

the lung tumor over a breathing cycle [161]. Ferrant et al. [27, 29, 70, 162] have investi-

gated the use of FE-based elastic deformation models in the computation of brain shift and

deformation in neurosurgery. In breast imaging, FE-based deformation models have been

employed to predict mechanical deformations during MRI-guided biopsy or under external

perturbations [28, 32, 163]. They have also been used for validation of non-rigid breast im-

age registration methods [164] and co-registration of prone and supine breast images [165].
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2.8 Registration of Preoperative 3D MR/CT images to In-

traoperative 2D MR/CT or 2D/3D US Images

Registration of high-resolution preoperative 3D MR/CT images to one or a few interven-

tional 2D MR/CT images could be instrumental in updating preoperative plans, localizing

the target inside the tissue and tracking organs motion. Previously, Fei et al. [15] devel-

oped a slice-to-volume registration algorithm with application to radio-frequency thermal

ablation of prostate cancer. They rigidly and independently registered 15 interventional

MR image slices from transverse, sagittal, and coronal orientations to a preoperative MRI

volume. In a similar work, Xu et al. [16] rigidly registered preoperative 3D CT images of

the lung to intaroperative 2D CT fluoroscopy image series to infer the position of lesions

outside the plane of the CT fluoroscopy images. Yaniv et al. [166] assessed the Thirions

“demons” deformable registration method [131] in non-rigidly registering 3D CT volumes

to simulated 2D CT fluoroscopy images. They used the insight toolkit (ITK) for implemen-

tation and found out that the method is not suitable for the task of 3D-2D registration, as in

most cases the recovered displacements were less than 50% of the original displacements.

Furthermore, Chandler et al. [18] corrected misaligned slices in multi-slice cardiac exami-

nation using a rigid slice-to-volume MR image registration. A slice-to-volume registration

algorithm is also proposed in [25] for tracking the prostate motion in MR-guided prostate

biopsy. Three orthogonal intraoperative MR images are acquired and rigidly registered to

a high-resolution preoperative target planning MR volume.

The fusion of preoperative MR/CT images with real-time US images has also gained

significant attention in recent years and several systems have been developed to provide

such functionality, e.g., see [167, 168]. These systems are based on tracking the US probe
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using an exterior localizer. The US image in a global coordinate frame is registered to the

MR image coordinates using fiducial markers which are attached to fixed positions with

respect to the object. Therefore, the corresponding image slice of the real-time US in the

MR image volume can be interpolated and overlaid on the 2D US image. Such approach

would be acceptable when the object is rigid and static with respect to the fiducial markers;

however, human organs are mostly non-rigid and can move and deform due to external and

internal forces. A closed-loop control system based on rigid transformations is proposed

in [169] to compensate for the prostate motion in transrectal ultrasound (TRUS) guided

needle biopsy. Furthermore, a combined statistical-biomechanical model-based approach

is proposed in [157] to non-rigidly register 3D preoperative MR images with 3D TRUS

images of the prostate.
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Chapter 3

Linear Elastic Deformation Model for Im-

age Registration

In this chapter, the dynamic FEM-based linear elastic deformation model is developed

based on minimizing the elastic energy of the body. To reduce computational complex-

ity, dynamical modes of the model are decoupled through a change of variables and fast

vibrational modes are discarded.

3.1 Background and Motivation

Continuum mechanics based models of biological soft-tissue deformation are well estab-

lished [27, 28, 32, 160, 163, 170]. Biological tissues in general exhibits a complex de-

formation behaviour which is best described by nonlinear models. Kyriacou et al. [10]

proposed a biomechanical model of brain deformation based on FEM to register brain

MR/CT images with tumor pathology. They estimated the deformation induced by the

growth of tumors using a nonlinear elastic model. A subject-specific nonlinear FE-based

biomechanical model is also proposed by Wittek et al. [171], to simulate needle insertion
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into the brain. They used nonlinear FE procedures that account for large deformations and

nonlinear strain-stress relationships. Furthermore, Bharatha et al. in [13] employed differ-

ent linear elastic deformation models for the peripheral zone and the central gland of the

prostate to register pre and intraoperative MR images. The proposed FEM-based model

provides an inhomogeneous linearly elastic deformation model for the registration.

3.2 Static Linear Elastic Deformation Model

When at a static equilibrium, the total potential energy of deformable body is at a minimum.

The total potential energy of an elastic body, Π, is sum of its strain energy and the potential

energy of the external loads [172]. For an elastic continuum body with no initial strains or

stresses, Π can be written as

Π =
1
2

∫
Ω

σtε dΩ+

∫
Ω

utf dΩ (3.1)

where f(x,y,z) is the vector of forces applied to the elastic body (acting on a unit volume

of material within the element), u = (u,v,w) is the displacement field, and Ω represents the

body of the elastic object. Moreover, ε is the strain vector which is defined for linear elastic
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material as

ε =
(
∂u
∂x ,

∂v
∂y ,

∂w
∂z ,

∂u
∂x + ∂v

∂y ,
∂v
∂y + ∂w

∂z ,
∂u
∂x + ∂w

∂z

)t
=



∂
∂x 0 0

0 ∂
∂y 0

0 0 ∂
∂z

∂
∂x

∂
∂y 0

0 ∂
∂y

∂
∂z

∂
∂x 0 ∂

∂z




u

v

w

 = Lu (3.2)

The stress vector, σ, is related to the strain vector by the material’s constitutive relations.

For linearly elastic materials with no initial stresses or strains, this relation is expressed as

σ = (σx,σy,σz, τxy, τyz, τxz)t = Dε (3.3)

where D is the elasticity matrix of moduli [172]. For isotropic material, i.e. material having

identical values of a property in all directions, two independent elastic constants may be

used to describe D. Here, D is defined based on the Young’s modulus of elasticity E, and

Poisson’s ratio ν as follows

D = E
(1+ν)(1−2ν)



1− ν ν ν 0 0 0

ν 1− ν ν 0 0 0

ν ν 1− ν 0 0 0

0 0 0 (1−2ν)/2 0 0

0 0 0 0 (1−2ν)/2 0

0 0 0 0 0 (1−2ν)/2



(3.4)
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Young’s modulus E and Poisson’s ratio ν are related to Lamé’s first and second coefficients,

λ and µ in Equations (2.29) and (2.30) as follows [172].

E =
µ(3λ+ 2µ)
λ+µ

(3.5)

ν =
λ

2(λ+µ)
(3.6)

Young’s modulus E is the elastic modulus for tensile-compressive stress and represents the

ratio of stress (force per area) to strain (fractional increase or decrease in length) in the

direction of the load for a given material. Poisson’s ratio ν, on the other hand, is the ratio

of the strain perpendicular to the applied load (lateral strain) to the strain in the direction of

the applied load (axial strain).

Based on the concept of a finite element discretization, a volume of elastic body is

approximated as an assemblage of discrete finite elements interconnected at nodal points

on the element boundaries. Hence, displacements of any point (x,y,z) within the elastic

body uel can be written as a function of the displacements at the element’s nodal points uel
j

weighted by the element’s shape function λel
j as defined in [172]

uel =

4∑
j=1

λel
j (x,y,z)uel

j . (3.7)

Tetrahedral elements with linear interpolation of the displacement field are used to dis-

cretize the continuous volumetric body. Therefore, the shape function of node j of the

tetrahedral element el is defined as

λel
j (x,y,z) =

1
6Vel (a

el
j x + bel

j y + cel
j z + del

j ) (3.8)
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where Vel is the volume of the tetrahedron. The four coefficients ael
j , bel

j , cel
j and del

j can be

obtained based on the position of the four vertices of the tetrahedron uel
j , e.g., see [172].

Deformation of the image grid in the registration technique is induced by the deformation

of the FE mesh. Hence, deformation of any point on image grid can be computed based on

nodal point displacements of the element in which the point lies using Equations (3.7) and

(3.8).

For the volume of any tetrahedral element el with 4 vertices, the function to be mini-

mized at each element, can be written as [172]

Π(uel
1 , ...,u

el
4 ) =

1
2

∫
Ω

( 4∑
i=1

4∑
j=1

uel
i

tBel
i

tDBel
j uel

j

)
dΩ+

∫
Ω

( 4∑
i=1

uel
i

t
λel

i
tf
)

dΩ (3.9)

Here, uel
i and uel

j are the nodal points displacement, D is the elasticity matrix, and

Bel
i = Liλ

el
i (3.10)

where Li is the matrix L at node i. Π(uel
1 , ...,u

el
4 ) basically determines the contribution of

element el to the energy function of the whole body.

The potential energy in (3.9) is a quadratic function of the nodal displacements vector.

If Π(.) has a local extremum at uel, its partial derivative with respect to the displacement

field uel must vanish, i.e.,

∂Π(uel
1 , ...,u

el
4 )

∂uel
i

= 0 ; i = 1, ...,4 (3.11)

60



Ph.D. Thesis - B. Marami; McMaster University - Electrical and Computer Engineering

∫
Ω

4∑
j=1

Bel
i

tDBel
j uel

j dΩ+

∫
Ω

λel
i

tf dΩ = 0 ; i = 1, ...,4 (3.12)

This yields a set of linear equations of the form

Keluel = −fel (3.13)

for each tetrahedral element, where Kel
i, j =

∫
Ω

Bel
i

tDBel
j dΩ is a 3×3 matrix and every i, j

refers to pairs of nodes of the element el, and fel
i =

∫
Ω
λel

i
tf dΩ is the vector of forces

concentrated at the node i of the element el.

The 12×12 matrices Kel and the 12×1 vector fel are computed for each element and

then are assembled in a global system as

Ku = −f (3.14)

where K is called the global stiffness matrix associated with the volumetric mesh and is

numerically integrated over the volume of the elastic body. The solution to this linear sys-

tem of equations will provide the displacement field corresponding to the global minimum

of the potential energy in Equation (3.1).

3.3 Dynamic Finite Element Deformation Model

The steady-state shape of a deformable body under external forces is determined by the

solution to the static equilibrium Equation (3.14) which minimizes the energy function as

a static problem. Another approach for computing the minima of a functional such as

(3.1) is to construct a dynamical system which is governed by the functional. This allows
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the system to gradually evolve to its equilibrium. Most anatomical structures in the human

body are deformable and continuously undergo nonrigid motion due to interactions with the

surrounding environment in vivo. Hence, dynamic models are highly valuable in medical

image analysis applications. They have intuitively meaningful dynamical behaviour and

can be used to estimate the deformation of soft tissue over time.

In image registration applications, one might also be interested in the transient motion

and deformation behaviour of the object. To this end, the inertial body forces and energy

dissipation through velocity dependent damping forces are added to the static equilibrium

Equation (3.14) resulting in the following set of second-order differential equations for the

nodal points displacement of the FE mesh [26]:

Mü + Cu̇ + Ku = −f (3.15)

Here M is the mass matrix of the elements concentrated at nodes, and C = αM +βK is the

Rayleigh damping matrix for constant values of α and β. In nonlinear FE analysis, adding

inertia and damping forces helps find the solution to the static equilibrium in a numerically

effective way [26]. The volume of a tetrahedron with four vertexes can be computed based

on the position of its nodal points as

Vel =
1
6

det



1 x1 y1 z1

1 x2 y2 z2

1 x3 y3 z3

1 x4 y4 z4


(3.16)

Therefore, its mass is equal to Mel = ρVel where ρ is the mass density of the object. To
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construct the matrix M in (3.15), one-fourth of the mass of each element is concentrated at

each nodal point of the element.

3.4 Modal Reduction

The differential Equations (3.15) can be solved over time using existing implicit or explicit

numerical integration routines some of which are explained in [26]. To reduce computa-

tions very fast modes of this dynamical system might be isolated and discarded without af-

fecting the response at a particular time scale relevant to the application of interest. For this

purpose, Bathe [26] transforms the dynamics equations using a new variable u , φx, where

columns of φ are eigenvectors of M−1K. With this change of variables, Equation (3.15)

can be written as

M̃ẍ + C̃ẋ + K̃x = −f̃ (3.17)

where M̃ = φtMφ, C̃ = φtCφ and K̃ = φtKφ are diagonal matrices, and f̃ = φtf. Now, the

dynamic finite element equations are decoupled in (3.17) and each equation describes a

vibrational mode of the deformable body.

In the proposed registration method, the 3D FE mesh is not constrained; so, it would

be able to move and deform at the same time. This would allow for simultaneous rigid

and deformable transformation of the body. As a result, the dynamics of the 3D body

in Equation (3.17) include six coupled equations accounting for rigid body motion which

determine the position and orientation of the object. The remainder modes are all decoupled

and can be solved independently. Modes that are very fast compared to the time step used

for registration and the rate of changes in external forces can be simply eliminated from
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the system dynamics. The modal reduction basically projects a full model behaviour onto a

subspace of lower dimensionality, resulting in significant reduction of the computations of

the registration algorithm. Working with a reduced number of states with slower dynamics

improves the efficiency and robustness of the state estimation process as well, as will be

explained later in the thesis.
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Chapter 4

Volumetric Elastic Registration of Breast

MR Images Using a Dynamic Deforma-

tion Model

In this chapter, the elastic energy of the developed model is employed as the regularizer in

the optimization-based registration framework with an intensity-based similarity/distance

measure. Rather than solving the optimization problem directly, corresponding Euler-

Lagrange equations of motion are solved over time using a reduced dynamic FE model.

The method is evaluated in the 3D-3D registration of a breast phantom MR images as well

as real breast MR images.

4.1 Background and Motivation

Biomechanical elastic models are widely used in medical image analysis. In this section,

a linear elastic model is employed to register volumetric images. The elastic energy of the

model regularizes the deformation field in the optimization-based registration methods. As
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explained in Section 2.7, elastic registration of two images can be formulated as solving

a set of Euler-Lagrange equations given in (2.30). Using a biomechanical elastic model

discretized in the spatial domain by FEM, Equation (2.30) can be written as

Ku = −f(u) = −
1
γ
∇I(R,T [u]) (4.1)

where ∇I(R,T [u]) is the gradient of the similarity/distance measure between the reference

R and the deformed template T images given nodal point displacement of the deformation

model u. The solution for Equation (4.1) would provide the deformation field for matching

two images. It should be noted that the deformation for any voxel point of the image can

be computed based on the deformation of the FE mesh using the elements’ interpolation

function in (3.7) and (3.8). In Equation (4.1), f(u) is a highly nonlinear function of u. So,

usually no closed-form solution can be found.

Rather than solving this nonlinear system of equations, De Craene et al. [173] directly

optimized the cost function in Equation (2.2), from which these equilibrium equations are

derived. They registered brain MR images using MI as the matching metric which was reg-

ularized by the linear elastic energy of the FE model. The optimal deformation field was

found using a simultaneous perturbation stochastic approximation (SPSA) of the gradient.

Ferrant et al. in [27] registered 3D brain MR images based on SSD between images using

a linear elastic FE model. To avoid the computation of forces in (4.1), they approximated

the deformed template image T [u] by its first order Taylor expansion assuming that the

deformation field is small. Thanks to the simplicity of the SSD function, they derived a

linear system of equations the solution of which would provide the deformation field corre-

sponding to the global minimum of the matching cost function. In another work from this

group, Ferrant et al. [70] used key surface information of the brain to find the deformation
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rather than directly using image intensity information. They deformed the boundaries of

an active surface model [174] to match them with the image boundaries using an iterative

process. Having the displacements at the boundaries of the model, surface nodes of the

volumetric FE model were determined to match those generated by the deformable surface

model. The volumetric deformation field was then inferred from the solution for the biome-

chanical FE model of the object. Furthermore, Crouch et al. [160] calculated the boundary

conditions for the solution of FE model using segmented surfaces of the prostate images.

Solution methods and their implementation for equilibrium equations in FE static analysis

are discussed in [26].

The stiffness matrix K in (4.1) is not full rank when the model is not constrained.

For a 3D FE model with n nodal points, the rank of K is 3 ∗ n− 6. Therefore, even when

applied forces are given, a unique displacement field can not be computed without applying

some constraints on the model. Applied constraints can be obtained based on the boundary

conditions, or fixing some of the nodes by giving them predetermined displacements [26].

Since the deformable tissues can undergo free form deformations and movements, fixing

nodal points of the mesh is not desirable, unless we have a good understanding of the organ

and its surrounding tissues.

An iterative method needs to be employed to solve Equation (4.1) which is derived from

the registration problem. A few methods for the solution of nonlinear equilibrium equations

are given in [26]. These methods which all are based on the derivative of the nonlinear

function f(u) would not be suitable for the present problem. Image similarity/distance

metric is often a highly nonlinear and non-smooth function of the displacement field. f(u)

is already computed based on the first derivative of the similarity/distance measure, i.e.,

∇I(R,T [u]). The second derivative of the similarity/distance measure would not be smooth
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and continuous, and a solution for (4.1) may be difficult or impossible to obtain.

4.2 Registration Method

In this thesis, a dynamic deformation model is employed to solve nonlinear equilibrium

equations resulted from the linear elastic FE model-based registration. The dynamic model

smoothly drives the nonlinear equations to their equilibrium points over time. No specific

geometrical model is used in the registration , rather a simple cubic mesh discretized by

tetrahedral elements is employed. It is the image derived forces that deform the FE mesh

to produce a deformation field for matching images.

4.2.1 Deformation Model

To solve the problem in this thesis, the inertia and velocity dependent forces are added to

the static equilibrium equations as

Mü + Cu̇ + Ku = −f(u) = −
1
γ
∇I(R,T [u]) (4.2)

The dynamic model not only provides an estimate of the tissue deformation over time, but

also the dynamic inertia Mü and damping Cu̇ forces tend to smoothly drive the system to

its equilibrium. It should be noted that the steady-state equilibrium of the dynamic system

given in (4.2) is the solution to the static system of Equations (4.1). Equation (4.1) is solved

iteratively and Equation (4.2) is solved over time. However, because of the smoothing ef-

fect rendered by the inertia and damping forces in (4.2), the convergence of the dynamic

nonlinear system of equations is faster than its static solution in (4.1) [26]. As mentioned

before in Section 3.4, discarding fast vibrational modes of the dynamic model also helps
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the model to smoothly evolve towards its equilibrium. The reduced dynamic deforma-

tion model is solved numerically at each iteration to find the displacement of the FE mesh

nodal points and the deformation field for the template image. Various implicit and explicit

methods are discussed in [26] to solve the equilibrium equation in the dynamical FE anal-

ysis among which the Newmark integration method is employed in this thesis. Newmark

method is an implicit numerical integration method for solving differential equations which

is explained in Appendix A. In the Newmark method, other than time step ∆t for integra-

tion, two parameters, i.e., δ and ξ, need to be selected. For appropriate values of δ and ξ,

the Newmark method is stable regardless of the size of time step ∆t for integration [26].

4.2.2 Gradient of Similarity/Distance Measures

Registration of MR images is considered in this chapter. Four different similarity/distance

measures applicable to single and multi-modality images (see 4.1) are employed for the reg-

istration and their performances are evaluated. To obtain the force vector in Equation (4.2),

derivative of the employed similarity/distance measure should be computed. An analytical

approach is proposed in [128, 175] to compute the variational gradient of some statistical

similarity/distance measures. By letting g denote a generic intensity comparison function,

the gradient of the given similarity/distance measure can be written as

∇I(R,T [u]) = g(T [u],R) ∇T [u] (4.3)

where ∇T [u] is the gradient of the deformed template image for a given displacement

field u. The intensity comparison functions related to metrics given in Table 4.1 are sum-

marized in Table 4.2 where Ψ(.) is a bidimensional density kernel (strictly positive and

differentiable) for smoothing and µ(Ω) denotes the volume of Ω. Moreover, i1 and i2 are
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Table 4.1: Similarity/distance measures.

Similarity/Distance Measure I(T [u],R)

SSD(u) = 1
2

∫
Ω

(T [u]−R)2 dΩ

CR(u) = 1−
Var

[
E[XT

u |X
R]

]
Var[XT

u ]

NCC(u) = −
Cov

[
XT

u ,X
R
]2

Var[XT
u ]Var[XR]

MI(u) =
∫
<2 pT,R

u (i2, i1) log( pT,R
u (i2,i1)

pT
u (i2)pR(i1)

) di1di2

Table 4.2: Intensity comparison functions related to similarity/distance measures given in Table 4.1.

I g(T [u],R)

SSD i1− i2

CR
2Ψ∗

(
i2−E[XT

u |X
R=i1]+(CRT,R

u −1)(i2−E[XT
u ])

)
Var[XT

u ]µ(Ω)

NCC − 2
µ(Ω)

[
Cov

[
XT

u ,X
R
]

Var[XT
u ] ( i1−E[XR]

Var[XR] ) + NCCT,R
u ( i2−E[XT

u ]
Var[XT

u ] )
]

MI − 1
µ(Ω)

[
Ψ∗

(
1

pT,R
u

∂pT,R
u
∂i2
− 1

pT
u

∂pT
u

∂i2

)]
(i2, i1)

the intensity of the reference R and the deformed template T [u] images respectively at any

point that the derivative of the similarity/distance measure is computed at.

4.2.3 Registration Algorithm

The flowchart of the proposed registration algorithm is given in Figure 4.1. In the following,

the registration steps at each iteration are explained in details.

1. Image Interpolation: Trilinear interpolation method [60] is used to compute the refer-

ence R and the deformed template T [u] images. To reduce computations in the iterative

routine, R and T [u] might be obtained by downsampling of the original acquired im-

ages. A multilevel scheme (low to high-resolution) might also be used in the iterative
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Figure 4.1: Block diagram of the iterative registration algorithm based on the concept of dynamic state
estimation.

to smoothen and speed up the convergence. At the beginning of the registration algo-

rithm low resolution R and T [u] images are employed which provide smoother image

comparison function. While the algorithm progresses, the higher resolution images are

computed for R and T [u] from the original acquired images to utilize more image de-

tails in the registration. R (computed once for each level) and T [u] images at each

iteration are used to compute the joint histogram when NCC, CR, or MI is employed as

the similarity/distance measure between the images.

2. Displacement at Control Points: Other than the image grid, there is another grid whose
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intersections are called “control points”, or xc [8]. The force vector which is applied on

the nodal points of the FE mesh are computed based on the gradient of the similarity/dis-

tance measure at the control points. Directional gradient of the matching metric at these

points provides a displacement field towards matching two images at each iteration, i.e.

dxc =
1
γ1
∇Ixc(R,T [u]) (4.4)

where γ1 is constant gain.

3. Compute Force Vector: Each control point falls inside one tetrahedral element. Applied

forces are proportional to the amount of displacement at nodal points. Therefore, having

the displacement at control points, the displacement at nodal points of the FE mesh dxp

are computed based on the inverse of the elements’ interpolation (shape) functions using

following equitation

Λ dxp = dxc (4.5)

Equation (4.5) is an overdetermined linear system of equations, and Λ is a tall matrix

computed based on the current position of FE nodal points and the interpolation func-

tions of the elements. The nodal point forces are approximated as the least-squares

solution of the overdetermined equations, i.e.

f =
1
γ2

dxp =
1
γ2

Λ+ dxc =
1

γ1γ2
Λ+ ∇Ixc(R,T [u]) =

1
γ

Λ+ ∇Ixc(R,T [u]). (4.6)

where Λ+ = limδ→0(ΛtΛ+δI)−1Λt is the Moore-Penrose pseudoinverse of Λ [176]. This

limit exists even when Λ is singular or ill-conditioned. γ = γ1γ2 is the factor which
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weight the regularizer to provide a balance between the similarity/distance measure and

the elastic energy of the linear FE model.

4. Solve Dynamic Equations: The force vector computed at nodal points of the FE mesh

are applied to the dynamic model to find the displacement field at each sample time. As

explained in Section 3.4, the model in (4.2) is not directly solved, but a reduced dynamic

model is used to compute the deformation. After the change of variables in (3.17),

assume that x = [x1,x2]t where x1 denotes the first m slow modes of the decoupled

equations and x2 represents the rest of the modes. Therefore, to find x at each iteration,

the following equations are solved:

M̃1ẍ1 + C̃1ẋ1 + K̃1x1 = −f̃1 (4.7)

K̃2x2 = −f̃2 (4.8)

M̃1, C̃1, K̃1 and K̃2 are parts of the original M̃, C̃, and K̃ matrices, and f̃ = [f̃1, f̃2]t.

Based on numerical experiments, 5-10% of the slower modes of the original model

are enough to capture the dynamic of the deformation. The rest of the modes are fast

enough with respect to the first m modes so that only steady-state solution for these fast

modes is computed. Equation (4.7) is solved using the Newmark numerical intergration

method [26]. K̃2 is a diagonal matrix; hence, x2 = −K̃−1
2 f̃2, where the K̃−1

2 is a diagonal

matrix whose elements are the inverse of the K̃2 diagonal elements. Having x at each

sample time, nodal points displacements can be computed using u , φx.

5. Find Deformed Grids: Deformation of both image grid and the grid for control points

are computed based on the deformation of the FE mesh using elements’ interpolation

(shape) functions. The deformed image grid is used to interpolate the deformed template
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image T [u] in the next iteration. Derivative of the similarity/distance metric is computed

at new positions of the control points to obtain the force vector in the next iteration.

The iterative algorithm terminates when the relative change in the similarity/distance

measure between the reference R and the deformed template image T [u] (i.e., I(R,T [u]))

is less than a given small number ε, i.e., |Ik−Ik−1|/Ik < ε, or the total iterations exceeds a

maximum number. At the end of the iterations, the deformation model reaches its equi-

librium point with a nodal point displacements vector of u. Based on Equation (4.1) and

Equation (4.6), the steady-state equilibrium equations become

Ku = −
1
γ

Λ+ ∇Ixc(R,T [u]) (4.9)

At the end of the iterations, one can compute the deformed template image T [u] with

desired resolution in the similar way explained in steps 5 and 1 of the iterative algorithm.

Since the second-order differential equations in (4.7) are decoupled (except for the first six

equations), the characteristic equation for each vibrational mode can be written as

s2 + 2ζωns +ω2
n = 0 (4.10)

where ζ and ωn are the damping ratio and natural frequency respectively. The parameters

α and β in C = αM+βK are chosen for a critically damped response, i.e., ζ ≈ 1; this would

ensure a fast response without oscillation, the system converges to its steady-state response

as fast as possible without having oscillations. The sample time in the Newmark method

which is also the sample time for the iterations is obtained as

Ts �
1

30
√

2

(
2π
ωm

)
(4.11)
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where ωm is the natural frequency for the fastest vibrational mode in the reduced dynamic

model of size m (4.7). In other words, sampling frequency is chosen to be 30 times the

bandwidth of the system defined by the fastest vibrational mode.

4.3 Experiments and Results

4.3.1 Registration of a Breast Phantom MR Images

In this section, high-resolution volumetric MR images of a breast phantom is registered to

its compressed high and low resolution images. A triple modality biopsy training breast

phantom (CIRS model 051 [177]) is used for obtaining the experimental data. This com-

pressible phantom can be imaged under three different modalities, e.g., X-ray, US, and

MRI, and is designed specially for needle biopsy training. A volume of high-resolution

(512×512×136) MR images with voxel size of 0.43×0.43×0.8 mm was obtained from the

uncompressed phantom using a GE Discovery MR750 3.0T machine and a head receiver

coil. An apparatus is designed and fabricated in order to provide a stand for the phantom

during imaging. As is shown in Figure 4.2a, this structure is made of plexiglass and is MR

compatible. It has two stabilizing plates between which the phantom can be compressed.

Four pairs of screws and nuts which are connected to the plates are used to adjust the dis-

tance between them to compress the phantom. Moreover, four capsules of vitamin E are

placed on the framework as landmarks to match the coordinates of the deformed and unde-

formed image data after acquiring images. As can be seen from Figure 4.2b, the phantom

is compressed by 40.5 mm in x direction. Two sets of high-resolution (512×512×116) and

low-resolution (64×64×32) MR volumes are obtained from the compressed phantom for

which the voxel sizes are 0.43×0.43×0.8 mm and 3.44×3.44×6.4 mm respectively. Other
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Figure 4.2: (a) The apparatus for compressing the breast phantom and (b) Coronal views of the uncompressed
(top) and compressed (bottom) phantom images.

imaging parameters for high-resolution images are as follows: field-of-view: 220×220 mm,

number of signal averages: 1, repetition time: 9.16 ms, echo time: 2.1 ms, flip angle: 12◦.

These parameters for low-resolution images are: field-of-view: 220×220 mm, number of

signal averages: 1, repetition time: 5.38 ms, echo time: 2.1 ms, flip angle: 12◦.

A coronal (x-y) view of the uncompressed and compressed phantom images is shown

in Figure 4.2b in which the capsules of vitamin E can be seen.

A cubic mesh of tetrahedral elements which encompasses the entire volume of the

compressed breast image data is created using the COMSOL Multiphysics and Simulation

Software [178]. The mesh has 15112 elements with 3067 nodal points. Using this mesh, an

isotropic linear elastic model of deformation with the Young’s elasticity modulus E = 3 kPa,

the Poisson’s ratio ν = 0.49 and a mass density of ρ = 0.95 g/cm3 is created. These values

are close to what are reported in literature for real breast tissue, e.g., see [179, 180]. Since

the geometry of the breast is not determined in the registration, the elastic properties of the
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image background (air) are considered to be similar to those of the breast tissue. However,

nodal point forces are computed using an intensity-based image similarity/distance measure

at any point rather than using surfaces or boundaries. Therefore, the model is essentially

regularizes the registration problem, providing a smooth transformation between images.

The model parameters can also be tuned to obtain a desirable outcome. Although the

model is not accurate, it is the vector of forces derived from the image similarity/distance

metric which deforms the model in a way that brings two set of images together as close as

possible. The most effective and important parameter to be tuned is γ which determines the

amplitude of the applied force vector. In other words, γ is important in balancing the effect

of the similarity/distance measure and the linear elastic energy of the deformable model

which regularizes the registration problem. It is clear from Figure 4.2b that, to register

uncompressed images to compressed images, the FE mesh based on which the deformation

model is defined has to translate and deform in order to cope with the large deformation in

the breast phantom.

A grid of 20×30×10 inside the domain of reference image R is used as control points.

Also, the resolution of image grid in the iterative process is considered twice the resolution

of the control points, i.e. 40×60×20. A higher resolution image grid would provide more

information in information theoretic-based similarity/distance measures, which in princi-

ple should result in a better outcome. The size of the image grid was determined through

numerical experimentation to achieve a balance between registration quality and computa-

tional load.

Using the proposed algorithm, uncompressed phantom images are registered to com-

pressed phantom images based on four different similarity/distance measures. Registration

results using SSD as a distance measure between images are shown in Figure 4.3 where

77



Ph.D. Thesis - B. Marami; McMaster University - Electrical and Computer Engineering

three different views of the template (a), reference (b), deformed template (c) and the dif-

ference images (d) are given. In this figure, the high-resolution MR image data of the

compressed phantom is used as the reference image and the difference image is the inten-

sity difference between the reference and the deformed template images. As is shown in

this figure, template images (a) are registered to the reference images (b) and the resulting

deformed template images (c) are very similar to the reference images.

The iterative evolution of four similarity/distance measures based on which the reg-

istration is performed are given in Figure 4.4. The iterative algorithm in SSD, CR and

NCC-based registration is terminated before reaching the maximum number of iterations

(i.e., 120). All values in this figure are computed based on the formula given in Table 4.1

except for SSD which is divided by the number of voxel points to give a sensible number.

Number of bins for computing the joint histogram of images and compute similarity/dis-

tance measures is considered as N = 64. Furthermore, to compute displacement at control

points dxc, the joint histogram function is smoothed using a 2D Gaussian filter.

In the computation of the gradient of the template image ∇T [u] in Equation (4.3), a 3D

Gaussian filter with a variable standard deviation σ is employed to reduce noise and control

the amount of image details used in the registration. It starts with a 23×23×23 kernel and

σ = 5 that would filter out high spatial frequency content of the image; so, the registration

relies on low-frequency content in the beginning. As the number of iterations grows, σ

is gradually reduced to utilize more of the image details in the registration. The size of

the Gaussian kernel is 3×3×3 with σ = 0.5 towards the end of the iterative registration al-

gorithm. The FE mesh used for the registration before and after deformation is shown in

Figure 4.5. In image registration, a backward mapping function is used to transform the

template image T and match it with the reference image R. Hence, as shown in Figure 4.5,
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(a) (b) (c) (d)

Figure 4.3: Coronal (top row), axial (middle row) and sagittal (bottom row) views of the template (a), ref-
erence (high-resolution) (b), registered deformed template (c) and the difference images (d) in 3D-3D SSD-
based registration of the breast phantom image data.

the estimated deformation of the FE mesh is different from the actual physical deformation

of the breast phantom. While the breast phantom is compressed, the FE mesh is decom-

pressed which provides a reverse deformation for backward mapping from the reference

image R coordinateds to the template image T coordinates.

The size of the reduced dynamic model is m = 500 where only 5.4% of modes of the full

deformation model is considered in the dynamic model. The effect of the number of bins

N in the calculation of the joint probability density function on the quality of registration
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Figure 4.4: The evolution of the similarity/distance measures in the iterative registration method using high-
resolution compressed phantom images as the reference image. Number of bins N = 64.

is also examined. This is specially important in registration methods using MI, NCC, and

CR as the similarity/distance metric. Different values are tested for N, e.g., 256, 128, 64,

32 and 16, among which the registration based on 32 and 64 bins produce equally better

results than others.

A quantitative comparison of registration performance based on different similarity/dis-

tance metrics is given in Table 4.3. Eight pairs of fiducial points are identified in both un-

compressed and compressed phantom image data using 3DSlicer [181]. These points are

mostly chosen to be the center of cystic masses in the images. In Table 4.3, the average

(mean), standard deviation (std) and median of distances between fiducial points before
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Figure 4.5: Undeformed and deformed FE mesh for phantom image registration.

and after the registration are given. These distances which are also called target registra-

tion error (TRE) for registered images are analyzed in different axes as well as in terms

of root mean square (RMS) distances. It can be concluded from this table that, the RMS

distance between fiducial points is decreased from about 15.3 mm before registration to

about 2.4 mm after registration.

As was expected, most of the deformation correction is done in the x direction in which

the deformation was larger. Registration results show that CR-based registration outper-

forms other metrics. SSD-based registration provides acceptable results considering that

its computational load is less than other methods. SSD-based registration does not com-

pute the joint histogram between images. Furthermore, the computation of the deformation

of image grid and interpolation of the deformed image at each iteration are not required.

MI has a poor performance in the registration. Phantom image data has less information
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Table 4.3: 3D-3D registration results in terms of TRE (in mm) using different similarity/distance measures.
Reference images are high-resolution compressed phantom images. Coordinate frames are given in Fig-
ure 4.2a.

Registration using SSD CR NCC MI Before
Mean±std in x 1.70±1.32 1.60±1.05 1.65±1.25 2.11±1.92 14.70±1.72
Mean±std in y 0.64±0.46 0.58±0.51 0.73±0.53 0.77±0.53 2.85±1.91
Mean±std in z 1.15±1.17 0.90±0.90 0.99±0.84 1.37±1.13 2.08±1.43
Mean±std 2.41±1.41 2.11±1.15 2.24±1.29 2.85±1.97 15.31±1.37
Median 3.01 2.60 2.44 2.14 15.82

content than actual tissue images which provides a joint histogram with less dispersion. MI-

based registration is sensitive to the information content of the overlapping area between

images. Hence, low information content and low spatial intensity correlation between im-

ages are reasons for poor performance of the MI-based registration.

In another experiment, high-resolution images of the uncompressed phantom (template)

are registered to low-resolution images of the compressed phantom (reference). Low-

resolution 3D images can be obtained faster than high-resolution images. Therefore, reg-

istering high-resolution preoperative images to the low-resolution intraoperative (nearly

real-time) images would be of great interest for real-time image-based interventions. The

results of registration based on CR are given in Figure 4.6. In Figure 4.6d the deformed

template images are compared to the high-resolution compressed phantom images, i.e, the

difference image is the intensity difference between the high-resolution compressed breast

images and the deformed template images. All the registration parameters are the same as

the previous experiment except for the gain γ which is tuned to improve the performance.

The comparative results for this experiment in terms of TRE are also given in Table 4.4.

It can be concluded that, the average TRE is decreased from about 15.3 mm before reg-

istration to about 3.2 mm after registration. It is also evident that CR and NCC-based

registrations outperformed those based on SSD and MI. Comparing the results in Table 4.3
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(a) (b) (c) (d)

Figure 4.6: Coronal (top row), axial (middle row) and sagittal (bottom row) views of the template (a), refer-
ence (low-resolution) (b), registered deformed template (c) and the difference images (d) in 3D-3D CR-based
registration of the breast phantom image data.

and Table 4.4, the average TRE is increased in the low-resolution case by about 0.8 mm in

different cases.

4.3.2 Registration of MR images of Real Breast Tissue

In this section, 3D MR images of normal and compressed actual breasts are registered to-

gether using the proposed method. MR images of the breast tissue of a middle-aged healthy
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Table 4.4: 3D-3D registration results in terms of TRE (in mm) using different similarity/distance measures.
Reference images are low-resolution compressed phantom images. Coordinate frames are given in Fig-
ure 4.2a.

Registration using SSD CR NCC MI Before
Mean±std in x 2.79±1.70 2.03±1.80 2.25±1.52 2.99±1.80 14.70±1.72
Mean±std in y 0.77±0.56 0.66±0.34 0.64±0.28 0.73±0.57 2.85±1.91
Mean±std in z 1.03±0.76 1.08±0.66 1.25±0.88 1.03±0.88 2.08±1.43
Mean±std 3.37±1.23 2.94±1.11 2.86±1.37 3.58±1.34 15.31±1.37
Median 2.99 2.57 2.73 2.87 15.82

volunteer have been acquired under uncompressed and compressed conditions. The im-

ages have been captured using a GE 1.5 T Signa HDx (GE Healthcare, Milwaukee, WI)

MRI scanner and a Sentinelle Medical 8 channel phased array (PA) coil. The coils were

placed 4 per breast to give lateral compression with 2 coils per side. Compression varia-

tion was also done using these coils. The MRI volumes have been taken in prone position

and are 512×512×240 with voxel size of 0.7×0.7×1.1 mm. Other imaging parameters

are as follows: field-of-view: 360×360 mm, number of signal averages: 0.7097, repeti-

tion time: 5.8 ms, echo time: 2.8 ms, flip angle: 10◦, receiver bandwidth: 63.9 kHz and

162.8 Hz/pixel. Figure 4.7 shows axial (x-y) views of the compressed and uncompressed

breast. The compression is in the x direction, 14.6 mm for the right and 24.6 mm for the

left breast images. Registration algorithm is applied to both right and left breast images

separately and the experimental results on both image data are presented.

A cubic finite element mesh of tetrahedral elements which encompasses the entire vol-

ume of the compressed breast images is created using COMSOL software [178]. The mesh

has 21151 elements with 4206 nodal points. The same FE mesh has been used for the

registration of both right and left breast images. Like previous experiment, an isotropic

linear elastic model of deformation with the Young’s elasticity modulus E = 3 kPa, the

Poisson’s ratio ν = 0.49 and a mass density of ρ = 0.95 g/cm3 is created. With this mesh,
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y
x

Figure 4.7: Axial(x-y) views of the uncompressed (left) and compressed (right) breast images taken from a
healthy middle-aged woman in prone position.

the length of the vector of nodal displacements u in (4.2) is 3×4206=12618, accounting for

displacements in x, y and z directions. The undeformed and deformed FE mesh is shown

in Figure4.8.

The size of the reduced dynamic model is m = 500 where only 3.96% of modes of the

full deformation model is considered in the dynamic model. Like previous experiment, an

smoothing Gaussian kernel with variable standard deviation σ is employed to reduce noise

and control the amount of details used in the computation of the gradient of the template

image ∇T [u]. A regular grid of 30×40×40 is considered as control points, a grid twice this

size, i.e., 60×80×80, is used as the image grid in the iterative registration algorithm.

An axial view of the left compressed breast image (reference) is shown in Figure 4.9a

where the grid of control points overlaid. Figure 4.9b shows the uncompressed breast

image (template) with the deformed grid of control points. The deformed image which is

computed based on interpolating the deformed image grid from template image is shown
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Figure 4.8: Undeformed and deformed FE mesh for breast image registration.

Table 4.5: 3D-3D registration results for the right breast images in terms of TRE (in mm) using different
similarity/distance measures. Coordinate frames are given in Figure 4.7.

Registration using SSD CR NCC MI Before
Mean±std in x 1.62±1.36 1.75±1.48 1.7±1.36 1.62±1.31 8.65±4.52
Mean±std in y 0.67±0.49 0.76±0.54 0.7±0.51 0.61±0.50 1.83±1.79
Mean±std in z 0.66±0.44 0.52±0.43 0.67±0.48 0.66±0.49 5.50±3.70
Mean±std 2.08±1.18 2.11±1.44 2.14±1.22 2.07±1.12 11.29±4.01
Median 2.10 1.92 2.21 2.21 12.94

in Figure 4.9c. CR-based registration of the left breast images are shown in Figure 4.10. In

this figure, images of the normal breast (Figure 4.10a) are deformed to match the images

of the compressed breast (Figure 4.10b). The deformed template images are shown in

Figure 4.10c and the difference between the reference images and the deformed template

images are given in Figure 4.10d.
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(a) (b) (c)

Figure 4.9: Reference image R with the original grid of control points (a), template image T with the deformed
grid of control points (b), deformed template image T [u] (c); deformation of the left breast in axial plane is
only shown.

Table 4.6: 3D-3D registration results for the left breast images in terms of TRE (in mm) using different
similarity/distance measures. Coordinate frames are given in Figure 4.7.

Registration using SSD CR NCC MI Before
Mean±std in x 1.15±0.84 1.12±0.87 1.15±0.80 1.17±0.87 10.05±5.60
Mean±std in y 1.40±1.16 1.34±1.08 1.23±1.29 1.11±0.97 2.25±2.01
Mean±std in z 2.34±2.27 2.16±2.28 2.08±1.84 2.42±2.44 8.91±6.19
Mean±std 3.47±1.88 3.31±1.88 3.17±1.57 3.39±2.07 14.78±6.11
Median 3.15 2.9 2.64 2.73 16.43

The performance of the registration method is also evaluated based on TRE. Ten pairs

of evenly distributed fiducial points are identified in both uncompressed and compressed

breast images (10 points for each breast) using “rview” graphical gadget of the image reg-

istration toolkit (IRTK) software package [182]. Table 4.5 and Table 4.6 summarize the

average, standard deviation and median of the TRE for fiducial points in the right and the

left breast images, respectively. These statistics are also given for the distances of fiducial

points before the registration. As can be seen from the data in these tables, most of the
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(a) (b) (c) (d)

Figure 4.10: Axial (top row), sagittal (middle row) and coronal (bottom) views of the template (a), reference
(b), registered deformed template (c) and the difference images (d) in 3D-3D CR-based registration of the left
breast images.

errors are in the x direction (the direction of compression) and z directions. Different sim-

ilarity/distance measures perform almost the same in terms of TRE in the single modality
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MR image registration. The average TRE in the left breast images is bigger than that of the

right breast images because there is a larger compression in the left breast.
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Chapter 5

Volumetric Elastic Registration of Breast

MR Images Based on State Estimation for

Dynamical Systems

In this chapter, the problem of non-rigid image registration is approached from a new per-

spective, namely “state estimation” for dynamical systems. The dynamic linear elastic

deformation model, developed in Chapter 3, is assumed to describe the deformation behav-

ior of the tissue under unknown external disturbance forces. A state estimator is developed

to estimate the deformation of the tissue using an intensity-based similarity/distance met-

ric, comparing the reference image with the predicted deformed template image. This new

registration method is evaluated in volumetric registration of images from a breast phantom

as well as real breast tissue.
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5.1 The Registration Method

In model-based image registration, the deformation of the tissue model yields the displace-

ment field for matching the images to each other. In the previous chapter, the deformation

of the model was iteratively updated based on the forces computed from similarity/distance

between the reference and template images. In this chapter, the problem of registering two

set of images using a deformation model is posed as a state estimation problem. The ob-

jective is to obtain an estimate of the deformation of the actual tissue based on a model of

deformation and information obtained from the reference images. To achieve this goal, the

state estimator compares the reference and the deformed template images using a matching

criterion to update the state estimates of the deformation.

Assume that the dynamics of the tissue deformation are governed by the following

general nonlinear state-space equations in discrete-time

xk = a(xk−1, f̃k−1) + wk−1 (5.1a)

zk = h(xk) + vk (5.1b)

where xk is the vector of deformation states to be estimated at time step k; the state vector

x is usually comprised of the displacement and velocities of the nodal points of a 3D FE

mesh which is constructed to represent the deformable tissue. The input vector f̃ represents

external applied forces which are summed into a vector of nodal forces. In the state-space

model of (5.1b), z is the observation or measurement vector. In the proposed image reg-

istration framework, the measurement vector z could be raw grayscale pixel/voxel values

over the intraoperative image grid, the displacement field of the template image grid points
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compared to those in the reference images, or any other form of information/feature de-

rived from post-processing of the raw image data. a(·) and h(·) are two nonlinear vector

mappings in general; a(·) can be obtained from the physics of tissue deformation, and h(·),

which determines the relationship between the states of the deformation model and the

measurement vector, can be defined based on the preoperative/intraoperative image forma-

tion. Moreover, the vectors w and v are process and measurement noises, and represent

uncertainty/error in the deformation dynamics and imaging model, respectively.

Equations (5.1a) and (5.1b) together provide a general formulation of the deformation

model. (5.1a) establishes a relation between the states of deformation at different sample

times, while (5.1b) defines the mapping between the states of deformation and the measure-

ment vector. Existing linear and nonlinear state estimation techniques can be employed to

compute the unknown states of the tissue deformation based on the information obtained

from the intraoperative images. The general flow of the registration algorithm based on the

concept of state estimation is shown in Figure 5.1. In this approach, the current states of

the tissue deformation are estimated using the physical model and the information obtained

from comparing the reference and template images based on a similarity/distance measure.

Combining the model and observation information in order to obtain unknown states of a

dynamical system is the underlying principle of most state estimation methods. The state

estimation framework presents a rather straightforward mechanism for tuning the regis-

tration algorithm based on the user’s relative confidence in the deformation model versus

the image observation, reflected in the choice of statistical properties for the process and

measurement noises.

The registration algorithm shown in Figure 5.1 iteratively estimates the deformation of

the tissue and computes the deformation of the template image T to match it as closely
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as possible with the reference image R. It starts from an initial estimate of the deforma-

tion state, e.g., the initial undeformed configuration of tissue. At each time step, the current

state estimate, i.e., positions and velocities of the nodal points in a FE mesh, are propagated

to the next time step using the model of deformation, i.e., Equation (5.1a). The new posi-

tion of any point (x,y,z) in the original undeformed image can be computed based on the

predicted mesh deformation and using the interpolation (shape) functions of the element

containing (x,y,z). The deformed template image T [u−k ] is then projected into the space

of the reference image and the resulting images are compared based on a similarity/dis-

tance measure. This comparison yields an observation prediction error based on which

the deformation state estimates are updated to compute nodal point displacements of the

FE mesh. The iterative algorithm continues until the relative change in the similarity/dis-

tance measure becomes less than a small number ε or the number iterations reaches a given

maximum.

5.1.1 Model of Deformation

Biological tissues in the body have a very complex deformation behaviour that is best

described by highly nonlinear models. However, developing a nonlinear model with an

accurate geometry and inhomogeneous tissue structures is very difficult. It requires deter-

mination of complex boundary conditions possibly involving soft-tissue to soft-tissue in-

teraction and applied external forces. Furthermore, regardless of their computational com-

plexity, nonlinear state estimation methods are not as developed as their linear counterpart.

Therefore, a rather simple linear elastic deformation model constructed over a volumetric

cubic mesh is employed in this thesis. The state estimation framework for linear systems

allows for disturbance terms in the model, representing uncertainty and modelling errors.

93



Ph.D. Thesis - B. Marami; McMaster University - Electrical and Computer Engineering

 

 

 

 

 

 

 

 

 

 

 

Similarity Measure 
+ _ Deformed Template 

Image 

 

Preoperative Images 

Image Interpolation 

Intraoperative Images  

Measurement Update 

Time Update/Prediction 

 

 

|𝐼𝑘 − 𝐼𝑘−1|

𝐼𝑘
< 𝜀 

no 

yes 

Observation Prediction Error 

x̂ k


 

ˆu xm  

x̂k  

Predicted Nodal 

Point Displacements  

u k


 

[u ]kT 
 

Reference 

Image R  

FINISH START 
0x̂  

1x̂k  

Figure 5.1: Block diagram of the iterative 3D-3D registration algorithm based on the concept of dynamic
state estimation.

The aggregate error due to inaccurate geometry, unknown boundary conditions, unknown

external forces, and model and parameter mismatches can be presented by the process noise

vector w.

The general form of dynamic linear elastic deformation model is given in Equation (3.15).

Fast vibrational modes of this model are disregarded using a modal analysis as discussed

in Section 3.4. Only m slower modes of the decoupled equations in (3.17) are used in es-

timation of deformation states. The reduced model approximates the full model behaviour

in a low dimension space which significantly lowers the computations involved in the al-

gorithm and improves the efficiency and robustness of the state estimation process. The

continuous-time dynamics in Equation (3.17) are transformed into discrete-time equations
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with sample time of Ts, using the central difference method [26]. Ts is chosen as was

explained in Equation (4.11). The discrete-time reduced dynamics can be represented in

state-space form as

xk = Axk−1 + Gf̃k−1 + wk−1 (5.2)

where x is the 2m×1 vector of states to be estimated, wk is the process noise which accounts

for uncertainties in the modelling. Furthermore, A and G are defined as

A =

 0 I

−W−1
1 W3 −W−1

1 W2

 ; G =

 0

−W−1
1

 (5.3)

with

W1 =
M̃1

T 2
s

+
C̃1

2Ts
(5.4)

W2 = K̃1−
2M̃1

T 2
s

(5.5)

W3 =
M̃1

T 2
s
−

C̃1

2Ts
(5.6)

where M̃1, C̃1, K̃1 are m×m matrices out of the original M̃, C̃, and K̃ matrices correspond-

ing to m slowest modes of the full deformation model. The sizes of A and G matrices are

2m× 2m and 2m×m, respectively. The state-space dynamics model in Equation (5.2) is a

linear version of the one in Equation (5.1a).
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5.1.2 Observation Model

The observation model relates the states of the deformations model to the sensor measure-

ments, which are the intraoperative (reference) images. This model produces the expected

(predicted) deformed template image corresponding to the reference images for a given

tissue deformation state. The predicted image is compared to the actual reference images

and based on the computed error (observation prediction error), the predicted states are

updated. For example, in a 3D-3D registration scenario, one can obtain the expected intra-

operative image by interpolating the preoperative image using the deformation state of the

the tissue. While conceptually simple, this sensor modelling approach may not be practical

and/or straightforward in some image registration scenarios. First, the dimensions of the

observation vector, i.e., the number of pixels/voxels in the image, can be excessively large

leading to prohibitive computations. Second, in multiple-modality registration the map-

ping from the preoperative image domain (e.g., MR) to the intraoperative image domain

(e.g., US) can be complex, nonlinear, and computationally intensive. Some of these issues

can be addressed by pre-processing of the imaging data to extract information that is in

a reduced-dimensional space and is independent of the imaging modality. Such “feature”

extraction methods can reduce the dimension of the observation vector and enable compar-

ison of preoperative and intraoperative imaging data. However, it is likely that the resulting

observation model involves a nonlinear mapping from the deformation state domain to the

processed observation vector, requiring application of nonlinear filtering techniques.

In this thesis, in order to simplify the observation model, the displacement at some

control points, i.e., xc, are considered as the measurement vector. Control points in 3D-3D

registration stem from a 3D regular grid in the domain of the reference image and coarser

than the actual image grid. The states of the reduced dynamic model x are mapped to the
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nodal displacements of the FE mesh using the relation u = φmx in which φm is formed of m

columns of φ that correspond to m slowest modes of the original model. The displacements

of the control points uc then can be computed based on the displacements of the nodal

points of the FE mesh using the elements interpolation functions in (3.7), i.e.,

uc = Λu = Λφmx (5.7)

where Λ is assembled from the elements shape functions for individual points and u is the

nodal points displacement vector of the FE mesh. With this representation, the observation

model can be expressed as

zk = uc = Hxk + vk (5.8)

H , Λφm (5.9)

where vk is measurement noise. The output matrix H is a 3n× 2m matrix with n equal

to the number of control points. The observation model in Equation (5.8) is also a linear

version of the one in Equation (5.1b). The spacing of the control points which determines

the length of the measurement vector (i.e., 3n) can be chosen by the user depending on

the registration application requirements. However, the main question remains as how to

process intraoperative and preoperative images to obtain the measurement vector zk, which

will be answered in the next subsection.
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5.1.3 State Estimation

The state (5.2) and observation model (5.8) together are in standard form for application of

a discrete-time linear state estimator such as the Kalman filter [183]. This iterative estima-

tion process involves two different updates. The time update provides an a priori estimate

of the states, i.e., x̂−k given knowledge of the process prior to that time. The measurement

update computes an a posteriori state estimate, i.e., x̂k, as a linear combination of the a pri-

ori estimate x̂−k and a weighted difference between the actual measurement vector zk and

the measurement prediction [183]. The equations for the time and measurement updates of

the filter are presented in Table 5.1. Here Γk is the Kalman gain, P−k and Pk are a priori and

a posteriori estimate error covariance matrices, and Q and S are process and measurement

noise covariance matrices. In (5.2), the term f̃ is due to the applied forces f on the tissue and

is usually unknown; it is modelled as part of the process disturbance w as white Gaussian

noise with a normal probability distribution of p(f̃) = N(0,Q). The power of the process

noise reflects the user confidence in the accuracy of the model, i.e., the stronger the noise

is the less accurate the model is.

The state estimates are updated based on the observation prediction error, i.e., zk −

Hx̂−k , using x̂k = x̂−k + Γk(zk −Hx̂−k ) where Γk is the filter gain. In the context of image

registration, the measurement vector in Equation (5.8) is the displacement of the control

points from their initial positions. The measurement vector and its prediction need to be

Table 5.1: Time and measurement updates of the discrete time state estimator.

Time Update/Prediction Measurement Update

x̂−k = Ax̂k−1 Γk = P−k Ht
(
HP−k Ht + S

)−1

P−k = APk−1At + Q x̂k = x̂−k +Γk(zk −Hx̂−k )

Pk = (I−ΓkH)P−k

98



Ph.D. Thesis - B. Marami; McMaster University - Electrical and Computer Engineering

calculated based on the reference and the deformed template images. Instead of calculating

these two vectors separately and then subtracting them to compute the error, a method

is employed to directly approximate the observation prediction error based on the image

similarity/distance measures.

Many registration methods work based on the principle of increasing similarity/reduc-

ing distance between two images. This is often achieved through formulating and solving

an optimization problem with a cost function that consists of the similarity/distance mea-

sure plus a regularization term. Focusing on the similarity/distance measure and ignoring

the regularization term, a deformation correction along the gradient of the similarity/dis-

tance measure would represent a step in the gradient-decent search towards the minimum

of the similarity/distance measure. This is also equivalent to finding the optical flow field

between the reference R and template T images based on the employed similarity/distance

measure. This search direction can be used as an approximate observation prediction error

in the state estimation framework. In an ideal case, i.e., a convex function over a convex

set, a few steps in the negative direction of the gradient with a proper step size would lead

to optimizing the similarity/distance measure between the two images.

Assume that a control point in the domain of the reference image R is represented by

(xr,yr,zr) and its corresponding point in the domain of the template T image is (xt,yt,zt).

The observation prediction error is basically the displacement needed to apply to predicted

control points in the domain of template image T , i.e., (x−t ,y
−
t ,z
−
t ), in order to match the

reference image R at (xr,yr,zr) with the template image T at (xt,yt,zt). This correction dis-

placement is computed based on the gradient of the similarity/distance measure at control

99



Ph.D. Thesis - B. Marami; McMaster University - Electrical and Computer Engineering

points as

dxc = zk −Hx̂−k = −
1
γ
∇Ixc(R,T [u−k ]) (5.10)

where u−k = φmx̂− is the predicted nodal point displacements of the FE mesh and T [u−k ] is

the predicted deformed template image. A variational approach for computing the gradient

of several well-established similarity/distance measures was discussed in Section 4.2, see

Equation (4.3), Table 4.1 and Table 4.2.

It is worth pointing out that the choice of the steepest descent direction with a tunable

gain γ is not the only or the best possible approximation for the observation prediction

error. Alternatively, one can run a full optimization loop trying to optimize the similari-

ty/distance measure between the two images at the current estimation time step and use the

final displacement correction as the observation prediction error. While this latter process

would likely produce more accurate results, it would also be much more computationally

intensive.

Equations (5.2) and (5.8) represent the deformation and the observation models and

both are linear. In 3D-3D registration, control points in the reference image R domain are

fixed and do not change in the iterative registration algorithm. Therefore, the output matrix

H is fixed which makes the deformation and the observation models time-invariant. In such

case, the steady-state Kalman gain Γ can be computed off-line and used in the registration,

eliminating the need for on-line calculation of of the time-varying gain in Table 5.1 [184].

This would reduce the on-line computations of the algorithm. To compute the Kalman gain,
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process Q and measurement noise S covariances are given as

Q = q I2m×2m (5.11)

S = s I3n×3n (5.12)

where I is an identity matrix, m is the number of vibrational modes used in the reduced

model, and n is the number of control points; q and s determine the power for the process

and measurement noises respectively. It is the relative power of the process and measure-

ment noises, i.e., q/s that determines the Kalman gain. The choice of q/s depends on the

user’s relative confidence in the deformation model versus the observation obtained from

the similarity/distance measure between images. Since the linear elastic FE model is devel-

oped for small deformations, it would not be accurate for large deformations. In this case

a larger q/s should be considered to account for the modelling uncertainty and inaccuracy.

Noisy images with artifacts especially in multi-modality registration would increase the

uncertainties in the computation of the approximate observation prediction error. In this

case the q/s needs to be decreased to accounts for the effect of the uncertainties in image

measurements.

Other than q/s, γ is another tuning parameter that determines the size of the observation

prediction error in Equation (5.10). The Kalman gain, which is computed offline for a given

q/s, can be used for all image data sets from the same type, e.g., breast compression MR

images. The registration algorithm can be further tuned by adjusting γ for different data

sets or different similarity/distance measures.

At the end of the iterative process, the deformation model reaches at an equilibrium with

a nodal point displacements vector of u. It is shown in Appendix B that the steady-state
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equilibrium equation becomes

Ku = −
1
γ

MΓ2∇Ixc(R,T [u−k ]). (5.13)

where Γ = [Γ1;Γ2]. Comparing this equation with Equation (4.9), it can be concluded

that the left side of the equations is Ku in both cases. The only difference is in the image

derived forces that are applied to the elastic body to establish a balance between the internal

and external forces. Therefore, similar to Equation (4.9), at the steady-state equilibrium,

the internal strain-stress forces of the model are in a balance with the external applied

forces which are derived from the similarity/distance measure between images. Tuning

γ in Equation (5.13) is basically equivalent to the tuning of the weighting factor of the

regularization function in the cost function given in (2.2).

5.1.4 Step by Step Description of the Registration Algorithm

The proposed state estimation-based registration algorithm involves the following steps.

1. Time Update/Prediction: At each iteration, the vector of state estimates from the previ-

ous step x̂k−1 is updated to x̂−k according to the time update equation, x̂−k = Ax̂k−1. This

is the vector of predicted deformation states of the tissue based on which the predicted

displacements for the nodal points of the FE mesh can be computed using u−k = φmx̂−k .

2. Find Deformed Grids: The deformation for the grid of control points is computed based

on the deformation of the FE mesh using elements’ interpolation function. This would

provide the predicted position of the control points in the domain of the template image

T . The deformation for grid of template image is also computed similarly.

3. Interpolate the Predicted Deformed Template Image: The predicted image grid in the
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previous step is used to compute the predicted deformed template image T [u−k ] from the

template image data using the trilinear interpolation method.

4. Compute the Observation Prediction Error: The observation prediction error is com-

puted at control points using Equation (5.10).

5. Measurement Update: The state estimates are updated based on the observation predic-

tion error using x̂k = x̂−k + Γdxc where Γ is the steady-state Kalman gain. This gain is

computed offline.

The algorithm terminates when the relative change in the similarity/distance measure

between the reference R and the deformed template image T [u] (i.e., I(R,T [u])) is less

than a given small number ε, i.e., |Ik−Ik−1|/Ik < ε, or the total iterations exceeds a maximum

number. At the end of the iterations, a deformed template image T [u] with the resolution

of the actual preoperative image is computed in the similar way explained in steps 2 and 3

of the algorithm.

5.2 Experiments and Results

5.2.1 Registration of 3D MR Images of a Breast Phantom

In this section, high-resolution 3D MR images of a breast phantom are registered to its

compressed high and low resolution 3D images using the proposed registration method.

Details on acquiring high and low-resolution MR images of the compressed and uncom-

pressed breast phantom were given in Section 4.3.1. Also, the same FE dynamic model as

the one in Section 4.3.1 is used here.
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The control points are from a 20×30×10 grid inside the domain of reference image R

and the image grid is 40×60×20. The output matrix and the time-invariant observation

model in (5.8) are constructed based on the grid of control points. The Kalman gain is

computed offline. For this experiment, q/s = 10000 and γ is manually tuned to achieve a

desirable outcome. A 3D Gaussian filter with a variable standard deviation σ is employed

to smoothen the image for the computation of the gradient of the template image ∇T [u].

Similar to the experiments in Chapter 4, the registration algorithm starts with a 23×23×23

kernel and σ = 5 and reduces to a 3×3×3 kernel with σ = 0.5 towards the end. The size of

the reduced dynamic model is m = 500 where only 5.4% of modes of the full deformation

model are considered in the dynamic model. Furthermore, the number of bins N = 32 in

this experiment.

Using the proposed algorithm, uncompressed phantom images are registered to its com-

pressed high- and low resolution images separately based on four different similarity/dis-

tance measures. The same observation model and Kalman gain are employed in both ex-

periments and γ is tuned to achieve acceptable outcomes using different similarity/distance

measures. In Figure 5.2, the result of registering high-resolution uncompressed images

(template) to low-resolution compressed images (reference) are depicted in which NCC is

employed as the similarity/distance measure. In this figure, three different views of the

template (a), reference (b), deformed template (c) and the difference images (d) are given.

The difference image is the intensity difference between the high-resolution compressed

breast images and the deformed template image.

The registration results based on TRE for eight pairs of manually identified fiducial

points are given in Table 5.2 and Table 5.3. The image axes are shown in Figure 4.2a. Fidu-

cial points are mostly chosen in the center of cystic masses in the images using 3DSlicer [181].
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(a) (b) (c) (d)

Figure 5.2: Coronal (top row), axial (middle row) and sagittal (bottom row) views of the template (a), ref-
erence (low-resolution) (b), registered deformed template (c) and the difference images (d) in 3D-3D NCC-
based registration of the breast phantom image data using the method of state estimation for dynamical
models.

In 3DSlicer, template and reference images can be visualized together in three different

views. Pairs of fiducial points can be identified, chosen and saved as a text file. Then, the

deformation field, computed from registration of images, can be applied to the points in the

coordinate of the template image. The TRE is computed as the RMS distance between the

deformed points and their pairs in the reference image coordinates.
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Table 5.2 shows the registration results when high-resolution compressed phantom im-

ages are considered as reference images, and Table 5.3 presents the results of low-resolution

reference images. In these tables, the average (mean), standard deviation (std) and median

of distances between fiducial points before and after the registration are given. It can be

concluded from these results that the average TRE is decreased from about 15.3 mm before

registration to about 2.4 mm after registration using high-resolution reference images, and

to about 3.3 mm using low-resolution images. It is also evident from these tables that CR

and NCC-based registration outperform those based on SSD and MI.

Table 5.2: 3D-3D registration results in terms of TRE (in mm) using different similarity/distance measures.
Reference images are high-resolution compressed phantom images. Coordinate frames are given in Fig-
ure 4.2a.

Registration using SSD CR NCC MI Before
Mean±std in x 2.11±1.73 1.64±1.29 1.35±1.24 1.91±1.44 14.70±1.72
Mean±std in y 0.78±0.45 0.61±0.56 0.51±0.48 0.61±0.50 2.85±1.91
Mean±std in z 1.17±0.95 0.89±0.77 0.84±0.83 1.17±1.23 2.08±1.43
Mean±std 2.77±1.66 2.20±1.23 1.89±1.27 2.69±1.33 15.31±1.37
Median 2.24 2.02 2.1 2.93 15.82

Table 5.3: 3D-3D registration results in terms of TRE (in mm) using different similarity/distance measures.
Reference images are low-resolution compressed phantom images. Coordinate frames are given in Fig-
ure 4.2a.

Registration using SSD CR NCC MI Before
Mean±std in x 3.22±1.49 2.29±1.58 1.87±1.37 3.38±1.57 14.70±1.72
Mean±std in y 0.72±0.66 0.59±0.28 0.60±0.43 0.85±0.72 2.85±1.91
Mean±std in z 0.93±0.81 1.14±0.83 1.07±0.99 1.05±0.75 2.08±1.43
Mean±std 3.69±1.09 2.93±1.18 2.59±1.08 3.9±1.14 15.31±1.37
Median 3.2 2.74 2.42 3.67 15.82

Comparing the results in Table 5.2 and Table 5.3 to those of Table 4.3 and Table 4.4, the

state estimation-based registration in this chapter and the registration method proposed in

Chapter 4 perform similarly in terms of average TRE for the same fiducial points. However,
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the real-time computational load involved in the state estimation-based registration method

is less than that of the method proposed in Chapter 4. However, it will be shown in next two

chapters that the state estimation-based registration approach yields a unified framework for

co-registration of images of different dimensinality, i.e., 3D-2D registration.

5.2.2 Registration of MR images of Real Breast Tissue

Volumetric MR images of normal and compressed actual breasts are registered together in

this section using the state estimation-based registration method. The breast MR images are

identical to those of the previous chapter, which have been acquired under uncompressed

and compressed conditions (see Section 4.3.2 for more details). Also, the same FE mesh

and the deformation model are employed here. Registration algorithm is applied to right

and left breast images separately and the experimental results on both image data sets are

reported.

The size of the employed reduced dynamic model is m = 500 where only 3.96% of

modes of the full deformation model is considered in the dynamic model. In the com-

putation of the gradient of the template image ∇T [u], a smoothing Gaussian kernel with

variable standard deviation σ is employed to reduce noise and control the amount of details

used in each iteration. A regular grid of 30×40×40 is considered as control points in which

the observation prediction errors are computed. An image grid of 60×80×80 is also used

in the iterative registration algorithm. This resolution for images in the registration algo-

rithm provides a good balance between the registration quality and the computational load.

NCC-based registration of the right breast images are shown in Figure 5.3. In this figure,

images of the normal breast (Figure 5.3a) are deformed to match the images of the com-

pressed breast (Figure 5.3b). The deformed template images are shown in Figure 5.3c and
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(a) (b) (c) (d)

Figure 5.3: Axial (top row), sagittal (middle row) and coronal (bottom) views of the template (a), reference
(b), registered deformed template (c) and the difference images (d) in 3D-3D MI-based registration of the
right breast images using the method of state estimation for dynamical models.

the difference between the reference images and the deformed template images are given

in Figure 5.3d.
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Figure 5.4: The evolution of the similarity/distance measures in the iterative registration of breast images.
Number of bins N = 32.

The iterative evolution of four similarity/distance measures based on which the regis-

tration is performed are shown as a function of iteration number in Figure 5.4. The CR and

NCC-based registrations are terminated before reaching the maximum number of iterations

(i.e., 60). All values in this figure are computed based on the formula given in Table 4.1

except for SSD which is normalized by the number of voxel points. Number of bins for

computing the joint histogram of images and the similarity/distance measures is N = 32.

Furthermore, to obtain displacement of the control points dxc, the joint histogram function

is smoothed using a 2D Gaussian filter.

Registration results in terms of TRE for ten fiducial points are given in Table 5.4 and

Table 5.5 for the right and left breast images, respectively. It is evident form these results
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Table 5.4: 3D-3D registration results for the right breast images in terms of TRE (in mm) using different
similarity/distance measures. Coordinate frames are given in Figure 4.7.

Registration using SSD CR NCC MI Before
Mean±std in x 1.53±1.48 1.47±1.36 1.46±1.48 1.58±1.63 8.65±4.52
Mean±std in y 0.69±0.39 0.55±0.43 0.62±0.41 0.75±0.35 1.83±1.79
Mean±std in z 0.77±0.65 0.73±0.62 0.67±0.57 0.79±0.65 5.50±3.70
Mean±std 2.08±1.32 1.95±1.24 1.95±1.34 2.15±1.48 11.29±4.01
Mean±std (IRTK) 2.35±1.21 2.32±1.37 2.29±1.50 2.07±1.10 11.29±4.01
Median 1.79 1.78 1.65 1.6 12.94

Table 5.5: 3D-3D registration results for the left breast images in terms of TRE (in mm) using different
similarity/distance measures. Coordinate frames are given in Figure 4.7.

Registration using SSD CR NCC MI Before
Mean±std in x 1.35±1.18 1.27±1.10 1.27±1.27 1.03±0.95 10.05±5.60
Mean±std in y 0.66±0.60 0.70±0.60 0.67±0.52 0.75±0.60 2.25±2.01
Mean±std in z 2.28±1.99 2.23±1.93 2.16±1.40 2.42±2.16 8.91±6.19
Mean±std 3.11±1.80 2.98±1.81 2.87±1.48 3.02±2.01 14.78±6.11
Mean±std (IRTK) 3.94±2.24 2.88±1.92 2.75±1.65 2.92±1.82 14.78±6.11
Median 2.78 2.62 2.26 2.15 16.43

that four different similarity/distance measures yield very similar TREs. The reason for

better performance of MI in actual breast images in comparison with the phantom images

is the richer information content of the real tissue images, which provides a disperse joint

histogram between images. It can be also concluded from these tables that the average

TRE is decreased from about 11.3 mm and 14.8 mm before registration to about 2.0 mm

and 3.0 mm after registration in the right and left breast images, respectively. Considering

the voxel size of the image data, i.e., 0.7×0.7×1.1 mm, the average TREs in x,y, and z

directions are reasonable in both right and left breast images. The average TRE is almost

twice the voxel size in x, and z directions and it is almost the size of the voxel in y direction.

The registration results in this section are also compared to those of the IRTK [182].
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(a) (b) (c)

Figure 5.5: An axial view of the reference (a), and the deformed template image using IRTK method (b), and
state estimation-based method (c) in the left breast images.

IRTK is one of the well-established deformable image registration tools which originally

was developed for non-rigid registration of breast MR images. As discussed in Section 2.4,

IRTK uses a free-form deformation based on B-splines for non-rigid registration [8]. For

this experiment, the IRTK algorithm is implemented at three resolution levels. The control

points spacing is chosen as 30, 40 and 40 in x, y and z direction, respectively, which is

identical to the resolution of the grid of control points used as the vector of observation

prediction error in the proposed method of this thesis. IRTK employs the gradient descent

method for optimization and linear interpolation mode for registration. It is evident from

Table 5.4 and Table 5.5 that the result of the state estimation-based registration method

are similar to those of IRTK in terms of average TRE. IRTK performs better in MI-based

registration than the state estimation-based registration method, while it performs poorly in

SSD-based registration.
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Qualitatively, the IRTK algorithm is more effective on the boundaries of the breast tis-

sue while the proposed method in this thesis performs better in the internal region of the

breast tissue, e.g., see Figure 5.5. As is shown in Figure 5.5b, IRTK produces unrealis-

tic deformations for internal structures in some cases especially in the left breast image

data which has undergone a larger deformation. To fix this problem, weighting values for

regularization penalty terms need to be increased. However, this degrades the algorithm

performance especially on the edges and increases the TRE. To achieve the results in Ta-

ble 5.4 and Table 5.5, the regularization weights are tuned to minimize the TRE.
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Chapter 6

Registration of 3D Images to a Sequence

of 2D Images with Static Deformation

In this chapter, the state estimation-based registration method is further developed to reg-

ister 3D preoperative images to a sequence of 2D intraoperative images with static defor-

mations. The states of tissue deformation are estimated using a limited number of intraop-

erative images acquired from different orientations. The developed registration method is

evaluated in the registration of the breast phantom as well as real breast MR images.

6.1 Background and Motivation

Registration of preoperative diagnostic and planning image volumes to 2D intraoperative

images is of great importance in image-guided biopsies and interventions. Acquiring real-

time 3D high-resolution intraoperative images is not possible due to technological short-

comings, incompatibility of imaging equipment with surgical tools, and the long acquisi-

tion and processing times. Among existing imaging modalities, MRI has superior perfor-

mance in differentiating soft-tissue structures, and has very few harmful effects on both
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the patient and the operator compared to, for example X-ray imaging. Therefore, interven-

tional MRI systems have become the modality of choice for minimally invasive surgeries

and image-guided biopsies where soft tissue is involved.

Interventional MRI systems, however, provide one or a few image slices from certain

orientations covering a limited area of the body during the operation. Also, the SNR of

intraopertive images are lower than that of diagnostic images due to the weaker magnetic

field of the open magnets used in interventional MRI systems [15]. Registration of high-

resolution preoperative MR volumes to one or a few 2D intraoperative images could be

instrumental in updating surgical plans and localizing the target during the operation. In

image-guided biopsy, it can potentially improve the target hit rate and reduce the duration

of the intervention [185].

In most of the prior work, the intraoperative image slices are registered either sepa-

rately or all together to the preoperative volume using a rigid transformation. The regis-

tration framework based on state estimation for dynamical systems proposed in this thesis

provides the possibility of spatially correlating image information from different directions

and cross-sections of the body. Using this method, the preoperative volume can be non-

rigidly updated using the deformation model to match sparse intraoperative image slices.

The Kalman filtering approach for estimating deformation states would allow considering

the effect of intraoperative image noise and motion artifact as measurement noise.

6.2 The Registration Method

The method for 3D-2D registration is based on the same general framework presented in

Chapter 5. Similar to experiments in Chapter 5, it is assumed here that the tissue undergoes

a static deformation between imaging sessions. This means that, although the tissue is
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deformed between pre and intraoperative imaging sessions, it remains static during the time

intraoperative images are acquired. The only difference in the registration methods of this

chapter and that of Chapter 5 is in the definition of the observation model which depends on

the position and orientation of the intraoerative image slices. The grid of control points is

defined on the plane of intraoperative 2D image slices. Since the position and orientation of

the intraoperative images might change in different registration problems, the observation

model would not be time-invariant. Therefore, the steady-state Kalman gain can not be

used in this case. Instead, the Kalman gain is updated along with other matrices at each

iteration according to the time and measurement update equations given in Table 5.1.

In time-varying systems, other than process Q and measurement noise S covariances,

an initial value for the a posteriori estimate error covariance matrix Pk should be provided.

This matrix is usually given as a diagonal matrix as

P0 = p I2m×2m (6.1)

where I is an identity matrix and m is the number of vibrational modes used in the reduced

dynamic model. P0 is a measure of the estimated accuracy of the initial state estimates. As

given in Table 5.1, the Kalman Γk at each iteration is computed using following equation.

Γk = P−k Ht
(
HP−k Ht + S

)−1
=

P−k Ht

HP−k Ht + S
(6.2)

Looking at Equation (6.2), as the measurement error covariance S approached zero, the

Kalman gain Γk weights more heavily the actual image measurement zk in the measurement
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update, i.e.,

lim
S→0

Γk = H−1 ⇒ lim
S→0

x̂k = lim
S→0

x̂−k +Γk(zk −Hx̂−k ) = H−1zk (6.3)

On the other hand, as the a priori estimate error covariance P−k approaches zero, the

Kalman gain Γk weights the observation prediction error less heavily and gives more weights

to the dynamics of the deformation model, i.e.,

lim
P−k→0

Γk = 0 ⇒ lim
P−k→0

x̂k = lim
P−k→0

x̂−k +Γk(zk −Hx̂−k ) = x̂−k = Ax̂k−1 (6.4)

In other words, when the a priori estimate error covariance P−k has larger values than the

measurement error covariance S, the actual image measurement zk is trusted more than

the predicted measurement Hx̂−k . Initial state estimates are considered to be zero in all ex-

periments. Since the initial state estimates (positions and velocities of the FE mesh nodal

points) are not accurate, the covariance matrix P0 should be initialized with a suitably large

number p on its diagonal. In this case, at the beginning of the iterative estimation process,

the filter would prefer the information of the actual image measurement over the informa-

tion already in the model, i.e., zero displacements and velocities. However, P0 should not

be too large in which case the dynamics of the deformation model will be ignored.

Before starting the non-rigid 3D-2D iterative registration, the coordinates of the refer-

ence and template images are co-registered using a rigid transformation. This registration

can be done based on fiducial markers that are seen in both pre and intraoperative images.

Therefore, for any 2D reference image slice (intraoperative image), its transformed grid to

the coordinates of the template image (preoperative image volume) is the best initial match

before deformable registration. In other words, the 2D image interpolated from the volume
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Figure 6.1: Block diagram of the iterative 3D-2D registration algorithm with static tissue deformation based
on the concept of dynamic state estimation.

of the template image at transformed 2D image grid is the corresponding image slice to the

2D reference image.

The flow of the iterative registration algorithm is given in Figure 6.1 which is slightly

changed with respect to Figure 5.1. The registration steps of the proposed registration

algorithm are as follows.

1. Time Update/Prediction: At each iteration, the vector of state estimates from the previ-

ous step x̂k−1 is updated to x̂−k according to the time update equation, i.e., x̂−k = Ax̂k−1.

117



Ph.D. Thesis - B. Marami; McMaster University - Electrical and Computer Engineering

This is the vector of predicted deformation states based on which the predicted displace-

ments for the nodal points of the FE mesh can be computed using u−k = φmx̂−k . The a pri-

ori estimate error covariance matrix P−k is also updated in this step using the equation

given in Table 5.1. The update of P−k was not required in 3D-3D registration (Chapter 5)

since the steady-state Kalman gain was computed before starting the iterative algorithm.

2. Find Deformed Image Grids: For any 2D intraoperative slice (the reference image), the

deformation of the image grid is computed based on the predicted deformation of the FE

mesh using elements interpolation function. Then, the deformed mesh is transformed to

the coordinates of the template image.

3. Interpolate the Predicted Deformed Template Images: The deformed image grids in the

previous step are used to compute the predicted deformed template 2D images T [u−k ]

from the preoperative image volume using the trilinear interpolation method.

4. Compute the Observation Prediction Error: In 3D-2D registration, instead of using

a separate control points grid, some of the image grid points are considered as control

points at which the observation prediction errors are computed. This eliminates the extra

computations needed to deform a separate control points grid. The observation predic-

tion errors are computed at control points using Equation (5.10). Based on the formula

given in Equation (4.3) for the computation of the gradient of the similarity/distance

measure, Equation (5.10) can be rewritten as

dxc = zk −Hx̂−k = −
1
γ

g(T [u−k ],R) ∇Txc[u
−
k ] (6.5)

Here, g(T [u−k ],R) is a scalar and∇Txc[u−k ] is a 3×1 vector at each control point. Since the

direction of the computed displacement at each control point depends on the gradient of
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the template image (the 3D volume) at that point, the computed observation prediction

error is not restricted to the plane of the 2D intraoperative image. This makes it possible

to compute out of plane displacement vectors to update the state estimates.

5. Measurement Update: The state estimates are updated based on the vector of obser-

vation prediction errors using x̂k = x̂−k + Γkdxc where Γk is the update Kalman gain at

iteration k. The Kalman gain Γk and the a posteriori estimate error covariance matrix

Pk are updated using the equations in Table 5.1. It should be noted that, the update of Γk

and Pk are not required when the steady-state Kalman gain is computed before starting

the iterative algorithm, e.g., in 3D-3D registration.

The iterative algorithm terminates when the relative change in the similarity/distance

measure between the 2D reference R images and their corresponding 2D deformed template

images T [u] (i.e., I(R,T [u])) is less than a given small number ε, i.e., |Ik−Ik−1|/Ik < ε, or the

total iterations exceeds a maximum number.

At the end of the iterative algorithm, the whole volume of template images (preoperative

images) can be deformed based on the estimated tissue deformation. Deformation of the

3D grid (with desired resolution for the image volume) in the coordinates of the reference

image is computed based on the deformation of the FE mesh using elements interpola-

tion (shape) function. The deformed grid is transformed to the coordinates of the template

image using the rigid transformation for coordinates matching. Finally, the deformed tem-

plate image is interpolated at deformed grid points from the preoperative (template) image

volume. As discussed in Chapter 2, in backward mapping, the regular grid of the reference

image is transformed to the coordinates of the template image using the inverse of the es-

timated tissue deformation. In this thesis, the inverse of the tissue deformation is directly

estimated using the FE-based deformation model.
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6.3 Experiments and Results

6.3.1 Registration of 3D MR Images of a Breast Phantom to a Se-

quence of 2D Images

In this section, the 3D MR images of the breast phantom are registered to a sequence

of 2D images acquired from different orientations of the compressed phantom using the

the proposed method. In Section 4.3.1, the details on acquiring 3D MR images from the

uncompressed and compressed phantom were given. Reference images in the registration

are 15 2D slices which are computed from the 3D compressed phantom images. All planes

of 2D images pass through the center point of the phantom image volume having different

orientations. The normal vector to the plane of each 2D image is given as

~ni = [0 ; cos(
iπ
15

) ; sin(
iπ
15

)]; i = 0,1, ...,14 (6.6)

The grid for 2D images is 90×120 among which a regularly distributed 30×40 points are

employed as control points. The pixel size for 2D images is 1×1 mm.

The same FE dynamic model as Section 4.3.1 is used in this section to construct the

deformation model. In Figure 6.2, the cubic FE mesh which is used for registration is

depicted before (Figure 6.2a) and after (Figure 6.2b) deformation with two 2D image planes

across the mesh. The two 2D planes across the FE mesh are demonstrating two different

2D intraoperative MR planes (reference images) in Figure 6.2a, and the corresponding

2D image planes in the volume of deformed template images in Figure 6.2b. The mesh

has 15112 elements with 3067 nodal points. The size of the reduced dynamic model is

m = 1000 where only 10.8% of modes of the full deformation model is considered in the
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(a) Undeformed mesh (b) Deformed mesh

Figure 6.2: Undeformed and deformed FE mesh for phantom image registration.

dynamic model. Furthermore, the number of bins N is 256 in this experiment. p, q and

s for the initial estimate error P0, process Q and measurement noise S covariances are

considered 0.5, 100, and 0.01 respectively. A 3D Gaussian filter with a 8×8×8 kernel and

σ= 2 is employed to smoothen the image in the computation of the gradient of the template

image ∇T [u].

In order to update the states of deformation based on 3D-2D registration method pro-

posed in this chapter, the 2D images could be used either altogether after they all are ac-

quired, or one by one as they are obtained by the imager. While the two approaches would

yield similar results in the case of a static tissue deformation, the second method should

be used if the tissue is dynamically deforming during the imaging process. In this experi-

ment, 2D images are registered separately while the deformation model spatially correlates

information of different 2D images. Figure 6.3 shows the evolution of three different simi-

larity/distance measures between the reference and deformed template images as functions

of iteration number. The volume of preoperative image is independently registered to the
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Table 6.1: 3D-2D registration results in terms of TRE (in mm) using different similarity/distance measures.
Coordinate frames are given in Figure 4.2a.

Registration using SSD CR MI Before
Mean±std in x 2.32±1.59 1.84±1.54 3.11±1.89 14.70±1.72
Mean±std in y 0.67±0.49 0.63±0.54 1.10±0.53 2.85±1.91
Mean±std in z 1.28±1.31 1.00±1.01 1.43±1.07 2.08±1.43
Mean±std 3.19±1.19 2.55±1.31 3.80±1.83 15.31±1.37
Median 3.2 2.44 3.30 15.82

sequence of 2D intraoperative images. The algorithm iterates 15 times for each image slice.

In Figure 6.3a, the change of similarity/distance measures between the 2D reference

images and their corresponding 2D deformed template images are plotted as a function

of iteration steps. The final state estimates from registering each image slice are used as

initial conditions for the estimation using the next image slice. It takes 225 iterations to

register all 15 image slices. It can be seen from Figure 6.3a that, during 15 iterations for

each image slice, SSD between 2D images is decreasing while CR and MI are increasing.

In Figure 6.3b, the similarity/distance measures between the 3D reference volume (from

which the intraoperative 2D slices are interpolated) and the volume of deformed template

images is plotted as a function of iteration steps. Using the sequence of 15 2D image slices,

the deformation of the breast phantom is gradually estimated. Finally, the volume of the

preoperative (template) images is warped based on the final estimated tissue deformation

using the FE-based deformation model.

In Figure 6.4, the resulting images from SSD-based registration are shown. In this fig-

ure, three different views of the template volume (a), reference volume (from which the

2D images are computed) (b), deformed template volume (c) and the difference images (d)

are given. The difference image is the intensity difference between the deformed template

volume and the reference volume. The registration results based on TRE for eight pairs
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Figure 6.3: The evolution of similarity/distance measures in the iterative 3D-2D registration, (a) between 2D
reference image and its corresponding 2D deformed template image, and (b) between the original 3D volume
of reference images and the 3D deformed template images.

of manually identified fiducial points (see Section 5.2.1) are given in Table 6.1. In this ta-

ble, the average (mean), standard deviation (std) and median of distances between fiducial

points before and after the registration are given. The image axes are shown in Figure 4.2a.

The average TRE is decreased from about 15.3 mm before registration to about 3.18 mm

after registration. Similar to the registration results in previous chapters, CR-based reg-

istration outperforms SSD- and MI-based registrations. In this experiment, only the low

information content of the pair of 2D slices are employed to compute the joint histogram

at each iteration. This is one of the reasons for the relatively poor performance of the MI-

based registration. TERs in 3D-2D registration is higher than those of 3D-3D registration

results Chapters 4 and 5. However, these results are expected to improve when more 2D

images from different cross-sections are employed.
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(a) (b) (c) (d)

Figure 6.4: Coronal (top row), axial (middle row) and sagittal (bottom row) views of the template (a), refer-
ence (b), registered deformed template (c) and the difference images (d) in 3D-2D SSD-based registration of
the breast phantom images.

6.3.2 Registration of 3D MR Images of the Actual Breast to a Se-

quence of 2D Interventional Images

In this section, the 3D MR images of uncompressed breast (template/preoperative) are

registered to a sequence of simulated 2D interventional MR images of compressed breast

(reference/intraoperative). The breast MR images are identical to those of the Chapter 4

which were acquired under normal and compressed conditions (see Section 4.3.2 for more
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details). Registration method explained in this chapter is applied to both right and left breast

images separately and the experimental results on both image data sets are presented.

Interventional MR images are thicker and noisier than diagnostic MR images, and are

degraded by the receiver coil inhomogeneity [15]. In this chapter, the actual 3D high-

resolution MR images of the compressed breast are used to simulate the 2D interventional

MR images. The voxel size for the high-resolution MR images is 0.7×0.7×1.1 mm. First,

an isotropic MRI volume with voxel size of 1.4×1.4×1.4 mm is created from the original

compressed breast image data using trilinear interpolation. Then, three thin 1.4 mm adja-

cent slices are averaged to form a thick 4.2 mm slice. Also, Gaussian noise is added to the

thick averaged slices to reduce their SNR defined as

SNR =
Pimage

Pnoise
=

Pimage

Pimage−iMRI
(6.7)

where Pimage is the average power of the middle image slice and Pimage−iMRI is the average

power of the difference between the middle thin slice and the simulated interventional MR

image slice. With this definition, SNR for the average image is about 20 which becomes

about 15 [15] after the addition of noise. Figure 6.5 shows a sample of the simulated

interventional MR image, the average image slice as well as the middle thin slice.

The same FE mesh and the deformation model as Section 4.3.2 are employed in this

experiment. The size of the employed reduced dynamic model is m = 500 which is equal

to 3.96% of modes of the full deformation model. In this experiment, the 3D volume of

uncompressed breast images are registered to nine 2D interventional MR images of the

compressed breast. As shown in Figure 6.6, these 2D images are acquired from differ-

ent positions and orientations, i.e., three slices in each of the axial, coronal and sagittal

planes. The 2D interventional MR images are used all together in the iterative registration
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(a) (b) (c)

Figure 6.5: A thin image slice (a), the average image slice (b), and the simulated interventional MR image
slice of the left breast (c).

algorithm after they have been acquired.

The resolution of the simulated interventional MR images is 100, 142 and 170 in the

x (sagittal), y (coronal) and z (axial) direction respectively. Control points spacing is also

considered to be 40, 50 and 60 in the direction of x, y and z, respectively. This means that,

for instance, the observation prediction error vector is computed at a 40×50 grid points out

of 100×142 image grid points in the axial (x-y) plane. It should also be emphasized that the

observation prediction error dxc in Equation (6.5), which is computed at any control point

on the 2D interventional image planes, is a 3D vector and in general is not limited to the

2D plane of the interventional image. p, q and s for the initial estimate error P0, process

Q and measurement noise S covariances are set to 0.1, 20, and 0.01 respectively. As was

discussed in Section 4.3.1, a smoothing Gaussian kernel with a variable standard deviation

σ is employed in the computation of the gradient of the template image ∇T [u] to reduce

noise and control the amount of details used in each iteration.
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Figure 6.6: Deformed and undeformed FE meshes with nine simulated interventional MR image planes in
3D-2D registration of the breast images.

Table 6.2: 3D-2D sequence registration results for the right breast images in terms of TRE (in mm) using
different similarity/distance measures. Coordinate frames are given in Figure 4.7.

Registration using SSD CR NCC MI Before
Mean±std in x 1.45±1.71 1.07±1.38 1.16±1.44 1.10±1.45 8.65±4.52
Mean±std in y 0.84±0.73 0.85±0.67 0.75±0.51 1.74±1.76 1.83±1.79
Mean±std in z 0.75±0.57 0.68±0.56 0.71±0.62 0.86±0.64 5.50±3.70
Mean±std 2.10±1.63 1.76±1.35 1.76±1.39 2.53±2.02 11.29±4.01
Mean±std (IRTK) — 2.74±2.02 2.81±1.95 2.65±1.63 11.29±4.01
Median 1.81 1.63 1.34 1.83 12.94

Table 6.2 and Table 6.3 summarize the registration results in terms of TRE for ten

fiducial points for the right and left breast images, respectively. It is evident that NCC

and CR-based registration outperform SSD and MI-based registrations. The average TRE

is decreased from about 11.3 mm and 14.8 mm before registration to about 2.1 mm and

4.3 mm after registration in the right and left breast images, respectively. Comparing the
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Table 6.3: 3D-2D sequence registration results for the left breast images in terms of TRE (in mm) using
different similarity/distance measures. Coordinate frames are given in Figure 4.7.

Registration using SSD CR NCC MI Before
Mean±std in x 0.91±0.90 1.24±1.39 1.17±1.38 1.71±1.66 10.05±5.60
Mean±std in y 1.33±1.32 1.74±1.17 1.53±1.30 1.96±1.50 2.25±2.01
Mean±std in z 2.48±2.86 3.03±2.83 2.95±2.54 4.16±3.35 8.91±6.19
Mean±std 3.44±2.70 4.14±2.76 4.04±2.40 5.54±3.00 14.78±6.11
Mean±std (IRTK) — 6.33±3.37 6.44±3.02 5.92±3.07 14.78±6.11
Median 3.19 3.68 2.4 5.40 16.43

results of this section with the TREs given in Table 5.4 and Table 5.5, it can be concluded

that 3D-2D sequence registration results in similar results as 3D-3D registration in the

right breast images. But, in the left breast images that the compression is larger than the

right breast images, the average TREs are about 1.3 mm larger than 3D-3D registration.

However, the outcome is still acceptable considering that only 9 thick and noisy slices have

been used for the registration of images with a large deformation. More interventional 2D

slices are expected to reduce TREs.

The registration results in this section are also compared to those of the IRTK [182] (see

Section 5.2.2 for more details). For this experiment, the IRTK algorithm is implemented at

three resolution levels. The control points spacing is chosen as 40, 50 and 60 in x, y and

z direction, respectively, which is identical to the resolution of the grid of control points

used as the vector of observation prediction errors in the proposed method of this thesis.

For IRTK implementation, simulated 2D interventional MRI slices are assembled in a 3D

matrix. In the reference image volume, voxel points which are not on the interventional

MRI slices are padded -1 and are ignored (masked) in the registration. Therefore, IRTK

employs all slices together in the registration as a 3D volume.

The results given in Table 6.2 and Table 6.3 show that the average TREs of the state

estimation-based registration method are better than those of IRTK in most cases. Average
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(a) (b) (c) (d)

Figure 6.7: Axial (top row), sagittal (middle row) and coronal (bottom) views of the template (a), reference
(b), registered deformed template (c) and the difference images (d) in 3D-2D sequence NCC-based registra-
tion of the left breast images using the method of state estimation for dynamical systems.

TREs in state estimation-based registration method are 1 mm and 2 mm less than those in

IRTK in the right and left breast images, respectively. Furthermore, IRTK in SSD-based
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registration produces unrealistic deformations in both right and left breast images. Hence,

the TRE of fiducial points have not been computed for these cases.

The resulting images for 3D-2D sequence NCC-based registration of the left breast

images are given in Figure 6.7. In this figure, images of the normal breast (Figure 6.7c)

are deformed to match the images of the compressed breast (Figure 6.7b). The deformed

template images are shown in Figure 6.7c and the difference between the reference images

and the deformed template images are given in Figure 6.7d. It is evident from this figure

that the deformed template images are very similar to those of the actual compressed breast.
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Chapter 7

Dynamic tracking of tissue deformation

based on registering 3D preoperative im-

ages to real-time 2D intraoperative im-

ages

In this chapter, the proposed state estimation-based registration method is further developed

to register 3D preoperative images to 2D intraoperative images of a dynamically deforming

tissue. The states of tissue deformation are estimated over time using a sequence of real-

time 2D images acquired from the deforming tissue. The developed registration method is

evaluated in tracking a target inside the breast tissue similar to what is required in MRI-

guided breast biopsy. Also, the dynamic deformation of the breast phantom is tracked

based on 3D-2D MR-US image registration using the proposed method.
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7.1 Background and Motivation

Recent developments in medical imaging and interventional tools have made image-guided

minimally invasive therapy a reliable alternative to open surgery in medical practice. Mod-

ern CT and MRI systems can provide informative details of the human anatomical struc-

tures in the form of 3D high-resolution images. However, high operational cost and incom-

patibility with other equipment in the operating room render these imaging modalities less

suitable for real-time applications and interventional procedures. Dedicated interventional

MRI systems and non-magnetic equipment have been developed in recent years for min-

imally invasive surgeries [17, 186]. However, the long acquisition and processing times

of these imaging systems prevents surgeons from having real-time high-resolution volu-

metric images during the intervention. Hence, in MRI-guided breast biopsy procedures,

for instance, 3D images are acquired before inserting the biopsy needle for localization of

the lesions. Other image sets are acquired to verify the needle position when the needle is

already inside the breast and it usually takes a few minutes [17, 187].

With existing technologies, nearly real-time MR imaging is feasible in the form of ei-

ther one or a few 2D slices from certain orientations, or low-resolution and low-contrast 3D

images which do not require long processing time. Although real-time 2D images provide

limited spatial information about the organ, over time acquisition of these images could be

helpful in conjunction with preoperative image data in image-guide biopsies and interven-

tions. 3D high-resolution preoperative images can be dynamically registered to the real-

time intraoperative 2D images. Based on the registration of images, preoperative surgical

plans can be updated intraoperatively using the real-time information about the position of

the lesion and surgical tools. a priori US is another imaging technique which is widely used
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in procedures such as image guided needle biopsy and ablation therapy due to its low cost,

compatibility with other equipment, and fast acquisition time. Unfortunately, US imag-

ing is handicapped by a confined field of view, poor image quality and low sensitivity and

specificity in detecting relatively small regions (e.g., lesions or tumours). Co-registration

of preoperative MR/CT images with intraoperative US images can take advantage of the

strengths of each these imaging modalities and provide a more comprehensive picture of

the tissue than what would be available using only one imaging modality.

The registration method proposed in Chapter 5 is employed here to register preoperative

image volumes to real-time 2D intraoperative images of a dynamically deforming tissue.

The states of tissue deformation are estimated over time based on real time 2D images

providing a spatial and temporal correlation between images acquired from different orien-

tations at different times. The proposed method is evaluated in two different experiments

of 3D-2D MR-MR and MR-US image registration.

7.2 The Registration Method

The method for 3D-2D registration in this chapter is based on the same registration frame-

work proposed in Chapter 6. However, intraoperative 2D images are acquired from a tissue

undergoing dynamic deformation. Preoperative images are registered to the real-time in-

traoperative images over time to dynamically follow the tissue deformation and provide

high-resolution 3D images during the operation. Similar to registration method discussed

in Chapter 6, the grid of control points is defined on the plane of the intraoperative 2D

image. The position and orientation of the intraoperative 2D image plane can change at

any time depending on the interventional MR or US imaging system. Therefore, the obser-

vation model needs to be updated any time and the Kalman gain has to be computed with
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other matrices at each iteration according to the time and measurement update equations

given in Table 5.1.

The flowchart of the registration algorithm is given in Figure 7.1. At each iteration,

the coordinates of the real-time 2D MR/US image are first registered to the coordinates of

the preoperative image volume using a rigid transformation. This rigid registration is not

image-based. The rigid transformation depends on the position and orientation of the image

detectors in imaging systems with respect to the patient. In US imaging, for instance, the

transformation can be obtained using an optical, mechanical or electromagnetic localizer

connected to the US probe. Based on this transformation, the intraoperative (reference)

image grid is projected to the domain of the preoperative image data. The image slice

interpolated from the preoperative image volume at the projected grid is the best initial

match for the intraoperative 2D image before deformable registration.

The registration steps at each iteration are as follows.

1. Time Update/Prediction: The a priori estimates of the states x̂−k is computed based on the

vector of state estimates from the previous step according to the time update equation,

i.e., x̂−k = Ax̂k−1. The predicted displacements for the nodal points of the FE mesh can

be computed using u−k = φmx̂−k . The a priori estimate error covariance matrix P−k is

also updated in this step using the equation given in Table 5.1. The update of P−k was

not required in 3D-3D registration (Chapter 5) since the steady-state Kalman gain was

computed before starting the iterative algorithm.

2. Find Deformed Image Grids: The deformation of the intraoperative 2D image grid is

computed based on the deformation of the FE mesh using elements’ interpolation func-

tion. Then, the deformed 2D image grid is projected to the coordinates of the preopera-

tive image volume.
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Figure 7.1: Block diagram of the iterative 3D-2D registration algorithm with dynamic tissue deformation
based on the concept of dynamic state estimation.

3. Interpolate the Predicted Deformed Template Image: The predicted image grid in the

previous step are used to compute the predicted deformed template 2D image T [u−k ]

from the preoperative image volume using the trilinear interpolation method.

4. Compute the Observation Prediction Error: Some of image grid points are considered

as control points for computing the observation prediction errors. The observation pre-

diction errors are computed at control points using Equation (5.10). As discussed in

Section 6.2, for the similarity/distance measures given in Table 4.1, the displacement
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computed at grid points (observation prediction error) is a 3×1 vector which is not re-

stricted to the plane of the 2D intraoperative image. In MR-US registration another

similarity/distance measure is employed in this thesis which is not given in Table 4.1.

This metric which is based on MIND [98] will be explained later in this chapter.

5. Measurement Update: The state estimates are updated based on the vector of obser-

vation prediction errors using x̂k = x̂−k + Γkdxc where Γk is the update Kalman gain at

iteration k. The Kalman gain Γk and the a posteriori estimate error covariance matrix

Pk are updated using equations given in Table 5.1. The update of Γk and Pk were not

required in 3D-3D registration presented in Chapter 5 when the steady-state Kalman

gain was computed before starting the iterative algorithm.

Since the soft tissue is dynamically deforming over time, the iterative registration algorithm

continues to follow the deformation as long as new measurements (images) are available.

When the tissue reaches to an steady-state deformation point, the iterative algorithm is

expected to stop similar to the criterion discussed in Section 6.2. However, since the simu-

lations in this thesis are not real-time, a certain number of iterations is carried out for each

2D reference image. The whole volume of preoperative (template) images can be deformed

at any time based on the estimated tissue deformation. For a desired resolution, the 3D im-

age grid in the coordinates of the reference image is deformed based on the deformation of

the FE mesh using elements interpolation function. The deformed grid is then transformed

to the coordinates of the preoperative images. Finally, the volume of deformed template

image is interpolated at deformed grid points from the preoperative images.
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7.3 Similarity/Distance Measure for MR-US Registration

A different intensity-based similarity/distance measure is employed in this chapter for MR-

US registration. For the single modality image registration experiments presented previ-

ously in this thesis, four similarity/distance measures, namely SSD, CR, NCC and MI were

used. These metrics with a few other similarity/distance measures were discussed in Sec-

tion 2.3.4. SSD is the simplest distance measure between images which works best for

single-modality images. CR, NCC and MI have been employed in the literature for single

and multi-modality image registration problems. However, these metrics do not perform

as well in the registration of preoperative MR or CT images to intraoperative US images

as they do in the registration of other modalities. US images have lower SNR than other

diagnostic imaging modalities such as MRI, CT, PET and SPECT. US images suffer from a

type of acoustic noise called speckles caused by the scattering of the US beam from micro-

scopic tissue inhomogeneities [188]. Speckles in US images are the main source of image

degradation. Furthermore, US images usually have artifacts and shadows which do not

exist in other imaging modalities.

Various intensity-based similarity/distance measures were considered for MR-US reg-

istration among which MIND outperformed other metrics for the intended application of

this thesis. MIND, which stands for modality independent neighbourhood descriptor, was

proposed by Heinrich et al. [98] and originally was evaluated in the registration of 3D tho-

racic CT scans between inhale and exhale as well as the registration of 3D CT and MRI

scans. MIND extracts distinctive structures in a local neighbourhood based on the sim-

ilarity of small image patches within the image. The extraction of structures using this

method is independent from image modalities, contrast, noise and intensity levels of the
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images [98]. However, it is sensitive to different types of image features such as corner

points, edges and textures. The method benefits from the concept of image self-similarity

which first was introduced for non-local means filtering for image denoising [189]. In the

proposed denoising method, structural similarities in an extended non-local region of an

image feature are found. The denoised central voxel is determined based on a weighted

average of values of similar patches in the non-local search window.

MIND is basically a multi-dimensional image descriptor which represents the distinc-

tive image structures in a local neighbourhood [98]. MIND is extracted based on patch

distances in each image separately (different modalities). Extracted descriptors are then

compared using simple single-modality similarity/distance measures such as SSD. MIND

can be formulated based on a distance Dp, a variance estimate Var and a spatial search

region R at any point y of image Im as [98]

MIND(Im,y,r) =
1
n

exp
(
−

Dp(Im,y,y + r)
Var(Im,y)

)
; r ∈ R (7.1)

where n is a normalization constant for having the maximum value equal to 1 and R is the

search region. Therefore, using MIND, the image will be represented by a vector of size

|R| at any pixel/voxel point. The distance between two pixels/voxels y1 and y2 of image Im

is defined as the SSD of all pixels/voxels between two patches P of size (2p + 1)d (d is the

image dimension) centered at y1 and y2 as

Dp(Im,y1,y2) =
∑
p∈P

(Im(y1 + p)− Im(y2 + p))2 (7.2)

Different methods are proposed in [98, 189] for computing Var among which the simplest

way is to use the mean of the patch distances within a six-neighbourhood N in 3D images
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(four-neighbourhood in 2D images) as

Var(Im,y) =
1
6

∑
i∈N

Dp(Im,y,y + i). (7.3)

Therefore, for any pixel/voxel point of the image, MIND can be calculated given two pa-

rameters, i.e., r and p. Then, the similarity/distance measure between the reference image

R and the deformed template image T [u] at point xc can be defined as the SSD of MINDs

calculated from two images at that point, i.e.,

I(R,T [u],xc) =
1
|R|

∑
r∈R

(MIND(R,xc,r)−MIND(T [u],xc,r))2 (7.4)

Unlike similarity/distance measures in Table 4.1 which are defined for whole image

volume, the measure in Equation (7.4) is defined locally at point xc. Therefore, the ob-

servation prediction error at each control point xc can be computed using Equation (5.10)

as

dxc = zk −Hx̂−k = −
1
γ
∇I(R,T [u−k ],xc) (7.5)

In 3D-2D registration, the reference image R and the deformed template image T [u]

(projected reference image in the coordinates of the template image) are both 2D. A nu-

merical method is employed to compute the derivative of the similarity/distance measure

defined based on MIND, i.e., ∇I(R,T [u−k ],xc). The computed derivative at each control

point is a 2×1 vector on the plane of the reference (US) image. This vector represents a 3D

displacement vector when projected to the coordinates of the template image. Although

the measured observation prediction error at each iteration is on the plane of the reference
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(US) image at each iteration, the final computed deformation is not limited to this plane be-

cause the whole volume the FE mesh is deformed at each iteration based on the estimated

deformation states using the 3D model.

7.4 Experiments and Results

7.4.1 Dynamic Target Tracking in Image-Guided Breast Biopsy based

on 3D-2D MR-MR Registration

In this experiment, a moving/deforming sub-volume inside the breast tissue is tracked using

2D intraoperative MR images while the tissue deforms due to the biopsy needle insertion

forces. The application of interest is real-time MR image-guided breast biopsy. A sequence

of interventional 2D MR images in the direction of needle insertion is employed over time

to estimate deformation states based on the model presented in Section 5.1.1. The tissue

is dynamically deforming as the intraoperative 2D images are acquired. To produce the

intraoperative images, tissue deformation during the needle insertion is simulated using

a commercial software. The deformation of the breast tissue is recorded and used with

the pre-insertion image data to simulate a sequence of 2D images taken in the plane of

the needle at consecutive sample times during insertion. MR image artifacts due to the

presence of the needle are also simulated. Details concerning the actual breast MR images

used in this experiment were given in Section 4.3.2.

The partial differential equations (PDE) solver FlexPDE 6 [190] simulates the tissue

deformation. First, a FE mesh is created that encompasses the entire uncompressed breast

image data, see Figure 7.2a. Loads are applied to the boundaries (y-z plane) of the mesh

until they reach the borders of the compressed breast image data (Figure 7.2b). During
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(a)

 

(b)

Figure 7.2: FlexPDE FE mesh for the simulation of needle insertion: uncompressed (a) and compressed mesh
(b) after application of boundary forces. Dimensions are in meters (m).

the biopsy, the breast tissue is immobilized using parallel compression plates [12]. Finally,

needle forces are applied to the compressed mesh to simulate the effect of needle entering

the tissue in the x (sagittal) direction from right to left in Figure 7.3. Two types of forces

are considered: friction forces distributed along the portion of the needle inside the soft

tissue, and cutting forces concentrated around the tip of the needle. A Gaussian profile is

created for the needle forces along the needle path, as shown in Figure 7.3a. At each point

the needle force is computed using

fn = f f + fc = f f maxe−d2
f /2σ

2
f + fcmaxe−d2

c/2σ
2
c (7.6)

where fn is the amplitude of the total needle force which is the sum of friction f f and
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(a)

 

(b)

Figure 7.3: Needle insertion simulation: force profile (a) and displacement field in the axial plane (b). Di-
mensions are in meters (m).

cutting fc forces. This force is applied in the direction of insertion along the needle length.

Furthermore, d f is the distance from the needle, dc is the distance from the needle tip, and

f f max, fcmax, σ f and σc are real and constant positive numbers. Figure 7.3b also shows the

deformation field in the axial plane after inserting the needle in the compressed FE mesh.

It should be noted that the FlexPDE simulation employs a large-deformation nonlinear

model [191] whereas the registration is based on a linear elastic deformation model. More-

over, the FE meshes employed in the FlexPDE simulation and the registration process are

completely different. The simulated deformation of the mesh (nonlinear model) during the

needle insertion is recorded and used to produce intraoperative images of the breast. The

model of the breast is compressed in the first four seconds of the simulation and then the
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needle is inserted into the tissue over next six seconds with a speed of 7.33 mm/sec. 2D

interventional MR images are simulated at a fixed orientation parallel to the needle inser-

tion path. The interventional MR images are created by averaging three adjacent slices

and adding Gaussian noise as discussed in Section 6.3.2. The susceptibility artifact of the

needle inside the breast tissue is also considered when generating the images. The arti-

fact depends on factors such as the diameter of the needle and its composition, magnetic

field strength and the direction of the insertion [186, 192]. The size of the needle artifact

has been reported in [186] to be 9.5 mm for a 14-gauge sterile biopsy needle surrounded

by a 13-gauge needle holder used in a 3 T MRI-guided large-core-needle biopsy. In this

experiment, an artifact of 10 mm in diameter is considered around the needle. Figure 7.4

shows four simulated interventional MR images as the needle progresses inside the breast

tissue; the square marks a target sub-volume which is located to the left of the final needle

tip position. The size of the target sub-volume is 21.1×21.1×33.0 mm.

The actual 3D pre-insertion images of the compressed breast are registered to the sim-

ulated 2D interventional MR images at each acquisition sample time in order to track a

target sub-volume inside the breast tissue, e.g., the location of a hypothetical tumour. In-

terventional MRI acquisition time has been reported to be around 1.2 sec for a 256×256

image in [193] and approximately 1 sec and less in [194]. More recently, Roujol et al. [195]

used a frame rate of 10 images/sec in real-time MR-thermometry and dosimetry for inter-

ventional guidance on the liver and the kidney. In this experiment, for the 6-sec period of

needle insertion time, the deformation of FlexPDE mesh is recorded with a sampling pe-

riod of ts = 1 sec, resulting in seven 100×142, 4.2 mm thick interventional MR images with

the pixel size of 1.4×1.4 mm. A regular grid of 40×60 out of the 100×142 interventional

MR image grid points is considered as control points for the calculation of the observation
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(a) (b) (c) (d)

Figure 7.4: Simulated interventional MR images with the susceptibility artifact during the needle insertion
at acquisition times equal to 1 (a), 2 (b), 4 (c) and 6 (d) seconds, with the square showing the target region
inside the left breast images. Coordinate frames are given in Figure 4.7.

prediction error dxc. The region of the needle artifact is predicted and excluded from the

measurements. In information theoretic metrics-based registration, i.e., MI, NCC and CR,

the corresponding 100×142 image from the template data is interpolated in each iteration

to form the joint intensity histogram ignoring pixels in the needle artifact region.

A cubic FE mesh with 22717 tetrahedral elements and 4502 nodal points encompassing

the entire volume of the compressed breast is generated using the COMSOL Multiphysics

and Simulation software [178]. In the reduced dynamic deformation model m = 500. Us-

ing this mesh, the deformation model is constructed as discussed in Chapters 3, and 5.

Figure 7.5 shows the FE mesh before (Figure 7.5a) and after registration (Figure 7.5b).

The deformation caused by needle forces is evident in Figure 7.5b which is the inverse of

the actual physical deformation of the breast tissue.

For the registration in this experiment, p, q and s for the initial estimate error P0, process
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y z 

(a) Undeformed mesh

 

(b) Deformed mesh

Figure 7.5: Deformed and undeformed FE meshes in the dynamic target tracking for image-guided breast
biopsy.

Q and measurement noise S covariances are set to 0.02, 10, and 0.002, respectively. Similar

to Section 4.3.1, a smoothing Gaussian kernel with a variable standard deviation σ is also

employed in the computation of the gradient of the template image ∇T [u] to reduce noise

and control the amount of details used in each iteration. Figure 7.6 shows axial, sagittal

and coronal views of the target sub-volume in the simulated (reference) and NCC-based

registered images at the seven acquisition sample times during needle insertion. In this

figure in any view, the left column (registered images) tracks the right column (reference

images). The first row shows the target sub-volume in the compressed breast image data

before needle insertion and the remaining seven rows display the target sub-volume in the

reference (simulated) and registered image volumes. Since the reference image is in the

axial plane, target tracking in this plane is better than the other two planes.

145



Ph.D. Thesis - B. Marami; McMaster University - Electrical and Computer Engineering

axial (x-y) view sagittal (y-z) view coronal (x-z) view

Figure 7.6: 3D view of the target sub-volume in the simulated and registered image data. For each view the
right column shows the simulated images (reference image) and the left column shows the registered images
(deformed template image). Seven rows (from top to bottom) are for t = 4,5, ...,10 sec during the insertion
period. Coordinate frames are given in Figure 4.7.
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Although only one axial image slice is employed as the reference image in the regis-

tration, the exact position of the voxel points of the target sub-volume in both simulated

(reference) and registered (deformed template) images are known. Therefore, to evaluate

the performance of the registration, rather than manually identifying fiducial points and

computing TRE, the Euclidean distance between all voxel points of the target sub-volume

in two images is computed as a measure of registration (tracking) error. Figure 7.7a depicts

the average and standard deviation of the voxel point distances at each sample time using

different similarity/distance measures. In this figure, the line with a circle on it shows the

average and standard deviation of the total deformation of the voxel points at each sample

time. As the needle goes through the breast, the target sub-volume moves and deforms

further. When the needle reaches the target, the average displacement of the target is about

8 mm. However, with dynamic 3D-2D image registration the deformation of the target

sub-volume is tracked and the average tracking error is about 1.5 mm. The results in Fig-

ures 7.6 and 7.7 demonstrate how the registration method allows for tracking of a target

lesion inside the breast using real-time 2D intraoperative images of the breast tissue during

a biopsy procedure.

The average and standard deviation of the voxel point distances of the target sub-volume

are also analyzed in x, y, z axis separately in Figures 7.7b, 7.7c and 7.7d respectively.

The maximum deformation occurs in the x (sagittal) direction which is the direction of for

needle insertion, see Figure 7.7b. The reduction in the tracking error in this direction is also

more than other two directions. As can be seen from Figure 7.7c, the registration method

based on all similarity/distance measures compensates the target sub-volume deformation

in y (coronal) direction as well. However, the tracking error in z (axial) direction after the

registration is more than the actual deformation in this direction (especially the variance
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Figure 7.7: Averages and standard deviations of the voxel point distances (registration error) of the target
sub-volume. Horizontal axes show seven sample times during the insertion period, i.e., t = 4,5, ...,10 sec.
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of the error). Since the reference image is in the axial plane, there is not enough image

information in the z (axial) direction for the registration. However, this error is less than

half of the interventional image thickness, which is 4.2 mm.

As the needle penetrates through the tissue, the quality of the registration in the target

sub-volume degrades. This effect can be primarily attributed to the needle artifact which

approaches to the target sub-volume, resulting in information loss around this critical area.

Comparing different similarity/distance measures, CR and NCC-based registrations outper-

forms MI and SSD-based registrations for small deformations (iterations 1-5). When the

needle reaches the target, MI-based registration results in the smallest registration error.

7.4.2 Dynamic Tracking of a Deformable Tissue Based on 3D-2D MR-

US Image Registration

In this section, 3D MR volume of a realistic breast phantom (CIRS model 051 [177]) is

registered to its real-time 2D US images to dynamically track the deformation caused by

pushing a linear US probe against the phantom. The phantom is mounted on an apparatus

made of plexiglass shown in Figure 7.8. Eight fiducial markers which are visible in the MRI

scan were employed for the registration of the MRI and optical tracker coordinate frames.

A 3D image volume of 512×512×108 with voxel size of 0.47×0.47×1 mm was acquired

from the phantom tissue using a GE Discovery MR750 3.0T machine. The MRI volume

was rigidly registered to the real-time 2D US images using a system by Hologic Inc. [196]

which integrates SonixTOUCH ultrasound [39] with Aegis Navigation (see Figure 7.9). In

this system, the US transducer is tracked by an optical tracker allowing for examination

of the same anatomical features under both US and MRI modalities. The accuracy of this

registration quickly degrades when the tissue is deformed due to the force of the ultrasound
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Figure 7.8: The breast phantom on the apparatus with fidicial markers and the US probe

probe. This is evident, for instance in Figure 7.9b, where the green horizontal line on the

MR image that represents the transducer surface is well inside the phantom tissue boundary.

In these experiments, a linear US transducer is pushed and moved against the phantom

in different scenarios to capture different features inside the phantom. In each experiment,

the US images are recorded at the rate of 13 fps as well as synchronized navigation system

data. Therefore, the 2D US image at any time can be projected to the coordinates of the

MRI volume using the transformation given by the navigation system and the correspond-

ing MR slice can be interpolated from the volume of MR images. A cubic FE mesh with

16732 tetrahedral elements and 3366 nodal points which encompasses the entire volume of
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(a)
 

(b)

Figure 7.9: Experimental setup: (a) a breast phantom and the tracking system, (b) real-time US and corre-
sponding MR images out of the Aegis navigation system.

the breast phantom was generated using the COMSOL Multiphysics and Simulation soft-

ware [178]. Using this mesh, an isotropic linear elastic model of deformation was created

with the Young’s elasticity modulus E = 3 kPa, the Poisson’s ratio ν = 0.49 and a mass

density of ρ = 0.95 g/cm3. In the reduced dynamic deformation model m = 500. Details

concerning the deformation model based on FEM discretization were presented in Chap-

ters 3 and 5.

The US image grid was extended with 0 (black) grayscale values in the direction normal

to the transducer face. This extension allows the edges of the phantom to be considered

in the MR images, providing extra features and facilitating the registration process. The

extended US image grid (reference image) is 92×76 from which 23×19 points are used as

control points for computing the observation prediction error. Before starting the iterative

deformable registration, the first US frame was rigidly registered to the volume of MR
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(a) (b) (c) (d) (e)

Figure 7.10: 3D-2D MR-UD registration results for three sample times: (a) MR image out of Aegis (registra-
tion based on the localizer) (b) US image, (c) US image laid over the MR image out of Aegis, (d) registered
MR image, and (e) US image laid over registered MR image. Images are 45×38 mm. Top, middle and bottom
rows are images for the results of the first, 11th and 21st slice registration, respectively.

images using the MIND-based similarity/distance metric defined in Equation 7.4. This

reduces the number of iterations in the deformable registration algorithm for convergence

to a solution. Both MRI and US images are filtered before registration using a Wiener

filter to decrease image noise. Moreover, in this experiment, p, q and s for the initial states

estimation error P0, process Q and measurement noise S covariances are set to 0.02, 100,

and 0.1, respectively.

As is shown in Figure 7.10, the deformable registration aligns the preoperative MR and

real-time US images and compensates the deformation and movement caused by the force

of the US probe. The top row of the figure shows the first recorded slice where the probe is
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(b) Deformed mesh

Figure 7.11: Deformed and undeformed FE meshes in the dynamic 3D-2D MR-US registration.

slightly pushed against the phantom whereas in the second and third rows the deformation

increases. Although the US frame rate is 13 fps, only one from every five frames is recorded

and employed for the registration, yielding an effective frame rate of 13/5 fps. Images

shown in the second and third rows are after using 11 and 21 frames respectively, for

updating the estimates of the deformation states. The average target registration error on

the plane of 2D image for selected points on the edge (three points) and lesions inside

the phantom (two points) depends on the size of deformation and was between 0.3 and

1.5 mm. As can be seen in Figure 7.10, both US and MR images are noisy with shadows

and inhomogeneities. Furthermore, the internal structures of the phantom have different

intensity levels for US (dark) and MR (bright), but the algorithm using the MIND-based

similarity/distance metric could easily register these images.

The undeformed and deformed FE mesh employed in the registration are shown in
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Figure 7.11. The whole area of the US image plane, i.e., the tissue and extended black

area, is laid inside the FE mesh. The deformation happens in the phantom tissue, not in the

extended black area. Therefore, most of the captured deformation in the FE mesh occurs

actually inside the mesh and is not visible from the surface of the mesh in Figure 7.11b.
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Chapter 8

Discussions

In this chapter a few important aspects of the proposed registration algorithms and their

implementation including control points spacing, observability of the deformation model

and their computations are discussed.

8.1 Control Points and Image Grids

Control points spacing has an important role in both the optimization-based (Chapter 4)

and state estimation-based (Chapter 5–7) registrations methods. In order to estimate highly

local non-rigid deformations of the tissue, a small spacing of control points is necessary. In

the optimization-based registration method, nodal point forces are computed based on the

gradient of the similarity/distance measure at the control points. A higher resolution grid

of control points would provide a better estimate of image-derived forces which are com-

puted using Equation (4.6). In the state estimation-based registration methods, the image

measurement vector is computed at control points. With smaller spacing between control

points, local information about tissue deformation can be incorporated in the estimation of

the deformation states, which would potentially improve the registration outcome.
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The resolution of the control points grid, however, has a direct effect on the number

of computations. In all proposed registration methods in this thesis, the deformation of

the control points are computed at each iteration based on the displacements of the nodal

points of the FE mesh. In the optimization-based registration, the resolution of control

points determines the number of rows of matrix Λ in Equation (4.5), which is used for

the computation of nodal point forces in (4.6). In the state estimation-based registration

methods, control points determine the size of the measurement vector, i.e., number of rows

in the output matrix H. This directly affects the computations involved in calculating the

Kalman gain Γ, the a posteriori estimate error covariance matrix Pk, and updating of the

states based on the measurement vector.

The resolution of the reference R and template T images in the proposed registration

algorithms is important in capturing fine scale information and local deformations. The

reference and deformed template images are compared at each iteration based on the em-

ployed similarity/distance measure. High-resolution images would provide more informa-

tion content in CR, NCC and MI-based registration methods to form the joint histogram

between images and consequently compute a good approximate of the displacements of

the control points. At the same time, high-resolution images impose high computational

load in finding the deformation of the image grid, image interpolation, and calculation of

the joint histogram between images at each iteration.

A good trade-off between the control points and/or image grids resolutions and compu-

tational load needs to be achieved empirically depending on the application requirements

in terms of desired registration accuracy and available computation time and resources.

Moreover, the voxel/pixel sizes of the original pre and intraoperative images need to be
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considered in the control points spacing along different axes as well as interpolating low-

resolution reference and template images in the registration algorithms.

A hierarchical multi-level approach can be employed in the estimation of non-rigid

deformation of the tissue, resulting in an effective compromise between measured image

information and the associated computations. In this paradigm, the iterative registration

algorithm starts with low resolution reference and template images and large control points

spacing. Image and control points resolutions increase in a coarse to fine fashion as the

registration algorithm progresses. In such case, the steady-state Kalman gain in 3D-3D

registration have to be computed offline for different levels of control points spacing. It

should be noted that control points can be distributed unevenly over the domain of the

reference image and they do not have to be on a regular grid.

8.2 Computations

The proposed registration methods in this thesis involve different tasks depending on the

application of interest. These tasks can be categorized in three groups: tasks before start-

ing the iterative registration algorithm, tasks during iterations, and those after iterations.

Main computational tasks before starting the iterative registration algorithm are listed be-

low with their computation times based on a MATLAB implementation on a 3.5 GHz

Intel(R) Core(TM) i7-3970X processor with 64.0 GB RAM. The reported times here are

for constructing the deformation model using a mesh with 21151 elements and 4206 nodal

points, which is identical to the mesh employed for the registration of breast tissue images.

a) Constructing the stiffness matrix K and the mass matrix M based on the 3D cubic FE

mesh. Computation time: 6 sec.

157



Ph.D. Thesis - B. Marami; McMaster University - Electrical and Computer Engineering

b) Computing φ based on the eigenvectors of M−1K and computing decoupled mass M̃ =

φtMφ, stiffness K̃ = φtKφ and damping C̃ = αM̃ + βK̃ matrices. Computation time:

5 min.

c) Computing the gradient of the template image T using a 3D Gaussian filter with different

standard deviations σ. Computation time for an image of 512×512×240 with σ = 0.5,

1, 2 and 5: 7 sec, 18 sec, 64 sec and 4 min, respectively.

d) Search algorithm for finding the elements in which the output high-resolution image grid

points are located. Computation time for an image grid of size 198×283×216: 34 min.

Above mentioned computations are common in all 3D-3D and 3D-2D registration

methods. In 3D-3D registration problems, the following two tasks are also carried out

before starting the iterations.

1. Search algorithm for finding the elements in which control and image grid points are

located. Computation time for a grid of 30×40×40 control points and an image grid of

size 60×80×80 : 24 sec, and 58 sec, respectively.

2. Computing the steady-state Kalman gain (only in state estimation-based 3D-3D regis-

tration). Computation time for a grid of 30×40×40 control points in a reduced-order

model of size m = 200 and 500: 8 min and 20 min, respectively.

In 3D-2D registration problems, if the tissue deformation is static and all acquired 2D

reference images are employed in the registration, the two above mentioned tasks are also

carried out once before the start of the iterations and the steady-state Kalman gain is used

in iterative estimation of the deformation states. In case the deformation is dynamic and the

158



Ph.D. Thesis - B. Marami; McMaster University - Electrical and Computer Engineering

Table 8.1: Computation times for tasks during iterations in state estimation-based 3D-3D registration of
Section 5.2.2

Computation Time (sec)
Tasks SSD CR NCC MI

1 Time Update/Prediction 0.02
2 Find Deformed Grids (Control, Image) (0.55, 4.03)
3 Interpolate Predicted Image 0.44
4 Observation Prediction Error 2.83 3.05 3.09 3.22
5 Measurement Update 0.03
Total Computation Time for Each Iteration 3.6 8.6 8.7 9.1

position and orientation of the intraoperative images change over time, search algorithm,

and Kalman gain computations are performed at each iteration.

Main computational tasks during the iterations in the state estimation-based 3D-3D

registration were explained in Section 5.1.4. Computation times for these tasks as well

as the total computation time at each iteration using different similarity/distance measures

are listed in Table 8.1. The data in this table is based on a MATLAB implementation for

the scenario described in Section 5.2.2. It should be noted that in the SSD-based regis-

tration, the observation prediction errors are computed directly based on intensities at the

control points. Therefore, the deformation of the image grid, predicted image interpolation,

and joint intensity histogram between images are not computed in SSD-based registration,

which reduces the computation time.

Main computational tasks during the iterations in the optimization-based 3D-3D regis-

tration problems were discussed in Section 4.2.3. Computation times for these tasks as well

as total computation time at each iteration using different similarity/distance measures are

listed in Table 8.2. These times are based on a MATLAB implementation for the registra-

tion scenario presented in Section 4.3.2. As is evident from this table, the computation of

the force vector in the third task consumes most of the time. As explained in Section 4.2.3,
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Table 8.2: Computation times for tasks during iterations in optimization-based 3D-3D registration of Sec-
tion 4.3.2

Computation Time (sec)
Tasks SSD CR NCC MI

1 Image Interpolation 0.44
2 Displacement at Control Points 2.83 3.49 3.55 3.66
3 Computation of the Force Vector 147
4 Solution of Dynamic Equations 1.7
5 Find Deformed Grids (Control, Image) (0.55, 4.03)
Total Computation Time for Each Iteration 153.5 157.9 157.9 158.1

this task includes the inversion of a big matrix (4425×4425 in this case). Furthermore,

comparing Table 8.1 and Table 8.2, the average computation time for each iteration in the

state estimation-based 3D-3D registration is less than 5% of that in optimization-based 3D-

3D registration. These two registration algorithms converge in comparable number of total

iterations using identical deformation models and sample times.

After the iterations end, the deformation of the desired high-resolution image grid is

computed based on the final estimated tissue deformation and the image is interpolated

from the volume of the preoperative images at the deformed image grid points. It takes

about 6 min to interpolate a high-resolution, 198×283×216 deformed template image in a

“for loop” implementation in MATLAB. There is also the search algorithm for the high-

resolution image grid points that consumes about 34 min, resulting in a significant comput-

ing time for obtaining the final high-resolution deformed image. One alternative approach

to avoid these computations is to interpolate the high-resolution images using the TPS in-

terpolation method [60, 117]. Nodal points of the FE mesh are used as control points in the

TPS approximation, and the displacements field at these points are smoothly distributed to

whole image grid points.
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In the state estimation-based 3D-3D registration method, the deformation model and

Kalman gain Γ can be computed once and used for the registration of different image sets.

To this end,the control points at which the observation prediction errors are computed, are

evenly distributed inside the finite element mesh and their position is fixed in the registra-

tion of different image sets. In Figure 8.1a, an axial view of the intraoperative (reference)

MR images is shown. The reference image volume is scaled and transformed to be placed

inside the FE mesh. As shown in Figure 8.1b, this is done in a way that the center of the

reference image volume is placed at the center of the FE mesh volume and the domain

of image fits the mesh volume in its largest axis, i.e., vertical axis in this case. With this

configuration, the output matrix H in the observation model would be similar in the reg-

istration of different image sets. Therefore, the deformation and observation models in

Equations (5.2) and (5.8) are those of standard linear time-invariant system. In such case,

the steady-state Kalman gain Γ can be computed based on the process Q and measurement

noise S covariance matrices. The registration algorithm can be further tuned by adjusting

γ for different image data sets.

Most of the time consuming tasks in the proposed registration methods are highly

amendable to parallelization using graphics processing units (GPUs). Previously, Mousazadeh

et al. [197] implemented an earlier version of the SSD-based 3D-3D registration method

proposed in Chapter 4 on a GPU. The 3D-3D registration of a 128×128×50 image volume

was carried out in less than two seconds, achieving a 38-fold speedup over an optimized

C-based CPU implementation. Similar to Table 8.2, in the GPU implementation more than

80% of the time was spent on the calculation of the force vector based on the displacements

at the control points. Also, as reported in [197], speedup in GPU implementation of this

task is less than others. Therefore, it is expected the state estimation-based registrations
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(a) Intraoperative breast image

 

(b) FE mesh with control points

Figure 8.1: A 2D view of control points spacing inside the FE mesh. (a) An axial view of the reference breast
image, (b) scaled breast inside the FE mesh with control points.

benefit even more from a GPU parallel implementation. A GPU implementation would en-

able applications of the proposed dynamic 3D-2D registration method for real-time tracking

of tissue deformation.

8.3 Observability of the Deformation Model

It is known that state estimation for a dynamical system based on a particular set of outputs

requires the system to be observable from those outputs [198]. In the dynamic 3D-2D

registration problems presented in Chapter 7, for instance, the observability of the system

guarantees that states can be estimated based on a measurement vector which contains data
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from only one 2D image slice. The system model in Equations (5.2) and (5.8) is linear

time-invariant for a constant set of measurements vector. Its observability can be checked

based on the rank of the observability matrix of the system [198] which is defined as

O =



H

HA

HA2

...

HA2m−1


(8.1)

where m is the number of modes in the reduced dynamic deformation model which results

in 2m states in the deformation model. The system is observable if the rank of O is equal to

2m. The observability of the system for many different sets of measurements was examined

in state estimation-based registration problems and the model was found to be observable

in all these cases.

8.4 Discussion of the Results

In the single-modality registration experiments in this thesis, the simple similarity/distance

measure, SSD, proved effective and robust, although not always as accurate as the other

measures. CR and NCC-based registrations performed comparably well and outperformed

the SSD and MI-based registrations in most cases. Consistent with previous reports, e.g.,

see [15, 80], it was observed that registration based on the MI would not work well for low-

resolution images. To improve the performance of the MI-based registration, the resolution

of the 3D image that is interpolated at each iteration must be increased; this obviously
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would increase the amount of computations. Performance-wise, the proposed registration

methods produced comparable results with that of IRTK in single-modality 3D-3D static

registration. In 3D-2D sequence static registration, the proposed state estimation-based

registration method yielded smaller TRE than IRTK registration for the identified fiducial

points especially in large deformations.

The above mentioned similarity/distance measures did not perform well in dynamic

3D-2D MR-US registration. MIND-based similarity/distance metric was employed for this

purpose which provided acceptable results in the registration of images acquired from a

breast phantom with relatively large deformations. However, dynamic 3D-2D MR-US reg-

istration method should be evaluated on real tissue images, e.g., breast, prostate, etc., using

MIND or other intensity-based similarity/distance measures to confirm the effectiveness of

this approach.
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Chapter 9

Conclusions and Future Work

9.1 Conclusions

Soft tissue organs undergo significant deformation between imaging sessions or during

an intervention. Deformable image registration is a crucial task in combining information

available in images acquired from soft tissue using similar or dissimilar imaging techniques

at different times. A family of automatic elastic registration methods was proposed in this

thesis which are applicable to 3D-3D and 3D-2D deformable registrations of single and

multiple modality images. These methods employ a generic dynamic linear elastic contin-

uum mechanics model of the tissue deformation which is discretized using FEM. Rather

than constructing a FE model based on the actual geometry of the tissue, the deformation

model is created using a cubic volume of tetrahedral elements. This generic deformation

model can be employed in the registration of different image sets. Vibrational modes of

the original dynamic model are decoupled using a canocial modal transformation and fast

modes are isolated and discarded. The resulting reduced-order dynamic model contains

only relatively slow vibrational modes of the original model. The modal reduction does

not significantly affect the steady-state response of the system and facilitates estimating the
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deformation field between the images with markedly reduced computations.

First, a 3D-3D registration algorithm was proposed in which the deformation field be-

tween images is estimated by balancing internal deformation forces of the elastic model

against external forces derived from an intensity-based similarity/distance measure. The

registration is achieved by iteratively solving the differential equations defining the defor-

mation model based on the image-derived nodal forces. The steady-state equilibrium of the

dynamic deformation model is equivalent to the minimum of a registration cost function

comprised of an intensity-based similarity/distance measure, e.g., SSD, MI, CR or NCC,

and the linear elastic energy of the model. This method was evaluated in the registration of

3D MR images of a realistic breast phantom to its compressed 3D high and low-resolution

MR images. 3D MR images of uncompressed and compressed actual breast tissue were

also registered using the proposed method.

Next, the problem of non-rigid image registration was approached from a new per-

spective in this thesis, namely “state estimation” for dynamical systems. A generic class of

deformable registration algorithms were also proposed based on this philosophy which deal

with different registration problems within a unified framework irrespective of the image

modality and dimension. In this approach, static or dynamic deformation of the tissue is

estimated through a Kalman-like filtering process using a generic linear elastic deformation

model and an observation error computed from an intensity-based similarity/distance mea-

sure between template and reference images. With this formulation, 3D-3D and 3D-2D

single and multimodality image registration problems can all be treated within the same

framework. Different similarity/distance measures including CR, NCC, MI, MIND and

SSD between images were employed to register single and multimodality images.

The proposed family of state estimation-based registration algorithms were evaluated in
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a number of different registration scenarios. First, an instance of the general framework was

developed and examined in 3D-3D registration of normal and compressed images acquired

from a breast phantom as well as actual breast tissue. Another instance of the general state

estimation-based registration algorithm was developed and examined in the registration

of 3D MR images of a breast phantom to a sparse sequence of 2D images acquired from

different cross-sections of the compressed phantom. Using a similar algorithm, 3D MR im-

ages of the actual breast tissue were also registered to a sequence of interventional 2D MR

images acquired from a compressed breast. Furthermore, in the general state estimation-

based registration framework, an algorithm was developed to register preoperative image

volumes to real-time intraoperative 2D images of a dynamically deforming tissue. The

algorithm was evaluated in tracking a target sub-volume inside the breast tissue based on

registering 3D preoperative images to a sequence of real-time 2D images during a simulated

MR-guided breast biopsy scenario. Using the same approach, the dynamic deformation of

a breast phantom was also tracked over time based on 3D-2D MR-US image registration.

The experimental results showed that the proposed family of elastic registration meth-

ods can deal with large static and dynamic deformations of the tissue in 3D-3D, 3D-2D,

single and multiple modality image registration problems. In 3D-3D registration of nor-

mal and compressed breast MR images, the average TREs were about 2 mm and 3 mm

for 14.6 mm and 24.6 mm compression of the breast tissue. In the registration of 3D MR

images to a sequence of nine interventional 2D MR images, the average TREs were about

2.5 mm and 4 mm for 14.6 mm and 24.6 mm compression. Furthermore, in dynamic 3D-

2D MR-MR and MR-US registration scenarios in this thesis, the registration results showed

that large deformation of the tissue due to inserting a biopsy needle into the breast tissue or

pushing US probe against a breast phantom can be tracked with a TRE less than 2 mm.
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A few key features of the proposed registration algorithms make them different from

other deformable registration methods in the literature. Instead of a static model, a dynamic

deformation model is employed allowing the registration algorithm to correlate information

of images acquired from different orientations of deforming tissue over time. The proposed

elastic model-based registration methods are automatic and directly employ gray-scale in-

formation of the images without explicit extraction of image features for the calculation of

boundary conditions or external forces. Also, the formulation of image registration as state

estimation of dynamical systems allows for a unified treatment of 3D-3D, 3D-2D, single

and multiple modality image registration problems in static and dynamic tissue deforma-

tions within the same framework.

The employed deformation model in registration algorithms is generic and can be used

for the registration of different image sets. The model is based on linear elasticity which

does not use the specific geometry of the soft tissue, rather employs a generic cubic mesh

of finite elements. Although the simple linear elastic deformation model is not accurate, its

computational complexity in the modeling and estimation is less than complex nonlinear

models which are based on the geometry of the imaged tissue. The state-estimation frame-

work incorporates modelling and imaging uncertainties in the form of unknown process and

measurement disturbances providing an acceptable trade-off between computations (time

and costs) and the accuracy. However, accurate biomedical models of the soft tissue would

provide better registration results in case all the applied forces and boundary conditions can

be estimated. For instance, the position of the compression plates can be used as boundary

conditions to find the deformation throughout the tissue having an accurate biomechanical

model of the tissue deformation. In this case, the model is constructed based on the preop-

erative images and applied boundary conditions are computed based on the intraoperative
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images as well as the user’s knowledge about the anatomical structures of the the tissue and

surrounding organs.

9.2 Future Work

The thesis made significant progress in the development and evaluation of a class of elastic

image registration methods within a unified framework applicable to single and multimodal

images of similar or dissimilar dimensions. However, it still leaves some challenging and

interesting open problems for further investigations and developments. Some possible av-

enues for future research are discussed below.

• Evaluating the proposed state estimation-based elastic registration methods in other sin-

gle and multimodality deformable image registration problems concerning different or-

gans of the human body such as prostate, liver, lung, etc. One practical scenario is to

register pretreatment high-filed high-resolution 3D MR images of the prostate to the

intratreatment 2D/3D US images for motion and deformation compensation in TRUS-

guided prostate cancer therapy.

• Investigating other methods in incorporating image intensity information and deforma-

tion model for estimating tissue deformation. One possible approach is to run a fast

optimization loop to minimize the similarity/distance measure between images at the

current predicted deformation states and then use the computed displacement correction

as the observation prediction error.

• Developing other deformation models in the same framework proposed in this thesis for

better estimation of large tissue deformations. Large deformation elastic or viscoelatic

deformation models could be employed for this purpose.
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• Integration of other image features, such as surfaces, curvatures and points, and intensity-

based similarity/distance measures into the same registration framework in order to com-

pute the observation prediction error can be investigated.

• The possibility of reducing the size of the measurement vector by developing an obser-

vation model based on preprocessed image information can be studied in future. This

could reduce offline and real-time computations.

• Parallel implementation of the proposed registration methods on GPUs can also be pur-

sued for speeding-up computationally intensive tasks. The registration algorithms can

then be evaluated in real-time applications.
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Appendix A

Newmark Integration Method

Newmark in [199] proposed a direct integration method for the computation of structural

dynamics. This method is employed in this thesis to solve the linear dynamic equations of

deformation in the form of

Mü + Cu̇ + Ku = −f(u) (A.1)

where M, C and K are the mass, damping and stiffness matrices respectively. f(u) is the

vector of external applied forces, which is computed based on the image similarity/distance

measures using Equation (4.2). f(u) is computed at each sample time Ts and is assumed to

be constant during the integration time step. The time step for integration is given by

∆t =
Ts

nt
(A.2)

where nt is the number of time steps that each sampling time Ts is divided. In the experi-

ments of this thesis nt = 10. The selection of Ts was discussed in Equation (4.11).
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In the Newmark integration method, the following approximations are employed [26]

u̇t+∆t = u̇t + [(1−δ)üt +δüt+∆t]∆t (A.3a)

ut+∆t = ut + u̇t∆t +
[
(1

2 − ξ)üt + ξüt+∆t
]
∆t2 (A.3b)

where δ and ξ are the parameters of the method which can be tuned to obtain a desired

integration accuracy. Newmark originally proposed that δ = 1/2 and ξ = 1/4 would provide

unconditionally stable results. To find the displacement of the FE mesh, Equation (A.1) at

time t +∆t is considered as

Müt+∆t + Cu̇t+∆t + Kut+∆t = −f(ut+∆t) (A.4)

Solving from (A.3b) for üt+∆t in terms of ut+∆t and substituting üt+∆t into (A.3a), u̇t+∆t

and üt+∆t can be obtained in terms of the unknown displacements ut+∆t. Then, these two

relations for u̇t+∆t and üt+∆t are substituted into (A.4) to solve for ut+∆t. After computing

ut+∆t, u̇t+∆t and üt+∆t can also be calculated using Equations (A.3a) and (A.3b).

The step-by-step algorithm for the solution of Equation (A.1) using Newmark integra-

tion method is as follows [26]

A. Initial Calculations

1. Initialize u0, u̇0 and ü0.

2. Select time step ∆t, parameters δ and ξ in a way that

δ ≥ 0.5 and ξ ≥ 0.25(0.5 +δ)2

which are also stability conditions.

3. Calculate the integration constants

189



Ph.D. Thesis - B. Marami; McMaster University - Electrical and Computer Engineering

a0 = 1
ξ∆t2

a1 = δ
ξ∆t a2 = 1

ξ∆t a3 = 1
2ξ −1

a4 = δ
ξ −1 a5 = ∆t

2

(
δ
ξ −2

)
a6 = ∆t(1−δ) a7 = δ∆t

4. Construct the effective stiffness matrix as Ke = K + a0M + a1C.

B. At Each Time Step

1. Calculate the effective load at time t +∆t:

fe(ut+∆t) = f(ut+∆t)−M (a0ut + a2u̇t + a3üt) + C (a1ut + a4u̇t + a5üt)

2. Solve for displacement field at time t +∆t:

Keut+∆t = −fe(ut+∆t)

3. Calculate acceleration and velocities at time t +∆t:

üt+∆t = a0 (ut+∆t −ut)−a2u̇t −a3üt

u̇t+∆t = u̇t + a6üt + a7üt+∆t
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Appendix B

Steady-State Equilibrium in State Estimation-

Based Registration

In the method proposed in Chapter 4, the registration is achieved when the weighted linear

elastic energy of the deformation model gets into a balance with externals potential energy

defined as a similarity/distance measure between images. In other words, the displacement

field of the images is estimated in a way that internal elastic forces of the deformation model

and external image-derived forces are balances. Therefore, the steady-state equilibrium

equations of the deformation model become

Ku = −f(u) = −
1
γ

Λ+ ∇Ixc(R,T [u]). (B.5)

as given is Equation (4.9). In this appendix, the steady-state equilibrium equations in the

state estimation-based registration method are derived when the tissue undergoes a static

deformation. To simplify the analysis, a continuous-time Kalman formulation is considered
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here. The dynamic FE deformation model developed in Chapter 3 is

Mü + Cu̇ + Ku = −f (B.6)

Assume that y = [y1;y2] = [u; u̇]. With this change of variables, the continuous-time state-

space equations for the observer model can be written as

ẏ = Ay + Gf + w (B.7)

z = Hy + v (B.8)

where

A =

 0 I

−M−1K −M−1C

 ; G =

 0

M−1

 (B.9)

and w and v are process and measurement noise respectively. Here, the vector of applied

forces on the tissue f is unknown and is modelled as part of the process noise w as white

Gaussian noise with a normal probability distribution of p(f̃) = N(0,S). In the continuous-

time Kalman filtering, the state observer dynamics can be written as [200]

˙̂y = Aŷ +Γdxc (B.10)

where Γ = [Γ1;Γ2] is the steady-state Kalman gain computed for the continuous-time model

and dxc is the observation prediction error given in Equation (5.10). In the steady-state
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equilibrium ˙̂y = 0, i.e., [ ˙̂u; ¨̂u] = 0 which yields

Aŷ +Γdxc = 0 (B.11)

or

−M−1Kŷ1−M−1Cŷ2 +Γ2dxc. (B.12)

Since at steady-state ŷ2 = ˙̂u = 0 and ŷ1 = û, Equation (B.12) becomes

Kû = MΓ2dxc (B.13)

and using Equation (5.10), one can write

Kû = −f(û) = −
1
γ

MΓ2∇Ixc(R,T [û]) (B.14)

Comparing Equations (B.5) and (B.14), it can be concluded that in both methods, the inter-

nal elastic forces get into a balance with external image-derived forces. Although external

forces are computed based on the derivative of the similarity/distance measure at control

points in both methods, they are slightly different.
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