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Abstract

We study Ginzburg–Landau equations for a complex vector order parameter Ψ =

(ψ+, ψ−) ∈ C2. In particular, we consider entire solutions in all R2, which are obtained

by blowing up around vortices, which occur in superconductivity and Bose-Einstein

condensate. An important class of entire solutions are the symmetric vortex solutions

in the plane R2, ψ(x) = f±(r)ein±θ, with given degrees n± ∈ Z. We prove existence,

uniqueness, and asymptotic behavior of solutions as r → ∞, and we also consider

the monotonicity properties of solutions. Among the entire solutions we distinguish

those which are local minimizers, and we show local minimizers must have degrees

n± ∈ {0,±1}. For degrees deg(Ψ;∞) = [±1, 0] or [0,±1], we show stable solutions

have coreless vortices, with |Ψ(x)| ≥ C > 0. Finally, we consider the stability of the

equivariant solutions with degree [1, 1] of the Dirichlet problem in disks DR, as R→∞.

Based on the discussion of monotonicity of symmetric vortex solutions, we find that

the sign of parameter B still plays an important role in the stability of these solutions.

When B < 0, the equivariant solution is stable in DR for any R. On the other hand,

there is an interval of values of B > 0 for which the equivariant solution is unstable

for all sufficiently large disks DR.

iv



Acknowledgements

I express my sincere gratitude to my supervisor Dr. Stanley Alama for his constant

guidance, encouragement and thoughtful discussions. I would also like to thank Dr.

Lia Bronsard, Dr. Walter Craig and Dr. Dmitry Pelinovsky for comments on my

research and continuous support my PhD studies.

I express my gratitude to McMaster University and Department of Mathematics

and Statistics for the financial support and help they provided throughout my graduate

studies.

I am especially grateful to my husband Meng Fai, my parents for their continuous

care, constant encouragement, understanding and love on my way to this degree. In

particular, to my son Haoxiang, he made my research time much more fun and joyful.

My warm and sincere thanks also go to my friends and colleagues: Jizhan Hong,

Youzhou Zhou, Feng Su, Sara Alzaid and Chris Cappadocia.

v



Contents

1 Introduction 1

1.1 Two-component Ginzburg-Landau system . . . . . . . . . . . . . . . . 1

1.2 Physical motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3.1 Symmetric vortex . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3.2 Properties of entire solution . . . . . . . . . . . . . . . . . . . . 10

1.3.3 Stability & Instability in a disk . . . . . . . . . . . . . . . . . . 12

2 Radial Solutions 15

2.1 Existence and uniqueness . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2 Asymptotics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3 Monotonicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3 Properties of Entire Solution 43

4 Local Minimizing Solution 66

vi



5 Stability/Instability in D1 72

6 Strong Convergence Away From Vortices 92

vii



Chapter 1

Introduction

1.1 Two-component Ginzburg-Landau system

We study the structure of the vortices in two-component Ginzburg-Landau functional.

Let Ω ⊂ R2 be a smooth, bounded domain and Ψ ∈ H1(Ω;C2). We define an energy

functional

Eε(Ψ; Ω) =

∫
Ω

1

2
|∇Ψ|2+

1

4ε2
[A+(|ψ+|2−t2+)2+A−(|ψ−|2−t2−)2+2B(|ψ+|2−t2+)(|ψ−|2−t2−)] ,

(1.1)

where Ψ = [ψ+(x), ψ−(x)] ∈ C2, A± > 0, B and ε > 0 are parameters. Energy

functionals of a form similar to Eε have been introduced in some physical models, and

we will briefly describe it in the next section. Although the physical models are much

more complex, we expect that the essential features of the singular limit ε→ 0 in the

physical systems will be well described by the simpler energy (1.1) above.

Throughout the thesis we make the following assumptions concerning the constants

appearing in (1.1):

A+, A− > 0, B2 < A+A−, t+, t− > 0. (H)
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By hypothesis (H), the potential term in the energy

F (Ψ) = A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)

is nonnegative and coercive, and attains its minimum (of zero) when |ψ±| = t±. To

pose a more concrete example, consider (1.1) in a disk Ω = DR, with appropriate

Dirichlet boundary conditions ψ±
∣∣
∂DR

= t±e
iN±θ. As ε → 0, minimizers Ψ should lie

on the manifold in C2 on which the potential F (Ψ) vanishes. That manifold is a 2-torus

Σ ⊂ S3 ⊂ C2, parameterized by two real phases Ψ = [ψ+, ψ−] = [t+e
iα+ , t−e

iα− ], and

thus a Σ-valued map Ψ(x) carries a pair of integer-valued degrees around any closed

curve C,

deg(Ψ;C) = [N+, N−], N+ = deg(ψ+;C), N− = deg(ψ−;C).

If the given Dirichlet boundary condition has nonzero degree in either component, then

there is no finite energy map Ψ which takes values in Σ and satisfies those boundary

conditions, and we expect that vortices of solutions will be created in the ε→ 0, just

as in the classical Ginzburg-Landau model [BBH94]. These solutions are the main

subjects of this thesis. As is typical for Ginzburg-Landau equations, by blowing up

around the core of a vortex at scale ε, we obtain an entire solution of the following

system  −∆ψ+ + [A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+ = 0,

−∆ψ− + [A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]ψ− = 0,
(1.2)

in all of R2. They describe the local structure of solutions of (1.7) near a vortex.

Many results in the thesis will concern entire solutions to (1.1), that is Ω = R2 with

ε = 1. The entire solutions are obtained by blowing up at scale ε around a vortex. If

the original Ψε is energy minimizing in Ω, by blowing up, we obtain entire solutions

for which the potential energy is integrable,∫
R2

F (Ψ) dx <∞. (1.3)
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By the positive definiteness of F , this suggests that the solutions we seek should attain

the asymptotic values

|ψ±(x)| → t± as |x| → ∞.

That is, for |x| large, the solutions may be written in polar form, ψ±(x) = ρ±(x)eiφ±(x)

with real-valued ρ±(x), φ±(x), and ρ±(x) ' t±. The phases φ±(x) may have nontrivial

winding number around any large circle CR enclosing the origin, and we will show

that these solutions carry two integer degrees n± = deg( ψ±
|ψ±| , CR) ∈ Z. As there are

no smooth Σ-valued functions with nontrivial degrees in a simply connected domain,

solutions Ψ(x) with nontrivial winding must vanish in one or more of its components

ψ± to avoid singularities. These zeros are the vortices of the solution.

For the classical (single-component) Ginzburg-Landau equations in R2,

−∆u+ (|u|2 − 1)u = 0 , (1.4)

the solutions are completely known. It is a complex-valued version of the Allen-Cahn

for phase transitions (see [MM77]), leading to codimension 2, instead of codimension

1, singularities (the vortices). Bethuel, Brezis and Hélein [BBH94] considered the

Dirichlet problem in a bounded domain Ω ⊂ R2, with u
∣∣
∂Ω

= g, a given function with

|g| = 1 and nontrivial degree N = deg(g, ∂Ω). They showed that, as ε → 0, energy

minimizing solutions have exactly N vortices of degree one, and they described their

location by minimizing a renormalized energy, which is derived by sharp estimate of

the interaction energy between the vortices. Applying the technique of blowing up at

scale ε around a vortex, it produces a locally minimizing solution to (1.4) with degree

d at infinity. And the associate potential to (1.4) can be quantized with their degrees

at infinity [BMR94]: ∫
R2

(|u|2 − 1)2 = 2πd2 .

With the radial form of solution u(r, θ) = f(r)eidθ, Hervé-Hervé [HH94] pointed out

that f(r) is uniquely determined by the degree d. Combining results by Shafrir [Sha94],
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Sandier [San98] and Mironescu [Mir96], the unique nontrivial locally minimizing solu-

tions is (up to symmetries) the degree-one equivariant solution u = f(r)eiθ. Bauman-

Carlson-Phillips [BCP93] proved that the minimizer with degree 1 vortex vanishes at

a unique point. Millot and Pisante [MP10] showed that any local minimizer for a

3D Ginzburg-Landau energy in (entire) R3 with u : R3 → R3 satisfying the energy

growth condition must be u(x) ∼ x
|x| near infinity up to rotations and translations.

Shafrir [Sha95] refined the Bethuel-Brezis-Hélein [BBH94] result by showing that the

minimizer of the associated energy functional to (1.4) in Ω is close to the rescaled

entire solution in the supremum norm. Mironescu [Mir95] discussed the stability of

the radial solution to (1.4) in a disk with Dirichlet boundary condition, and mentioned

that the equivariant solutions with degree one is stable while unstable when the degree

is higher than 2 when the scale measurement ε is small.

For the case of Ginzburg-Landau model with magnetic field

Fε =
1

2

∫
Ω

|(∇− iA)u|2 + |h− hex|2 +
1

2ε2
(1− |u|2)2 , (1.5)

there are many phenomena which are observed due to the presence of the magnetic

field, but the results on the local structure of the vortices are the same as for the

simpler system (1.1). Given ε, the behavior of minimizers and critical points to (1.5) is

determined by the value of the external field hex. There are three main critical values

of hex or critical fields Hc1 , Hc2 and Hc3 , for which phase-transitions accour. At Hc1 ,

the first vortice(s) appear. Alama-Bronsard-Giorgi [ABG99] proved the uniqueness of

N -vortex radially symmetric solution to (1.5) under the condition ε−2 ≥ 2N2. Sandier

and Serfaty [SS07] showed that normal state solution becomes minimizing in the full

domain R2 at critical field Hc1 for (1.5). Giorgi and Phillips [GP99] presented that the

normal states are the only solution to (1.5) when magnetic field of order ε−2.
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1.2 Physical motivation

In a model of two-component BEC from Eto et al. [EKN+11], we consider a pair

of complex wave functions Φ = (ϕ1, ϕ2) ∈ C2, defined in the sample domain Ω ⊂ R2.

The energy of the configuration is defined as

E(ϕ1, ϕ2) =

∫
Ω

[
~2

2m1

|∇ϕ1|2 +
~2

2m2

|∇ϕ2|2 +
1

2

(
g1|ϕ1|4 + g2|ϕ2|4 + 2g12|ϕ1|2|ϕ2|2

)]
dx,

where m1,m2 > 0 are the masses, and the coupling constants satisfy the positivity

condition g1g2 − g2
12 > 0. The Gross-Pitaevskii equations govern the dynamics of the

condensate,

i~∂tϕ1 = − ~2

2m1

∆ϕ1 + g1|ϕ1|2ϕ1 + g12|ϕ2|2ϕ1,

i~∂tϕ2 = − ~2

2m2

∆ϕ2 + g12|ϕ1|2ϕ2 + g2|ϕ2|2ϕ2.

 (1.6)

A stationary equation of the desired form is obtained by considering standing wave

solutions, ϕi(x, t) = e−iµit/~ui(x), i = 1, 2, where µi represent the chemical potentials:

− ~2

2m1

∆ϕ1 + g1|ϕ1|2ϕ1 + g12|ϕ2|2ϕ1 = µ1ϕ1,

− ~2

2m2

∆ϕ2 + g12|ϕ1|2ϕ2 + g2|ϕ2|2ϕ2 = µ2ϕ2.

In the variational formulation of the stationary problem, the chemical potentials rep-

resent Lagrange multipliers, which arise because of the constraints on the masses of

the two condensate species,∫
Ω

|ϕi|2dx =

∫
Ω

|ui|2dx = Ni, i = 1, 2.

By a rescaling of the dependent variables, ψ+ = 4

√
m2

m1
u1, ψ− = 4

√
m1

m2
u2, we may

eliminate the masses mi from the equations, and we obtain the system −ε2∆ψ+ + [A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+ = 0,

−ε2∆ψ− + [A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]ψ− = 0,
(1.7)
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with ε2 = ~2√
m1m2

, A+ = m1

m2
g1, A− = m2

m1
g2, B = g12, and

t2+ =
µ1g2 − µ2g12

g1g2 − g2
12

√
m2

m1

, t2− =
µ2g1 − µ1g12

g1g2 − g2
12

√
m1

m2

.

These equations are exactly the Euler-Lagrange equations corresponding to the energy

(1.1). Following the procedure in Proposition 3.12 of [SS07], by blowing up around

Ψ̃ε(x) = Ψε(pε + εx), we obtain an entire solution of (1.2) −∆ψ+ + [A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+ = 0,

−∆ψ− + [A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]ψ− = 0.

In a more physically appropriate model for a two-component BEC [KTU03], the

Laplacian in the Gross-Pitaevskii system (1.6) should be replaced by the Hamiltonians

Hi := − ~2

2mi

∆ + V trap
i − ωLz, i = 1, 2,

with harmonic trapping potentials V trap
i = c2

i |x|2/2, ci constant i = 1, 2; angular

momentum operator Lz; and (constant) angular speed Ω. While this is an essential

step, both in modeling the confinement of the condensate and in describing the onset of

vortices in the sample, these terms will not affect the general form (1.7) of the blow-up

equations which describe the vortex profiles at length scale ε in the condensate. Indeed,

the momentum operator plays much the same role as the magnetic vector potential in

the GL model of superconductivity, and for rotations which are of moderate strength

in ε, ω � ε−1, the analysis of Proposition 3.12 of [SS07] may be used to derive (1.7)

in limit ε→ 0 after rescaling.

Some physics literature have introduced spin-coupled (or spinor) Ginzburg-Landau

models for complex vector-valued order parameters in order to account for ferromag-

netic (or antiferromagnetic) effects in high-temperature superconductors [KR98] and in

optically confined Bose-Einstein condensates [IM02]. A change of variables in this mod-

els leads to (1.1) with balanced coefficients A+ = A− = 1, t2± = 1
2
. A series of papers
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[AB06], [ABM09] treat (1.1) and entire solutions in this special case. Aftalion-Mason-

Wei [AMW] studied stable solutions of the two-component Bose-Eistein condensate

due to the trapping potential and estimated the vortex-peak energy according to the

parameters of the system. They derived an energy depending on the location of vortices

and peaks and determined for which values of the experimental parameters, the lattice

goes from triangular to square. These critical values agrees well with the ones found

from the numerical computations of the full Gross-Pitaevskii equations of [MA11].

Berestycki-Lin-Wei-Zhao [BLWZ13] studied the bound state solutions of a class of

two-component nonlinear elliptic systems with a large parameter tending to infinity.

They obtained the separation of supports of ψ+ and ψ− in the case B �
√
A+A−,

which is a very different regime from the one treated in this thesis.

1.3 Main results

This thesis is primarily concerned with the existence, uniqueness, stability and other

properties of solutions to (1.1). Our goal eventually is to characterize all solutions, or

at least all stable solutions or we call it as locally minimizing solutions.

1.3.1 Symmetric vortex

In Chapter 2 we consider special entire solutions to (1.2). They are obtained by an

equivariant ansatz, ψ±(x) = f±(r)ein±θ in polar coordinates (r, θ) in R2, with f± a

pair of real-valued functions and given degree pair [n+, n−] ∈ Z2. By taking complex

conjugates if necessary, we may assume that n± ≥ 0. By the equivariant ansatz, the

associated system can be reduced to a system of ODEs. In the spirit of [ABM09], we

show that for each fixed choice of degrees n± at infinity, there exist unique equivariant

entire solutions satisfying (1.3). To determine the shape of the vortex profiles, we
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consider the asymptotic form of the solutions for r →∞ and prove that

f±(r) = t± +
a±
r2

+
b±
r4

+O(r−6), f ′±(r) = −2a±
r3

+O(r−5), as r →∞, (1.8)

with

a± =
1

2

Bn2
∓ − A∓n2

±

(A+A− −B2)t±
, (1.9)

and (rather complicated) constants b± given in (2.33). A formal asymptotic expansion

of this form (in fact, an expansion to arbitrary order in 1/r) may be obtained by simply

substituting an ansatz into the system of equations and matching terms. Our results,

presented in Theorem 2.4, provide rigorous confirmation of this expansion by means of

sub-supersolution construction (Maple assisted) motivated by [CEQ94]. Moreover, we

prove that the expansion is uniform in the coefficients A±, B, t± lying in a compact set.

The proof is completed using a new and original comparison principle (Lemma 2.3)

for elliptic systems, which generalizes the one in [AB06].

From the asymptotics (1.8), we see that the shape of the solutions depends strongly

on the coefficients, in particular the sign of the interaction coefficient B. For B < 0,

both components approach their limiting value t± from below, as is familiar from the

classical GL vortices. However, for B > 0, this may no longer be the case, and for

certain choices of n± and B one of the components will approach its limiting value

from above. Such behavior was already noted in [ABM09] in the case n− = 0, for a

“balanced” system, A+ = A−, t+ = t−. Even in the case n± 6= 0, our result implies

that there are parameter regimes in which vortex profiles will be non-monotone. For

the standard GL vortices, the vortex profile is known to be strictly monotone increasing

in r. As suggested by the asymptotic expansion above, the validity of this property is

strongly dependent on the value of B. We prove the following:

Theorem 1.1. Let A+, A− > 0 be fixed, and B such that B2 < A+A−. Assume

Ψ(x;B) = [f+(r;B)ein+θ, f−(r;B)ein−θ] is the equivariant solution for those parameters

A±, B.
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(i) If B < 0, then f ′±(r;B) ≥ 0 for all r > 0 for any degree [n+, n−].

(ii) If B > 0, n+ ≥ 1 and n− = 0, then f ′+(r;B) ≥ 0 and f ′−(r;B) ≤ 0 for all r > 0.

(iii) For any pair [n+, n−] with n+ 6= 0 6= n−, there exists B0 > 0 such that f ′±(r;B) ≥

0 for all r > 0 and all B with 0 ≤ B ≤ B0.

B < 0 B > 0

Figure 1.1: For the case n+ ≥ 1, n− = 0

B < 0 0 < B < B0

Figure 1.2: For the case n+ 6= 0 6= n−

We observe that the leading order term (1.9) in the asymptotic expansion suggests

that the optimal value of B0 in (iii) above is min
{
A−

n2
+

n2
−
, A+

n2
−
n2
+

}
. Our proof of (iii)
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depends on perturbation of the case B = 0, by means of a compactness argument.

The relationship between B0 and the other parameters remains an open question.

1.3.2 Properties of entire solution

In Chapter 3 we consider the properties of general (not necessarily radial) entire so-

lution to (1.2) satisfying (1.3). We prove that ψ± ∼ t±e
i(n±θ+β±) uniformly outside

of large ball BR. With an improved sub-supersolution construction and comparison

principle similar to the one in [BBH93] and [AB06], this uniform convergence is also

true in Ck−norm (Lemma 6.1). As was the case for the classical Ginzburg-Landau

equations [BMR94], we also establish a phenomenon of quantization for the “mass”∫
R2

F (Ψ) (see Theorem 3.1), namely

Theorem 1.2. Let (for any choice of [n+, n−]) Ψ = [ψ+, ψ−] be a solution of (1.2)

satisfying (1.3). Then∫
R2

{A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)}dx

= 2π(n2
+t

2
+ + n2

−t
2
−).

Measured on all of the R2, the energy defined in (1.1) with ε = 1 of such a solution

diverges. However, when properly renormalized, there is a well-defined core energy

defined as a limit (see Lemma 3.2):

Proposition 1.3. Let Ψ solve (1.2) in R2 satisfying (1.3). Then, the following limit

exists:

lim
R→∞

[E(Ψ;DR)− π(t2+n
2
+ + t2−n

2
−) lnR].

For entire solutions Ψ which are stable we expect more. We define locally minimiz-

ing solutions in R2 in the sense of De Giorgi: we say that Ψ is a locally minimizing
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solution of (1.2) if (1.3) holds and if for every bounded regular domain Ω ⊂ R2,

E(Ψ; Ω) ≤ E(Φ; Ω)

holds for every Φ = (φ+, φ−) ∈ H1(Ω;C2) with Φ
∣∣
∂Ω

= Ψ
∣∣
∂Ω

. In the case of the

single Gingzburg-Landau equation (1.4), it is known from Shafrir [Sha94] that the

only nontrivial solutions which are locally minimizers for the associated energy to (1.4),

have degree ±1 at infinity. We show that the same is true for Ψ (Proposition 4.2):

Proposition 1.4. A nontrivial local minimizer of (1.2) must have degrees n± ∈

{0,±1}.

The 2-component system offers a larger variety of potentially local minimizing solu-

tions (see [AMW]), we must consider degrees at infinity deg(Ψ;∞) = [±1,±1], [±1, 0]

and [0,±1]. The [n+, n−] = [1, 0] or [0, 1] vortices are very interesting, and different

from usual GL vortices. Since one component has degree zero, that component is not

required to vanish at any point. In Theorem 4.3 we show, for a class of systems in-

cluding (1.2) that indeed |Ψ(x)| is bounded away from zero in all R2. This is called

a “coreless” vortex (see [AMW]) in physics. Another open question is to determine if

the radial solution with [n+, n−] = [1, 0] is in fact a local minimizer, and furthermore

to show whether it is the unique local minimizing solution.

These results depend heavily of the strong Ckloc-convergence of solutions away from

vortices. Energy bounds are not sufficient to obtain the sharp pointwise estimates

needed to prove these results, and so we use elliptic regularity theory as in [BBH93]

and some comparison principles for elliptic systems to improve the convergence of

solutions. These methods are highly technical, and we include them in Chapter 5.
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1.3.3 Stability & Instability in a disk

Chapter 4 concerns the stability of the equivariant solutions with degree [1, 1] of the

Dirichlet problem in the unit disk D1. Notice that the stability in dynamics depends

on the type of evolution equation chosen for the model. For nonlinear Schrödinger

evolutions, for example, there are many different definitions of stability (see [Pel11]).

For convenience, we replace the usual parameter ε by λ = ε−2 in Eε, write the energy

functional as

Eλ(Ψ) =

∫
D1

1

2
|∇Ψ|2 +

λ

4

[
A+(|ψ+|2 − t2+)2

+A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)
]
,

and minima (or more generally, critical points) of Eλ over the space H, consisting of

all functions Ψ ∈ H1(D1;C2) with the symmetric boundary condition:

Ψ
∣∣
∂D1

= [t+e
iθ, t−e

iθ]. (1.10)

The associated Euler-Lagrange equations to Eλ with boundary condition (1.10) is as

follows:
−∆ψ+ + λ[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+ = 0, in D1,

−∆ψ+ + λ[A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]ψ− = 0, in D1,

ψ± = t±e
iθ, on ∂D1.

(1.11)

We note that rescaling by R =
√
λ, this Dirichlet problem is equivalent to the Dirichlet

problem in a very large disk DR, as R → ∞ when ε → 0. Thus, this problem is also

an approximation to the stability problem for entire solutions in all R2.

There are several previous papers on stability and bifurcation for classical Ginzburg-

Landau equation. [Mir95] showed that the equivariant solutions lose their stability

property when degree d ≥ 2 and ε is small enough. As proved in [HH94], the radial

solutions form a regular branch in Ck with respect to the parameter ε. Comte and
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Mironescu [CM98] proved that the loss of stability (see [Mir95]) leads to the appear-

ance of a bifurcation from this branch.

The two-component case was studied by [ABM09], in the “balanced” case, A± = 1,

t2± = 1
2
. Analogous to the arguments in [ABM], we note that the stability of degree [1, 1]

vortex to (1.11) depends on the parameter λ. Based on the discussion of monotonicity

of radial solutions, we find that the sign of parameter B still plays an important role

in the stability of degree one-one equivariant solution to (1.11). A detailed description

of stability for equivariant solutions Ψ = [f+e
iθ, f−e

iθ] is given in Theorem 5.2 which

follows the approaches in [Mir95]. On the other hand, motivated by the previous work

for classical Ginzburg-Landau functional (see Mironescu [Mir95]), we use the analysis

of the linearization of the energy functional Eλ to study the instability of equivariant

solutions Ψ = [f+e
iθ, f−e

iθ] in a positive interval of parameter B (see Theorem 5.9).

The main theorem is as follows:

Theorem 1.5. Let A+, A− > 0 be fixed, and B such that B2 < A+A−. Assume

Ψ(x;R) = [f+(r;R)eiθ, f−(r;R)eiθ] is the equivariant solution for those parameters

A±, B to (1.11).

(i) If B < 0, then Ψ(x;R) is stable ∀R > 0, in the sense E ′′λ(Ψ)[Φ] > 0 ∀Ψ ∈

H1
0 (D1;C2).

(ii) For any B ∈ (0, B0) with B0 as in Theorem 1.1, there exists a unique constant

R∗ = R∗(B) > 0 such that Ψ(x;R) is unstable for any R > R∗.

Theorem 5.2 generalizes results of [ABM], which were restricted to the “balanced”

case. When A± = 1, t2± = 1
2

the system has additional symmetry properties, which

enable the authors to reduce the problem of stability from a system to a single complex-

valued equation. The results of [ABM] are therefore sharper, and they prove that when

B < 0, the radial solution is unique. Note that when B > 0 it implies that a vortex of
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degree [n+, n−] = [1, 1] is not radially symmetric, it must have non-coincident zeros in

its two components, ψ±.

Following [ABM], it is natural to suppose that bifurcation occurs at R∗(B), when

B ∈ (0, B0). As in [ABM], the unstable eigenfunctions correspond to separating the

single [1, 1] vortex at the origin in two antipodal vortices with degree [n+, n−] = [1, 0]

and [0, 1], and so we conjecture that the same separation phenomenon holds in the

more general case as well. This remains an interesting and challenging open question.
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Chapter 2

Radial Solutions

In this chapter we consider radial solutions of the equations (1.2) of the form

ψ+(x) = f+(r)ein+θ, ψ−(x) = f−(r)ein−θ ,

in polar coordinate (r, θ) with given degree pair [n+, n−] ∈ Z2. By taking complex

conjugates if necessary, we may assume that n± ≥ 0. By the form of radial solution,

we can reduce the Laplacian term into the sum of the following terms:

4ψ± = ∂rrψ± +
1

r
∂rψ± +

1

r2
∂θθψ±

= f ′′±(r)ein±θ +
1

r
f ′±(r)ein±θ −

n2
±

r2
f±e

in±θ .

Therefore, when f ≥ 0, the system (1.2) reduces to the following system of ODEs:

−f ′′+ −
1

r
f ′+ +

n2
+

r2
f+ +

[
A+(f 2

+ − t2+) +B(f 2
− − t2−)

]
f+ = 0, for r ∈ (0, ∞),

−f ′′− −
1

r
f ′− +

n2
−

r2
f− +

[
A−(f 2

− − t2−) +B(f 2
+ − t2+)

]
f− = 0, for r ∈ (0, ∞),

f±(r) ≥ 0 for all r ∈ [0, ∞),

f±(r)→ t± as r →∞,

f±(0) = 0 if n± 6= 0; f ′±(0) = 0 if n± = 0.


(2.1)
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2.1 Existence and uniqueness

We begin with their existence and uniqueness.

Lemma 2.1. Let n± ∈ Z be given and A+A− − B2 > 0. Then there exists a unique

solution [f+(r), f−(r)] to (2.1) for r ∈ [0, ∞) such that:

f± ∈ C∞ ((0, ∞)) , (2.2)

f±(r) > 0 for all r > 0, (2.3)

f±(r) ∼ rn± for r ∼ 0. (2.4)

In particular, Ψ(x) = [f+(r)ein+θ, f−(r)ein−θ] is an entire solution of (1.2) in R2

satisfying (1.3).

Proof. To obtain the existence we consider the problem defined in the ball BR, R > 0,
−f ′′± −

1

r
f ′± +

n2
±

r2
f± +

[
A±(f 2

± − t2±) +B(f 2
∓ − t2∓)

]
f± = 0, for 0 < r < R,

f±(R) = t±,

f±(0) = 0 if n± 6= 0, f ′±(0) = 0 if n± = 0.

(2.5)

The existence of such a solution follows easily by minimization of the energy

ER
n+, n−(f+, f−)

=
1

2

∫ R

0

{∑
i=±

[
(f ′i)

2 +
n2
±

r2
f 2
i +

1

2
[Ai(f

2
i − t2i )2 + 2B(f 2

+ − t2+)(f 2
− − t2−)]

]}
rdr ,

(2.6)

over Sobolev functions satisfying the appropriate boundary conditions at r = 0 and

r = R. Denote [fR,+(r), fR,−(r)] as any solution of (2.5). By part (i) of Lemma 6.3,

we have that f 2
+(r) + f 2

−(r) ≤ Λ for any solution to (2.1). Therefore, it follows that

fR,± ∈ W 2,p
loc by Lp-estimate. Applying the Sobolev embedding, we have fR,± ∈ C1

loc.

By the standard elliptic estimates, fR,± is bounded in Ckloc for ∀k and there exists a
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subsequence Rn → ∞ for which the solution [fR,+(r), fR,−(r)] → [f∞,+(r), f∞,−(r)]

in C1,α
loc [0,∞), and the limit functions [f∞,+(r), f∞,−(r)] give (weak) solutions to the

ODE on (0,∞) with the same boundary condition at r = 0. And when r is near 0,

the ODE maybe written in the form as:

−f ′′± −
f ′±
r

+
n2
±

r2
f± = g(r),

an ODE with singular point at r = 0. By the Frobenius theory (see Appendix 3

of [BC89] or Lemma 5.9 of [ABM]), we deduce that the behavior f∞,± ∼ rn± near

r = 0. As a consequence (see Theorem 3.1 of [BC89]), we may conclude that ψ±(x) =

f∞,±(r)ein±θ is regular at r = 0 and solves (1.2) in R2.

On the other hand, since ER
n+, n−(|f+|, |f−|) = ER

n+, n−(f+, f−), it yields that f± ≥

0 in [0, R]. By the local uniform convergence of f±, we have that the limit f∞,± ≥ 0

on [0,∞). Now suppose f±(r0) = 0 be an interior minimum at some point r0 ∈ (0,∞).

Then f±(r0) = 0 = f ′±(r0), so f±(r0) ≡ 0 by uniqueness of solution to the initial-value

problem, which is a contradiction. Hence, f± > 0 in (0,∞). In order to obtain the

existence, it suffices to establish (1.3). For this purpose, we derive a Pohozaev identity:

we multiply the equation of fR,± by r2f ′R,±(r) and integrate by parts with respect to

r ∈ (0, R). We get that

− 1

2
[Rf ′±(R)]2 +

1

2
n2
±t

2
± −

1

2
A±

∫ R

0

(f 2
± − t2±)2rdr

−B
∫ R

0

(f 2
± − t2±)f∓f

′
∓r

2dr −B
∫ R

0

(f 2
± − t2±)(f 2

∓ − t2∓)rdr = 0. (2.7)

Adding above f± identities together, we obtain the Pohozaev identity:

1

2
[Rf ′+(R)]2 +

1

2
[Rf ′−(R)]2 +

1

2

∫ R

0

{
A+(f 2

+ − t2+)2 + A−(f 2
− − t2−)2

}
rdr

+2B

∫ R

0

(f 2
+ − t2+)(f 2

− − t2−)rdr +B

∫ R

0

[
(f 2

+ − t2+)f−f
′
− + (f 2

− − t2−)f+f
′
+

]
r2dr

=
1

2
(n2

+t
2
+ + n2

−t
2
−).

(2.8)
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Integrate by parts again and simplify the left side of above identity, we obtain that

1

2
[Rf ′+(R)]2 +

1

2
[Rf ′−(R)]2 +

1

2

∫ R

0

{
A+(f 2

+ − t2+)2 + A−(f 2
− − t2−)2

}
rdr

+2B

∫ R

0

(f 2
+ − t2+)(f 2

− − t2−)rdr −B
∫ R

0

(f 2
+ − t2+)(f 2

− − t2−)rdr =
1

2
(n2

+t
2
+ + n2

−t
2
−),

(2.9)

i.e.

[Rf ′+(R)]2 + [Rf ′−(R)]2 +

∫ R

0

{
A+(f 2

+ − t2+)2 + A−(f 2
− − t2−)2

}
rdr

+2B

∫ R

0

(f 2
+ − t2+)(f 2

− − t2−)rdr = n2
+t

2
+ + n2

−t
2
−,

(2.10)

which is the Pohozaev identity. By uniform convergence on [0, R0] for any R0 > 0 we

have∫ R0

0

{
A+(f 2

+ − t2+)2 + A−(f 2
− − t2−)2 + 2B(f 2

+ − t2+)(f 2
− − t2−)

}
rdr ≤ n2

+t
2
+ + n2

−t
2
−,

and letting R0 →∞ we establish the condition (1.3). This completes the existence of

Lemma 2.1.

To show the uniqueness we use the idea of Brezis and Oswald [BO86]. Let [n+, n−] ∈

Z2 to be given, and suppose [f+, f−] and [g+, g−] are two solutions of (2.1). Denote

by 4rf := 1
r
(rf ′(r))′ in the Laplacian for radial functions. Then we have:

−4r(f±)

f±
+
n2
±

r2
f± + A±(f 2

± − t2±) +B(f 2
∓ − t2∓) = 0,

−4r(g±)

g±
+
n2
±

r2
g± + A±(g2

± − t2±) +B(g2
∓ − t2∓) = 0,

therefore we get

−4r(f+)

f+

+
4r(g+)

g+

= −A+(f 2
+ − g2

+)−B(f 2
− − g2

−), (2.11)

−4r(f−)

f−
+
4r(g−)

g−
= −A−(f 2

− − g2
−)−B(f 2

+ − g2
+). (2.12)
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We multiple (2.11) by f 2
+−g2

+ and integrate over 0 < r <∞. Since ψ±(x) = f±(r)ein±θ

defines a solution of the system (1.2) satisfying (1.3), the estimates of Proposition 6.1

and Corollary 6.6 hold for f±, g±, we have∫ ∞
0

[
−4r(f+)

f+

+
4r(g+)

g+

]
(f 2

+ − g2
+)rdr

=

∫ ∞
0

[
−(rf ′+)′f+ − (rg′+)′g+ + (rf ′+)′

g2
+

f+

+ (rg′+)′
f 2

+

g+

]
dr

=

∫ ∞
0

[
(f ′+)2 + (g′+)2

]
rdr −

∫ ∞
0

2

[
g+

f+

f ′+g
′
+ +

f+

g+

f ′+g
′
+

]
rdr

+

∫ ∞
0

[
(f ′+)2 g

2
+

f 2
+

+ (g′+)2f
2
+

g2
+

]
rdr

=

∫ ∞
0

[
(f ′+)2 − 2

f+

g+

f ′+g
′
+ +

f 2
+

g2
+

(g′+)2

]
rdr +

∫ ∞
0

[
(g′+)2 − 2

g+

f+

f ′+g
′
+ +

g2
+

f 2
+

(f ′+)2

]
rdr

=

∫ ∞
0

∣∣∣∣f ′+ − f+

g+

g′+

∣∣∣∣ rdr +

∫ ∞
0

∣∣∣∣g′+ − g+

f+

f ′+

∣∣∣∣ rdr
=

∫ ∞
0

[
A+(f 2

+ − g2
+)2 +B(f 2

+ − g2
+)(f 2

− − g2
−)
]
rdr,

(2.13)

i.e. ∫ ∞
0

∣∣∣∣f ′+ − f+

g+

g′+

∣∣∣∣ rdr +

∫ ∞
0

∣∣∣∣g′+ − g+

f+

f ′+

∣∣∣∣ rdr
= −

∫ ∞
0

[
A+(f 2

+ − g2
+)2 +B(f 2

+ − g2
+)(f 2

− − g2
−)
]
rdr.

(2.14)

Similarly, multiplying f 2
− − g2

− to (2.12) and integrating over 0 < r <∞, we also have∫ ∞
0

∣∣∣∣f ′− − f−
g−
g′−

∣∣∣∣ rdr +

∫ ∞
0

∣∣∣∣g′− − g−
f−
f ′−

∣∣∣∣ rdr
= −

∫ ∞
0

[
A−(f 2

− − g2
−)2 +B(f 2

+ − g2
+)(f 2

− − g2
−)
]
rdr.

(2.15)

As in [BO86] adding above identities together we obtain that

0 ≤
∫ ∞

0

∣∣∣∣f ′+ − f+

g+

g′+

∣∣∣∣ rdr +

∫ ∞
0

∣∣∣∣g′+ − g+

f+

f ′+

∣∣∣∣+

∣∣∣∣f ′− − f−
g−
g′−

∣∣∣∣ rdr
+

∫ ∞
0

∣∣∣∣g′− − g−
f−
f ′−

∣∣∣∣ rdr
= −

∫ ∞
0

{
A+(f 2

+ − g2
+)2 + A−(f 2

− − g2
−)2 + 2B(f 2

+ − g2
+)(f 2

− − g2
−)
}
rdr.

(2.16)

Since we have the fact A+A− −B2 > 0, it follows that

A+u
2 + 2Buv + A−v

2 ≥ λs(u
2 + v2),
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where λs > 0 is the smallest eigenvalue of the matrix

 A+ B

B A−

. Hence,

A+(f 2
+ − g2

+)2 + A−(f 2
− − g2

−)2 + 2B(f 2
+ − g2

+)(f 2
− − g2

−)

≥ λs
[
(f 2

+ − g2
+)2 + (f 2

− − g2
−)2
]
≥ 0.

Therefore,

0 ≤ −
∫ ∞

0

{
A+(f 2

+ − g2
+)2 + A−(f 2

− − g2
−)2 + 2B(f 2

+ − g2
+)(f 2

− − g2
−)
}
rdr

≤ −λs
∫ ∞

0

[
(f 2

+ − g2
+)2 + (f 2

− − g2
−)2
]
rdr ≤ 0,

(2.17)

which implies that f 2
± − g2

± ≡ 0, i.e. f± ≡ g± for all r ∈ (0,∞), and we have proven

the uniqueness.

Remark 2.2. If we consider the existence and uniqueness of radial solution to (1.2)

for r ∈ (0, R], the results are still held in the bounded disk. We just need to change

the interval of the integration for r to (0, R], together with the boundary conditions:

f±(R) = g±(R) = t±.

2.2 Asymptotics

Before we introduce the asymptotics of radial solution, we establish the useful com-

parison lemma for radial solution at first.

Lemma 2.3. Let A,B,C,D be bounded functions in [R,∞).

(A) Assume A, D > 0, B, C ≤ 0 and 4AD− (B + C)2 > 0 in [R,∞). Then, if u, v

are radial solutions of the following problem
−∆ru+

m2

r2
u+ Au+ Bv ≤ 0 in [R,∞),

−∆rv +
n2

r2
v + Cu+ Dv ≤ 0 in [R,∞),
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with u(R) ≤ 0, v(R) ≤ 0, u, v are bounded in [R,∞) with
∫∞

0
(u′)2rdr < ∞ and∫∞

0
(v′)2rdr <∞, we have that u ≤ 0 and v ≤ 0 in [R,∞).

(B) Assume A, D > 0, B, C ≥ 0 and 4AD− (B + C)2 > 0 in [R,∞). Then, if u, v

are radial solutions of the following problem
−∆ru+

m2

r2
u+ Au+ Bv ≤ 0 in [R,∞),

−∆rv +
n2

r2
v + Cu+ Dv ≥ 0 in [R,∞),

with u(R) ≤ 0 ≤ v(R), u, v are bounded in [R,∞) with
∫∞

0
(u′)2rdr < ∞ and∫∞

0
(v′)2rdr <∞, we have that u ≤ 0 ≤ v in [R,∞).

Proof. To verify (A), multiply the respective equations by u+ = max(u, 0) and v+ =

max(v, 0) and integrate by parts in [R, T ] for ∀T ≥ R > 0. Since u and v are radial

solutions, we have

−
∫ T

R

4u · u+dr = −
∫ T

R

(ru′)′u+dr = −
(
u′u+r

∣∣T
R

)
+

∫ T

R

[(u+)′]2rdr,

hence,

−
(
u′u+r

∣∣T
R

)
+

∫ T

R

{
[(u+)′]2 +

m2

r2
(u+)2 + [A(u+)2 + B(v+ + v−)u+]

}
rdr ≤ 0,

i.e. ∫ T

R

{
[(u+)′]2 +

m2

r2
(u+)2 + [A(u+)2 + B(v+ + v−)u+]

}
rdr

≤ u′(T )u+(T )T − u′(R)u+(R)R

≤ u′(T )u+(T )T , (2.18)

since u′(R)u+(R)R = 0 by u(R) ≤ 0, u+(R) = 0.

Now we make a claim:

Claim A: There exists Tn →∞ such that u′(Tn)Tn → 0.
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Argument by contradiction. If not, we have u′(r)r ≥ c0 for all r ≥ T0. It follows

that u′(r) ≥ c0
r

, then we obtain that [u′(r)]2r ≥ c20
r
/∈ L1, which is a contradiction.

Combine boundness of u in [R,∞) and the result of above claim, we take T →∞

on the both sides of (2.18), we get that∫ ∞
R

{
[(u+)′]2 +

m2

r2
(u+)2 + [A(u+)2 + Bu+v+ + Bu+v−]

}
rdr ≤ 0 . (2.19)

Similarly, we have the inequality for v+:∫ ∞
R

{
[(v+)′]2 +

n2

r2
(v+)2 + [D(v+)2 + Cu+v+ + Cu−v+]

}
rdr ≤ 0 . (2.20)

Since Bu+v− > 0, Cu−v+ > 0 with u+ = max(u, 0) > 0, v+ = max(v, 0) > 0,

v− = min(v, 0) < 0, we get that∫ ∞
R

{
[(u+)′]2 +

m2

r2

}
rdr +

∫ ∞
R

[A(u+)2 + Bu+v+]rdr

≤
∫ ∞
R

{
[(u+)′]2 +

m2

r2

}
rdr +

∫ ∞
R

[A(u+)2 + Bu+v+ + Bu+v−]rdr

≤ 0,

and ∫ ∞
R

{
[(v+)′]2 +

n2

r2

}
rdr +

∫ ∞
R

[D(v+)2 + Cu+v+]rdr

≤
∫ ∞
R

{
[(v+)′]2 +

n2

r2

}
rdr +

∫ ∞
R

[D(v+)2 + Cu+v+ + Cu−v+]rdr

≤ 0.

Therefore, we deduce that∫ ∞
R

{
[(u+)′]2 + [(v+)′]2 +

m2(u+)2 + n2(v+)2

r2

+A(u+)2 + (B + C)u+v+ + D(v+)2
}
rdr ≤ 0 . (2.21)

Note that the matrix associated to the quadratic form is positive definite in [R,∞) by

hypothesis, so there exists a function λ+ > 0 with

A(u+)2 + (B + C)u+v+ + D(v+)2 ≥ λ+
[
(u+)2 + (v+)2

]
> 0 .
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In consequence,

0 <

∫ ∞
R

{
[(u+)′]2 + [(v+)′]2 +

m2(u+)2 + n2(v+)2

r2
+ λ+

[
(u+)2 + (v+)2

]}
rdr ≤ 0 ,

which implies that u+ ≡ 0 ≡ v+ in [R,∞). Therefore u(r) ≤ 0 and v(r) ≤ 0 in [R,∞).

To prove (B) we multiply the first inequality by u+, but multiply the second in-

equality by v− = min(v, 0) ≤ 0. Then, integrate by parts, we get that∫ T

R

{
[(u+)′]2 +

m2

r2
(u+)2

}
rdr +

∫ T

R

[A(u+)2 + Bu+v+ + Bu+v−]rdr ≤ u′(T )u+(T )T

and∫ T

R

{
[(v−)′]2 +

n2

r2
(v−)2

}
rdr +

∫ T

R

[Cu+v− + Cu−v− + D(v−)2]rdr ≤ v′(T )v−(T )T

by v(R) ≥ 0 and v−(R) = 0. In the following we will make a similar claim to Claim A

as in the proof of part (A):

Claim B: There exists Tn →∞ such that v′(Tn)Tn → 0.

If not, we have v′(r)r ≥ c0 for all r ≥ T0. It yields that (v′)2r ≥ c0
r
/∈ L1, which

contradicts to our hypothesis.

This result together with the boundness of u and v in [R,∞), we obtain as T →∞∫ ∞
R

{
[(v−)′]2 +

n2

r2
(v−)2

}
rdr +

∫ ∞
R

[Cu+v− + Cu−v− + D(v−)2]rdr ≤ 0. (2.22)

Since Bu+v+ ≥ 0, Cu−v− ≥ 0 with u+ = max(u, 0) > 0, u− = min(u, 0) < 0,

v+ = max(v, 0) > 0, v− = min(v, 0) < 0, we can drop Bu+v+ and Cu−v− two terms

without affecting the inequalities (2.19) and (2.22). We add (2.19) and (2.22) together,

and note that the matrix associated to the quadratic for is positive definite in [R,∞)

by hypothesis, so there exists a function λ+ > 0 with

A(u+)2 + (B + C)u+v− + D(v−)2 ≥ λ+[(u+)2 + (v−)2] > 0 .
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Therefore, we obtain that∫ ∞
R

{
[(u+)′]2 + [(v−)′]2 +

m2(u+)2 + n2(v−)2

r2
+ λ+[(u+)2 + (v−)2]

}
rdr

≤
∫ ∞
R

{
[(u+)′]2 + [(v−)′]2 +

m2(u+)2 + n2(v−)2

r2
+ A(u+)2 + (B + C)u+v− + D(v−)2

}
rdr

≤ 0 .

Consequently,∫ ∞
R

{
[(u+)′]2 + [(v−)′]2 +

m2(u+)2 + n2(v−)2

r2
+ λ+[(u+)2 + (v−)2]

}
rdr ≤ 0 , (2.23)

which implies that u+ ≡ 0 ≡ v− in [R,∞). Therefore u(r) ≤ 0 and v(r) ≥ 0 in

[R,∞).

After this preliminary, we introduce the asymptotics of the radial solution at ∞.

Theorem 2.4. Let [f+, f−] be the solution of (2.1) with degree pair [n+, n−] at ∞,

then we have

f± = t± +
a±
r2

+
b±
r4

+O(r−6) as r →∞,

with

a± =
1

2

Bn2
∓ − A∓n2

±

(A+A− −B2)t±
,

and

b± = −
A2
∓(8n2

± + n4
±)t2∓ −BA∓(2n2

± + 8)n2
∓t

2
∓ − 8BA±n

2
∓t

2
± +B2(8t2±n

2
± + n4

∓t
2
∓)t2±

8(A+A− −B2)2t3±t
2
∓

.

More specifically, let A± ≥ 0 and B0 > 0 so that A+A− − B2
0 > 0. Then, there exist

positive constants C1, C2, R such that∣∣∣∣f±(r)−
(
t± +

a±
r2

+
b±
r4

)∣∣∣∣ ≤ C1

r6
, (2.24)

∣∣∣∣f ′±(r) +
2a±
r3

∣∣∣∣ ≤ C2

r5
, (2.25)

hold for all r ≥ R and all B, |B| ≤ B0.
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Proof. We treat the cases B > 0 and B < 0 separately. We start with B > 0.

Step 1. Construction of a sub-supsolution pair. Let

w̄+ = t+ + a+
R2

r2
+ b+

R4

r4
+ c̄+

R6

r6
, (2.26)

w− = t− + a−
R2

r2
+ b−

R4

r4
+ c−

R6

r6
, (2.27)

where a±, b±, c̄+, c− and R are to be chosen so that

LHS(w̄+) = −w̄′′+ −
w̄′+
r

+
n2

+

r2
w̄+ + [A+(w̄2

+ − t2+) +B(w2
− − t2−)]w̄+ ≥ 0, (2.28)

LHS(w−) = −w′′− −
w′−
r

+
n2
−

r2
w− + [A−(w2

− − t2−) +B(w̄2
+ − t2+)]w− ≤ 0, (2.29)

for all r ≥ R, and f+(R) ≤ w̄+(R), f−(R) ≥ w−(R).

Using Maple software, we expand (2.28) and (2.29), which is a polynomial in even

power of r−1,

LHS(w̄+) =
9∑

k=1

M+
2k

(
R

r

)2k

, (2.30)

LHS(w−) =
9∑

k=1

M−
2k

(
R

r

)2k

, (2.31)

where M±
2k = M±

2k(A±, B,R, a±, b±, c̄+, c−) is a polynomial in its arguments. The

coefficients

M±
2 = [n2

± + 2R2(A±a±t± +Ba∓t∓)]t±

may be set to zero by choosing

a± =
1

2

Bn2
∓ − A∓n2

±

(A+A− −B2)t±
. (2.32)

Similarly, the next term

M±
4 = [R2a±(n2

±−4)+R4(3A±t±a
2
±+Bt±a

2
∓+2Bt∓a+a−t∓)+2R4(A±t

2
±b±+Bt+t−b∓)]t±

vanish by the choice

b± = −
A2
∓(8n2

± + n4
±)t2∓ −BA∓(2n2

± + 8)n2
∓t

2
∓ − 8BA±n

2
∓t

2
± +B2(8t2±n

2
± + n4

∓t
2
∓)t2±

8(A+A− −B2)2t3±t
2
∓

.

(2.33)
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Using Maple software, the values of a±, b± may then be substituted into the ex-

pansions of (2.28) and (2.29), and the expressions for M±
2k may be viewed as functions

of R. The exact form of the coefficients M±
2k is very complex, but as we will choose R

large, we are only interested in the leading order of each. We obtain:

M+
6 = 2(Bc−t− + A+c̄+t+)t+ +O(R−6),

M−
6 = 2(Bc̄+t+ + A−c−t−)t− +O(R−6),

M±
8 = O(R−2), M±

10 = O(R−4),

M+
12 = (A+c̄

2
+ +Bc2

−)t+ + 2(Bc−t− + A+c̄+t+)c̄+ +O(R−6),

M−
12 = (A−c

2
− +Bc̄2

+)t− + 2(Bc̄+t+ + A−c−t−)c− +O(R−6),

M±
14 = O(R−2), M±

16 = O(R−4),

M+
18 = (A+c̄

2
+ +Bc2

−)c̄+,

M−
18 = (A−c

2
− +Bc̄2

+)c−,

here O(R−n) denotes terms which are small as R→∞ uniformly for |B| ≤ B0.

As M±
6 is the leading order term, we choose c̄+, c− in order that it gives the correct

signs, and so that it dominates the other terms for r ≥ R.

Without loss of generality, we consider [c̃+, c̃−] satisfy the following system: A+t+c̃+ +Bt−c̃− = 1 ,

Bt+c̃+ + A−t−c̃− = −1 ,

it follows that

c̃+ =
A− +B

(A+A− −B2)t+
> 0 , c̃− = − A+ +B

(A+A− −B2)t−
< 0 . (2.34)

Let c̄+ = δc̃+, c− = δc̃− with 0 < δ < 1 to be chosen later, hence c̄+ > 0, c− < 0, and

M+
6 = 2δt+ > 0, M−

6 = −2δt− < 0. (2.35)

By choosing R sufficiently large, we obtain that

|M±
8 |, |M±

10|, |M±
14|, |M±

16| ≤
1

20
|M±

6 |, (2.36)
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and so we have that∣∣∣∣∣M±
8

(
R

r

)8

+M±
10

(
R

r

)10

+M±
14

(
R

r

)14

+M±
16

(
R

r

)16
∣∣∣∣∣

≤ 1

5
|M±

6 |
(
R

r

)6

, for ∀r ≥ R. (2.37)

Also,

|M+
12| = |δ2(A+c̃

2
+ +Bc̃2

−)t+ + 2δ2c̃+|

= δ2|(A+c̃
2
+ +Bc̃2

−)t+ + 2c̃+|

≤ c1(A±, B, t±)δ2

≤ 1

5
|M+

6 | =
2

5
δt+, (2.38)

for R sufficiently large, provided we choose δ ≤ 2t+
5c1

.

Meanwhile,

|M−
12| = |δ2(A+c̃

2
+ +Bc̃2

−)t+ + 2δ2c̃+|

= δ2|(A−c̃2
− +Bc̃2

+)t− + 2c̃−|

≤ c2(A±, B, t±)δ2

≤ 1

5
|M−

6 | =
2

5
δt−, (2.39)

for R sufficiently large, provided we choose δ ≤ 2t−
5c2

. Therefore, if we choose δ ≤

min{2t+
5c1
, 2t−

5c2
}, it yields that |M±

12| ≤ 1
5
|M±

6 |. So we can deduce that∣∣∣∣∣M±
12

(
R

r

)12
∣∣∣∣∣ ≤ 1

5

∣∣∣∣∣M±
6

(
R

r

)6
∣∣∣∣∣ , (2.40)

and M±
18 has the appropriate sign to apply the comparison lemma.

By (2.30)-(2.31) and (2.35), (2.36), (2.37), (2.40), we deduce that

9∑
k=1

M+
2k

(
R

r

)2k

≥ −1

5
M+

6

(
R

r

)6

− 1

5
M+

6

(
R

r

)6

+M+
6

(
R

r

)6
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=
3

5
M+

6

(
R

r

)6

=
6

5
δt+

(
R

r

)6

>
3

5
δt+

(
R

r

)6

> 0, (2.41)

9∑
k=1

M−
2k

(
R

r

)2k

≤ 1

5
|M−

6 |
(
R

r

)6

+
1

5
|M−

6 |
(
R

r

)6

+M−
6

(
R

r

)6

= −1

5
M−

6

(
R

r

)6

− 1

5
M−

6

(
R

r

)6

+
1

5
M−

6

(
R

r

)6

=
3

5
M−

6

(
R

r

)6

= −6

5
δt−

(
R

r

)6

≤ −3

5
δt−

(
R

r

)6

< 0, (2.42)

for all r ≥ R. Thus, w̄+, w− satisfy (2.28) and (2.29), as desired.

Now we consider w̄+ and w− at r = R. Combine (2.26), (2.27) and (2.32) we have

w̄+ = t+ + c̄+ − O(R−2), w− = t− + c− − O(R−2). Since f±(r) → t± as r → ∞ and

c̄+ > 0, c− < 0, we deduce that w̄+(R) > f+(R) and w−(R) < f−(R) for R ≥ R0

sufficiently large. This completes Step 1.

Step 2. We will apply Lemma 2.3 to show that w̄+(r) is a sup-solution to f+-

equation of (2.1) and w−(r) is a sub-solution to f−-equation of (2.1). Let u = f+−w̄+,

v = f− − w−, together with equations (2.1), (2.28) and (2.29), and denote

L±u := −∆ru+
n2
±

r2
u.

We have that

L+u = L+f+ − L+w̄+

= A+(t2+ − f 2
+)f+ +B(t2− − f 2

−)f+ + A+(w̄2
+ − t2+)w̄+ +B(w2

− − t2−)w̄+

= A+(w̄3
+ − f 3

+)− A+t
2
+(w̄+ − f+) +Bt2−(f+ − w̄+) +B(w2

−w̄+ − f 2
−f+)

= [A+t
2
+ +Bt2− − A+(w̄2

+ + w̄+f+ + f 2
+)]u+B(w2

−w̄+ − f 2
−f+)

= [A+t
2
+ +B(t2− − f 2

−)− A+(w̄2
+ + w̄+f+ + f 2

+)]u−B(w− + f−)w̄+v ,
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L−v = L−f− − L−w−

= A−(t2− − f 2
−)f− +B(t2+ − f 2

+)f− + A−(w2
− − t2−)w− +B(w̄2

+ − t2+)w−

= A−(w3
− − f 3

−)− A−t2−(w− − f−) +Bt2+(f− − w−) +B(w̄2
+w− − f 2

+f−)

= [A−t
2
− +B(t2+ − f 2

+)− A−(w2
− + w−f− + f 2

−)]v −B(w̄+ + f+)w−u ,

and thus (2.28) and (2.29) imply that

L+u+ [A+(w̄2
+ + w̄+f+ + f 2

+)−A+t
2
+ +B(f 2

− − t2−)]u+B(w− + f−)w̄+v ≤ 0 , (2.43)

L−v +B(w̄+ + f+)w−u+ [A−(w2
− +w−f− + f 2

−)−A−t2− +B(f 2
+ − t2+)]v ≥ 0 . (2.44)

As in Lemma 2.3, we have a system on [R,∞) of the form:L+u+ A(r)u+ B(r)v ≤ 0, u(R) ≤ 0,

L−v + C(r)u+ D(r)v ≥ 0, v(R) ≥ 0,

with

A(r) = A+(w̄2
+ + w̄+f+ + f 2

+)− A+t
2
+ +B(f 2

− − t2−),

B(r) = B(w− + f−)w̄+, C(r) = B(w̄+ + f+)w−,

D(r) = A−(w2
− + w−f− + f 2

−)− A−t2− +B(f 2
+ − t2+).

Now, we check the hypothesis of Lemma 2.3 with the uniform convergence of f±(r) as

r →∞:

A(r)→ 2A+t
2
+, B(r)→ 2Bt+t−,

C(r)→ 2Bt+t−, D(r)→ 2A−t
2
−,

and

4AD− (B + C)2 → 4 · 2A+t
2
+ · 2A−t2− − (4Bt+t−)2

= 16t2+t
2
−(A+A− −B2) > 0 for R large enough.

All conditions of Lemma 2.3 are satisfied, it yields that u(r) ≤ 0, v(r) ≥ 0 in [R,∞),

i.e. f+(r) ≤ w̄+(r), f−(r) ≥ w−(r) in [R,∞).
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Step 3. We repeat the above procedures with the roles ± of w̄+ and w− under the

condition B > 0. We may obtain c+, c̄−, R so that f+(r) ≥ w+(r), f−(r) ≤ w̄−(r) in

[R,∞). Combine the results from above steps, we get that

w+(r) ≤ f+(r) ≤ w̄+(r), w−(r) ≤ f−(r) ≤ w̄−(r), for ∀r ≥ R, (2.45)

in the case B > 0.

Step 4. Now we consider the case B < 0. This is similar to the previous cases,

but we must set up part (A) of the Comparison Lemma 2.3. Firstly we construct a

supsolution pair w̄+ as in (2.26), w̄− as following,

w̄− = t− + a−
R2

r2
+ b−

R4

r4
+ c̄−

R6

r6
, (2.46)

with a±, b±, c̄± and R are to be chosen so that

LHS(w̄+) = −w̄′′+ −
w̄′+
r

+
n2

+

r2
w̄+ + [A+(w̄2

+ − t2+) +B(w̄2
− − t2−)]w̄+ ≥ 0, (2.47)

LHS(w̄−) = −w̄′′− −
w̄′−
r

+
n2
−

r2
w̄− + [A−(w̄2

− − t2−) +B(w̄2
+ − t2+)]w̄− ≥ 0, (2.48)

for all r ≥ R, and f+(R) ≤ w̄+(R), f−(R) ≤ w̄−(R).

Using Maple software, we expand (2.47) and (2.48), which is a polynomial in even

power of r−1, as in (2.30) and

LHS(w̄−) =
9∑

k=1

M−
2k

(
R

r

)2k

, (2.49)

respectively, where M±
2k = M±

2k(A±, B,R, a±, b±, c̄±) is a polynomial in its arguments.

Similarly, we choose a±, b± as in (2.32) and (2.33) separately so that M±
2 may be zero

as in the same formulas in Step 1. Then, repeat the same procedure as in Step 1,

we get the exact forms for M±
6 ,M

±
12 and M±

18 as the same as in Step 1 but with c−

replaced by c̄−, and M±
8 ,M

±
10 and M±

14 as the same as in Step 1.

As M±
6 is still the leading order term, we choose c̄± in order that it gives the correct

sign, and so that it dominates the other terms for all r ≥ R.
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Without loss of generality, we consider [ĉ+, ĉ−] satisfy the following system:A+t+ĉ+ +Bt−ĉ− = 1,

Bt+ĉ+ + A−t−ĉ− = 1,

we obtain that

ĉ+ =
A− −B

(A+A− −B2)t+
> 0, ĉ− =

A+ −B
(A+A− −B2)t−

> 0.

Let c̄± = δĉ± with 0 < δ < 1 to be chosen later, hence c̄± > 0, and

M±
6 = 2δt± > 0. (2.50)

By choosing R large enough, we can also get (2.36), (2.37) and

|M+
12| = |δ2(A+ĉ

2
+ +Bĉ2

−)t+ + 2δ2ĉ+|

= δ2|(A+ĉ
2
+ +Bĉ2

−)t+ + 2ĉ+|

≤ c5(A±, B, t±)δ2

≤ 1

5
M+

6 =
2

5
δt+, (2.51)

which implies that δ ≤ 2t+
5c5

.

Meanwhile,

|M−
12| = |δ2(A−ĉ

2
− +Bĉ2

+)t− + 2δ2ĉ−|

= δ2|(A−ĉ2
− +Bĉ2

+)t− + 2ĉ−|

≤ c6(A±, B, t±)δ2

≤ 1

5
M−

6 =
2

5
δt−, (2.52)

which implies that δ ≤ 2t−
5c6

. Therefore, if we choose δ ≤ min{2t+
5c5
, 2t−

5c6
}, it follows that

|M±
12| ≤ 1

5
|M±

6 |. And for M±
18, we have

|M±
18| = δ3(A±ĉ

2
± +Bĉ2

∓)ĉ±.
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Since there is cubic term of δ in M±
18, it can still be controlled by M±

6 .

By (2.30), (2.49) and (2.50), (2.36)-(2.37) and (2.40), we deduce that

9∑
k=1

M±
2k

(
R

r

)2k

≥ −1

5
M±

6

(
R

r

)6

− 1

5
M±

6

(
R

r

)6

+M±
6

(
R

r

)6

=
3

5
M±

6

(
R

r

)6

=
6

5
δt±

(
R

r

)6

> 0, (2.53)

for all r ≥ R.

Now we consider w̄± at r = R. Combine (2.26), (2.46) and (2.32), we have w̄± =

t±+c̄±−O(R−2). Since f± → t± as r →∞ and c̄± > 0, we obtain that w̄±(R) > f±(R)

for R ≥ R0 sufficiently large. This finishes Step 4.

Step 5. We will apply Lemma 2.3 to show that w̄±(r) is supsolution to (1.2). Let

u = f+ − w̄+, v = f− − w̄−, we have that

L+u = [A+(t2+ − f 2
+) +B(t2− − f 2

−)]f+ + [A+(w̄2
+ − t2+) +B(w̄2

− − t2−)]w̄+

= −A+(f 3
+ − w̄3

+) + A+t
2
+(f+ − w̄+) +Bt2−(f+ − w̄+) +B(w̄2

−w̄+ − f 2
−f+)

= [−A+(f 2
+ + f+w̄+ + w̄2

+) + A+t
2
+ +Bt2− −Bf 2

−]u−B(w̄− + f−)w̄+v

= [A+t
2
+ +B(t2− − f 2

−)− A+(f 2
+ + f+w̄+ + w̄2

+)]u−B(w̄− + f−)w̄+v,

and

L−v = [A−(t2− − f 2
−) +B(t2+ − f 2

+)]f− + [A−(w̄2
− − t2−) +B(w̄2

+ − t2+)]w̄−

= −A−(f 3
− − w̄3

−) + A−t
2
−(f− − w̄−) +Bt2+(f− − w̄−) +B(w̄2

+w̄− − f 2
+f−)

= [−A−(f 2
− + f−w̄− + w̄2

−) + A−t
2
− +Bt2+ −Bf 2

+]v −B(w̄+ + f+)w̄−u

= −B(w̄+ + f+)w̄−u+ [−A−(f 2
− + f−w̄− + w̄2

−) + A−t
2
− +B(t2+ − f 2

+)]v,

thus by (2.47)-(2.48) we have that

L+u+ [A+(f 2
+ + f+w̄+ + w̄2

+) +B(f 2
− − t2−)− A+t

2
+]u+B(w̄− + f−)w̄+v ≤ 0,

L−v +B(w̄+ + f+)w̄−u+ [A−(f 2
− + f−w̄− + w̄2

−) +B(f 2
+ − t2+)− A−t2−]v ≤ 0,
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and u(R) = f+(R)− w̄+(R) ≤ 0, v(R) = f−(R)− w̄−(R) ≤ 0. Therefore, we have the

exact forms of the inequality system as in the part (A) of Lemma 2.3 with

A(r) = A+(f 2
+ + f+w̄+ + w̄2

+) +B(f 2
− − t2−)− A+t

2
+, (2.54)

B(r) = −B(w̄− + f−)w̄+, C(r) = −B(w̄+ + f+)w̄−, (2.55)

D(r) = A−(f 2
− + f−w̄− + w̄2

−) +B(f 2
+ − t2+)− A−t2−. (2.56)

With the uniform convergence of f±(r) as r →∞, we obtain that

A(r)→ 2A+t
2
+, D(r)→ 2A−t

2
−,

B(r)→ −2Bt+t−, C(r)→ −2Bt+t−,

and

4AD− (B + C)2 → 4 · 2A+t
2
+ · 2A−t2− − (4Bt+t−)2

= 16t2+t
2
−(A+A− −B2) > 0 for R large enough.

Hence we can simply apply part (A) of Lemma 2.3 to get that u(r) ≤ 0, v(r) ≤ 0 in

[R,∞), i.e. f±(r) ≤ w̄±(r) in [R,∞).

Step 6. We repeat the same procedure as in Step 4 and Step 5, but with a pair

of sub-solutions w± to (1.2) instead of sup-solutions w̄±. Let w+ be defined as in the

following

w+ = t+ + a+
R2

r2
+ b+

R4

r4
+ c+

R6

r6
, (2.57)

and w− defined as in (2.27), with a±, b±, c± and R are to be chosen so that

LHS(w±) = −w′′± −
w′±
r

+
n2
±

r2
w± + [A±(w2

± − t2±) +B(w2
∓ − t2∓)]w± ≤ 0, (2.58)

for all r ≥ R, and w±(R) ≤ f±(R). And we choose c± = −δĉ± with the same δ as

in Step 4 so that M±
6 is still the leading terms in (2.30) and (2.49) with which w̄±
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replaced by w±. Therefore, we can simply get that

LHS(w±) ≤M±
6

(
R

r

)6

+
1

5
|M±

6 |
(
R

r

)6

+
1

5
|M±

6 |
(
R

r

)6

=

(
M±

6 −
1

5
M±

6 −
1

5
M±

6

)(
R

r

)6

=
3

5
M±

6

(
R

r

)6

= −6

5
δt±

(
R

r

)6

< 0. (2.59)

Next, with u = f+ − w+, v = f− − w−, we repeat the similar process as in Step 5

and apply part (A) of Lemma 2.3 again, we can obtain that w±(r) ≤ f±(r) in [R,∞).

Step 7. Combing all the results from above steps, we have that

w±(r) ≤ f±(r) ≤ w̄±(r) in [R,∞). (2.60)

for both cases of B.

From the sub-supersolution argument, we have that∣∣∣∣∣f± −
(
t± +

ã±
r2

+
b̃±
r4

)∣∣∣∣∣ ≤ C1

r6
,

with ã± = a±R
2, b̃± = b±R

4, a± and b± defined as same as in (2.32) and (2.33)

respectively, and C1 = min{c±R6} with c+ = min{|c̄+|, |c+|}, c− = min{|c−|, |c̄−|}.

Next we want to show that |f ′±(r) + 2ã±
r3
| ≤ C2

r5
for some constant C2. Following the

idea in [CEQ94], let W±(r) = f± −
(
t± + ã±

r2
+ b̃±

r4

)
= f± − w± + c±

r6
(for convenience,

we drop bar and underline of w± and c± as in the formulas of w± shown in previous

steps), hence W±(r) = O(r−6). Therefore, we deduce that

−W ′′
+ −

1

r
W ′

+ +
n2

+

r2
W+

= −
(
f ′′+ − w′′+ +

c+

r8

)
− 1

r

(
f ′+ − w′+ +

c+

r7

)
+
n2

+

r2

(
f+ − w+ +

c+

r6

)
= −f ′′+ −

1

r
f ′+ +

n2
+

r2
f+ −

(
−w′′+ −

1

r
w′+ +

n2
+

r2
w+

)
+O(r−8)

= [A+(t2+ − f 2
+) +B(t2− − f 2

−)]f+ + [A+(w2
+ − t2+) +B(w2

− − t2−)]w+ +O(r−8)
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= −AW+ − BW− + A
c+

r6
+ B

c−
r6

+O(r−8),

i.e.

−W ′′
+ −

1

r
W ′

+ +
n2

+

r2
W+ + AW+ + BW− = O(r−6) +O(r−8) ≈ O(r−6) for r ≥ R.

Similarly, we have

−W ′′
− −

1

r
W ′
− +

n2
−

r2
W− + CW+ + DW− = O(r−6) +O(r−8) ≈ O(r−6) for r ≥ R,

with A,B,C,D defined as same as in the above process of sub-supersolution in different

cases. Therefore,
1

r
(rW ′

±)′ = O(r−6). On the other hand, notice that for each k > 1

there exists a point rk ∈ (k, 2k) such that W ′
±(rk) = (W±(2k)−W±(k))/k = O(k−7) =

O(r−7
k ), then we have that

| − rW ′
±(r) + rkW

′
±(rk)| =

∣∣∣∣∫ rk

r

1

r
(rW ′

±)′rdr

∣∣∣∣
≤ c0

∫ rk

r

r−5dr → c0

∫ ∞
r

r−5dr =
C2

r4
as k →∞.

Together with rkW
′
±(rk) = O(r−6

k ) → 0 as k → ∞, we have that |rW ′
±(r)| ≤ C2

r4
for

r ≥ R sufficiently large, i.e. |W ′
±(r)| ≤ C2

r5
for r ≥ R sufficiently large. Hence, we

deduce that |f ′±(r) + 2ã±
r3
| ≤ C2

r5
for all r ≥ R.

2.3 Monotonicity

Next we will present the proof on the monotonicity of the radial solutions. First, we

define the spaces as in [ABM09] :

X0 := H1((0,∞); rdr),

Xn :=

{
u ∈ X0 :

∫ ∞
0

u2

r2
rdr <∞

}
, ‖u‖2

Xn =

∫ ∞
0

[
(u′)2 + u2 +

n2

r2
u2

]
rdr.
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Of course the spaces Xn, n 6= 0, are all equivalent, but we define them this way for

notational convenience. It is not difficult to show (see [AB06]) that for |n| ≥ 1, Xn

is continuously embedded in the space of continuous functions on (0,∞) which vanish

at r = 0 and r → ∞, and that C∞0 ((0,∞)) is dense in X1. It is possible to define

a global variational framework for the equivariant problems in affine spaces based on

Xn+ , Xn− to prove existence of solutions. The energy is the same as in (2.6), except

it must be “renormalized” to prevent divergence of the
n2
n±
r2

term at infinity. Here we

are only interested in the (formal) second variation of this renormalized energy,

D2En+,n−(f+, f−)[u+, u−] :=

∫ ∞
0

[
(u′+)2 + (u′−)2 +

n2
+

r2
u2

+ +
n2
−

r2
u2
−

]
rdr

+

∫ ∞
0

{
[A+(f 2

+ − t2+) +B(f 2
− − t2−)]u2

+ + [A−(f 2
− − t2−) +B(f 2

+ − t2+)]u2
−
}
rdr

+

∫ ∞
0

2(A+f
2
+u

2
+ + A−f

2
−u

2
− + 2Bf+f−u+u−)rdr,

(2.61)

defined for [u+, u−] ∈ Xn+ ×Xn− .

We have the following fact about radial solutions:

Lemma 2.5. For any n± ∈ Z, if [f+, f−] is the (unique) radial solution of (2.1),

D2En+,n−(f+, f−)[u+, u−] > 0 for all [u+, u−] ∈ Xn+ ×Xn− \ {[0, 0]}.

In other words, the radial solutions are non-degenerate local minimizers of the

renormalized energy. An analogous statement for the Ginzburg-Landau equation with

magnetic field was derived in [ABG99], and this observation then became the main step

in the proof of uniqueness of equivariant solutions proved there. The basic idea is that

were there two admissible solutions to the equivariant vortex equations, each being

a local minimizer of the energy there would be a third, non-minimizing solution via

the Mountain-pass theorem. The argument was achieved by restriction to a convex

constraint set (to eliminate the possibility of non-admissible solutions, which might

not be local minimizers). The method works because the constraints play the role of
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a sub-supersolution pair for the Ginzburg-Landau equations, and hence the mountain

pass solutions obtained would lie in the interior of the constraint set. Unfortunately,

in our vector-valued case the sub-solution structure is nor apparent and the argument

does not seem to carry over.

Proof. We follow [ABG99], and note that

f 2(r)

[(
u(r)

f(r)

)′]2

= (u′)2 − 2
uu′f ′

f
+ u2 (f ′)2

f 2
= (u′)2 −

(
u2

f

)′
f ′ .

Let u± ∈ C∞0 ((0,∞)) (if n± = 0, take u± ∈ C∞0 ([0,∞)) instead). Then [
u2+
f+
,
u2−
f−

] gives

an admissible test function in the weak form of the (2.1),

0 = DEn+,n−(f+, f−)

[
u2

+

f+

,
u2
−

f−

]
=

∫ ∞
0

[
f ′+

(
u2

+

f+

)′
+ f ′−

(
u2
−

f−

)′
+
n2

+

r2
f+

u2
+

f+

+
n2
−

r2
f−
u2
−

f−

]
rdr

+

∫ ∞
0

{
A+(f 2

+ − t2+)f+

u2
+

f+

+ A−(f 2
− − t2−)f+

u2
−

f−

+B

[
(f 2

+ − t2+)f−
u2
−

f−
+ (f 2

− − t2−)f+

u2
+

f+

]}
rdr

=

∫ ∞
0

{
(u′+)2 − f 2

+

[(
u2

+

f+

)′]2

+ (u′−)2 − f 2
−

[(
u2
−

f−

)′]2

+
n2

+

r2
u2

+ +
n2
−

r2
u2
−

+A+(f 2
+ − t2+)u2

+ + A−(f 2
− − t2−)u2

−

+B
[
(f 2

+ − t2+)u2
− + (f 2

− − t2−)u2
+

]}
rdr .

After the regrouping, we get the following useful identity:∫ ∞
0

{
(u′+)2 + (u′−)2 +

n2
+

r2
u2

+ +
n2
−

r2
u2
−

+ A+(f 2
+ − t2+)u2

+ + A−(f 2
− − t2−)u2

− +B
[
(f 2

+ − t2+)u2
− + (f 2

− − t2−)u2
+

]}
rdr

=

∫ ∞
0

{
f 2

+

[(
u+

f+

)′]2

+ f 2
−

[(
u−
f−

)′]2
}
rdr ≥ 0.
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Compare the formula of the second variation D2En+,n−(f+, f−) and the above identity,

simply use the fact that λs > 0 is the smallest eigenvalue of the matrix

 A+ B

B A−

,

we obtain that

D2En+,n−(f+, f−)[u+, u−]

=

∫ ∞
0

{
f 2

+

[(
u′+
f+

)′]2

+ f 2
−

[(
u′−
f−

)′]2

+ 2(A+f
2
+u

2
+ + A−f

2
−u

2
− + 2Bf+f−u+u−)

}
rdr

≥ 2

∫ ∞
0

(A+f
2
+u

2
+ + A−f

2
−u

2
− + 2Bf+f−u+u−)rdr

≥ 2λs

∫ ∞
0

(f 2
+u

2
+ + f 2

−u
2
−)rdr

≥ 0, (2.62)

valid for all u± ∈ C∞0 ((0,∞)) (or, u± ∈ C∞0 ([0,∞)) if the respective n± = 0). The

case of general u± ∈ X1 (or X0, in case one of n± = 0) follows by density. It is clear

that D2En+,n−(f+, f−) ≥ 0. If it were zero for some [u+, u−], then we would have

f+u+ = −f−u− = 0 almost everywhere. Since f±(r) > 0 for r > 0, we conclude that

D2En+,n−(f+, f−) > 0 as claimed.

Based on the above preliminaries, we establish the following theorem:

Theorem 2.6. Assume Ψ(x) = [f+(r)ein+θ, f−(r)ein−θ] is an equivariant solution sat-

isfying (1.3), and A+A− −B2 > 0.

(i) If B < 0, then f ′±(r) ≥ 0 for all r > 0 for any degree [n+, n−].

(ii) If B > 0, n+ ≥ 1 and n− = 0, then f ′+(r) ≥ 0 and f ′−(r) ≤ 0 for all r > 0.

Proof. Let u±(r) := f ′±(r). Differentiating (2.1), we get

− f ′′′± −
1

r
f ′′± +

n2
± + 1

r2
f ′± + [A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]f ′±

+ 2A±f
2
±f
′
± + 2Bf±f∓f

′
∓ −

2n2
±

r3
f± = 0,
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i.e.

− u′′± −
1

r
u′± +

n2
± + 1

r2
u± + [A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]u±

+ 2A±f
2
±u± + 2Bf±f∓u∓ −

2n2
±

r3
f± = 0. (2.63)

Now define

v± = min{0, u±} ≤ 0, w± = max{0, u±} ≥ 0,

then u± = v± + w±.

In the following, we divide our argument into two cases. Firstly, assume B < 0

and A+A− − B2 > 0. We multiply the respective equation in (2.63) by v±, use the

facts v+w+ = 0 and v−w− = 0 and integrate by parts. By (2.3) and (2.4), if n± ≥ 1,

u±(r) = f ′±(r) > 0 in some neighborhood r ∈ (0, δ). Thus, in case n± ≥ 1, v± is

supported away from r = 0. By the proof of Theorem 2.4 we may conclude that

v± ∈ Xn± . Moreover,∫ ∞
0

v±

(
u′′± +

1

r
u′±

)
rdr = −

∫ ∞
0

(v′±)2rdr,

with no boundary terms. In case n± = 0, we have u± ∈ X0 by the regularity of

solutions, and u±(0) = f ′±(0) = 0. The integration by parts formula above again holds

with no boundary terms in this case as well. Therefore, with all above facts, we have

the following equations

0 =

∫ ∞
0

{
(v′±)2 +

n2
± + 1

r2
v2
± + [A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]v2

±

+2A±f
2
±v

2
± + 2Bf±f∓u∓v± −

2n2
±

r3
f±v±

}
rdr .

Then, use the facts u± = v± + w± and add above two equations together

0 =

∫ ∞
0

{
(v′+)2 + (v′−)2 +

n2
+

r2
v2

+ +
n2
−

r2
v2
−

+ [A+(f 2
+ − t2+) +B(f 2

− − t2−)]v2
+ + [A−(f 2

− − t2−) +B(f 2
+ − t2+)]v2

−
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+ 2(A+f
2
+v

2
+ + A−f

2
−v

2
−) + 4Bf+f−v+v− + 2Bf+f−(w−v+ + w+v−)

−
2n2

+

r3
f+v+ −

2n2
−

r3
f−v−

}
rdr .

Compare with the formula of the second variation D2En+,n−(f+, f−) in (2.62), we

obtain

0 = D2En+,n−(f+, f−)[v+, v−] + 2B

∫ ∞
0

f+f−(w−v+ + w+v−)rdr

+

∫ ∞
0

1

r2
(v2

+ + v2
−)rdr − 2

∫ ∞
0

1

r3
(n2

+f+v+ + n2
−f−v−)rdr .

Since n2
+f+v+, n2

−f−v−, w−v+ and w+v− are all negative, together with B < 0, we get

that

0 ≤ D2En+,n−(f+, f−)[v+, v−]

= −
∫ ∞

0

1

r2
(v2

+ + v2
−)rdr + 2

∫ ∞
0

1

r3
(n2

+f+v+ + n2
−f−v−)rdr

− 2B

∫ ∞
0

f+f−(w−v+ + w+v−)rdr

≤ −
∫ ∞

0

1

r2
(v2

+ + v2
−)rdr

< 0,

which is a contradiction unless v± ≡ 0, i.e.unless f ′±(r) ≥ 0 for all r > 0. This proves

(i).

Now assume B > 0 and n+ ≥ 1 and n− = 0. This time we multiply the equation

of u+ by v+ and the equation of u− by v−, and integrate by parts again. Just as in

the previous case, w− ∈ X0, and the boundary term in the integration will all vanish.

We obtain that:

0 =

∫ ∞
0

{
(v′+)2 +

n2
+ + 1

r2
v2

+ + [A+(f 2
+ − t2+) +B(f 2

− − t2−)]v2
+

+2A+f
2
+v

2
+ + 2Bf+f−u−v+ − 2

n2
+

r3
f+v+

}
rdr ,
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and

0 =

∫ ∞
0

{
(w′−)2 +

n2
− + 1

r2
w2
− + [A−(f 2

− − t2−) +B(f 2
+ − t2+)]w2

−

+2A−f
2
−w

2
− + 2Bf−f+u+w− − 2

n2
−

r3
f−w−

}
rdr .

As in the first case, we add the above two equations and compare to the formula of

the second variation D2En+,n−(f+, f−) in (2.62), we get

0 ≤ D2En+,n−(f+, f−)[v+, w−]

= −
∫ ∞

0

1

r2
(v2

+ + w2
−)rdr − 2B

∫ ∞
0

f+f−(v−v+ + w+w−)rdr

+ 2

∫ ∞
0

(
n2

+

r3
f+v+ +

n2
−

r3
f−w−

)
rdr

≤ −
∫ ∞

0

1

r2
(v2

+ + w2
−)rdr

< 0 ,

which is a contradiction unless v+ ≡ 0, w− ≡ 0, i.e. f ′+(r) ≥ 0 and f ′−(r) ≤ 0 for all

r > 0. Therefore, we complete our proof.

Meanwhile, we observe that method of Theorem 2.6 cannot work, since asymp-

totics shows that we don’t have same behaviour for every B > 0. Method based on

compactness, uniform estimates in the asymptotics result of radial solutions, we have

the following result.

Theorem 2.7. Let [f+, f−] be the solution of (2.1) with degree pair [n+, n−] at ∞,

and n± 6= 0. If ∀A± > 0, there exists B0 > 0 such that f ′±(r) > 0 ∀r ∈ (0,∞),

∀B ∈ [0, B0].

Proof. Denote f±(r;B) the solution of (2.5) with coefficient B. When B = 0 the sys-

tem decouples, and each of f±(r) solves a rescaled equation for the standard Ginzburg-

Landau vortices. For these solutions, it is well-known that f ′±(r; 0) > 0 for ∀r > 0
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(see [HH94]). Now choose an interval [0, B0] for which a± < 0 (which are stated in

Theorem 2.4) for ∀B ∈ [0, B0]. By asymptotics in Theorem 2.4, there exists R > 0

such that

f ′±(r;B) > 0 for ∀r ≥ R, ∀B ∈ [0, B0], (2.64)

here f ′±(r;B) depends on both R and parameter B.

Suppose that this theorem is false, then there exists a sequence Bk → 0 and

rk ∈ (0,∞) such that f ′±(rk;Bk) ≤ 0. By (2.64), we have that 0 < rk ≤ R, so there is

a subsequence rkj with rkj → r0. By elliptic regularity, f±(· ;B)→ f±(· ; 0) in Ckloc for

all k, and hence

f ′±(r0; 0) = lim
j→∞

f ′±(rkj ;Bkj) ≤ 0,

which is a contradiction. We complete the proof.
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Chapter 3

Properties of Entire Solution

In this chapter we will discuss the entire solutions Ψ(x) = [ψ+(x), ψ−(x)] for (1.2) in

all of R2. As stated in introduction, solutions to (1.2) obtained by blowing up will

satisfy the integrable condition (1.3). For Ψ ∈ H1
loc(R2;C2) satisfying (1.3), we denote

E(Ψ; Ω) := E1(Ψ; Ω)

=

∫
Ω

1

2
|∇Ψ|2 +

1

4
[A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)] .

(3.1)

As was the case for the classical Ginzburg-Landau equation [BMR94], the integral in

(1.3) can be quantized.

Theorem 3.1. Let (for any choice of [n+, n−]) Ψ = [ψ+, ψ−] be a solution of (1.2)

satisfying (1.3). Then∫
R2

{A+(|ψ+|2−t2+)2+A−(|ψ−|2−t2−)2+2B(|ψ+|2−t2+)(|ψ−|2−t2−)}dx = 2π(n2
+t

2
++n2

−t
2
−).

Proof. First, we need to construct the associated Pohozaev identity to (1.2). Multi-

plying
∑

j xj∂jψ+ to ψ+-equation of (1.2) and integrating over Br. We obtain the left
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hand side as follows:

−
∫
Br

∆ψ+

∑
j

xj∂jψ+

= −
∫
Sr

∂ψ+

∂ν

∑
j

xj∂jψ+ +

∫
Br

∑
k,j

∂kψ+∂k(xj∂jψ+)

= −
∫
Sr

r · ∂ψ+

∂ν
· ∂ψ+

∂r
+

∫
Br

∑
k,j

∂kψ+(∂kψ+ + xj∂k∂jψ+)

= −
∫
Sr

r

∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 +

∫
Br

|∇ψ+|2 +

∫
Br

∑
k,j

∂j(∂kψ+) · ∂kψ+ · xj

= −
∫
Sr

r

∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 +

∫
Br

|∇ψ+|2

+

[∫
Sr

1

2
|∇ψ+|2 · (x · ν)ds−

∫
Br

1

2
|∇ψ+|2 · div(x1, x2)dx

]
= −

∫
Sr

r

∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 +

∫
Br

|∇ψ+|2

+

[∫
Sr

1

2
|∇ψ+|2 · rds−

∫
Br

|∇ψ+|2dx
]

= −
∫
Sr

r

∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 +

∫
Sr

r

2
|∇ψ+|2

= −
∫
Sr

r

∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 +
r

2

∫
Sr

∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 +

∣∣∣∣∂ψ+

∂τ

∣∣∣∣2
=
r

2

∫
Sr

∣∣∣∣∂ψ+

∂τ

∣∣∣∣2 − ∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 , (3.2)

and the right hand side is

−
∫
Br

[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+

∑
j

xj∂jψ+

= −
∫
Br

∑
j

[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)] · xj ·
1

2
∂jψ

2
+

= −
∫
Br

∑
j

xj[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]
1

2
∂j(|ψ+|2 − t2+)

= −1

4

∫
Br

∑
j

xj · A+∂j[(|ψ+|2 − t2+)2]− 1

2

∫
Br

∑
j

B(|ψ−|2 − t2−) · xj · ∂j(|ψ+|2 − t2+)
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= −1

4

∫
Sr

A+(|ψ+|2 − t2+)2 · (x · ν) +
1

4

∫
Br

A+(|ψ+|2 − t2+)2 · div(x1, x2)

− 1

2

∫
Br

∑
j

B(|ψ−|2 − t2−) · xj · ∂j(|ψ+|2 − t2+)

= −r
4

∫
Sr

A+(|ψ+|2 − t2+)2 +
1

2

∫
Br

A+(|ψ+|2 − t2+)2

− 1

2

∫
Br

∑
j

B(|ψ−|2 − t2−) · xj · ∂j(|ψ+|2 − t2+), (3.3)

i.e. we have an identity for ψ+:

r

2

∫
Sr

∣∣∣∣∂ψ+

∂τ

∣∣∣∣2 − ∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 =

− r

4

∫
Sr

A+(|ψ+|2 − t2+)2 +
1

2

∫
Br

A+(|ψ+|2 − t2+)2

− 1

2

∫
Br

∑
j

B(|ψ−|2 − t2−) · xj · ∂j(|ψ+|2 − t2+). (3.4)

Similarly, we have an identity for ψ−:

r

2

∫
Sr

∣∣∣∣∂ψ−∂τ
∣∣∣∣2 − ∣∣∣∣∂ψ−∂ν

∣∣∣∣2 =

− r

4

∫
Sr

A−(|ψ−|2 − t2−)2 +
1

2

∫
Br

A−(|ψ−|2 − t2−)2

− 1

2

∫
Br

∑
j

B(|ψ+|2 − t2+) · xj · ∂j(|ψ−|2 − t2−). (3.5)

Adding (3.4) and (3.5) together, we can obtain that

r

2

∫
Sr

∣∣∣∣∂ψ+

∂τ

∣∣∣∣2 +

∣∣∣∣∂ψ−∂τ
∣∣∣∣2 − r

2

∫
Sr

∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 +

∣∣∣∣∂ψ−∂ν
∣∣∣∣2

= −r
4

∫
Sr

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 +
1

2

∫
Br

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2

− B

2

∫
Br

∑
j

[
(|ψ−|2 − t2−) · xj · ∂j(|ψ+|2 − t2+) + (|ψ+|2 − t2+) · xj · ∂j(|ψ−|2 − t2−)

]
= −r

4

∫
Sr

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 +
1

2

∫
Br

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2

− B

2

∫
Br

∑
j

∂j[(|ψ+|2 − t2+)(|ψ−|2 − t2−)] · xj
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= −r
4

∫
Sr

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 +
1

2

∫
Br

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2

− B

2

∫
Sr

(|ψ+|2 − t2+)(|ψ−|2 − t2−) · (x · ν) +
B

2

∫
Br

(|ψ+|2 − t2+)(|ψ−|2 − t2−) · div(x1, x2)

= −r
4

∫
Sr

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 +
1

2

∫
Br

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2

− r

2

∫
Sr

B(|ψ+|2 − t2+)(|ψ−|2 − t2−) +

∫
Br

B(|ψ+|2 − t2+)(|ψ−|2 − t2−),

i.e.∫
Sr

∣∣∣∣∂ψ+

∂τ

∣∣∣∣2 +

∣∣∣∣∂ψ−∂τ
∣∣∣∣2 +

1

2

∫
Sr

G(ψ+, ψ−)

=

∫
Sr

∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 +

∣∣∣∣∂ψ−∂ν
∣∣∣∣2 +

1

r

∫
Br

G(ψ+, ψ−), (3.6)

with G(ψ+, ψ−) = A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−).

Now define E(R) :=
∫
BR
G(ψ+, ψ−)dx, E :=

∫
R2 G(ψ+, ψ−)dx, and note that

E(R)→ E as R→∞.

Claim:
1

lnR

∫ R

0

E(r)

r
dr → E as R→∞.

Indeed, it needs to show that

∫ R

0

E(r)

r
dr →∞. It is clear that E(r) is increasing

as r →∞, i.e. E(r) ≥ E(R0) > 0 if r ≥ R0. Then, we have∫ R

R0

E(r)

r
dr ≥ E(R0)

∫ R

R0

1

r
dr = E(R0) ln

R

R0

→∞, as R→∞.

Hence,

lim
R→∞

1

lnR

∫ R

0

E(r)

r
dr = lim

R→∞

E(R)/R

1/R
= lim

R→∞
E(R) = E.

Integrating (3.6) over r ∈ (0, R):∫
BR

∣∣∣∣∂ψ+

∂τ

∣∣∣∣2 +

∣∣∣∣∂ψ−∂τ
∣∣∣∣2 +

1

2

∫
BR

G(ψ+, ψ−)

=

∫
BR

∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 +

∣∣∣∣∂ψ−∂ν
∣∣∣∣2 +

∫ R

0

E(r)

r
dr, (3.7)
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i.e. ∫
BR

∣∣∣∣∂ψ+

∂τ

∣∣∣∣2 +

∣∣∣∣∂ψ−∂τ
∣∣∣∣2 +

1

2
E(R) =

∫
BR

∣∣∣∣∂ψ+

∂ν

∣∣∣∣2 +

∣∣∣∣∂ψ−∂ν
∣∣∣∣2 +

∫ R

0

E(r)

r
dr. (3.8)

Now we estimate each term of the above Pohozaev identity. By (6.15), Step 2 and

Step 3 in the proof of Lemma 6.3, we have

∂ψ±
∂ν

=
∂ρ±
∂ν

eiϕ + iρ±
∂ϕ±
∂ν

eiϕ,

∣∣∣∣∂ψ±∂ν
∣∣∣∣2 =

∣∣∣∣∂ρ±∂ν
∣∣∣∣2 + ρ2

±

∣∣∣∣∂ϕ±∂ν
∣∣∣∣2

≤ |∇ρ±|2 + Λ |∇ϕ±|2 <∞. (3.9)

On the other hand,

∂ψ±
∂τ

= ∇ψ± · τ = ∇(ρ±e
iϕ) · τ

= (∇ρ±eiϕ + iρ±∇ϕ±eiϕ) · τ

=
∂ρ±
∂τ

eiϕ + iρ±e
iϕ

(
n±

V

r
+∇φ±

)
· τ

=
∂ρ±
∂τ

eiϕ + iρ±e
iϕ

(
n±

V · τ
r

+
∂φ±
∂τ

)
,

and ∣∣∣∣∂ψ±∂τ
∣∣∣∣2 =

∣∣∣∣∂ρ±∂τ
∣∣∣∣2 + ρ2

±

∣∣∣∣n±V · τr +
∂φ±
∂τ

∣∣∣∣2
≤ |∇ρ±|2 + ρ2

±
n2
±

r2
+ ρ2

±

∣∣∣∣∂φ±∂τ
∣∣∣∣2 + 2ρ2

±
n±
r

∂φ±
∂τ

≤ |∇ρ±|2 + ρ2
±
n2
±

r2
+ ρ2

± |∇φ±|
2 + 2ρ2

±
n±
r
∇φ±. (3.10)

Then, by (3.10) we have that∣∣∣∣∣
∣∣∣∣∂ψ±∂τ

∣∣∣∣2 − t2±n2
±

r2

∣∣∣∣∣ ≤ |∇ρ±|2 + |ρ2
± − t2±|

n2
±

r2
+ Λ|∇φ±|2 + 2Λ

n±
r
|∇φ±|,
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which implies that∫
BR\BR0

∣∣∣∣∣
∣∣∣∣∂ψ±∂τ

∣∣∣∣2 − t2±n2
±

r2

∣∣∣∣∣
≤
∫
BR\BR0

|∇ρ±|2 + Λ|∇φ±|2 + n2
±

[∫
BR\BR0

|ρ2
± − t2±|2

]1/2 [∫
BR\BR0

1

r4

]1/2

+ 2Λn±

[∫
BR\BR0

1

r2

]1/2 [∫
BR\BR0

|∇φ±|2
]1/2

≤ C1 + C2n
2
±

[∫
BR\BR0

|ρ2
± − t2±|2

]1/2

+ 2Λn±C3

[∫
BR\BR0

1

r2

]1/2

= C4 + 2Λ
√

2πn±C3

(
ln

R

R0

)1/2

= C4 + C5(lnR)1/2, (3.11)

where C4 and C5 are some constants.

On the other hand,∫
BR\BR0

t2±
n2
±

r2
=

∫ 2π

0

∫ R

R0

t2±
n2
±

r2
rdrdθ = 2πt2±n

2
±(lnR− lnR0). (3.12)

And we know that by (3.12)∫
BR

∣∣∣∣∂φ±∂τ
∣∣∣∣2 =

∫
BR\BR0

∣∣∣∣∂φ±∂τ
∣∣∣∣2 +

∫
BR0

∣∣∣∣∂φ±∂τ
∣∣∣∣2

=

∫
BR\BR0

(∣∣∣∣∂φ±∂τ
∣∣∣∣2 − n2

±t
2
±

r2

)
+

∫
BR0

∣∣∣∣∂φ±∂τ
∣∣∣∣2 +

∫
BR\BR0

n2
±t

2
±

r2

=

∫
BR\BR0

(∣∣∣∣∂φ±∂τ
∣∣∣∣2 − n2

±t
2
±

r2

)
+

∫
BR0

∣∣∣∣∂φ±∂τ
∣∣∣∣2

+ 2πt2±n
2
± lnR− 2πt2±n

2
± lnR0,

it yields that∣∣∣∣∣
∫
BR

∣∣∣∣∂φ±∂τ
∣∣∣∣2 − 2πt2±n

2
± lnR

∣∣∣∣∣
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=

∣∣∣∣∣
∫
BR\BR0

(∣∣∣∣∂φ±∂τ
∣∣∣∣2 − n2

±t
2
±

r2

)
+

∫
BR0

∣∣∣∣∂φ±∂τ
∣∣∣∣2 − 2πt2±n

2
± lnR0

∣∣∣∣∣
≤
∫
BR\BR0

∣∣∣∣∣
∣∣∣∣∂φ±∂τ

∣∣∣∣2 − n2
±t

2
±

r2

∣∣∣∣∣+ C

≤ C5(lnR)1/2 + C6,

where C5, C6 are some constants. Therefore, we have∣∣∣∣∣ 1

lnR

∫
BR

∣∣∣∣∂φ±∂τ
∣∣∣∣2 − 2πt2±n

2
±

∣∣∣∣∣ ≤ C5(lnR)−1/2 + C6(lnR)−1. (3.13)

Together Claim, (3.9) and (3.13), dividing (3.8) by lnR and letting R go to infinity,

we obtain that

E = 2π(t2+n
2
+ + t2−n

2
−),

i.e.∫
R2

{A+(|ψ+|2−t2+)2+A−(|ψ−|2−t2−)2+2B(|ψ+|2−t2+)(|ψ−|2−t2−)}dx = 2π(t2+n
2
++t2−n

2
−).

We complete the proof of Theorem 3.1.

Measured on all of R2, the energy (defined in (3.1)) of such a solution diverges.

However, when properly renormalized, there is a well-defined core energy W0(Ψ), de-

fined as the limit below:

Lemma 3.2. Let Ψ solve (1.2) in R2 satisfying (1.3). Then, the following limit exists:

W0(Ψ) := lim
R→∞

[E(Ψ;DR)− π(t2+n
2
+ + t2−n

2
−) lnR]. (3.14)

Proof. By the estimates in Lemma 6.3, there exists R0 > 0 for which the solution Ψ(x)

admits a decomposition for |x| ≥ R0 in the following form:

ψ±(x) = ρ±(x)eiα±(x) , α±(x) = n±θ + χ±(x),

with χ±(x)→ φ±(constants) uniformly as |x| → ∞.

 (3.15)
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Without loss of generality, we may take φ± = 0, so χ±(x) → 0 uniformly as

|x| → ∞. Moreover, the estimates in Lemma 6.3 also imply that for large r,

|ρ± − t±| ≤
c

r2
(3.16)

|∇ρ±(x)| ≤ c

r3
(3.17)∫

|x|≥R0

[
|∇ρ±|2 + |∇χ±|2

]
<∞, (3.18)

for R0 sufficiently large that the decomposition (3.15) holds.

First, by the argument in [BMR94], we observe that for any R > R0, by integration

by parts we have ∫
DR\DR0

∇χ± · ∇θ = 0 . (3.19)

In the following we denote DR \ DR0 as AR\R0 for convenience.

Then, with the similar computation in Lemma 6.3, we have

E(Ψ;AR\R0) =
1

2

∫
AR\R0

∑
±

[
|∇ρ±|2 + ρ2

±(n2
±|∇θ|2 + |∇χ±|2 + 2n±∇θ · ∇χ±)

]
+

1

4

∫
AR\R0

[A+(ρ2
+ − t2+)2 + A−(ρ2

− − t2−)2 + 2B(ρ2
+ − t2+)(ρ2

− − t2−)]

=
1

2

∫
AR\R0

∑
±

[
|∇ρ±|2 + ρ2

±

(
n2
±

r2
+ |∇χ±|2 + 2n±∇θ · ∇χ±

)]
+

1

4

∫
AR\R0

[A+(ρ2
+ − t2+)2 + A−(ρ2

− − t2−)2 + 2B(ρ2
+ − t2+)(ρ2

− − t2−)] .

Therefore, by (3.19),

E(Ψ;AR\R0)− π(t2+n
2
+ + t2−n

2
−) ln

(
R

R0

)
=

1

2

∫
AR\R0

∑
±

[
|∇ρ±|2 + ρ2

±

(
n2
±

r2
+ |∇χ±|2 + 2n±∇θ · ∇χ±

)]
+

1

4

∫
AR\R0

[A+(ρ2
+ − t2+)2 + A−(ρ2

− − t2−)2 + 2B(ρ2
+ − t2+)(ρ2

− − t2−)]

− π(t2+n
2
+ + t2−n

2
−) ln

(
R

R0

)
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=
1

2

∫
AR\R0

∑
±

{
|∇ρ±|2 + (ρ2

± − t2±)
n2
±

r2
+ ρ2

±|∇χ±|2 + 2n±(ρ2
± − t2±)∇θ · ∇χ±

}
+

1

2

∫
AR\R0

∑
±

{
t2±
n2
±

r2
+ 2n±t

2
±∇θ · ∇χ±

}
+

1

4

∫
AR\R0

[A+(ρ2
+ − t2+)2 + A−(ρ2

− − t2−)2 + 2B(ρ2
+ − t2+)(ρ2

− − t2−)]

− π(t2+n
2
+ + t2−n

2
−) ln

(
R

R0

)
, (3.20)

and ∫
AR\R0

∑
±

t2±
n2
±

r2
=

∫ 2π

0

∫ R

R0

t2+n
2
+

1

r2
rdrdθ +

∫ 2π

0

∫ R

R0

t2−n
2
−

1

r2
rdrdθ

= 2π(t2+n
2
+ + t2−n

2
−)

∫ R

R0

1

r2
rdr

= 2π(t2+n
2
+ + t2−n

2
−) ln

(
R

R0

)
. (3.21)

Hence, by (3.19)-(3.21), we have that

E(Ψ;AR\R0)− π(t2+n
2
+ + t2−n

2
−) ln

(
R

R0

)
=

∫
AR\R0

f, (3.22)

with

f =
1

2

∑
±

{
|∇ρ±|2 + (ρ2

± − t2±)
n2
±

r2
+ ρ2

±|∇χ±|2 + 2n±(ρ2
± − t2±)∇θ · ∇χ±

}
+

1

4
[A+(ρ2

+ − t2+)2 + A−(ρ2
− − t2−)2 + 2B(ρ2

+ − t2+)(ρ2
− − t2−)]. (3.23)

Now, using the estimates (3.16)-(3.18), it follows that∫
AR\R0

|∇ρ±|2 ≤
∫
AR\R0

c

r3
= 2πc

∫ R

R0

1

r3
rdr = 2πc

R−R0

RR0

<∞, (3.24)

∫
AR\R0

(ρ2
± − t2±)

n2
±

r2
≤
∫
AR\R0

|ρ± + t±||ρ± − t±|
n2
±

r2

≤M

∫
AR\R0

c

r2

n2
±

r2
= 2πc

∫ R

R0

1

r4
rdr = πc

R2 −R2
0

R2R2
0

<∞. (3.25)
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From (3.18), suppose that lim
R0→∞

∫
|x|≥R0

|∇ρ±|2 + |∇χ±|2 = c for some finite con-

stant c. Also we have lim
R0→∞

∫
|x|≥R0

2

|∇ρ±|2 + |∇χ±|2 = c. Therefore, it implies that

lim
R0→∞

∫
R0
2
≤|x|≤R0

|∇χ±|2 = 0 for R0 sufficiently large. By the uniform boundness of ρ±,

we have ∫
AR\R0

ρ2
±|∇χ±|2 ≤ c

∫
AR\R0

|∇χ±|2 <∞. (3.26)

By the uniform boundness of ρ± and (3.19), it follows that∫
AR\R0

(ρ2
± − t2±)∇θ · ∇χ± ≤

∫
AR\R0

(|ρ2
±|+ |t2±|)∇θ · ∇χ±

≤ c

∫
AR\R0

∇θ · ∇χ± = 0, (3.27)

∫
AR\R0

(ρ2
± − t2±)2 =

∫
AR\R0

(ρ± + t±)2(ρ± − t±)2

≤ c

∫
AR\R0

(ρ± − t±)2 ≤ c

∫
AR\R0

1

r4
= c

R2 −R2
0

R2R2
0

, (3.28)

∫
AR\R0

(ρ2
+ − t2+)(ρ2

− − t2−) =

∫
AR\R0

(ρ+ + t+)(ρ− + t−)(ρ+ − t+)(ρ− − t−)

≤
∫
AR\R0

1

r4
= c

R2 −R2
0

R2R2
0

. (3.29)

Combining (3.24)-(3.29), we obtain that f is integrable in R2 \ DR0 ; writing

E(Ψ;AR\R0)− π(t2+n
2
+ + t2−n

2
−) ln

(
R

R0

)
=

∫
AR\R0

f, (3.30)

i.e.

E(Ψ;DR)− π(t2+n
2
+ + t2−n

2
−) lnR

= E(Ψ;DR0)− π(t2+n
2
+ + t2−n

2
−) lnR0 +

∫
AR\R0

f ,

we conclude that the limit W0(Ψ) exists as R→∞.
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Next we will end this chapter with two patching arguments as in [Sha94]. These

patching discussions will be useful tools in the proof of Proposition 4.2 in next chapter.

Lemma 3.3. Let Ψ be an entire solution of (1.2) satisfying (1.3). Then, there exists

a family Ψ̃R ∈ H1(DR;C2) of functions such that

Ψ̃R(x) = Ψ(x) for |x| ≤ R
2

,

Ψ̃R(x) =
[
t+e

i(n+θ+φ+), t−e
i(n−θ+φ−)

]
, on |x| = R for constants φ± ∈ R,∫

DR
|∇Ψ̃R|2 =

∫
DR
|∇Ψ|2 + o(1),∫

DR
A+(|ψ̃+|2 − t2+)2 + A−(|ψ̃−|2 − t2−)2 + 2B(|ψ̃+|2 − t2+)(|ψ̃−|2 − t2−)

=

∫
DR
A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−) + o(1),

as R→∞. In particular,

E(Ψ̃;DR) = E(Ψ;DR) + o(1), as R→∞.

Proof. The proof follows [ABM], we provide details here for completeness. We apply

the same decomposition (3.15) for ψ±(x), |x| ≥ R0, as in the proof of Lemma 3.2.

Define the cutoff function

L(r) = LR(r) =


0, if r ≤ R

2
,

ln(2r/R)
ln 2

, if R
2
≤ r ≤ R,

1, if r ≥ R,

and

L′(r) = L′R(r) =


0, if r ≤ R

2
,

1
r ln 2

, if R
2
≤ r ≤ R,

1, if r ≥ R,
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We define our modification

Ψ̃R =
(
ψ̃R,+, ψ̃R,−

)
, ψ̃R,± = ρ̃±(x) exp[iα̃±],

ρ̃±(x) = t±L(r) + (1− L(r))ρ±(x), α̃±(x) = n±θ + (1− L(r))χ±(x).

 (3.31)

It is easy to have that

(1) when |x| ≤ R

2
, L(r) = 0,

ψ̃R,±(x) = [t±L(r) + (1− L(r))ρ±(x)] exp[i(n±θ + (1− L(r))χ±(x))]

= ρ±(x) exp[i(n±θ + χ±(x))] = ψR,±(x),

i.e. Ψ̃R(x) = Ψ(x),

(2) when |x| = R,L(r) = 1, ψ̃R,±(x) = t± exp[in±θ],

Ψ̃R(x) = [t+ exp(i(n+θ + φ+)), t− exp(i(n−θ + φ−))] for some constants φ± ∈ R.

Next, we want to show the other equalities in this lemma.

|∇ρ̃±|2 = |t±L′∇r + (1− L)∇ρ± − L′∇rρ±|2

= |(t± − ρ±)L′∇r + (1− L)∇ρ±|2

= |t± − ρ±|2
1

r2(ln 2)2
|∇r|2 + (1− L)2|∇ρ±|2

+ 2(1− L)(t± − ρ±)
1

r ln 2
∇ρ±∇r

= |t± − ρ±|2
1

r2(ln 2)2
+ (1− L)2|∇ρ±|2 +

2(1− L)

r ln 2
(t± − ρ±)

∂ρ±
∂r

,

then we have

|∇ρ̃±|2 − |∇ρ±|2 = (t± − ρ±)2 1

r2(ln 2)2
+ (L2 − 2L)|∇ρ±|2

+
2(1− L)

r ln 2
(t± − ρ±)

∂ρ±
∂r

,

Now let A = {x
∣∣R/2 < |x| < R} be an annular, we have that∫

A

∣∣∇ρ̃±|2 − |∇ρ±|2∣∣ ≤ ∫
A
|t± − ρ±|2

1

r2(ln 2)2
+

∫
A
|L2 − 2L||∇ρ±|2
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+

∫
A

2|1− L|
r ln 2

|t± − ρ±|
∣∣∣∣∂ρ±∂r

∣∣∣∣
≤
∫
A

c

r4
· 1

r2(ln 2)2
+

∫
A

3 · c
r6

+

∫
A

2

r ln 2
· c
r2
· c
r3

=
2πc

(ln 2)2

∫ R

R/2

1

r6
rdr + 6πc

∫ R

R/2

1

r6
rdr +

4πc

ln 2

∫ R

R/2

1

r6
rdr

=
2πc

(ln 2)2
· 24 − 1

4R4
+ 6πc · 24 − 1

4R4
+

4πc

ln 2
· 24 − 1

4R4

−→ 0 as R→∞. (3.32)

Now, we need to estimate ρ̃2
±|∇α̃±|2 − ρ2

±|∇α±|2.

Firstly,

∇α̃± = n±∇θ + (1− L)∇χ± − L′ · ∇r · χ±,

then

|∇α̃±|2 = n2
±|∇θ|2 + (1− L)2|∇χ±|2 +

1

r2(ln 2)2
|∇r|2 · |χ±|2

+ 2n±(1− L)∇θ · ∇χ± −
2n±
r ln 2

χ±∇θ · ∇r −
2(1− L)

r ln 2
χ±∇χ± · ∇r

=
n2
±

r2
+ (1− L)2|∇χ±|2 +

1

r2(ln 2)2
|χ±|2

+ 2n±(1− L)∇θ · ∇χ± −
2(1− L)

r ln 2
χ±(∇χ± · r̂).

Secondly, we have ∇α± = n±∇θ +∇χ±, and

|∇α±|2 = n2
±|∇θ|2 + |∇χ±|2 + 2n±∇θ · ∇χ±

=
n2
±

r2
+ |∇χ±|2 + 2n±∇θ · ∇χ±.

Therefore,

|∇α̃±|2 − |∇α±|2 = (L2 − 2L)|∇χ±|2 +
1

r2(ln 2)2
|χ±|2

− 2n±L∇θ · ∇χ± −
2(1− L)

r ln 2
χ±(∇χ± · r̂).

55



By (3.18), we also have that

∫
|x|≥R0

2

|∇ρ±|2 + |∇χ±|2 < ∞. Together with (3.18),

it follows that

lim
R0→∞

∫
R0
2
≤|x|≤R0

|∇ρ±|2 + |∇χ±|2 = 0,

i.e.

lim
R0→∞

∫
A
|∇ρ±|2 + |∇χ±|2 = 0,

which implies that

∫
A
|∇χ±|2 → 0 as R→∞. Meanwhile, we have that

∫
A

1

r2
|χ±|2 =

∫ 2π

0

∫ R

R/2

1

r2
|χ±|2rdrdθ = 2π

∫ R

R/2

1

r2
|χ±|2rdr

≤ 2π

∫ R

R/2

1

r
dr · sup

|x|≥R/2
|χ±|2 = 2π ln 2 sup

|x|≥R/2
|χ±|2 → 0,

since χ± → 0 uniformly as R → ∞. Then, combining above estimates and applying

Cauchy-Schwartz and Young’s inequalities, we obtain that∫
A
|ρ2
±(|∇α̃±|2 − |∇α±|2)| ≤

∫
A
|ρ2
±|
∣∣|∇α̃±|2 − |∇α±|2∣∣ ≤ c

∫
A

∣∣|∇α̃±|2 − |∇α±|2∣∣
≤ c

{∫
A
|L2 − 2L||∇χ±|2 +

∫
A

1

(ln 2)2

1

r2
|χ±|2

+

∫
A

2n±L∇χ± · ∇θ +

∫
A

2|1− L|
r ln 2

χ±|∇χ± · r̂|
}

≤ c

{∫
A
|∇χ±|2 +

1

(ln 2)2

∫
A

1

r2
|χ±|2 +

2

ln 2

∫
A

χ±
r
|∇χ±|

}
≤ c

{∫
A
|∇χ±|2 +

∫
A

1

r2
|χ±|2

}
−→ 0 as R→∞. (3.33)

Next, by (3.16), uniform boundness of ρ± and Cauchy-Schwartz inequality, we deduce

that∫
A

∣∣|∇α±|2(ρ̃2
± − ρ2

±)
∣∣ ≤ ∫

A
|∇α±|2|ρ̃2

± − ρ2
±|

=

∫
A
|∇α±|2|L(t± − ρ±)(ρ̃± + ρ±)|

56



≤
∫
A

∣∣∣∣n2
±

r2
+ |∇χ±|2 + 2n±∇θ · ∇χ±

∣∣∣∣ · |L| · |t± − ρ±| · |ρ̃± + ρ±|

≤
∫
A

c

r2

∣∣∣∣n2
±

r2
+ |∇χ±|2 + 2

n±
r

(∇χ± · θ̂)
∣∣∣∣

≤
∫
A

c

r2

(
n2
±

r2
+ |∇χ±|2 + 2

n±
r
|∇χ±|

)
= c

∫ 2π

0

∫ R

R/2

(
n2
±

r4
+

1

r2
|∇χ±|2 + 2

n±
r
|∇χ±|

)
rdrdθ

≤ c

[
3πn2

±

R2
+

4π

R

∫ R

R/2

|∇χ±|2dr + 2n±
√

2π ln 2

(∫
A
|∇χ±|2

)1/2
]

−→ 0 as R→∞. (3.34)

Also, by Young’s inequality, we get that∫
A
|ρ̃2
± − ρ2

±||∇α±|2 =

∫
A
|ρ̃± + ρ±||ρ̃± − ρ±||∇α±|2

=

∫
A
|ρ̃± + ρ±||ρ̃± − ρ±|

(
n2
±

r2
+ |∇χ±|2 + 2n±∇θ · ∇χ±

)
≤
∫
A

(|ρ̃±|+ |ρ±|)|L(t± − ρ±)|
(
n2
±

r2
+ |∇χ±|2 + 2n±|∇θ| · |∇χ±|

)
≤
∫
A

c

r2

(
n2
±

r2
+ |∇χ±|2 +

n±
r4

+ n±|∇χ±|2
)

=

∫
A

c

r2

(
n2
±

r2
+
n±
r4

+ (n± + 1)|∇χ±|2
)

≤
∫
A

c

r4
+

c

r6
+

c

r2
|∇χ±|2

=

∫ 2π

0

∫ R

R/2

c

r4
rdrdθ +

∫ 2π

0

∫ R

R/2

c

r6
rdrdθ +

∫
A

c

r2
|∇χ±|2

=
3π

R2
+

15π

2R4
+

∫
A

c

r2
|∇χ±|2

≤ 3π

R2
+

15π

2R4
+

4c

R2

∫
A
|∇χ±|2

−→ 0 as R→∞. (3.35)

By Cauchy-Schwartz and Young’s inequalities again, we get that∫
A
|ρ̃2
± − ρ2

±|
∣∣|∇α̃±|2 − |∇α±|2∣∣
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=

∫
A
|ρ̃± + ρ±||ρ̃± − ρ±|

∣∣|∇α̃±|2 − |∇α±|2∣∣
≤
∫
A

c

r2

∣∣∣∣(L2 − 2L)|∇χ±|2 +
1

r2(ln 2)2
|χ±|2 − 2n±L∇χ± · ∇θ −

2(1− L)

r ln 2
χ±(χ± · r̂)

∣∣∣∣
≤
∫
A

(
3|∇χ±|2 +

1

r2(ln 2)2
|χ±|2 + 2n±|∇χ±| · |∇θ|+

2

r ln 2
|χ±||∇χ±|

)
=

∫
A

3c

r2
|∇χ±|2 +

c

(ln 2)2

1

r4
|χ±|2 +

2cn±
r4
|∇χ±|+

2c

ln 2

1

r3
|χ±| · |∇χ±|

≤
∫
A

3c

r2
|∇χ±|2 + 2cπ

∫ R

R/2

1

r3
dr · sup

|x|≥R/2
|χ±|2 + c

∫
A

1

r6
|χ±|2 + c

∫
A
|∇χ±|2

≤ 4c

R2

∫
A
|∇χ±|2 +

3π

R2
sup
|x|≥R/2

|χ±|2 +
15

4R4
sup
|x|≥R/2

|χ±|2 + c

∫
A
|∇χ±|2

−→ 0 as R→∞. (3.36)

By (6.23)-(6.24) and (6.26), we obtain that∫
A

∣∣ρ̃2
±|∇α̃±|2 − ρ2

±|∇α±|2
∣∣

≤
∫
A

∣∣ρ2
±(|∇α̃±|2 − |∇α±|2)

∣∣+
∣∣|∇α±|2(ρ̃2

± − ρ2
±)
∣∣+
∣∣(ρ̃2
± − ρ2

±)(|∇α̃±|2 − |∇α±|2)
∣∣

−→ 0 as R→∞. (3.37)

From the previous estimates, we have that∫
A

∑
±

(
|∇ρ̃±|2 − |∇ρ±|2 + ρ̃2

±|∇α̃±|2 − ρ2
±|∇α±|2

)
= o(1). (3.38)

Therefore,∫
DR
|∇Ψ̃R|2 − |∇Ψ|2 =

∫
|x|≤R/2

|∇Ψ̃R|2 − |∇Ψ|2 +

∫
A
|∇Ψ̃R|2 − |∇Ψ|2

=

∫
|x|≤R/2

|∇Ψ|2 − |∇Ψ|2 +

∫
A

∑
±

(
|∇ρ̃±|2 − |∇ρ±|2 + ρ̃2

±|∇α̃±|2 − ρ2
±|∇α±|2

)
= o(1) as R→∞.
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And, since ψ̃± = ψ± on |x| ≤ R/2, we obtain that∫
DR

{
A+[(|ψ̃+|2 − t2+)2 − (|ψ+|2 − t2+)2] + A−[(|ψ̃−|2 − t2−)2 − (|ψ−|2 − t2−)2]

+2B[(|ψ̃+|2 − t2+)(|ψ̃−|2 − t2−)− (|ψ+|2 − t2+)(|ψ−|2 − t2−)]
}

=

{∫
|x|≤R/2

+

∫
A

}{
A+[(|ψ̃+|2 − t2+)2 − (|ψ+|2 − t2+)2] + A−[(|ψ̃−|2 − t2−)2 − (|ψ−|2 − t2−)2]

+2B[(|ψ̃+|2 − t2+)(|ψ̃−|2 − t2−)− (|ψ+|2 − t2+)(|ψ−|2 − t2−)]
}

=

∫
A

{
A+[(|ψ̃+|2 − t2+)2 − (|ψ+|2 − t2+)2] + A−[(|ψ̃−|2 − t2−)2 − (|ψ−|2 − t2−)2]

+2B[(|ψ̃+|2 − t2+)(|ψ̃−|2 − t2−)− (|ψ+|2 − t2+)(|ψ−|2 − t2−)]
}
. (3.39)

Meanwhile, by (3.16) and the uniform bound of ρ± we have that

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)

= A+(ρ+ + t+)2(ρ+ − t+)2 + A−(ρ− + t−)2(ρ− − t−)2

+ 2B(ρ+ + t+)(ρ− + t−)(ρ+ − t+)(ρ− − t−)

≤ c

r4
,

i.e.

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−) = o

(
1

r4

)
. (3.40)

On the other hand, we have

|ψ̃±|2 − t2± = ρ̃2
± − t2± = (ρ̃2

± − t2±)(ρ̃2
± − t2±)

= [t±L+ (1− L)ρ± + t±][t±L+ (1− L)ρ± − t±]

= [(1 + L)t± + (1− L)ρ±][(1− L)(ρ± − t±)],

hence,

A+(|ψ̃+|2 − t2+)2 + A−(|ψ̃−|2 − t2−)2 + 2B(|ψ̃+|2 − t2+)(|ψ̃−|2 − t2−) = o

(
1

r4

)
. (3.41)
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Therefore, by (3.39)-(3.41), we obtain that∫
A

∣∣[A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)]

−[A+(|ψ̃+|2 − t2+)2 + A−(|ψ̃−|2 − t2−)2 + 2B(|ψ̃+|2 − t2+)(|ψ̃−|2 − t2−)]
∣∣∣

−→ 0 as R→∞,

which implies that∫
DR

{
[A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)]

−[A+(|ψ̃+|2 − t2+)2 + A−(|ψ̃−|2 − t2−)2 + 2B(|ψ̃+|2 − t2+)(|ψ̃−|2 − t2−)]
}

= o(1). (3.42)

Then it follows that

|E(Ψ̃R;DR)− E(ΨR;DR)| = |E(Ψ̃R;A)− E(ΨR;A)| −→ 0,

as R→∞, which completes the proof.

Repeating the same procedure as in the proof of Lemma 3.3, but with the choice

ρ̂±(x) = t±(1− LR(r)) + LR(r)ρ±(x), α̂±(x) = n±θ + LR(r)χ±,

and LR as the same as in the proof of Lemma 3.3, we obtain the opposite patching

result, connecting a given solution outside a large ball DR to the symmetric boundary

condition on ∂DR/2:

Lemma 3.4. Let Ψ be an entire solution of (1.2) satisfying (1.3). Then, there exists

a family Ψ̂R ∈ H1(DR \ DR/2;C2) of functions so that

Ψ̂R(x) = Ψ(x) for |x| = R,

Ψ̂R(x) =
[
t+e

i(n+θ+φ+), t−e
i(n−θ+φ−)

]
, on |x| = R

2
for constants φ± ∈ R,∫

DR\DR/2
|∇Ψ̂R|2 =

∫
DR\DR/2

|∇Ψ|2 + o(1),∫
DR\DR/2

A+(|ψ̂+|2 − t2+)2 + A−(|ψ̂−|2 − t2−)2 + 2B(|ψ̂+|2 − t2+)(|ψ̂−|2 − t2−)

=

∫
DR\DR/2

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−) + o(1),
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as R→∞. In particular,

E(Ψ̂R;DR \ DR/2) = E(Ψ;DR \ DR/2) + o(1) as R→∞.

Proof. The proof follows [ABM], we provide details here for completeness. We apply

the same decomposition (3.15) for ψ±(x), |x| ≥ R0, as in the proof of Lemma 3.2.

Define the cutoff function

L(r) = LR(r) =


0, if r ≤ R

2
,

ln(2r/R)
ln 2

, if R
2
≤ r ≤ R,

1, if r ≥ R,

and

L′(r) = L′R(r) =


0, if r ≤ R

2
,

1
r ln 2

, if R
2
≤ r ≤ R,

1, if r ≥ R,

We define our modification

Ψ̂R =
(
ψ̂R,+, ψ̂R,−

)
, ψ̂R,± = ρ̂±(x) exp[iα̂±],

ρ̂±(x) = t±(1− LR(r)) + LR(r)ρ±(x), α̂±(x) = n±θ + LR(r)χ±(x).

 (3.43)

It is easy to have that

(1) when |x| = R,L(r) = 1,

ψ̂R,± = ρ±(x)ei(n±θ+χ±), i.e. Ψ̂R(x) = Ψ(x);

(2) when |x| ≤ R

2
, L(r) = 0,

ψ̂R,±(x) = t±e
in±θ,

i.e. Ψ̂R(x) = [t+e
i(n+θ+φ+), t−e

i(n−θ+φ−)] for some constants φ± ∈ R.

Next, we want to show the other equalities in this lemma.

|∇ρ̂±|2 = | − t±L′∇r + L∇ρ± + L′∇rρ±|2
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= |(ρ± − t±)L′∇r + L∇ρ±|2

= |ρ± − t±|2
1

r2(ln 2)2
+ L2|∇ρ±|2 +

2L

r ln 2
(ρ± − t±)

∂ρ±
∂r

,

then we have

|∇ρ̂±|2 − |∇ρ±|2 = |ρ± − t±|2
1

r2(ln 2)2
+ (L2 − 1)|∇ρ±|2 +

2L

r ln 2
(ρ± − t±)

∂ρ±
∂r

,

Now let A = {x
∣∣R/2 < |x| < R} be an annulus, we have that∫

A

∣∣|∇ρ̂±|2 − |∇ρ±|2∣∣ ≤ ∫
A
|ρ± − t±|2

1

r2(ln 2)2
+

∫
A
|L2 − 1||∇ρ±|2

+

∫
A

2|L|
r ln 2

|ρ± − t±|
∣∣∣∣∂ρ±∂r

∣∣∣∣
≤
∫
A

C

r4
· 1

r2(ln 2)2
+

∫
A

2 · C
r6

+

∫
A

2

r ln 2
· C
r2
· C
r3

=
2πC

(ln 2)2

∫ R

R/2

1

r6
rdr + 4πC

∫ R

R/2

1

r6
rdr +

4πC

ln 2

∫ R

R/2

1

r6
rdr

=
2πC

(ln 2)2
· 24 − 1

4R4
+ 4πC · 24 − 1

4R4
+

4πC

ln 2
· 24 − 1

4R4

−→ 0 as R→∞. (3.44)

Now, we need to estimate ρ̂2
±|∇α̂±|2 − ρ2

±|∇α±|2. It is clear that ∇α̂± = n±∇θ +

L′∇r · χ± + L∇χ±, then

|∇α̂±|2 = n2
±|∇θ|2 + L2|∇χ±|2 +

1

r2(ln 2)2
|∇r|2 · |χ±|2

+ 2n±L∇θ · ∇χ± +
2n±
r ln 2

χ±∇θ · ∇r +
2L

r ln 2
χ±∇χ± · ∇r

=
n2
±

r2
+ L2|∇χ±|2 +

1

r2(ln 2)2
|χ±|2

+ 2n±L∇θ · ∇χ± +
2n±
r ln 2

χ±∇θ · ∇r +
2L

r ln 2
χ± [∇χ± · r̂] ,

|∇α±|2 = n2
±|∇θ|2 + |∇χ±|2 + 2n±∇θ · ∇χ±

=
n2
±

r2
+ |∇χ±|2 + 2n±∇θ · ∇χ±,
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and

|∇α̂±|2 − |∇α±|2 = (L2 − 1)|∇χ±|2 +
1

r2(ln 2)2
|χ±|2

+ 2n±(L− 1)∇θ · ∇χ± +
2L

r ln 2
χ±(∇χ± · r̂).

By (3.18), we also have that

∫
|x|≥R0

2

|∇ρ±|2 + |∇χ±|2 < ∞. Together with (3.18), it

follows that

lim
R0→∞

∫
R0
2
≤|x|≤R0

|∇ρ±|2 + |∇χ±|2 = 0,

i.e.

lim
R0→∞

∫
A
|∇ρ±|2 + |∇χ±|2 = 0,

which implies that

∫
A
|∇χ±|2 → 0 as R→∞. Meanwhile, we have that

∫
A

1

r2
|χ±|2 =

∫ 2π

0

∫ R

R/2

1

r2
|χ±|2rdrdθ = 2π

∫ R

R/2

1

r2
|χ±|2rdr

≤ 2π

∫ R

R/2

1

r
dr · sup

|x|≥R/2
|χ±|2 = 2π ln 2 sup

|x|≥R/2
|χ±|2 → 0,

since χ± → 0 uniformly as R → ∞.Then, combining above estimates and applying

Cauchy-Schwartz and Young’s inequalities, we obtain that∫
A

∣∣ρ̂2
±(|∇α̂±|2 − |∇α±|2)

∣∣
≤
∫
A
|ρ̂±|2 ·

∣∣|∇α̂±|2 − |∇α±|2∣∣
=

∫
A
|t±(1− L) + Lρ±|2 ·

∣∣|∇α̂±|2 − |∇α±|2∣∣
≤ C

∫
A

∣∣|∇α̂±|2 − |∇α±|2∣∣
≤ C

∫
A

[
|L2 − 1||∇χ±|2 +

1

r2(ln 2)2
|χ±|2

+2n±|L− 1|∇θ · ∇χ± +
2L

r ln 2
χ±(∇χ± · r̂)

]
≤ C

∫
A
|∇χ±|2 + C

∫
A

1

r2
|χ±|2
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−→ 0 as R→∞. (3.45)

Next, by (3.16), uniform boundness of ρ± and Cauchy-Schwartz inequality, we deduce

that ∫
A

∣∣|∇α±|2(ρ̂2
± − ρ2

±)
∣∣ ≤ ∫

A
|∇α±|2|ρ̂2

± − ρ2
±|

=

∫
A
|∇α±|2|1− L|2|t2± − ρ2

±|

≤ C

∫
A

1

r4

∣∣∣∣n2
±

r2
+ |∇χ±|2 + 2n±∇θ · ∇χ±

∣∣∣∣
≤ C

∫
A

1

r6
+

1

r4
|∇χ±|2

−→ 0 as R→∞. (3.46)

By (3.45)-(3.46), we obtain that∫
A

∣∣ρ̂2
±|∇α̂±|2 − ρ2

±|∇α±|2
∣∣

≤
∫
A
|ρ̂±|2

∣∣|∇α̂±|2 − |∇α±|2∣∣+

∫
A
|∇α±|2

∣∣ρ̂2
± − ρ2

±
∣∣

−→ 0 as R→∞.

Therefore, ∫
DR\DR/2

|∇Ψ̂R|2 =

∫
DR\DR/2

|∇Ψ|2 + o(1).

Meanwhile, by (3.16) and the uniform bound of ρ± we have that

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)

= A+(ρ+ + t+)2(ρ+ − t+)2 + A−(ρ− + t−)2(ρ− − t−)2

+ 2B(ρ+ + t+)(ρ− + t−)(ρ+ − t+)(ρ− − t−)

≤ c

r4
,

i.e.

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−) = o

(
1

r4

)
. (3.47)
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On the other hand, we have

|ψ̂±|2 − t2± = ρ̂2
± − t2± = L(ρ± − t±) (t±(2− L) + Lρ±) ,

hence

A+(|ψ̂+|2 − t2+)2 + A−(|ψ̂−|2 − t2−)2 + 2B(|ψ̂+|2 − t2+)(|ψ̂−|2 − t2−) = o

(
1

r4

)
. (3.48)

Therefore, by (3.47)-(3.48), we obtain that∫
DR\DR/2

{
A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)

− [A+(|ψ̂+|2 − t2+)2 + A−(|ψ̂−|2 − t2−)2 + 2B(|ψ̂+|2 − t2+)(|ψ̂−|2 − t2−)]
}

= o(1).

Then, it follows that ∣∣E(Ψ̂R;A)− E(Ψ;A)
∣∣ −→ 0,

as R→∞, i.e. E(Ψ̂R;DR\DR/2) = E(Ψ;DR\DR/2)+o(1) as R→∞, which completes

the proof.
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Chapter 4

Local Minimizing Solution

In this chapter , we would like to relate solutions to (1.2) to energy minimization. If

Ω ⊂ R2 is a bounded domain, we may define an energy locally by

E(Ψ; Ω) =

∫
Ω

1

2
|∇Ψ|2+

1

4
[A+(|ψ+|2−t2+)2+A−(|ψ−|2−t2−)2+2B(|ψ+|2−t2+)(|ψ−|2−t2−)].

And we study solutions which are locally minimizing in the sense of De Giorgi:

Definition 4.1. We say that Ψ is a locally minimizing solution of (1.2) if (1.3) holds

and if for every bounded regular domain Ω ⊂ R2,

E(Ψ; Ω) ≤ E(Φ; Ω)

holds for every Φ = (φ+, φ−) ∈ H1(Ω;C2) with Φ
∣∣
∂Ω

= Ψ
∣∣
∂Ω

.

Following Lemma 3.3 and Lemma 3.4 directly, we have the following proposition,

which tells us that the local minimizers with degree |n±| ≥ 2 are unstable.

Proposition 4.2. A nontrivial local minimizer of (1.2) must have degrees n± ∈

{0,±1}.
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Proof. The proof follows that of Theorem 2 in [Sha94] and Proposition 3.2 in [ABM].

Let Ψ be a local minimizer. If either |n+| > 2 or |n−| > 2, we must have n2
+ + n2

− >

|n+|+ |n−|, and hence Lemma 3.2 implies that for all R sufficiently large,

lim
R→∞

E(Ψ;DR)

lnR
= π(t2+n

2
+ + t2−n

2
−) > π(t2+|n+|+ t2−|n−|). (4.1)

By Lemma 3.4, for R large we obtain Ψ̃ with constants φ± defined in DR \ DR/2.

Denote by

G∗(U ; Ω) := Gε(U ; Ω) =

∫
Ω

1

2
|∇U |2 +

1

4ε2
(|U |2 − 1)2,

the Ginzburg-Landau energy for U ∈ H1
loc(Ω;C).

For our positive definite condition A+A− − B2 > 0, we have that there exist two

positive eigenvalues λs and λM associated to the following matrix

 A+ B

B A−

, and

λs denotes the smaller one, λM denotes the larger one. Then we have that

λs|ξ|2 ≤ A+ξ
2
+ + A−ξ

2
− + 2Bξ+ξ− ≤ λM |ξ|2,

where ξ = [ξ+, ξ−], |ξ|2 = ξ2
+ + ξ2

−. Now let ξ+ = |ψ+|2− t2+, ξ− = |ψ−|2− t2−, we obtain

that

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)

≤ λM [(|ψ+|2 − t2+)2 + (|ψ−|2 − t2−)2]

= λM t
4
+

(∣∣∣∣ψ+

t+

∣∣∣∣2 − 1

)2

+ λM t
4
−

(∣∣∣∣ψ−t−
∣∣∣∣2 − 1

)2

=: λM t
4
+(|U+

R |
2 − 1)2 + λM t

4
−(|U−R |

2 − 1)2, (4.2)

with U±R = ψ±
t±

and ∇U±R = 1
t±
∇ψ±. Taking Ω = DR/2, let U±R minimize the Ginzburg-

Landua energy G∗ with boundary condition U±R

∣∣∣
∂DR/2

= ei(n±θ+φ±). Then,

Gε±(U±R ;DR/2) =

∫
DR/2

[
1

2
|∇U±R (x)|2 +

1

4ε2±
(|U±R (x)|2 − 1)2

]
dx
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=

∫
D1

1

2
|∇yU

±
R (y)|2 · 4

R2
· R

2

4
dy +

∫
D1

1

4ε2±
(|U±R (y)|2 − 1)2 · R

2

4
dy

=

∫
D1

[
1

2
|∇U±R |

2 +
R2

16ε2±
(|U±R |

2 − 1)2

]
dy

= G 2ε±
R

(U±R ;D1), with ε± =

√
1

λM t2±
.

Therefore, by the result of Brezis, Bethuel and Hélein (see [BBH94]), we have

Gε±(U±R ;DR/2) = G 2ε±
R

(U±R ;D1) = π|n±| ln
(
R

2ε±

)
+O(1).

Now let

ΦR(x) =


(
t+U

+
R , t−U

−
R

)
, in DR/2

Ψ̂R(x), in DR \ DR/2

.

Since Ψ is a local minimizer, we have that

E(Ψ;DR) = E(Ψ;DR/2) + E(Ψ;DR \ DR/2),

and

E(Ψ;DR/2) ≤
∫
DR/2

1

2
(t2+|∇U+

R |
2 + t2−|∇U−R |

2) +
λM
4

[
t4+(|U+

R |
2 − 1)2 + t4−(|U−R |

2 − 1)2
]

= t2+Gε+(U+
R ;DR/2) + t2−Gε−(U−R ;DR/2)

= t2+G 2ε+
R

(U+
R ;D1) + t2−G 2ε−

R

(U−R ;D1) with ε± =

√
1

λM t2±

= t2+π|n+| ln
(
R

2ε+

)
+ t2−π|n−| ln

(
R

2ε−

)
+O(1).

Hence, we obtain that

E(Ψ;DR) = E(Ψ;DR/2) + E(Ψ;DR \ DR/2)

≤ t2+π|n+| ln
(
R

2ε+

)
+ t2−π|n−| ln

(
R

2ε−

)
+ E(Ψ̂R;DR \ DR/2) +O(1).
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From Lemma 3.2, it implies that

E(Ψ;DR \ DR/2) = E(Ψ;DR)− E(Ψ;DR/2)

= π(t2+n
2
+ + t2−n

2
−) lnR− π(t2+n

2
+ + t2−n

2
−) ln(R/2) +O(1)

= π(t2+n
2
+ + t2−n

2
−) ln 2 +O(1),

as R→∞, and

E(Ψ;DR) ≤ t2+π|n+| ln (R/2ε+) + t2−π|n−| ln (R/2ε−) + E(ΨR;DR \ DR/2) +O(1)

= π ln(R/2)(t2+|n+|+ t2−|n−|)− t2+π|n+| ln(ε+)− t2−π|n−| ln(ε−)

+ π(t2+n
2
+ + t2−n

2
−) ln 2 +O(1)

= π lnR(t2+|n+|+ t2−|n−|)− π ln 2(t2+|n+|+ t2−|n−|) +O(1)

= π lnR(t2+|n+|+ t2−|n−|) +O(1),

which contradicts to (4.1).

After Proposition 4.2, we know that the local minimizers must have degrees n± ∈

{0,±1}. For the solutions with degree [n+, n−] = [1, 1], we will discuss it later in

Chapter 5. Now we want to obtain some pictures of [1, 0] type local minimizers. In

general, for any system like (1.2), if Ψ is energy minimizer and deg(ψ−;∞) = 0, we

don’t expect ψ− to vanish. And we show it in the following.

Consider the following slightly more general energy functional

G(Ψ; Ω) =

∫
Ω

1

2
|∇Ψ|2 + F(|ψ+|2, |ψ−|2), (4.3)

with F(s+, s−) ≥ 0 for any s± and F(t2+, t
2
−) = 0. We consider entire solutions ψ±(x)

to

−∆ψ± +R±(|ψ+|2, |ψ−|2)ψ± = 0, (4.4)

where R±(|ψ+|2, |ψ−|2) = ∂F
∂s±

(|ψ+|2, |ψ−|2). We prove a generalization of Theorem 1.1

in [ABM09] as follows:
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Theorem 4.3. Suppose Ψ = [ψ+, ψ−] is a locally minimizing solution with degree pair

[n+, n−] = [1, 0] of (4.4) with ψ± → t±e
i(n±θ+β±) uniformly as |x| → ∞. Then, there

exists a constant φ− ∈ [−π
2
, π

2
) such that ψ−(x)eiφ− > 0 is real and positive in R2.

Proof. We may assume without loss of generality that ψ−(x)→ t− uniformly as |x| →

∞. In particular, if we fix any δ < 1
2
t−, there exists a radius R = R(δ) such that

|ψ−(x)− t−| < δ for all |x| ≥ R. Let Ω = BR(0), and for x ∈ Ω define

ψ̃+ = ψ+(x), ψ̃−(x) = |Reψ−(x)|+ iImψ−(x).

Note that Ψ̃ := [ψ̃+, ψ̃−] ∈ H1(Ω;C2), G(Ψ̃; Ω) = G(Ψ; Ω), and (by the choice of R)

Ψ̃
∣∣∣
∂Ω

= Ψ
∣∣∣
∂Ω

. Therefore, Ψ̃ is also a local minimizer of G, in the sense described

above. This yields that Ψ̃ also satisfies the same Euler-Lagrange equation (4.4) as Ψ

does in Ω. Since Ψ̃ solves the Euler-Lagrange equation, we separate the real part and

the imaginary part of the associated equation. Then, we have that u = Re ψ̃− is a

non-negative solution of the following problem
−4u+R−(|ψ̃+|2, |ψ̃−|2)u = 0,

u
∣∣∣
∂Ω=SR

> 0 (by the choice of R) .

Now we need to show u > 0 in Ω. Since u = Re ψ̃− = |Re ψ−| ≥ 0 in Ω, suppose there

exists x0 inside Ω such that u(x0) = 0 in Ω. Then u(x0) = 0 is the minimum of u inside

Ω. By the strong maximum principle, it implies that u ≡constant inside Ω, which yields

that u ≡ 0 inside Ω. Thus u ≡ 0 on ∂Ω, which is a contradiction to u > 0 on ∂Ω.

Therefore, u = Re ψ̃− > 0 in Ω. Compare with Ψ = [ψ+, ψ−] = [ψ+,Re ψ− + iIm ψ−]

and Ψ̃ = [ψ̃+, ψ̃−] = [ψ+, |Re ψ−| + iIm ψ−] = [ψ+,Re ψ− + iIm ψ−], it follows that

Ψ = Ψ̃ and Re ψ− > 0 in Ω = BR(0). Let R be sufficiently large, we have that

Re ψ− > 0 in R2.

Now let α be a constant with |α| < π
2
, and consider ψ̂−(x) := ψ−(x)eiα. Note

that Ψ̂ := [ψ+, ψ̂−] is also a solution to (4.4) with the same energy in any domain Ω.
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By the uniform convergence of ψ± and our definition of ψ̂−, we have ψ̂−(x) → t−e
iα

uniformly as |x| → ∞. Choosing δ = δ(α) > 0 such that Bδ(t−e
iα) is fully contained

inside the right half-plane {Re z > 0}, there exists a radius R = R(α) such that

|ψ̂−(x)− t−eiα| < δ whenever |x| ≥ R. Repeating the same argument as above, we can

get that Re ψ̂−(x) > 0 in R2. Equivalently,

Reψ− cosα− Imψ− sinα > 0,

i.e.

Imψ− < Reψ− cotα, when 0 < α <
π

2
,

Imψ− > Reψ− cotα, when− π

2
< α < 0.

Letting α→ ±π
2

we conclude that Im ψ−(x) ≡ 0.

Applying Theorem 4.3 to

F(s+, s−) = A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−),

we can get the following corollary

Corollary 4.4. Suppose Ψ is a locally minimizing solution of (1.2) with degree pair

[n+, n−] = [1, 0]. Then, there exists a constant φ− ∈ [−π
2
, π

2
) such that ψ−(x)eiφ− > 0

is real and positive in R2.
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Chapter 5

Stability/Instability in D1

In this chapter we discuss the stability of the degree-one radial solutions of the Dirichlet

problem on the unit disk D1:
−∆ψ+ + λ[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+ = 0, in D1,

−∆ψ+ + λ[A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]ψ− = 0, in D1,

ψ± = t±e
iθ, on ∂D1.

(5.1)

We consider critical points Ψ ∈ H := {Ψ ∈ H1(D1;C2) : Ψ
∣∣
∂D1

= (t+e
iθ, t−e

iθ)},

which solves the Dirichlet problem above in the unit disk, for fixed B, as λ ranges in

the half-line λ ∈ (0,∞).

In Lemma 2.1 , we already proved the existence of unique radial solution of (2.5)

having the form Ψ = [ψ+, ψ−] = [f+(r)ein+θ, f−(r)ein−θ] with f± > 0 and [n+, n−]

is the degree pair for the solution. f±(r) is easily seen to satisfy (2.5). Moreover,

the monotonicity of f±(r) has been established in various cases in Theorem 2.6. For

convenience, we replace the usual parameter ε by λ = ε−2 in our energy Eε, and write

Eλ(Ψ) =

∫
D1

1

2
|∇Ψ|2 +

λ

4

[
A+(|ψ+|2 − t2+)2

+A−(|ψ−|2 − t2−)2 + 2B(|ψ+|2 − t2+)(|ψ−|2 − t2−)
]
.
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The associated second variation of energy Eλ around Ψ = (ψ+, ψ−) in direction Φ =

(φ+, φ−) ∈ H1
0 (D1;C2) is

E ′′λ(Ψ)[Φ] =

∫
D1

|∇Φ|2 + λ[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]|φ+|2

+ λ[A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]|φ−|2

+ 2λ[A+〈ψ+, φ+〉2 + A−〈ψ−, φ−〉2 + 2B〈ψ+, φ+〉〈ψ−, φ−〉] , (5.2)

with 〈u, v〉 = Re(ūv) = ūv+uv̄
2

.

First, we note that for λ small enough, there are no other solution to (1.11):

Proposition 5.1. There exists λ∗ so that for every λ < λ∗ the unique solution to

(1.11) is Ψ = [ψ+, ψ−] = [f+(r)eiθ, f−(r)eiθ].

Proof. We firstly define the convex set B = {Ψ ∈ H : |Ψ| ≤ Λ in D1}. By the result

shown in previous chapter, any solution of (1.11) lies in B. For any Ψ ∈ B and together

with the positive definite condition, we have

E ′′λ(Ψ)[Φ] ≥
∫
D1

|∇Φ|2 + λ[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]|φ+|2

+ λ[A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]|φ−|2

≥
∫
D1

|∇Φ|2 − λ[(A+t
2
+ + |B|t2−)|φ+|2 + (A−t

2
− + |B|t2+)|φ−|2]

≥
∫
D1

|∇Φ|2 − λ[A+t
2
+ + A−t

2
− + |B|(t2+ + t2−)]|Φ|2

=

∫
D1

|∇Φ|2 − λC|Φ|2,

with constant C = C(A±, |B|, t±) ≥ 0 independent of λ,Φ. By choosing λ∗ sufficiently

small that Cλ is smaller than the first Dirichlet eigenvalue of the Laplacian in D1 we

may conclude that E ′′λ(Ψ)[Φ] is a strictly positive definite quadratic form on H1
0 (D1;C),

for any Ψ ∈ B. Thus, Eλ is strictly convex on B, and hence it has a unique critical

point.
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Motivated by [Mir95], we will use the Fourier decomposition to reconstruct our E ′′λ,

apply the variational method to show the following theorem:

Theorem 5.2. Let Ψ = (ψ+, ψ−) = [f+(r)eiθ, f−(r)eiθ] be a solution of (1.2) in D1,

such that f ′± ≥ 0 with B < 0. Then, Ψ is stable, in the sense E ′′λ(Ψ)[Φ] > 0 ∀ Ψ ∈

H1
0 (D1;C2).

We note that by Theorem 2.6, the radial solution f±(r) to (1.2) is monotone in-

creasing when B < 0. Now we divide our proof of Theorem 5.2 into the following

steps.

Firstly, reformulation. Each φ± ∈ H1
0 (D1;C) can be written in its Fourier modes

in θ

φ± =
∑
n∈Z

b±n (r)einθ,

where b±n (r) ∈ H1
loc((0, 1];C). Using above Fourier decomposition, we have the follow-

ing calculations for each term of the second variation E ′′λ:∫
D1

|∇Φ|2

=

∫ 2π

0

∫ 1

0

∑
n∈Z

{
|(b+

n )′|2 + |(b−n )′|2 + |b+
n |2

n2

r2
+ |b−n |2

n2

r2

}
rdr

=

∫ 2π

0

∫ 1

0

∞∑
n=1

{
|(b+

n+1)′|2 + |(b−n+1)′|2 +
(n+ 1)2

r2
|b+
n+1|2 +

(n+ 1)2

r2
|b−n+1|2

}
rdr

+

∫ 2π

0

∫ 1

0

∞∑
n=0

{
|(b+

1−n)′|2 + |(b−1−n)′|2 +
(1− n)2

r2
|b+

1−n|2 +
(1− n)2

r2
|b−1−n|2

}
rdr.

And ∫
D1

〈ψ±, φ±〉2 =
∑
n∈Z

∫ 2π

0

∫ 1

0

〈f±eiθ, b±n einθ〉2rdrdθ

=
π

2

∫ 1

0

f 2
±

∑
n∈Z

|b±n+1 + b±1−n|2rdr

=
π

2

∫ 1

0

f 2
±

{
∞∑
n=0

|b±n+1 + b±1−n|2 +
−1∑

n=−∞

|b±n+1 + b±1−n|2
}
rdr
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=
π

2

∫ 1

0

f 2
±

{
∞∑
n=0

|b±n+1 + b±1−n|2 +
∞∑
n=1

|b±n+1 + b±1−n|2
}
rdr,

where by changing the index we obtain the last identity.

Using the orthogonality, we get∫
D1

〈ψ+, φ+〉〈ψ−, φ−〉

=

∫ 2π

0

∫ 1

0

∑
n,m

〈f+e
iθ, b+

n e
inθ〉〈f−eiθ, b−meimθ〉rdrdθ

=
∑
n,m

1

4

∫ 2π

0

∫ 1

0

f+f−[b+
n b
−
me

i(m+n−2)θ + b+
n b
−
me

i(n−m)θ

+ b+
n b
−
me

i(m−n)θ + b+
n b
−
me

i(2−n−m)θ]rdrdθ

=
∑

n+m=2

π

2

∫ 1

0

f+f−(b+
n b
−
m + b+

n b
−
m)rdr +

∑
n=m

π

2

∫ 1

0

f+f−(b+
n b
−
m + b+

n b
−
m)rdr

=
∑
n∈Z

π

2

∫ 1

0

f+f−(b+
n b
−
2−n + b+

n b
−
2−n + b+

n b
−
n + b+

n b
−
n )rdr

=
∑
n∈Z

π

2

∫ 1

0

f+f−(b+
1+nb

−
1−n + b+

1−nb
−
1+n + b+

1+nb
−
1+n + b+

1−nb
−
1−n)rdr

=

(
∞∑
n=0

+
−1∑

n=−∞

){
π

2

∫ 1

0

f+f−(b+
1+nb

−
1−n + b+

1−nb
−
1+n + b+

1+nb
−
1+n + b+

1−nb
−
1−n)rdr

}

=
∞∑
n=0

π

2

∫ 1

0

f+f−(b+
1+nb

−
1−n + b+

1−nb
−
1+n + b+

1+nb
−
1+n + b+

1−nb
−
1−n)rdr

+
∞∑
n=1

π

2

∫ 1

0

f+f−(b+
1−nb

−
1+n + b+

1+nb
−
1−n + b+

1−nb
−
1−n + b+

1+nb
−
1+n)rdr,

∫
D1

|φ±|2 =

∫ 2π

0

∫ 1

0

∑
n∈Z

|b±n einθ|2rdrdθ

=

∫ 2π

0

∫ 1

0

∑
n∈Z

|b±n |2rdrdθ

= 2π

∫ 1

0

∑
n∈Z

|b±n |2rdr
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= 2π

∫ 1

0

{
∞∑
n=1

|b±n+1|2 +
∞∑
n=0

|b±1−n|2
}
rdr.

Therefore, we have the following quadratic forms associated to (5.2):

Q(n)
λ (b±1+n, b

±
1−n)

= 2π

∫ 1

0

[
|(b+

1+n)′|2 + |(b+
1−n)′|2 +

(1 + n)2

r2
|b+

1+n|2 +
(1− n)2

r2
|b+

1−n|2
]
rdr

+ 2π

∫ 1

0

[
|(b−1+n)′|2 + |(b−1−n)′|2 +

(1 + n)2

r2
|b−1+n|2 +

(1− n)2

r2
|b−1−n|2

]
rdr

+ 2λπ

∫ 1

0

[
A+f

2
+|b+

1+n + b+
1−n|2 + A−f

2
−|b−1+n + b−1−n|2

]
rdr

+ 4λπB

∫ 1

0

f+f−[〈b+
1+n + b+

1−n, b
−
1+n〉+ 〈b+

1−n + b+
1+n, b

−
1−n〉]rdr

+ 2λπ

∫ 1

0

[A+(f 2
+ − t2+) +B(f 2

− − t2−)](|b+
1+n|2 + |b+

1−n|2)rdr

+ 2λπ

∫ 1

0

[A−(f 2
− − t2−) +B(f 2

+ − t2+)](|b−1+n|2 + |b−1−n|2)rdr

for n 6= 0, and

Q(0)
λ (b±1 )

= 2π

∫ 1

0

{
|(b+

1 )′|2 + |(b−1 )′|2 +
1

r2
(|b+

1 |2 + |b−1 |2)

}
rdr

+ λπ

∫ 1

0

{
A+f

2
+|b+

1 + b+
1 |2 + A−f

2
−|b−1 + b−1 |2 + 4Bf+f−〈b+

1 + b+
1 , b

−
1 〉
}
rdr

+ 2λπ

∫ 1

0

{
[A+(f 2

+ − t2+) +B(f 2
− − t2−)]|b+

1 |2 + [A−(f 2
− − t2−) +B(f 2

+ − t2+)]|b−1 |2
}
rdr

= 2π

∫ 1

0

{
|(b+

1 )′|2 + |(b−1 )′|2 +
1

r2
(|b+

1 |2 + |b−1 |2)

}
rdr

+ 2λπ

∫ 1

0

{
[A+(f 2

+ − t2+) +B(f 2
− − t2−)]|b+

1 |2 + [A−(f 2
− − t2−) +B(f 2

+ − t2+)]|b−1 |2
}
rdr

+ 4λπ

∫ 1

0

{
A+f

2
+(Reb+

1 )2 + A−f
2
−(Reb−1 )2 + 2Bf+f−Re(b+

1 )Re(b−1 )
}
rdr.
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Therefore, we can write (5.2) into the following

E ′′λ(Ψ)[Φ] = Q(0)
λ (b±1 ) +Q(1)

λ (b±2 , b
±
0 ) +

∞∑
n=2

Q(n)
λ (b±1+n, b

±
1−n). (5.3)

Consquently, the operator Lλ associated to E ′′λ(Ψ)[Φ] can be identified to a direct

sum in Fourier modes,

Lλ(Φ) ∼=
∞⊕
n=0

L(n)
λ (b±n+1, b

±
1−n),

where the operators L(n)
λ are associated to the quadratic forms Q(n)

λ . Define (in Fourier

Space)

L̃λΦ̃ :=
⊕
n6=1

L(n)
λ (b±n+1, b

±
1−n),

where Φ̃ = [φ̃+, φ̃−] =
[∑

n6=0,2 b
+
n e

inθ,
∑

n6=0,2 b
−
n e

inθ
]
, and so Lλ(Φ) ∼= L(1)

λ (b±2 , b
±
0 ) ⊕

L̃λΦ̃, with Q̃λ denote the quadratic form associated to L̃λ.

We have thus proven (from above) the following proposition:

Proposition 5.3. We have LλΦ ∼= L(1)
λ (b±2 , b

±
0 ) ⊕ L̃λΦ̃, where the operators L(n)

λ are

associated to the quadratic forms Q(n)
λ , the operator L̃λ is associated to the quadratic

form Q̃λ and Φ̃ = [φ̃+, φ̃−] =
[∑

n6=0,2 b
+
n e

inθ,
∑

n6=0,2 b
−
n e

inθ
]
.

As a consequence of this proposition, we define a±1 := i

∑
n 6=0,2
n≥0

|b±n |2


1/2

. Then,

a1(r) is purely imaginary and we have

|a±1 |2 =

∣∣∣∣∣∣∣∣i
∑

n 6=0,2
n≥0

|b±n |2


1
2

∣∣∣∣∣∣∣∣
2

=
∑
n 6=0,2
n≥0

|b±n |2.

By the facts

(a±1 )′ = i

∑
n 6=0,2
n≥0

|b±n |2


− 1

2 ∑
n 6=0,2
n≥0

〈b±n , (b±n )′〉,

77



and

|(a±1 )′|2 =
|
∑

n6=0,2
n≥0
〈b±n , (b±n )′〉|2∑

n 6=0,2
n≥0
|b±n |2

≤

∑
n 6=0,2
n≥0
|b±n |2

∑
n6=0,2
n≥0
|(b±n )′|2∑

n 6=0,2
n≥0
|b±n |2

=
∑
n6=0,2
n≥0

|(b±n )′|2,

we obtain that

|(a±1 )′|2 ≤
∑
n 6=0,2
n≥0

|(b±n )′|2. (5.4)

On the other hand, by the positive definite condition A+A− − B2 > 0, we can

simply get that

A+f
2
+|b+

1+n + b+
1−n|2 + A−f

2
−|b−1+n + b−1−n|2

+ 2Bf+f−[〈b+
1+n + b+

1−n, b
−
1+n〉+ 〈b+

1−n + b+
1+n, b

−
1−n〉]

= A+f
2
+|b+

1+n + b+
1−n|2 + A−f

2
−|b−1+n + b−1−n|2

+ 2Bf+f−Re[(b+
1+n + b+

1−n)(b−1+n + b−1−n)]

≥ λs(f
2
+|b+

1+n + b+
1−n|2 + f 2

−|b−1+n + b−1−n|2) > 0

for each n > 0 and n 6= 1, where λs > 0 is the smallest eigenvalue of the matrix A+ B

B A−

.

Similarly, under the same positive definite condition, we also have

A+f
2
+(Reb+

1 )2 + A−f
2
−(Reb−1 )2 + 2Bf+f−(Reb+

1 )(Reb−1 )

≥ λs[f
2
+(Reb+

1 )2 + f 2
−(Reb−1 )2] > 0,

with the same eigenvalue λs as above.

Therefore, for n 6= 1, we have that

Q(n)
λ (b±1+n, b

±
1−n)

≥ 2π

∫ 1

0

{
|(b+

1+n)′|2 + |(b+
1−n)′|2 +

(1 + n)2

r2
|b+

1+n|2 +
(1− n)2

r2
|b+

1−n|2
}
rdr
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+ 2π

∫ 1

0

{
|(b−1+n)′|2 + |(b−1−n)′|2 +

(1 + n)2

r2
|b−1+n|2 +

(1− n)2

r2
|b−1−n|2

}
rdr

+ 2λπ

∫ 1

0

[A+(f 2
+ − t2+) +B(f 2

− − t2−)](|b+
1+n|2 + |b+

1−n|2)rdr

+ 2λπ

∫ 1

0

[A−(f 2
− − t2−) +B(f 2

+ − t2+)](|b−1+n|2 + |b−1−n|2)rdr. (5.5)

By (5.4) and (5.5), it follows that

Q̃λ(Φ̃) =
∑
n 6=1
n≥0

Q(n)
λ (b±1+n, b

±
1−n)

≥ 2π

∫ 1

0

{
|(a+

1 )′|2 + |(a−1 )′|2 +
1

r2
(|a+

1 |2 + |a−1 |2)

}
rdr

+ 2λπ

∫ 1

0

[A+(f 2
+ − t2+) +B(f 2

− − t2−)]|a+
1 |2rdr

+ 2λπ

∫ 1

0

[A−(f 2
− − t2−) +B(f 2

+ − t2+)]|a−1 |2rdr

=: Q
(0)
λ (a±1 ). (5.6)

Meanwhile, we have that

Q(1)
λ (b±2 , b

±
0 )

= 2π

∫ 1

0

[
|(b+

2 )′|2 + |(b+
0 )′|2 +

4

r2
|b+

2 |2
]
rdr

+ 2π

∫ 1

0

[
|(b−2 )′|2 + |(b−0 )′|2 +

4

r2
|b−2 |2

]
rdr

+ 2λπ

∫ 1

0

[
A+f

2
+|b+

2 + b+
0 |2 + A−f

2
−|b−2 + b−0 |2

]
rdr

+ 4λπB

∫ 1

0

f+f−[〈b+
2 + b+

0 , b
−
2 〉+ 〈b+

0 + b+
2 , b

−
0 〉]rdr

+ 2λπ

∫ 1

0

[A+(f 2
+ − t2+) +B(f 2

− − t2−)](|b+
2 |2 + |b+

0 |2)rdr

+ 2λπ

∫ 1

0

[A−(f 2
− − t2−) +B(f 2

+ − t2+)](|b−2 |2 + |b−0 |2)rdr.
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The self-adjoint operator associated to Q(1)
λ (b±2 , b

±
0 ) is

L(1)
λ

 b±0

b±2

 =


−(b±0 )′′ − 1

r
(b±0 )′ + λ[A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]b±0

+λA±f
2
±(b±2 + b±0 ) + λBf+f−(b∓2 + b∓0 )

−(b±2 )′′ − 1
r
(b±2 )′ + 4

r2
b±2 + λ[A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]b±2

+λA±f
2
±(b±2 + b±0 ) + λBf+f−(b∓2 + b∓0 )

 . (5.7)

We perform a reduction of the operator L(1)
λ : define a quadratic form Q

(1)
λ on real-

valued radial functions (a±2 , a
±
0 ) by

Q
(1)
λ (a±2 , a

±
0 ) = 2π

∫ 1

0

∑
i=±

[
|(ai2)′|2 + |(ai0)′|2 +

4

r2
|ai2|2

]
rdr

+ 2λπ

∫ 1

0

[A+(f 2
+ − t2+) +B(f 2

− − t2−)](|a+
2 |2 + |a+

0 |2)rdr

+ 2λπ

∫ 1

0

[A−(f 2
− − t2−) +B(f 2

+ − t2+)](|a−2 |2 + |a−0 |2)rdr

+ 2λπ

∫ 1

0

[A+f
2
+(a+

0 − a+
2 )2 + A−f

2
−(a−0 − a−2 )2 + 2Bf+f−(a+

0 − a+
2 )(a−0 − a−2 )]rdr.

The associated self-adjoint operator to Q
(1)
λ is

M(1)
λ

 a±0

a±2

 =


−(a±0 )′′ − 1

r
(a±0 )′ + λ[A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]a±0

+λA±f
2
±(a±0 − a±2 ) + λBf+f−(a∓0 − a∓2 )

−(a±2 )′′ − 1
r
(a±2 )′ + 4

r2
a±2 + λ[A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]a±2

+λA±f
2
±(a±2 − a±0 ) + λBf+f−(a∓2 − a∓0 )

 .
(5.8)

Denote

µ̃λ = min
‖Φ‖2

L2=1
E ′′λ(Ψ)[Φ], µλ = min

‖(a±0 ,a
±
1 ,a
±
2 )‖2

L2=1
Qλ(a

±
0 , a

±
1 , a

±
2 ),

with Qλ(a
±
0 , a

±
1 , a

±
2 ) = Q

(0)
λ (a±1 ) + Q

(1)
λ (a±2 , a

±
0 ), Lλ, M(n)

λ (n = 0, 1) are the associated

self-adjoint operators respectively, and we write

‖(a±0 , a±1 , a±2 )‖2
L2 :=

∑
n=±

[
‖an0‖2

L2 + ‖an1‖2
L2 + ‖an2‖2

L2

]
.
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Proposition 5.4. We have µ̃λ = µλ,∀ λ > 0.

Proof. Assume that Φ attains the minimum µ̃λ under the constraint ‖Φ‖2
L2 = 1. Then,

by the Fourier decomposition of Φ and (5.3),

µ̃λ = E ′′λ(Ψ)[Φ] = Q(0)
λ (b±1 ) +Q(1)

λ (b±2 , b
±
0 ) +

∞∑
n=2

Q(n)
λ (b±1+n, b

±
1−n)

≥ Q
(0)
λ (a±1 ) +Q

(1)
λ (a±2 , a

±
0 ),

where ‖(a±0 , a±1 , a±2 )‖2
L2 = 1 by the choice of a±0 , a

±
1 , a

±
2 as above. Therefore, µ̃λ ≥ µλ.

Conversely, if (a±0 , a
±
1 , a

±
2 ) attain the minimum for µλ, we have Φ = [φ+, φ−] with

φ± = a±0 + ia±1 e
iθ − a±2 e2iθ and ‖Φ‖2

L2 = ‖(a±0 , a±1 , a±2 )‖2
L2 = 1. Hence,

µ̃λ ≤ E ′′λ(Ψ)[Φ] = Q
(0)
λ (a±1 ) +Q

(1)
λ (a±2 , a

±
0 ) = µλ,

i.e. µ̃λ ≤ µλ. Therefore, we complete our proof.

Denote

µ
(0)
λ = min

‖a±1 ‖2L2=1
Q

(0)
λ (a±1 ), µ

(1)
λ = min

‖(a±0 ,a
±
2 )‖2

L2=1
Q

(1)
λ (a±2 , a

±
0 ).

By the definitions of µλ, µ
(0)
λ and µ

(1)
λ , we have that µλ = min{µ(0)

λ , µ
(1)
λ }. If we want

to show µλ is positive, it is sufficient to show that both of µ
(0)
λ and µ

(1)
λ are positive.

Follow the approaches in [Mir95], we establish the propositions below.

Proposition 5.5. µ
(0)
λ > 0 for ∀ B.

Before we prove it, we need some preliminaries.

Lemma 5.6. Ψrad is the only minimizer of Eλ in the class

E = {V = (g+(r)eiθ, g−(r)eiθ)
∣∣V ∈ H1(B1;C), g±(1) = f±(1) = t±}.
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Proof. We have that

Eλ(V ) = π

∫ 1

0

[|g′+|2 + |g′−|2 +
1

r2
(|g+|2 + |g−|2)]rdr

+
λπ

2

∫ 1

0

[A+(|g+|2 − t2+)2 + A−(|g−|2 − t2−)2 + 2B(|g+|2 − t2+)(|g−|2 − t2−)]rdr.

If Ṽ = (|g+|eiθ, |g−|eiθ), by the fact that |∇|g±|| ≤ |∇g±| for ∀g± ∈ C, we have that

Eλ(Ṽ ) ≤ Eλ(V ).

If V is a minimizer, so is Ṽ . Then Ṽ is smooth, which implies g±(r) 6= 0 for

r ∈ (0, 1). And the equality occurs if g± ∈ R ( if g± is not real, we have the boundary

condition: g±(1) = f±(1) = t± ∈ R, which implies that g± ∈ R).

From above analysis, the minimum of Eλ in E is obtained by a function g±(r)eiθ

with g±(r) ≥ 0. But from the uniqueness result in previous chapter, f± are the only

nonnegative solutions of −g′′± −
g′±
r

+
g±
r2

= λ[A±(t2± − f 2
±) +B(t2∓ − f 2

∓)]g±,

g±(1) = f±(1).

Then by the uniqueness of above ODEs, we have g± ≡ f±. Therefore, Ψrad =

(f+(r)eiθ, f−(r)eiθ) is the only minimizer of Eλ in the class E .

As a consequence of this lemma, we find that µ
(0)
λ ≥ 0. In fact, E ′′λ(Ψrad)[w+, w−] ≥

0, if w = (w+, w−) ∈ F = {v = (g+(r)eiθ, g−(r)eiθ)
∣∣v ∈ H1

0 (B1;C), g±(1) = 0}.

We have

µ
(0)
λ = min

a±1 ∈H
1
loc

((0,1];[0,∞)),∫ 1
0 (|a+1 |

2+|a−1 |
2)rdr=1

E ′′λ(Ψrad)(ia±1 ) ≥ min
w=(w+,w−)∈F

E ′′λ(Ψrad)(w±) ≥ 0.

We claim that µ
(0)
λ > 0. Suppose not. We obtain the existence of w± = ia±1 (r)eiθ,

with a±1 ≥ 0,

∫ 1

0

(|a+
1 |2 + |a−1 |2)rdr = 1 and E ′′λ(Ψrad)(w±) = 0. Then w = (w+, w−) is
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a global minimizer of E ′′λ, and hence verify the following equations:

−∆w± + λ[A±(f 2
± − t2±) +B(f 2

∓ − t2∓)]w± + 2λ[A±〈ψ±, w±〉+B〈ψ∓, w∓〉]ψ± = 0.

By the fact that 〈f±, ia±1 〉 = 0 with a±1 ∈ H1(B1;R), we have E ′′λ(Ψrad)(ia±1 ) =

Q
(0)
λ (a±1 ). The Euler-Lagrange equations associated to Q

(0)
λ (a±1 ) are −(a±1 )′′ − (a±1 )′

r
+
a±1
r2

= −λ[A±(f 2
± − t2±) +B(f 2

∓ − t2∓)]a±1 , in [0, 1],

a±1 (0) = a±1 (1) = 0.
(5.9)

Multiplying rf± to a±1 -equation of (5.9) respectively, and integrating by parts, we

obtain that∫ 1

0

[
−(a±1 )′′ − (a±1 )′

r
+
a±1
r2

]
f±rdr = −(a±1 )′(1)t± +

∫ 1

0

[
(a±1 )′f ′± +

a±1 f±
r2

]
rdr

= λ

∫ 1

0

[A±(f 2
± − t2±) +B(f 2

∓ − t2∓)]a±1 f±rdr.

(5.10)

Also, we have that f±(r) satisfy the following equations −f ′′± −
f ′±
r

+
f±
r2

= −λ[A±(f 2
± − t2±) +B(f 2

∓ − t2∓)]f±, in [0, 1],

f±(1) = t±.
(5.11)

After multiply ra±1 to f±-equation of (5.11) respectively, and integrate by parts,

we similarly get that

−f ′±(1)a±1 (1) +

∫ 1

0

[
(a±1 )′f ′± +

a±1 f±
r2

]
rdr = λ

∫ 1

0

[A±(f 2
±− t2±) +B(f 2

∓− t2∓)]a±1 f±rdr.

(5.12)

Therefore, by (5.10) and (5.12), we obtain that

−f ′±(1)a±1 (1) = −(a±1 )′(1)t±,

which implies that (a±1 )′(1) = 0. Together with a±1 (1) = 0, by the uniqueness of ODEs,

it yields that a±1 (r) ≡ 0, which is a contradiction. We conclude that µ
(0)
λ > 0, which

completes the proof of Proposition 5.5.
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Lemma 5.7. If B < 0, then µ
(1)
λ > 0.

Proof. Let F± = 1
2
(a±0 + a±2 ), K± = 1

2
(a±0 − a±2 ), we can rewrite Q

(1)
λ (a±2 , a

±
0 ) in terms

of F± and K±:

Q̂
(1)
λ (F±, K±) = Q

(1)
λ (a±2 , a

±
0 )

= 4π

∫ 1

0

[
|F ′±|2 + |K ′±|2 +

2

r2
|F± −K±|2

]
rdr

+ 8λπ

∫ 1

0

[A+f
2
+K

2
+ + A−f

2
−K

2
− + 2Bf+f−K+K−]rdr

+ 4λπ

∫ 1

0

[A+(f 2
+ − t2+) +B(f 2

− − t2−)](F 2
+ +K2

+)rdr

+ 4λπ

∫ 1

0

[A−(f 2
− − t2−) +B(f 2

+ − t2+)](F 2
− +K2

−)rdr.

The quantity Q̂
(1)
λ (F±, K±) decreases if we replace F±, K± by |F±|, |K±|, i.e. we

have

Q̂
(1)
λ (|F±|, |K±|) ≤ Q̂

(1)
λ (F±, K±) = Q

(1)
λ (a±2 , a

±
0 ),

which implies that there exists a minimizer pair (F±, K±) with F± ≥ 0 and K± ≥ 0.

Since the associated system satisfied by (a±2 , a
±
0 ) with µ

(1)
λ playing the role of a

Lagrange multiplier is as follows

−(a±0 )′′ − 1
r
(a±0 )′ + λ[A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]a±0

+λA±f
2
±(a±0 − a±2 ) + λBf+f−(a∓0 − a∓2 ) = µ

(1)
λ a±0 , in [0, 1],

−(a±2 )′′ − 1
r
(a±2 )′ + 4

r2
a±2 + λ[A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]a±2

+λA±f
2
±(a±2 − a±0 ) + λBf+f−(a∓2 − a∓0 ) = µ

(1)
λ a±2 , in [0, 1],

a±0 (1) = a±2 (1) = 0,

(5.13)
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we can change (5.13) in terms of K± and F± as following

−F ′′± −
1

r
F ′± +

2

r2
(F± −K±) + λ[A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]F± = µ

(1)
λ F±, in [0, 1],

−K ′′± −
1

r
K ′± +

2

r2
(K± − F±) + λ[A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]K±

+2λA±f
2
±K± + 2λBf+f−K∓ = µ

(1)
λ K±, in [0, 1],

K±(1) = 0 = F±(1),

(5.14)

with F± ≥ 0, K± ≥ 0. On the other hand, we have the fact that F̃± = f±
r

and

K̃± = f ′± satisfy (5.14) with µ
(1)
λ = 0 when B < 0, i.e.

−F̃ ′′± −
1

r
F̃ ′± +

2

r2
(F̃± − K̃±) + λ[A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]F̃± = 0, in [0, 1],

−K̃ ′′± −
1

r
K̃ ′± +

2

r2
(K̃± − F̃±) + λ[A±(f 2

± − t2±) +B(f 2
∓ − t2∓)]K̃±

+2λA±f
2
±K̃± + 2λBf+f−K̃∓ = 0, in [0, 1],

K̃±(1) = f ′±(1) > 0, F̃±(1) = t±.

We now multiply the K±-equations of (5.14) by K̃±r separately and integrate by

parts, we obtain that

−K ′±(1)K̃±(1) +

∫ 1

0

K̃ ′±K
′
±rdr +

∫ 1

0

2

r2
(K± − F±)K̃±rdr

+

∫ 1

0

λ[A±(f 2
± − t2±) +B(f 2

∓ − t2∓)]K±K̃±rdr

+ 2λ

∫ 1

0

[A±f
2
± +Bf+f−]K±K̃±rdr = µ

(1)
λ

∫ 1

0

K̃∓K±rdr. (5.15)

Similarly, we multiply the K̃±-equations of (5.14) by K±r and integrate by parts

to get that∫ 1

0

K̃ ′±K
′
±rdr +

∫ 1

0

2

r2
(K̃± − F̃±)K±rdr

+

∫ 1

0

λ[A±(f 2
± − t2±) +B(f 2

∓ − t2∓)]K±K̃±rdr

+ 2λ

∫ 1

0

[A±f
2
± +Bf+f−]K±K̃±rdr = 0. (5.16)
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Therefore, by (5.15), (5.16) and the boundary condition K±(1) = 0, we can get

that

−K ′±(1)K̃±(1) +

∫ 1

0

2

r2
(F̃±K± − K̃±F±)rdr = µ

(1)
λ

∫ 1

0

K±K̃±rdr. (5.17)

Similarly, we have

−F ′±(1)F̃±(1) +

∫ 1

0

2

r2
(K̃±F± − F̃±K±)rdr = µ

(1)
λ

∫ 1

0

F±F̃±rdr. (5.18)

Combine (5.17) and (5.18), it follows that

µ
(1)
λ

∫ 1

0

(K̃±K± + F̃±F±)rdr = −K ′±(1)K̃±(1)− F ′±(1)F̃±(1). (5.19)

Since K± ≥ 0, F± ≥ 0 in [0, 1] and K±(1) = F±(1) = 0, we have K ′±(1) ≤ 0, F ′±(1) ≤ 0.

We claim that K ′±(1) < 0, F ′±(1) < 0. Actually, if K ′±(1) = 0 = F ′±(1), and with the

boundary conditions K±(1) = 0 = F±(1), it implies that zero is the only solution of

(5.14) by uniqueness, i.e. K±(r) ≡ 0 ≡ F±(r). It yields that a±0 (r) ≡ 0 ≡ a±2 (r),

which is impossible. Therefore, K ′±(1) < 0, F ′±(1) < 0. Since the right side of (5.19)

is positive, and the each term on the left side of (5.19) is also positive except µ
(1)
λ .

Hence, we can obtain that µ
(1)
λ > 0. This completes the proof.

Proof of Theorem 5.2. By the fact µλ = min{µ(0)
λ , µ

(1)
λ }, and together with

Proposition 5.4-5.5 and Lemma 5.7, we have µ̃λ > 0, which gives us that E ′′λ(Ψ)[Φ] > 0.

This completes the proof of Theorem 5.2.

After we establish the stability of the radial solution with [1, 1] degree pair, we will

discuss the relations of the eigenvalues between the operators L(1)
λ and M(1)

λ . Once

we get the property of the eigenvalues between the operators L(1)
λ and M(1)

λ , we can

obtain the instability result in Theorem 5.9 when B > 0.

Lemma 5.8. µ ∈ R is an eigenvalue of L(1)
λ over L2(([0, 1); rdr);C4) if only if it is an

eigenvalue of M(1)
λ over L2(([0, 1); rdr);R4). Moreover, if µ is a simple eigenvalue of
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M(1)
λ with eigenspace spanned by (a±0 , a

±
2 ), then

ker(L(1)
λ − µI) =

{
t(ξa±0 ,−ξa±2 ) : ξ ∈ S1, t ∈ R

}
.

Proof. Let µ ∈ σ(L(1)
λ ) with complex-valued eigenvectors (b±0 , b

±
2 ), that is

L(1)
λ

 b±0

b±2

 = µ

 b±0

b±2

 ,
with L(1)

λ defined in (5.7). We observe that a±0 = Imb±0 , a±2 = Imb±2 will be eigenvectors

of M(1)
λ with µ. On the other hand, if (a±0 , a

±
2 ) are real-valued eigenvectors of M(1)

λ

with µ, then (b±0 , b
±
2 ) = (ia±0 , ia

±
2 ) will be eigenvectors of L(1)

λ with the same eigenvalue.

Then, σ(L(1)
λ ) = σ(M(1)

λ ).

Now suppose µ is simple eigenvalue of M(1)
λ with eigenspace spanned by (a±0 , a

±
2 ).

If (b±0 , b
±
2 ) is an eigenfunction of L(1)

λ , then (by the observation above) (Imb±0 , Imb
±
2 ) =

l(a±0 , a
±
2 ) for l ∈ R. Similarly, (Reb±0 ,−Reb±2 ) is an eigenfunction of M(1)

λ , and so

(Reb±0 ,−Reb±2 ) = k(a±0 , a
±
2 ) for k ∈ R. Setting t =

√
k2 + l2 and ξ = k+il

t
∈ S1, we

have (b±0 , b
±
2 ) = t(ξa±0 ,−ξa±2 ) as desired.

In order to study the dependence on λ of the eigenvalues of the linearized operator

M(1)
λ (a±0 , a

±
2 ) (defined in (5.8)), we replace the dependence on λ by a dependence on

the domain (0, R), via a change of variables. Therefore, we obtain a new quadratic

form:

Q
(1)
λ (a±0 , a

±
2 ) = 2π

∫ R

0

∑
i=±

[
|(âi2)′|2 + |(âi0)′|2 +

4

r2
|âi2|2

]
rdr

+ 2π

∫ R

0

[
A+f

2
+(â+

0 − â+
2 )2 + A−f

2
−(â−0 − â−2 )2 + 2Bf+f−(â+

0 − â+
2 )(â−0 − â−2 )

]
rdr

+ 2π

∫ R

0

[
A+(f 2

+ − t2+) +B(f 2
− − t2−)

]
(|â+

0 |2 + |â+
2 |2)rdr

+ 2π

∫ R

0

[
A−(f 2

− − t2−) +B(f 2
+ − t2+)

]
(|â−0 |2 + |â−2 |2)rdr

=: Q̂R(â±0 , â
±
2 ),
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where â±0 (r) = a±0 (rR), â±2 (r) = a±2 (rR), R =
√
λ.

The associated operator to Q̂R(â±0 , â
±
2 ) is defined as M̂(1)

R . We observe that the first

eigenvalue of M̂(1)
R denoted by µ̂R, is related to the first eigenvalue µ

(1)
λ via µ

(1)
λ = R2µ̂R.

Finally, we obtain the following instability result for radial solution when B > 0:

Theorem 5.9. For any B ∈ (0, B0), where B0 is as in Theorem 2.7, there exists a

unique constant R∗ = R∗(B) > 0 such that ψ± = f±(r;R)eiθ of (1.2) is unstable for

any R > R∗.

Proof. To do this we argue as in Theorem 2 in [Mir95]. Let â±0 (r), â±2 (r) be the ground-

state eigenfunctions. Define L± = â±0 (r) + â±2 (r), P± = â±0 (r) − â±2 (r). Therefore, we

can rewrite Q̂R(â±0 , â
±
2 ) in terms of L±, P± as follows:

Q̂R(â±0 , â
±
2 ) = π

∫ R

0

∑
i=±

[
|P ′i |2 + |L′i|2 +

2

r2
|Li − Pi|2

]
rdr

+ 2π

∫ R

0

[
A+f

2
+P

2
+ + A−f

2
−P

2
− + 2Bf+f−P+P−

]
rdr

+ π

∫ R

0

[
A+(f 2

+ − t2+) +B(f 2
− − t2−)

]
(|P+|2 + |L+|2)rdr

+ π

∫ R

0

[
A−(f 2

− − t2−) +B(f 2
+ − t2+)

]
(|P−|2 + |L−|2)rdr

=: Q̆R(L±, P±).

As R → ∞, the radial profile f±(·, R) → f∞± (·) in Ck([0, R]) for all R > 0 and

k ∈ N, with f∞± the modulus of the unique entire equivariant solution of the form

ψ∞± = f∞± (r)eiθ. Let L+ =
f∞+
r

, L− = −f∞−
r

, P+ = (f∞+ )′, P− = −(f∞− )′. Since f∞±

vanish linearly at r = 0, L±(r) and P±(r) are regular near r = 0, L+−P+ = −r
[
f∞+
r

]′
,

L−−P− = r
[
f∞−
r

]′
are well-defined in Q̆R(L±, P±). Meanwhile, P± and L± satisfy the

88



following equations:
−(L±)′′ − 1

r
(L±)′ + 2

r
(L± − P±) + [A±((f∞± )2 − t2±) +B((f∞∓ )2 − t2∓)]L± = 0,

−(P±)′′ − 1
r
(P±)′ + 2

r
(P± − L±) + [A±((f∞± )2 − t2±) +B((f∞∓ )2 − t2∓)]P±

+2A±(f∞± )2P± − 2Bf∞+ f∞− P∓ = 0.

Using above equations and integrating by parts, together with the asymptotic proper-

ties of radial solutions at infinity in Theorem 2.4, we can obtain that

lim
R→∞

Q̆R(L±, P±)

= lim
R→∞

π
[
P ′±P±r

∣∣R
0

+ L′±L±r
∣∣R
0

]
+ π

∫ ∞
0

{
−2

r
(P± − L±)P± − [A±((f∞± )2 − t2±) +B((f∞∓ )2 − t2∓)]P 2

±

−2A±(f∞± )2P 2
± + 4Bf∞+ f∞− P+P−

}
rdr

+ π

∫ ∞
0

{
−2

r
(L± − P±)L± − [A±((f∞± )2 − t2±) +B((f∞∓ )2 − t2∓)]L2

±

}
rdr

+ π

∫ ∞
0

2

r2
|L± − P±|2rdr

+ 2π

∫ ∞
0

[
A+(f∞+ )2P 2

+ + A−(f∞− )2P 2
− + 2Bf∞+ f∞− P+P−

]
rdr

+ π

∫ ∞
0

[
A+((f∞+ )2 − t2+) +B((f∞− )2 − t2−)

]
(|P+|2 + |L+|2)rdr

+ π

∫ ∞
0

[
A−((f∞− )2 − t2−) +B((f∞+ )2 − t2+)

]
(|P−|2 + |L−|2)rdr

= 8πB

∫ ∞
0

f∞+ f∞− P+P−rdr

= −8πB

∫ ∞
0

f∞+ f∞− (f∞+ )′(f∞− )′rdr < 0,

since by Theorem 2.7 we have (f∞± )′(r) > 0 when 0 < B < B0. Denote Q̆∞(L̆±, P̆±) :=

lim
R→∞

Q̆R(L±, P±). From above computation, we have Q̆∞(L̆±, P̆±) < 0. Set a cut-off

function ηR(x) = η1(x/R) with η1(x) = 1 for 0 ≤ x ≤ 1/2, η1(x) = 0 for x > 1 and

0 < η1(x) ≤ 1 for 1/2 < x < 1. Define LR± := L±ηR, PR
± := P±ηR ∈ H1

0 ([0, R)).

Then we have L+ =
f∞+
r

= o(r−3), L− = −f∞+
r

= o(r−3), L′+ =
[
f∞+
r

]′
= o(r−2),
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L′− = −
[
f∞−
r

]′
= o(r−2), P ′+ =

[
f∞+
]′

= o(r−3) and P ′− = −
[
f∞+
]′

= o(r−3) by the

asymptotic behaviours as in Theorem 2.4. Therefore, choose δ > 0 (to be determined

later) such that Q̆∞(L̆±, P̆±) < −δ < 0, we have that

Q̆R(LR±, P
R
± )

= π

∫ R/2

0

∑
i=±

[
|P ′i |2 + |L′i|2 +

2

r2
|Li − Pi|2

]
rdr

+ 2π

∫ R/2

0

[
A+f

2
+P

2
+ + A−f

2
−P

2
− + 2Bf+f−P+P−

]
rdr

+ π

∫ R/2

0

[
A+(f 2

+ − t2+) +B(f 2
− − t2−)

]
(|P+|2 + |L+|2)rdr

+ π

∫ R/2

0

[
A−(f 2

− − t2−) +B(f 2
+ − t2+)

]
(|P−|2 + |L−|2)rdr

+ π

∫ R

R/2

∑
i=±

[
|P ′i |2 + |L′i|2 +

2

r2
|Li − Pi|2

]
rdr

+ 2π

∫ R

R/2

[
A+f

2
+P

2
+ + A−f

2
−P

2
− + 2Bf+f−P+P−

]
rdr

+ π

∫ R

R/2

[
A+(f 2

+ − t2+) +B(f 2
− − t2−)

]
(|P+|2 + |L+|2)rdr

+ π

∫ R

R/2

[
A−(f 2

− − t2−) +B(f 2
+ − t2+)

]
(|P−|2 + |L−|2)rdr

≤ π

∫ ∞
0

∑
i=±

[
|P ′i |2 + |L′i|2 +

2

r2
|Li − Pi|2

]
rdr

+ 2π

∫ ∞
0

[
A+f

2
+P

2
+ + A−f

2
−P

2
− + 2Bf+f−P+P−

]
rdr

+ π

∫ ∞
0

[
A+(f 2

+ − t2+) +B(f 2
− − t2−)

]
(|P+|2 + |L+|2)rdr

+ π

∫ ∞
0

[
A−(f 2

− − t2−) +B(f 2
+ − t2+)

]
(|P−|2 + |L−|2)rdr + δ

= Q̆∞(L̆±, P̆±) + δ < 0

for R sufficiently large. Hence, we have Q̆R(LR±, P
R
± ) < Q̆∞(L̆±, P̆±) + δ < 0 for

∀ R ≥ R0 if δ < 1
2
|Q̆∞(L̆±, P̆±)|, which implies that the minimu of Q̆R(LR±, P

R
± ) < 0.

Thus, for R sufficiently large and 0 < B < B0, µ
(1)
1 (R2) = R2µ̂1(R) < 0. Since
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µλ = min{µ(0)
λ , µ

(1)
λ } < µ

(1)
λ , we have µλ < 0, which completes our proof.
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Chapter 6

Strong Convergence Away From

Vortices

In this chapter, we provide some asymptotic estimates of the behaviour of solutions at

infinity. First let us state the asymptotic description of solutions:

Proposition 6.1. Let Ψ be a solution of (1.2) in R2 satisfying (1.3). Then there exist

constants β+, β− such that

ψ± → t±e
i(n±θ+β±) uniformly as |x| → ∞ . (6.1)

Moreover, for any degree pair [n+, n−],

|ψ±(x)|2 = t2± −
A∓n

2
± −Bn2

∓

A+A− −B2

1

r2
+ o

(
1

r2

)
, (6.2)

as r = |x| → ∞.

Remark 6.2. (6.1) implies that the solution is asymptotically equivariant, and the

asymptotic expansion (6.2) of |ψ±|2 agrees with the one in Chapter 2 which was derived

for equivariant solutions.
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To prove Proposition 6.1 we use the following modification of a similar result in

[BMR94]:

Lemma 6.3. Let Ψ be an entire solution of (1.2) satisfying (1.3).

(i) |Ψ(x)|2 ≤ min{2M
λs
, t2+ + t2−}, where M = max{A+t

2
+ + Bt2−, A−t

2
− + Bt2+} and

A+A− −B2 > 0, λs > 0 is the smallest eigenvalue of the matrix

 A+ B

B A−

.

(ii) |ψ±|2 → t2± uniformly as |x| → ∞.

(iii) There exist constants R0 > 0, n± ∈ Z, and smooth functions ρ±(x), φ±(x)

such that for all |x| ≥ R0

Ψ(x) = [ψ+(x), ψ−(x)] = [ρ+(x)ei(n+θ+φ+(x)), ρ−(x)ei(n−θ+φ−(x))],

with . ∫
|x|>R0

(|∇ρ±|2 + |∇φ±|2) <∞. (6.3)

Proof. We show the proof of statement (i). Let V (x) = |Ψ|2, then 1
2
∇V = ψ+∇ψ+ +

ψ−∇ψ−. Therefore,

1

2
∆V = ψ+∇ψ+ + ψ−∇ψ− + |∇Ψ|2

≥ ψ+∇ψ+ + ψ−∇ψ−

=
1

ε2
[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]

+
1

ε2
[A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]

=
1

ε2
[
A+|ψ+|4 +B|ψ+|2|ψ−|2 − (A+t

2
+ +Bt2−)|ψ+|2

+A−|ψ−|4 +B|ψ+|2|ψ−|2 − (A−t
2
− +Bt2+)|ψ−|2

]
=

1

ε2
[
A+|ψ+|4 + 2B|ψ+|2|ψ−|2 + A−|ψ−|4

−(A+t
2
+ +Bt2−)|ψ+|2 − (A−t

2
− +Bt2+)|ψ−|2

]
≥ 1

ε2
[
λs(|ψ+|4 + |ψ−|4)− (A+t

2
+ +Bt2−)|ψ+|2 − (A−t

2
− +Bt2−)|ψ+|2

]
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≥ 1

ε2

(
λs
2

(|ψ+|2 + |ψ−|2)2 −max{A+t
2
+ +Bt2−, A−t

2
− +Bt2+}(|ψ+|2 + |ψ−|2)

)
=

1

ε2

(
λs
2
|Ψ|4 −M |Ψ|2

)
where M := max{A+t

2
+ +Bt2−, A−t

2
− +Bt2+}

=
1

ε2

(
λs
2
V 2 −MV

)
=

λs
2ε2

V

(
V − 2M

λs

)
,

i.e.

∆V ≥ λs
ε2
V

(
V − 2M

λs

)
, (6.4)

where λs > 0 is the smallest eigenvalue of the matrix

 A+ B

B A−

 since A+A−−B2 >

0.

Now let v = V − 2M
λs

, we can rewrite (6.4) into the following inequality:
−∆v + a(x)v ≤ 0 in Ω,

v
∣∣∣
∂Ω

= t2+ + t2− −
2M

λs
,

with a(x) = λs
ε2
V > 0.

If t2+ + t2−− 2M
λs
≤ 0, by maximum principle v ≤ 0 on Ω, i.e. V ≤ 2M

λs
. On the other

hand, if t2+ + t2−− 2M
λs

> 0, by maximum principle again max
Ω

v can be attained on ∂Ω,

i.e. max
Ω

v = t2+ + t2− −
2M

λs
and v ≤ t2+ + t2− −

2M

λs
, i.e. V ≤ t2+ + t2−. From above

analysis, we obtain that V ≤ min

{
2M

λs
, t2+ + t2−

}
, i.e. |Ψ|2 ≤ min

{
2M

λs
, t2+ + t2−

}
.

Now we are going to show statements (ii) and (iii). First, we need to show that

∇Ψ ∈ L∞(R2), i.e. ∇ψ± ∈ L∞(R2). Indeed, from (1.2) it follows that

−4ψ± = [A±(t2± − |ψ±|2) +B(t2∓ − |ψ∓|2)]ψ±.

94



Then, by part (i), we have

|4ψ±| ≤ (|A±(t2± − |ψ±|2)|+ |B(t2∓ − |ψ∓|2)|)|ψ±|

≤ (A±t
2
± + |B|t2∓)|ψ±| < C, ∀ x ∈ R2.

By the Sobolev embedding, it follows that for any p ∈ (2,∞), ∀ x0 ∈ R2,

‖∇ψ±‖L∞(B1(x0)) ≤ ‖ψ±‖W 2,p(B1(x0))

≤ C
(
‖ψ±‖Lp(B2(x0)) + ‖4ψ±‖Lp(B2(x0))

)
≤ C‖ψ±‖L∞(B2(x0)) ≤ C.

Hence, we have that ∇ψ± ∈ L∞(R2), i.e. ∇Ψ ∈ L∞(R2).

Now it is time to show the uniform convergence of |ψ±|2 as |x| → ∞. In fact, we use

the argument by contradiction. Suppose that there is a sequence |xn| → ∞ such that

||ψ+(xn)| − t+| ≥ δ for some δ > 0. First, we consider the case for |ψ+(xn)| − t+ ≥ δ.

Then,

|ψ+(x)| ≤ |ψ+(x)− ψ+(xn)|+ |ψ+(xn)|

≤ ‖∇ψ+‖L∞|x− xn|+ |ψ+(xn)|

≤M+ ·
δ

2M+

+ t+ − δ for x ∈ B(xn,
δ

2M+

)

= t+ −
δ

2
,

with M+ = ‖∇ψ+‖L∞ . It follows then

(|ψ+|2 − t2+)2 = (|ψ+|+ t+)2 · (t+ − |ψ+|)2 ≥ t2+ ·
δ2

4
, (6.5)

i.e. (|ψ+|2 − t2+)2 ≥ t2+ · δ
2

4
. Therefore,∫

B(xn,
δ

2M+
)

(|ψ+|2 − t2+)2 ≥
∫
B(xn,

δ
2M+

)

t2+ ·
δ2

4
dx =

t2+δ
2

4
· πδ

2

4M2
+

. (6.6)
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On the other hand, by the positive definiteness of F (Ψ), we have that (|ψ+|2 −

t2+)2 + (|ψ−|2 − t2−)2 ≤ 1
λs
F (Ψ). Hence, by (1.3),∫

R2

A+(|ψ+|2 − t2+)2 + A−(|ψ−|2 − t2−)2 ≤ A+ + A−
λs

∫
R2

F (Ψ) <∞. (6.7)

It is easy to obtain that ∫
R2

(|ψ±|2 − t2±)2 <∞ (6.8)

for A± > 0.

Since (6.8) holds, there is some R0 such that∫
|x|>R0

(|ψ+|2 − t2+)2 <
t2+δ

2

4
· πδ

2

4M2
+

. (6.9)

Since (6.6) and |xn| → ∞, this yields a contradiction.

Second, we discuss the case for |ψ+(xn)| − t+ ≥ δ. Then, we have that

(|ψ+|2 − t2+)2 = (|ψ+|+ t+)2 · (t+ − |ψ+|)2 ≥ t2+ · δ2, (6.10)

which implies that∫
B(xn,

δ
2M+

)

(|ψ+|2 − t2+)2 ≥
∫
B(xn,

δ
2M+

)

t2+ · δ2dx =
πδ4t2

4M2
+

. (6.11)

Since (6.8) holds, there is some R0 such that∫
|x|>R0

(|ψ+|2 − t2+)2 <
πδ4t2

4M2
+

. (6.12)

Since (6.6) and |xn| → ∞, this yields a contradiction. Together with above two cases,

we obtain the uniform convergence of |ψ+|2 as |x| → ∞. Similarly we can also get

|ψ−|2 → t2− uniformly as |x| → ∞. Immediately by part (i), there exist smooth

functions ρ±, φ± and contants n± ∈ Z for |x| ≥ R0 such that

Ψ(x) = [ψ+(x), ψ−(x)] = [ρ+(x)ei(n+θ+φ+(x)), ρ−(x)ei(n−θ+φ−(x))].
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To prove (6.3), we write the equations for ϕ± = n±θ + φ± and ρ± by (1.2):

−4ρ± + ρ±|∇ϕ±|2 − i(2∇ρ±∇ϕ± − ρ±4ϕ±) = [A±(t2± − ρ2
±) +B(t2∓ − ρ2

∓)]ρ±.

After separating the real and imaginary parts of above equations, we can obtain that

div(ρ2
±∇ϕ±) = 0, (6.13)

−4ρ± + ρ±|∇ϕ±|2 = [A±(t2± − ρ2
±) +B(t2∓ − ρ2

∓)]ρ±. (6.14)

Note that ϕ± = n±θ + φ±, we have

∇ϕ± = n±∇θ +∇φ± = n±
V

r
+∇φ±, (6.15)

where V (x) is the vector-field in R2\{0} defined by V (r cos θ, r sin θ) = (− sin θ, cos θ).

Combining (6.13) and (6.15), we get that

div(ρ2
±∇ϕ±) = div[ρ2

±(
n±
r
· V +∇φ±)] = 0 for |x| ≥ R0. (6.16)

We will split our proof in the following several steps.

Step 1. We have that. for every R > R0,

∫
SR

ρ2
±
∂φ±
∂ν

= 0.

We show the proof of ψ+ firstly. Consider the vector-field D+ = (ψ+×ψ+,x1 , ψ+×

ψ+,x2) (which is well-defined and smooth on all of R2). Therefore,

divD+ =
∂

∂x1

(ψ+ × ψ+,x1) +
∂

∂x2

(ψ+ × ψ+,x2)

=
∂

∂x1

[Im(ψ+ψ+,x1)] +
∂

∂x2

[Im(ψ+ψ+,x2)]

= Im(ψ+,x1ψ+,x1) + Im(ψ+ψ+,x1x1) + Im(ψ+,x2ψ+,x2) + Im(ψ+ψ+,x2x2)

= Im(|ψ+,x1 |2) + Im(ψ+ψ+,x1x1) + Im(|ψ+,x2|2) + Im(ψ+ψ+,x2x2)

= ψ+ × ψ+,x1x1 + ψ+ × ψ+,x2x2

= ψ+ ×4ψ+

= ψ+ × {[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+}
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= 0,

i.e.

divD+ = 0. (6.17)

integrating (6.17) on BR we have∫
BR

divD+ =

∫
SR

D+ · ν = 0 for ∀ R > 0.

On the other hand, since ψ+ = ρ+e
iϕ+ , we obtain that

ψ+ × ψ+,x1 = Im(ψ+ψ+,x1) = Im[ρ+e
−iϕ+(ρ+,x1e

iϕ+ + iρ+e
iϕ+ϕ+,x1)]

= Im(ρ+ρ+,x1 + iρ2
+ϕ+,x1)

= ρ2
+ϕ+,x1 .

Similarly we also have ψ+ × ψ+,x2 = ρ2
+ϕ+,x2 . Therefore, D+ = (ρ2

+ϕ+,x1 , ρ
2
+ϕ+,x2) =

ρ2
+∇ϕ+. By the fact V · ν = 0 on SR, it follows that

0 =

∫
SR

D+ · ν =

∫
SR

ρ2
+ · ∇ϕ+ · ν =

∫
SR

ρ2
+(
n+

r
V +∇φ+) · ν

=

∫
SR

ρ2
+ ·

n+

r
V · ν + ρ2

+∇φ+ · ν

=

∫
SR

ρ2
+∇φ+ · ν ,

i.e.

∫
SR

ρ2
+

∂φ+

∂ν
= 0. Similarly we can get

∫
SR

ρ2
−
∂φ−
∂ν

= 0 as well. Hence,∫
SR

ρ2
±
∂φ±
∂ν

= 0 . (6.18)

Step 2. We have

∫
R2\BR0

|∇φ±|2 <∞.

We still consider the proof for the case of ψ+ firstly. Set φ+,R =
1

2πR

∫
SR

φ+.

Multiplying φ+ − φ+,R to φ+-equation of (6.13) and integrating over AR = BR \ BR0

we obtain ∫
AR

div(ρ2
+∇ϕ+) · (φ+ − φ+,R) = 0.
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By the fact V · ν = 0, it then follows that∫
AR

ρ2
+∇ϕ+(∇φ+ −∇φ+,R)

=

∫
∂AR

ρ2
+∇ϕ+ · ν(φ+ − φ+,R)

=

∫
SR

ρ2
+∇ϕ+ · ν(φ+ − φ+,R)−

∫
SR0

ρ2
+∇ϕ+ · ν(φ+ − φ+,R)

=

∫
SR

ρ2
+(
n+

r
V +∇φ+) · ν(φ+ − φ+,R)−

∫
SR0

ρ2
+(
n+

r
V +∇φ+) · ν(φ+ − φ+,R)

=

∫
SR

ρ2
+∇φ+ · ν(φ+ − φ+,R)−

∫
SR0

ρ2
+∇φ+ · ν(φ+ − φ+,R).

i.e.∫
AR

ρ2
+∇ϕ+∇φ+ =

∫
SR

ρ2
+∇φ+ · ν(φ+ − φ+,R)−

∫
SR0

ρ2
+∇φ+ · ν(φ+ − φ+,R). (6.19)

It is clear that V (r cos θ, r sin θ) = (− sin θ, cos θ) = (−x2
r
, x1
r

) = 1
r
(∂x1
∂θ
, ∂x2
∂θ

), and

V · ∇φ+ = 1
r
(∂x1
∂θ
, ∂x2
∂θ

) · ∇φ+ = 1
r
∂φ+
∂θ

, we have that∫
AR

n+

r
· V · ∇φ+ =

∫
AR

n+

r
· 1

r

∂φ+

∂θ

=

∫ 2π

0

∫ R

R0

n+

r2

∂φ+

∂θ
rdrdθ

=

∫ R

R0

n+

r

(∫ 2π

0

∂φ+

∂θ
dθ

)
dr

=

∫ R

R0

n+

r
[φ+(r, 2π)− φ+(r, 0)]dr

= 0. (6.20)

By (6.18)-(6.19), we have∫
AR

ρ2
+∇ϕ+∇φ+ =

∫
AR

ρ2
+(
n+

r
· V +∇φ+)∇φ+

=

∫
AR

ρ2
+

n+

r
· V · ∇φ+ + ρ2

+|∇φ+|2
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=

∫
SR

ρ2
+∇φ+ · ν(φ+ − φ+,R)−

∫
SR0

ρ2
+∇φ+ · ν(φ+ − φ+,R)

=

∫
SR

ρ2
+

∂φ+

∂ν
(φ+ − φ+,R)−

∫
SR0

ρ2
+

∂φ+

∂ν
φ+ +

∫
SR0

ρ2
+

∂φ+

∂ν
φ+,R

=

∫
SR

ρ2
+

∂φ+

∂ν
(φ+ − φ+,R)−

∫
SR0

ρ2
+

∂φ+

∂ν
φ+

=

∫
SR

ρ2
+

∂φ+

∂ν
(φ+ − φ+,R)− C,

i.e. ∫
AR

ρ2
+

n+

r
· V · ∇φ+ + ρ2

+|∇φ+|2 =

∫
SR

ρ2
+

∂φ+

∂ν
(φ+ − φ+,R)− C, (6.21)

where C is some constant independent of R.

Then by (6.20) we have∫
AR

ρ2
+|∇φ+|2 =

∫
SR

ρ2
+

∂φ+

∂ν
(φ+ − φ+,R)−

∫
AR

ρ2
+

n+

r
· V · ∇φ+ − C

=

∫
SR

ρ2
+

∂φ+

∂ν
(φ+ − φ+,R) +

∫
AR

(t2+ − ρ2
+)
n+

r
· V · ∇φ+ − C,

it yields that∫
AR

ρ2
+|∇φ+|2 ≤

∫
SR

ρ2
+

∣∣∣∣∂φ+

∂ν

∣∣∣∣ · |φ+ − φ+,R|+
∫
AR

|t2+ − ρ2
+| ·

n+

r
· |V | · |∇φ+|+ C

≤
∫
SR

C1

∣∣∣∣∂φ+

∂ν

∣∣∣∣ · |φ+ − φ+,R|+
∫
AR

|t2+ − ρ2
+| ·

n+

r
· |∇φ+|+ C. (6.22)

By Cauchy-Schwartz inequality and the Poincaré’s inequality, we obtain that∣∣∣∣∫
SR

∂φ+

∂ν
(φ+ − φ+,R)

∣∣∣∣ ≤
[∫

SR

∣∣∣∣∂φ+

∂ν

∣∣∣∣2
]1/2 [∫

SR

|φ+ − φ+,R|2
]1/2

, (6.23)

∫
SR

|φ+ − φ+,R|2 ≤ R2

∫
SR

|∇Tφ+|2 . (6.24)
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Combining (6.23) and (6.24) and Young’s inequality, we get that∣∣∣∣∫
SR

∂φ+

∂ν
(φ+ − φ+,R)

∣∣∣∣ ≤
[∫

SR

∣∣∣∣∂φ+

∂ν

∣∣∣∣2
]1/2 [∫

SR

|φ+ − φ+,R|2
]1/2

≤

[∫
SR

∣∣∣∣∂φ+

∂ν

∣∣∣∣2
]1/2 [

R2

∫
SR

|∇Tφ+|2
]1/2

= R

[∫
SR

∣∣∣∣∂φ+

∂ν

∣∣∣∣2
]1/2 [∫

SR

|∇Tφ+|2
]1/2

≤ R

2

[∫
SR

∣∣∣∣∂φ+

∂ν

∣∣∣∣2 +

∫
SR

|∇Tφ+|2
]

=
R

2

∫
SR

|∇φ+|2. (6.25)

On the other hand, by (6.8) we obtain that

n+

∫
AR

|t2+ − ρ2
+|
|∇φ+|
r
≤ n+

R0

∫
AR

|t2+ − ρ2
+||∇φ+|

≤ n+

R0

[∫
AR

(t2+ − ρ2
+)2

]1/2 [∫
AR

|∇φ+|2
]1/2

≤ C

[∫
AR

|∇φ+|2
]1/2

, (6.26)

where C is some constant.

Denote Λ = min{2M
λs
, t2+ + t2−} with M denoted as in part (i). Since |ψ+|2 → t2+

uniformly as |x| → ∞. For fixed δ = t2+− 3Λ
4

, there exists a radius R = R(δ) such that∣∣|ψ+|2 − t2+
∣∣ < δ, i.e. −δ < |ψ+|2 − t2+ < δ. Therefore, |ψ+|2 > t2+ − δ = 3Λ

4
, i.e.

|ψ+|2 > α :=
3Λ

4
>

Λ

2
. (6.27)

Hence, by (6.22)-(6.27), we have that

α

∫
AR

|∇φ+|2 <
∫
AR

ρ2
+|∇φ+|2

≤
∫
SR

Λ · ∂φ+

∂ν
(φ+ − φ+,R) +

∫
AR

|t2+ − ρ2
+| ·

n+

r
· |∇φ+|+ C
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≤ RΛ

2

∫
SR

|∇φ+|2 + C1

[∫
AR

|∇φ+|2
]1/2

+ C2 ,

which implies that∫
AR

|∇φ+|2 <
RΛ

2α

∫
SR

|∇φ+|2 + C1

[∫
AR

|∇φ+|2
]1/2

+ C2, (6.28)

where C1, C2 are some constants.

Set, R ≥ R0,

f(R) =

∫
AR

|∇φ+|2 =

∫ 2π

0

∫ R

R0

|∇φ+|2rdrdθ , (6.29)

then

f ′(R) = R

∫ 2π

0

|∇φ+|2dθ =

∫
SR

|∇φ+|2dSR. (6.30)

Hence, by (6.28)-(6.30),

f(R) ≤ RΛ

2α
f ′(R) + C + Cf(R)1/2 . (6.31)

The desired conclusion of Step 2 now follows from the Claim below:

Claim: Any function satisfying (6.31) and f(R) ≤ CR for ∀R ≥ R0 is bounded

on (R0,+∞).

In fact, from (6.31), it follows that

f(R) ≤ RΛ

2α
f ′(R) + C + Cf(R)1/2

= Rf ′(R)

(
Λ

2α
+
Cf(R)1/2

Rf ′(R)

)
+ C

=:
1

β
Rf ′(R) + C , (6.32)

where 1
β

= Λ
2α

+ Cf(R)1/2

Rf ′(R)
.

In the following, we need to show that β > 1, i.e.

1

β
=

Λ

2α
+
Cf(R)1/2

Rf ′(R)
=

ΛRf ′(R) + 2αCf(R)1/2

2αRf ′(R)
< 1 .
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It is equivalent to show that ΛRf ′(R) + 2αCf(R)1/2 < 2αRf ′(R), i.e.

R
[
f ′(R)(Λ− 2α) + 2αC

R
f(R)1/2

]
< 0. If we can prove that f ′(R)(Λ−2α)+ 2αC

R
f(R)1/2

is negative, we’ve done.

Since f(R) ≤ CR for ∀R ≥ R0, we have that

f ′(R)(Λ− 2α) +
2αC

R
f(R)1/2 ≤ f ′(R)(Λ− 2α) +

2αC

R
(CR)1/2

= f ′(R)(Λ− 2α) +
2αC3/2

R1/2
,

i.e.

f ′(R)(Λ− 2α) +
2αC

R
f(R)1/2 ≤ f ′(R)(Λ− 2α) +

2αC3/2

R1/2
. (6.33)

The second term of the right hand side of (6.33) is small enough if R is sufficiently

large, and the first term of the right hand side of the above inequality is negative since

f ′(R) is positive and (6.27). Therefore, f ′(R)(Λ− 2α) + 2αC
R
f(R)1/2 is negative, which

implies ΛRf ′(R) + 2αCf(R)1/2 < 2αRf ′(R). Hnece, 1
β
< 1, which yields that

f(R) ≤ R

β
f ′(R) + C (6.34)

with β > 1. Set g(R) = f(R) − C, so that g(R) ≤ R
β
g′(R) by (6.34). Then, multiply

β
Rβ+1 to this inequality to obtain that

β

Rβ+1
g(R) ≤ 1

Rβ
g′(R),

i.e. (R−βg(R))′ ≥ 0.

We claim that g(R) ≤ 0 for ∀R ≥ R0. Argument by contradiction. Suppose not,

then g(R1) > 0 for some R1 ≥ R0. Since (R−βg(R))′ ≥ 0, i.e. R−βg(R) is increasing

in R. Therefore, R−βg(R) ≥ R−β1 g(R1) for ∀R ≥ R1, i.e. g(R) ≥
(
R
R1

)β
g(R1) for

∀R ≥ R1. Since g(R) = f(R)− C, then we obtain that

f(R)− C ≥
(
R

R1

)β
g(R1) , (6.35)

103



it follows that

f(R) ≥
(
R

R1

)β
g(R1) + C

=

(
R

R1

)β−1
g(R1)

R1

R + C

≥ g(R1)

R1

R + C

=: CR + C > CR for R ≥ R0,

which is a contradiction. Hence, we get the result for φ+. Similarly we can get the

result for φ−. Therefore, we finish the proof of Step 2.

Step 3. We have

∫
R2\BR0

|∇ρ±|2 <∞.

Indeed, we firstly claim that∫
R2\BR0

(t± − ρ±)|∇ϕ±|2 <∞ . (6.36)

Since

|∇ϕ±| =
∣∣∣∣n±Vr +∇φ±

∣∣∣∣ ≤ n±
r

+ |∇φ±|,

|∇ϕ±|2 ≤
(n±
r

+ |∇φ±|
)2

=
n2
±

r2
+ |∇φ±|2 + 2

n±
r
|∇φ±|

≤ 2

(
n2
±

r2
+ |∇φ±|2

)
.

Then, by Step 2 and (6.8), we have∫
R2\BR0

(t± − ρ±)|∇ϕ±|2 ≤ 2

∫
R2\BR0

(t± − ρ±)

(
n2
±

r2
+ |∇φ±|2

)
= 2

∫
R2\BR0

(t± − ρ±)
n2
±

r2
+ 2

∫
R2\BR0

(t± − ρ±)|φ±|2

≤ 2n2
±

∫
R2\BR0

(t± − ρ±)
1

r2
+ 2

∫
R2\BR0

t±|φ±|2
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≤ 2n2
±

∫
R2\BR0

(t± − ρ±)
1

r2
+ C1

≤ 2n2
±

[∫
R2\BR0

(t± − ρ±)2

]1/2 [∫
R2\BR0

1

r4

]1/2

+ C1

= 2C2n
2
±

(∫
R2\BR0

(t2± − ρ2
±)2

(t± + ρ±)2

)1/2

+ C1

≤
2C2n

2
±

t2±

(∫
R2\BR0

(t2± − ρ2
±)2

)1/2

+ C1

<∞,

i.e. ∫
R2\BR0

(t± − ρ±)|∇ϕ±|2 <∞. (6.37)

Fix some smooth function η such that

η(x) =


1, if |x| ≤ 1,

0 < η < 1, if 1 < |x| < 2,

0, if |x| ≥ 2.

(6.38)

Set ηR(x) = η(x/R). Since ρ± satisfy the following two equations respectively:

−4ρ+ + ρ+|∇ϕ+|2 = A+(t2+ − ρ2
+)ρ+ +B(t2− − ρ2

−)ρ+, (6.39)

−4ρ− + ρ−|∇ϕ−|2 = A−(t2− − ρ2
−)ρ− +B(t2+ − ρ2

+)ρ−. (6.40)

In the following we consider the case of ρ+ at first, the case for ρ− is similar to

the proof of ρ+. Multiplying (6.39) by (ρ+ − t+)ηR, integrating over R2 \ BR0 and

integrating by parts:∫
R2\BR0

(−4ρ+ + ρ+|∇ϕ+|2)(ρ+ − t+)ηR

=

∫
SR0

∂ρ+

∂ν
(ρ+ − t+)ηR +

∫
R2\BR0

∇ρ+∇[(ρ+ − t+)ηR]
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+

∫
R2\BR0

ρ+|∇ϕ+|2(ρ+ − t+)ηR

=

∫
SR0

∂ρ+

∂ν
(ρ+ − t+)ηR +

∫
R2\BR0

|∇ρ+|2ηR

+
1

2

∫
R2\BR0

∇(ρ+ − t+)2∇ηR +

∫
R2\BR0

ρ+|∇ϕ+|2(ρ+ − t+)ηR

= −
∫
R2\BR0

[A+(t2+ − ρ2
+)(t+ − ρ+) +B(t2− − ρ2

−)(t+ − ρ+)]ρ+ηR,

i.e. we have the following equation∫
SR0

∂ρ+

∂ν
(ρ+ − t+)ηR +

∫
R2\BR0

|∇ρ+|2ηR

+
1

2

∫
R2\BR0

∇(ρ+ − t+)2∇ηR +

∫
R2\BR0

ρ+|∇ϕ+|2(ρ+ − t+)ηR

= −
∫
R2\BR0

[A+(t+ − ρ+)2(t+ + ρ+) +B(t2− − ρ2
−)(t+ + ρ+)]ρ+ηR, (6.41)

Similarly, we can get the equation for ρ−:∫
SR0

∂ρ−
∂ν

(ρ− − t−)ηR +

∫
R2\BR0

|∇ρ−|2ηR

+
1

2

∫
R2\BR0

∇(ρ− − t−)2∇ηR +

∫
R2\BR0

ρ−|∇ϕ−|2(ρ− − t−)ηR

= −
∫
R2\BR0

[A−(t− − ρ−)2(t− + ρ−) +B(t2+ − ρ2
+)(t− − ρ−)]ρ−ηR, (6.42)

Adding (6.41) and (6.42) together, we have that∫
SR0

∂ρ+

∂ν
(ρ+ − t+)ηR +

∂ρ−
∂ν

(ρ− − t−)ηR +

∫
R2\BR0

(|∇ρ+|2 + |∇ρ−|2)ηR

+
1

2

∫
R2\BR0

∇(ρ+ − t+)2∇ηR +∇(ρ− − t−)2∇ηR

+

∫
R2\BR0

|∇ϕ+|2(ρ+ − t+)ρ+ηR +

∫
R2\BR0

|∇ϕ−|2(ρ− − t−)ρ+ηR

= −
∫
R2\BR0

[A+(t+ − ρ+)2(t+ + ρ+) +B(t2− − ρ2
−)(t+ − ρ+)]ρ+ηR

−
∫
R2\BR0

[A−(t− − ρ−)2(t− + ρ−) +B(t2+ − ρ2
+)(t− − ρ−)]ρ−ηR. (6.43)
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Define C+ := (t+ +ρ+)ρ+, C− := (t−+ρ−)ρ−, D := (t−+ρ−)ρ+ + (t+ +ρ+)ρ−, where

C+ and C− are positive, and we can get the upper bound for D:

|D| = |(t− + ρ−)ρ+ + (t+ + ρ+)ρ−|

≤ (|t−|+ |ρ−|)|ρ+|+ (|t+|+ |ρ+|)|ρ−|

≤ (t− + Λ)Λ + (t+ + Λ)Λ

= Λ(t+ + t− + 2Λ)

=: C0.

Using above information, we can rewrite the RHS of (6.43) and get an estimate:

−
∫
R2\BR0

[A+(t+ − ρ+)2(t+ + ρ+) +B(t2− − ρ2
−)(t+ − ρ+)]ρ+ηR

−
∫
R2\BR0

[A−(t− − ρ−)2(t− + ρ−) +B(t2+ − ρ2
+)(t− − ρ−)]ρ−ηR

= −
∫
R2\BR0

[A+(t+ − ρ+)2C+ + A−(t− − ρ−)2C−]ηR

−
∫
R2\BR0

B(t+ − ρ+)(t− − ρ−)DηR

≤ −
∫
R2\BR0

[A+(t+ − ρ+)2C+ + A−(t− − ρ−)2C−]ηR

+

∫
R2\BR0

|B||t+ − ρ+||t− − ρ−||D|ηR

≤
∫
R2\BR0

|B||t+ − ρ+||t− − ρ−||D|ηR

≤ C0

∫
R2\BR0

|B||t+ − ρ+||t− − ρ−|

≤ C3

∫
R2\BR0

(t+ − ρ+)2 + (t− − ρ−)2, (6.44)
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Combining (6.43) and (6.44), we obtain that∫
SR0

∂ρ+

∂ν
(ρ+ − t+)ηR +

∂ρ−
∂ν

(ρ− − t−)ηR +

∫
R2\BR0

(|∇ρ+|2 + |∇ρ−|2)ηR

+
1

2

∫
R2\BR0

∇(ρ+ − t+)2∇ηR +∇(ρ− − t−)2∇ηR

+

∫
R2\BR0

|∇ϕ+|2(ρ+ − t+)ρ+ηR +

∫
R2\BR0

|∇ϕ−|2(ρ− − t−)ρ+ηR

≤ C3

∫
R2\BR0

(t+ − ρ+)2 + (t− − ρ−)2,

then it yields that∫
R2\BR0

(|∇ρ+|2 + |∇ρ−|2)ηR ≤
∫
SR0

∂ρ+

∂ν
(t+ − ρ+)ηR +

∂ρ−
∂ν

(t− − ρ−)ηR

− 1

2

∫
R2\BR0

∇(ρ+ − t+)2∇ηR +∇(ρ− − t−)2∇ηR

+

∫
R2\BR0

|∇ϕ+|2(t+ − ρ+)ρ+ηR +

∫
R2\BR0

|∇ϕ−|2(t− − ρ−)ρ+ηR

+ C3

∫
R2\BR0

(t+ − ρ+)2 + (t− − ρ−)2

≤ max{t+, t−}
∫
SR0

∣∣∣∣∂ρ+

∂ν

∣∣∣∣+

∣∣∣∣∂ρ−∂ν
∣∣∣∣+

1

2

∫
R2\BR0

|∇(ρ+ − t+)2∇ηR|+ |∇(ρ− − t−)2∇ηR|

+ Λ

∫
R2\BR0

|∇ϕ+|2(t+ − ρ+) + Λ

∫
R2\BR0

|∇ϕ−|2(t− − ρ−)

+ C3

∫
R2\BR0

(t+ − ρ+)2 + (t− − ρ−)2. (6.45)

On the other hand, by (6.8), we have∫
R2\BR0

(t+ − ρ+)2 + (t− − ρ−)2 =

∫
R2\BR0

[
t2+ − ρ2

+

t+ + ρ+

]2

+

[
t2− − ρ2

−

t− + ρ−

]2

≤
∫
R2\BR0

[
t2+ − ρ2

+

t+

]2

+

[
t2− − ρ2

−

t−

]2

=
1

t2+

∫
R2\BR0

(t2+ − ρ2
+)2 +

1

t2−

∫
R2\BR0

(t2− − ρ2
−)2

<∞. (6.46)
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Also, note that∣∣∣∣∣
∫
R2\BR0

∇(ρ± − t±)2∇ηR

∣∣∣∣∣ =

∣∣∣∣∣
∫
R2\BR0

(ρ± − t±)2∆ηR

∣∣∣∣∣
≤
∫
R2\BR0

[(ρ+ − t+)2 + (ρ− − t−)2]∆ηR

≤ 1

R2

∫
R2\BR0

(ρ+ − t+)2 + (ρ− − t−)2

≤ C

R2
, (6.47)

where C is some positive constant.

Hence, from (6.37), (6.45) to (6.47), we obtain that∫
R2\BR0

(|∇ρ+|2 + |∇ρ−|2)ηR

≤ C

R2
+ C + max{t+, t−}

∫
SR0

∣∣∣∣∂ρ+

∂ν

∣∣∣∣+

∣∣∣∣∂ρ−∂ν
∣∣∣∣

≤ C

R2
+ C, (6.48)

where C is some constant.

Therefore, the right hand side of (6.48) remains bounded as R → ∞. Letting

R→∞ in (6.48) we obtain that∫
R2\BR0

|∇ρ+|2 + |∇ρ−|2 <∞.

If either of

∫
R2\BR0

|∇ρ±|2 =∞, we get the contradiction. Therefore,∫
R2\BR0

|∇ρ±|2 < ∞. We complete the proof of Step 3. After the above three steps,

we finish the proof of (6.3).

In the following, we will give the details of the proof of Proposition 6.1, which

follows the papers [BBH93] and [AB06], although many details must be modified in

the case of our system of equations.
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Proof of Proposition 6.1. The proof follows the lines of [BBH93] and [Sha94]

(see also [ABM09]). Let Rm → ∞ be any increasing divergent sequence, εm = 1/Rm,

and let 0 < a < 1 < b be fixed. Denote by Ω = Bb(0) \ Ba(0) and Ωm = BbRm(0) \

BaRm(0). Consider the rescaled solutions Ψεm(x) = [ψm+(x), ψm−(x)] = Ψ(Rmx) =

[ψ+(Rmx), ψ(Rmx)]. Then Ψεm satisfies

−∆ψm± +
1

ε2m
[A±(|ψm±|2 − t2±) +B(|ψm∓|2 − t2∓)]ψm± = 0 in Ω. (6.49)

We apply Lemma 6.3 to obtain R0 > 0 and ρ±, φ± defined for |x| ≥ R0. Since large |x|

is equivalent to large m we may write, for large m, ψm± = ρm±exp(i(n±θ + φm±(x))).

Step 1. Ψεm → Ψ∗ strongly in H1(Ω).

As in [ABM09], by (6.3) and the scaling y = Rmx we calculate that∫
Ω

|∇Ψεm|2 =

∫
Ω

|∇Ψ(Rmx)|2dx

=

∫
Ωm

R2
m|∇Ψ(y)|2 1

R2
m

dy =

∫
Ωm

|∇Ψ(y)|2dy

=

∫
Ωm

∑
i=±

[|∇ρi|2 + ρ2
i |ni∇θ +∇φi|2]

=

∫
Ωm

∑
i=±

[|∇ρi|2 + ρ2
i (n

2
i |∇θ|2 + |∇φi|2 + 2ni∇θ · ∇φi)]

=

∫
Ωm

∑
i=±

[|∇ρi|2 + ρ2
i

n2
i

r2
+ ρ2

i |∇φi|2 + 2ρ2
i

n2
i

r2
∇φi · (−x2, x1)]

=

∫
Ωm

∑
i=±

t2i
n2
i

r2
+O(1)

=

∫ 2π

0

∫ bRm

aRm

∑
i=±

t2i
n2
i

r2
rdrdθ +O(1)

= 2π(t2+n
2
+ + t2−n

2
−) ln

(
b

a

)
+O(1). (6.50)

Up to a subsequence, we get that Ψεm ⇀ Ψ∗ in H1(Ω; Σ), and

Ψ∗(x) = [t+e
i(n+θ+β+), t−e

i(n−θ+β−)] (6.51)
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with β± real constants. In fact, since Ψ∗ takes values in Σ we may write it locally

as Ψ∗ = [t+exp(iϕ+(x)), t−exp(iϕ−(x))], where ϕ± are possibly multivalued, real-

valued functions. Then, by Cauchy-Schwarz inequality, we derive a lower bound which

matches (6.50): ∫
Ω

|∇ψ∗±|2 =

∫
Ω

|∇(t±e
iϕ±)|2 =

∫
Ω

t2±|∇ϕ±|2

≥ t2±

∫
Ω

(∇ϕ± · τ)2

= t2±

∫ b

a

∫ 2π

0

(∇ϕ± · τ)2rdθdr

= t2±

∫ b

a

(∫
Sr

(∇ϕ± · τ)2dSr

)
dr

= t2±

∫ b

a

(∫
Sr

(
∂ϕ±
∂τ

)2

dSr

)
dr

≥ t2±

∫ b

a

(∫
Sr
∂ϕ±/∂τdSr

)2

2πr
dr

= t2±

∫ b

a

(2πn±)2

2πr
dr

= 2πt2±n
2
±

∫ b

a

1

r
dr

= 2πt2±n
2
± ln (b/a) .

By lower semi-continuity, we have∫
Ω

|∇Ψ∗±|2 ≤ 2π ln (b/a) (t2+n
2
+ + t2−n

2
−).

Combining above two inequalities, we obtain
∫

Ω
|∇Ψ∗±|2 = 2π ln (b/a) (t2+n

2
+ + t2−n

2
−).

Step 2. LetAε := 1
2
|∇Ψεm|2. Then, whenever |ψεm± | ≥ 1

T
with 1

T
:= min

{
1
2
t2+,

1
2
t2−
}

,

−∆Aε +
1

2
|D2Ψεm|2 ≤ 4TA2

ε , if A+A− −B2 > 0, A± > 0. (6.52)

In the following, we write ε = εm, dropping the subscript, and often write Ψεm =
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Ψ = (ψ+, ψ−) for simplicity if notation. By a simple calculation, we have that

∆

(
1

2
|∇ψ±|2

)
= |D2ψ±|2 +

2∑
i=1

ψ±,xi ·∆(ψ±,xi).

From (1.2), we have that

∆(ψ+,xi) =
1

ε2
[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+,xi

+
1

ε2
[2A+〈ψ+, ψ+,xi〉+ 2B〈ψ−, ψ−,xi〉]ψ+

=
1

ε2
[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]ψ+,xi

+
2

ε2
[A+〈ψ+, ψ+,xi〉+B〈ψ−, ψ−,xi〉]ψ+.

Similarly,

∆(ψ+,xi) =
1

ε2
[A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]ψ−,xi

+
2

ε2
[A−〈ψ−, ψ−,xi〉+B〈ψ+, ψ+,xi〉]ψ−.

Therefore,

∆

(
1

2
|∇ψ+|2

)
= |D2ψ+|2 +

2∑
i=1

ψ+,xi ·∆(ψ+,xi)

= |D2ψ+|2 +
1

ε2
[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]|∇ψ+|2

+
2

ε2
[A+〈ψ+,∇ψ+〉2 +B〈ψ+,∇ψ+〉〈ψ−,∇ψ−〉].

Similarly,

∆

(
1

2
|∇ψ−|2

)
= |D2ψ−|2 +

1

ε2
[A−(|ψ−|2 − t2+) +B(|ψ+|2 − t2+)]|∇ψ−|2

+
2

ε2
[A−〈ψ−,∇ψ−〉2 +B〈ψ+,∇ψ+〉〈ψ−,∇ψ−〉].

By the positive definite condition,

−∆Aε + |D2Ψ|2 = − 1

ε2
[A+(|ψ+|2 − t2+) +B(|ψ−|2 − t2−)]|∇ψ+|2
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− 1

ε2
[A−(|ψ−|2 − t2−) +B(|ψ+|2 − t2+)]|∇ψ−|2

− 2

ε2
[A+〈ψ+,∇ψ+〉2 + A−〈ψ−,∇ψ−〉2 +B〈ψ+,∇ψ+〉〈ψ−,∇ψ−〉]

≤ −∆ψ+

ψ+

|∇ψ+|2 −
∆ψ−
ψ−
|∇ψ−|2 −

2

ε2
λs[〈ψ+,∇ψ+〉2 + 〈ψ−,∇ψ−〉2]

≤ −∆ψ+

ψ+

|∇ψ+|2 −
∆ψ−
ψ−
|∇ψ−|2.

By the fact |∆ψ±| ≤
√

2|D2ψ±| and Cauchy’s inequality, we also have

−∆Aε + |D2Ψ|2

≤ |∆ψ+|
|ψ+|

|∇ψ+|2 +
|∆ψ−|
|ψ−|

|∇ψ−|2

≤
√

2|D2ψ+|
|ψ+|

|∇ψ+|2 +

√
2|D2ψ−|
|ψ−|

|∇ψ−|2

=
√

2

(
|D2ψ+|
|ψ+|

|∇ψ+|2 +
|D2ψ−|
|ψ−|

|∇ψ−|2
)

≤
√

2

(
1

2
√

2
|D2ψ+|2 +

√
2

2

|∇ψ+|4

|ψ+|2

)
+
√

2

(
1

2
√

2
|D2ψ−|2 +

√
2

2

|∇ψ−|4

|ψ−|2

)

=
1

2

(
|D2ψ+|2 + |D2ψ−|2

)
+

(
|∇ψ+|4

|ψ+|2
+
|∇ψ−|4

|ψ−|2

)
≤ 1

2
|D2Ψ|2 + T (|∇ψ+|4 + |∇ψ−|4)

≤ 1

2
|D2Ψ|2 + T (|∇ψ+|2 + |∇ψ−|2)2

=
1

2
|D2Ψ|2 + T |∇Ψ|4

=
1

2
|D2Ψ|2 + 4TA2

ε ,

i.e. −∆Aε + 1
2
|D2Ψ|2 ≤ 4TA2

ε , as desired.

Step 3. Ψεm is bounded in H2
loc and ∇Ψεm is bounded in L∞loc .

Since Ψ→ Ψ∗ strongly in H1(Ω), for given δ > 0 (to be determined later), we may

choose R sufficiently small so that∫
B(x0,R)

|∇Ψ|2 < δ, ∀ x0 ∈ Ω, ∀ε. (6.53)
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Fix a point x0 ∈ Ω and set d = dist(x0, ∂Ω). Let ζ be a smooth function with support

in B(x0, r) with r = min(d/2, R) such that ζ = 1 on B(x0, r/2). Multiplying ζ2 to

(6.52) and integrating by parts we have∫
Ω

−Aε∆(ζ2) +
1

2

∫
Ω

|D2ψ±|2ζ2 ≤ 4T

∫
Ω

A2
εζ

2,

then by Cauchy-Schwartz inequality and Cauchy’s inequality,

1

2

∫
Ω

|D2ψ±|2ζ2 ≤ 4T

∫
Ω

A2
εζ

2 +

∫
Ω

Aε∆(ζ2)

≤ 4T

∫
Ω

A2
εζ

2 +

[∫
Ω

(Aεζ)2

]1/2
[∫

Ω

(
∆(ζ2)

ζ

)2
]1/2

≤ 4T

∫
Ω

A2
εζ

2 + ε

∫
Ω

(Aεζ)2 +
1

4ε

∫
Ω

(
∆(ζ2)

ζ

)2

= C1

∫
Ω

A2
εζ

2 + C2,

with C1, C2 are some constants. This implies that

1

2

∫
Ω

|D2ψ±|2ζ2 ≤ C1

∫
Ω

A2
εζ

2 + C2 = C3

∫
Ω

|∇Ψ|4ζ2 + C2,

i.e. ∫
Ω

|D2ψ±|2ζ2 ≤ C3

∫
Ω

|∇Ψ|4ζ2 + C2

≤ C3

∫
Ω

(|∇ψ+|2 + |∇ψ−|2)2ζ2 + C2

≤ 2C3

∫
Ω

(|∇ψ+|4 + |∇ψ−|4)ζ2 + C2.

Recall that W 1,1(Ω) ⊂ L2(Ω) (since Ω ⊂ R2) and(∫
Ω

ϕ2

)1/2

≤ C

∫
Ω

|∇ϕ|+ |ϕ|, ∀ϕ ∈ W 1,1(Ω)

(see (28) in [BBH93]), we obtain that(∫
Ω

ζ2|∇ψ±|4
)1/2

≤ C

∫
Ω

∣∣∇(ζ|∇ψ±|2)
∣∣+ ζ|∇ψ±|2
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= C

∫
Ω

∇ζ · |∇ψ±|2 + 2ζ|∇ψ±| · |D2ψ±|+ ζ · |∇ψ±|2

≤ C

∫
Ω

|∇ψ±|2 + C

∫
Ω

ζ|∇ψ±| · |D2ψ±|

≤ C + C

∫
Ω

ζ|∇ψ±| · |D2ψ±|,

which implies that∫
Ω

ζ2|∇ψ±|4 ≤ C + C

(∫
Ω

ζ|∇ψ±| · |D2ψ±|
)2

= C + 2C

∫
Ω

ζ|∇ψ±| · |D2ψ±|+ C

(∫
Ω

ζ|∇ψ±| · |D2ψ±|
)2

≤ C + C

(∫
Ω

ζ|∇ψ±| · |D2ψ±|
)2

≤ C + C

[∫
Ω

ζ2|D2ψ±|2
] [∫

Ω

|∇ψ±|2
]

≤ C + Cδ

∫
Ω

ζ2|D2ψ±|2,

i.e.

∫
Ω

ζ2|∇ψ±|4 ≤ C + Cδ

∫
Ω

ζ2|D2ψ±|2.

Add the two inequalities for ψ+, ψ− together, we get that∫
Ω

ζ2
[
|∇ψ+|4 + |∇ψ−|4

]
≤ Cδ

∫
Ω

ζ2
(
|D2ψ+|2 + |D2ψ−|2

)
+ C

= Cδ

∫
Ω

ζ2|D2Ψ|2 + C,

i.e. we obtain that ∫
Ω

ζ2|D2ψ±|2 ≤ C

∫
Ω

ζ2
[
|∇ψ+|4 + |∇ψ−|4

]
+ C

≤ Cδ

∫
Ω

ζ2|D2Ψ|2 + C. (6.54)

Then, we add the two inequalities of |D2ψ+|2 and |D2ψ−|2 together, we get that∫
Ω

ζ2|D2Ψ|2 ≤ Cδ

∫
Ω

ζ2|D2Ψ|2 + C.
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If we choose δ sufficiently small, we may absorb
∫

Ω
ζ2|D2Ψ|2 into the LHS of (6.54).

Hence, it yields that ∫
Ω

ζ2|D2Ψ|2 ≤ C,

which implies that Ψ is bounded in H2
loc(Ω).

Now we will show ∇Ψ is bounded in L∞loc. Since Ψ is bounded in H2
loc, we have that

∇Ψ is bounded in H1
loc. By the Sobolev embedding H1 ↪→ Lq for ∀ q < ∞, we have

that ∇Ψ is bounded in Lqloc for ∀ q <∞. Then, we obtain that∫
K

|∇Ψ|2q ≤
[∫

K

(
|∇Ψ|2q

)q/2q
dx

]2q/q [∫
K

11− q
2q dx

]2

≤
[∫

K

|∇Ψ|qdx
]2

|K|2

≤ ‖∇Ψ‖2q
Lq(K)|Ω|

2 < C, where K ⊂⊂ Ω,

i.e. |∇Ψ|2 ∈ Lqloc for ∀ q <∞, which implies that Aε ∈ Lqloc for ∀ q <∞. From (6.52),

we deduce that

−∆Aε ≤ 4TA2
ε −

1

2
|D2Ψ|2 ≤ 4TA2

ε =: fε.

By using the similar argument as above, we can get that fε ∈ Lqloc for ∀ q < ∞.

Therefore, we have that −∆Aε ≤ fε with fε ∈ Lqloc for ∀ q <∞.

Now assume that  −∆ϕε = fε in 2K,

ϕε = 0 on ∂(2K),

where K = BR(x0), 2K = B2R(x0) with fε defined as above. Applying Lq-interior

estimate, it yields that ‖ϕε‖W 2,q(K) ≤ C‖fε‖Lq(2K) ≤ C. It follows that ϕε is bounded

in Lq(K). By the Sobolev embedding W 2,q ↪→ C1,α, we deduce that ϕε is bounded

in C1,α
loc , which implies that ϕε is bounded in L∞loc. Let ψ = Aε − ϕε, then we have

−∆ψ = −∆Aε + ∆ϕε ≤ 0 and ‖ψ‖Lq(K) ≤ ‖Aε‖Lq(K) + ‖ϕε‖Lq(K) ≤ C. On the other

hand, by the mean-value inequality and Hölder’s inequality, we obtain that

|ψ(x)| ≤ 1

|BR(x)|

∫
BR(x)

|ψ(y)|dy

116



≤ 1

|BR(x)|
‖ψ‖Lq |BR(x)|1−

1
q

≤ C(R),

i.e. ‖ψ‖L∞loc ≤ C. Therefore, ‖Aε‖L∞loc ≤ ‖ψ‖L∞loc + ‖ϕε‖L∞loc ≤ C, which yields that

Aε ∈ L∞loc, i.e. ‖∇Ψ‖L∞loc ≤ C.

Step 4. ‖∆Ψεm‖L∞loc ≤ C uniformly in ε.

Follow the process in [BBH93], we establish the following lemma:

Lemma 6.4. Let w0(r) be the solution of −ε2∆w0 + µw0 = 0, in B(0, R),

w0 = 1, on ∂B(0, R).
(6.55)

(A) When B < 0, A+A− −B2 > 0, we have, for ε <
3
√
µ

4
R,

0 < w0(r) ≤ exp

{√
µ

4εR
(r2 −R2)

}
on B(0, R),

with µ = min{t2+(A+ +Br), t2−(A− + B
r

)}.

(B) When B > 0, A+A− −B2 > 0, we have, for ε <
3
√
µ

4
R,

0 < w0(r) ≤ exp

{√
µ

4εR
(r2 −R2)

}
on B(0, R),

with µ = min{t2+(A+ −Br), t2−(A− − B
r

)}.

Proof. We show the proof in a general way. Let w(x) = w̄(cx) with x̄ = cx, x ∈ B(0, R)

and w̄ is the solution to (6.55), w is the solution to (6.55) when µ = 1. Then, we have

∆xw = c2∆x̄w̄, and −ε2∆w+w = −ε2c2∆x̄w̄+w̄ = c2
[
−ε2∆w̄ + 1

c2
w̄
]

= 0. Therefore,

after the scaling, we have −ε2∆w̄ + 1
c2
w̄ = 0, in B(0, R̄),

w̄ = 1, on ∂B(0, R̄),
(6.56)
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with c = 1√
µ

and R̄ = cR.

According to the result in [BBH93], it is clear that w(r) ≤ exp{ 1
4εR

(r2 − R2)} on

B(0, R). After the scaling above, we have that

w̄(r̄) ≤ exp

{
1

4ε
√
µR̄

(µr̄2 − µR̄2)

}
= exp

{√
µ

4εR̄
(r̄2 − R̄2)

}
on B(0, R̄).

Then, for ε < 3
4
R = 3

4

√
µR, i.e. for ε <

3
√
µ

4
R̄, we have

0 < w̄(r̄) ≤ exp

{√
µ

4εR̄
(r̄2 − R̄2)

}
on B(0, R̄).

Therefore, we finish our proof.

Proof of Step 4. We will use sup-sub solution argument for the following proof and

we divide the proof into two cases. Assume B(x0, R) ⊂ Ω. By translating axes, we

may assume x0 = 0.

Case 1. When B < 0, B2 < A+A−, choose r with −B
A−

< r < A+

−B , then let a± > 0

with a2
+ + a2

− = 1 and r = a−
a+

(i.e. r = tanα, α ∈ (0, π
2
), a+ = cosα, a− = sinα). We

define w± = a±
t2±
w0, where w0 is a solution to (6.55). Denote the limit operators for the

associated equation as follows:

L+
0 (w+, w−) = −ε

2

2
∆w+ + A+t

2
+w+ +Bt2−w−, (6.57)

L−0 (w−, w+) = −ε
2

2
∆w− + A−t

2
−w− +Bt2+w+. (6.58)

Make a substitution to (6.57)-(6.58), we have

L+
0 (w+, w−) =

a+

t2+

[
−ε

2

2
∆w0 + t2+

(
A+ +B

a−
a+

)
w0

]
=
a+

t2+

[
−ε

2

2
∆w0 + t2+ (A+ +Br)w0

]
≥ a+

2t2+

[
−ε2∆w0 + 2µw0

]
=

a+

2t2+
µw0,
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i.e. L+
0 (w+, w−) ≥ a+µ

2t2+
w0. Similarly, we have L−0 (w−, w+) ≥ a−µ

2t2−
w0.

Let

L+
−(w+, w−) = −ε

2

2
∆w+ + A+|ψ+|2w+ +B|ψ−|2w−,

and

L−−(w−, w+) = −ε
2

2
∆w− + A−|ψ−|2w− +B|ψ+|2w+.

Therefore, by the uniform convergence of |ψ±|2 and the lower bound for the limit

operators L±0 , we obtain that

L+
−(w+, w−) = −ε

2

2
∆w+ + A+t

2
+w+ +Bt2−w− + [A+(|ψ+|2 − t2+)w+ +B(|ψ−|2 − t2−)w−]

≥ a+µ

2t2+
w0 +

[
A+(|ψ+|2 − t2+)

A+a+

t2+
+B(|ψ−|2 − t2−)

Ba−
t2−

]
w0

≥ a+µ

4t2+
w0 > 0, for ε small enough.

Similarly, we have that L−−(w−, w+) ≥ a+µ
4t2+

w0 > 0. Therefore, we have L+
−(w+, w−) > 0

and L−−(w−, w+) > 0, which implies that [w+, w−] is sup-solution to L±−. Then, by the

upper bound of w0 in part (A) of Lemma 6.4, we get that

0 < w± ≤
a±
t2±

exp

{√
µ

4εR
(r2 −R2)

}
on B(0, R) for ε <

3
√
µ

4
R. (6.59)

Define ϕ± = ε2X±, with X± := 1
ε2

[
A±(|ψ±|2 − t2±) +B(|ψ∓|2 − t2∓)

]
and X±

∣∣
∂Ω

= 0,

so ψ± solves

−∆ψ± +X±ψ± = 0.

We then calculate the equations satisfied by ϕ±

−ε
2

2
∆ϕ+ + A+|ψ+|2ϕ+ +B|ψ−|2ϕ− = ε2E+, (6.60)

−ε
2

2
∆ϕ− + A−|ψ−|2ϕ− +B|ψ+|2ϕ+ = ε2E−, (6.61)

with E± = −(A±|∇ψ±|2 +B|∇ψ∓|2), ‖E±‖L∞ ≤ E0
± and E0

± are constants, and denote

the left side of (6.60)-(6.61) by L+(ϕ+, ϕ−), L−(ϕ−, ϕ+) separately.
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Now consider ϕ+ = ε2ū+ c+w+ and ϕ− = ε2v̄+ c−w− with ū, v̄ are some constants

to be chosen later. Also consider ϕ+ = ε2ū + c1w+, ϕ− = ε2v̄ + c1w− with c1 to be

determined later. Indeed, ‖ϕ+‖L∞(BR) ≤ A+(Λ + t2+) + B(Λ + t2−), we choose c+ such

that c+w+

∣∣
∂BR

> A+(Λ + t2+) + B(Λ + t2−) ≥ ‖ϕ+‖L∞(BR). Similarly, choose c− so

that c−w−
∣∣
∂BR

> A−(Λ + t2−) + B(Λ + t2+) ≥ ‖ϕ−‖L∞(BR). Define c1 = max{c+, c−},

we obtain that c1w± > c±w± ≥ ‖ϕ±‖L∞(BR), which implies that c1w± − ϕ±
∣∣
∂BR

< 0.

Hence, w± is sup-solution to L±(w+, w−) ≥ 0 with w±
∣∣
∂BR

= a±
t2±

.

Let u = ϕ+ − ϕ+, v = ϕ− − ϕ−, then by easy computations, we have

L+u = L+(ϕ+, ϕ−)− L+(ϕ+, ϕ−)

= ε2E+ −
[
−ε

2

2
∆(ε2ū+ c1w+) + A+|ψ+|2(ε2ū+ c1w+) +B|ψ−|2(ε2v̄ + c1w−)

]
= ε2E+ −

[
−ε

2

2
∆(c1w+) + A+|ψ+|2(c1w+) +B|ψ−|2(c1w+)

]
− ε2(A+|ψ+|2ū+B|ψ−|2v̄)

= ε2E+ − c1L
+(w+, w−)− ε2(A+|ψ+|2ū+B|ψ−|2v̄)

≤ ε2E+ − ε2(A+|ψ+|2ū+B|ψ−|2v̄),

i.e.

L+u ≤ ε2(E+ − A+|ψ+|2ū−B|ψ−|2v̄). (6.62)

By substituting v = ϕ− − ϕ− to (6.61), we similarly have that

L+u ≤ ε2(E− − A−|ψ−|2v̄ −B|ψ+|2ū). (6.63)

We now introduce a pair of modified comparison principles which will use to continue

the arguments. These are suitably modified from analogous comparison principles in

[AB06].

Lemma 6.5. Let A± and B be constants, Ω be a bounded domain.

(A) Assume A± > 0, B < 0 and A+A− −B2 > 0. Then, if u, v solve −∆u+ A+|ψ+|2u+B|ψ−|2v ≤ 0, u
∣∣
∂Ω
≤ 0,

−∆v + A−|ψ−|2v +B|ψ+|2u ≤ 0, v
∣∣
∂Ω
≤ 0,
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we have u ≤ 0 and v ≤ 0 in Ω.

(B) Assume A± > 0, B > 0 and A+A− −B2 > 0. Then, if u, v solve −∆u+ A+|ψ+|2u+B|ψ−|2v ≤ 0, u
∣∣
∂Ω
≤ 0,

−∆v + A−|ψ−|2v +B|ψ+|2u ≥ 0, v
∣∣
∂Ω
≥ 0,

we have u ≤ 0 and v ≥ 0 in Ω.

Proof. The proof is similar to Lemma 2.3. To verify (A), multiply the respective

equation by u+ = max(u, 0) and v+ = max(v, 0) and integrate by parts. There will be

no boundary terms, and we obtain that∫
Ω

[
|∇u+|2 + A+|ψ+|2u2

+ +B|ψ−|2u+v+ +B|ψ−|2u+v−
]
≤ 0, (6.64)∫

Ω

[
|∇v+|2 + A+|ψ−|2v2

+ +B|ψ+|2u+v+ +B|ψ+|2u−v+

]
≤ 0, (6.65)

where u− = min(u, 0) ≤ 0, v− = min(v, 0) ≤ 0. Multiply (6.64), (6.65) by t2+ and t2−

respectively and drop positive terms Bt2+|ψ−|2u+v−, Bt2−|ψ+|2u−v+, we get that∫
Ω

t2+|∇u+|2 + A+t
2
+|ψ+|2u2

+ +Bt2−|ψ−|2u+v+ ≤ 0,∫
Ω

t2−|∇v+|2 + A−t
2
−|ψ−|2v2

+ +Bt2−|ψ+|2u+v+ ≤ 0.

We add the two inequalities above, and note that the matrix associated to the quadratic

form is positive definite in Ω̄ by hypothesis and the uniform convergence of ψ±, so there

exists a function α > 0 with

A+t
2
+|ψ+|2u2

+ +B(t2+|ψ−|2 + t2−|ψ+|2)u+v+ + A−t
2
−|ψ−|2v2

+ ≥ α(u2
+ + v2

+) > 0.

In consquence,∫
Ω

t2+|∇u+|2 + t2−|∇v+|2 + α(u2
+ + v2

+)

≤
∫

Ω

[
t2+|∇u+|2 + t2−|∇v+|2 + A+t

2
+|ψ+|2u2

+

+B(t2+|ψ−|2 + t2−|ψ+|2)u+v+ + A−t
2
−|ψ−|2v2

+

]
≤ 0,

121



which implies that
∫

Ω
t2+|∇u+|2 + t2−|∇v+|2 < 0, and we conclude that u+ ≡ 0, v+ ≡ 0

in Ω. Therefore, u ≤ 0 and v ≤ 0 in Ω.

To prove (B) we again multiply the first equation by u+ to get (6.64), but multiply

the second by v− = min(v, 0) ≤ 0, to obtain∫
Ω

[
|∇v−|2 + A+|ψ−|2v2

− +B|ψ+|2u+v− +B|ψ+|2u−v−
]
≤ 0. (6.66)

Then, multiply (6.64), (6.66) by t2+, t
2
− respectively and drop off the non-affecting terms

Bt2+|ψ−|2u+v+ > 0, Bt2+|ψ+|2u−v− > 0, we get that∫
Ω

t2+|∇u+|2 + A+t
2
+|ψ+|2u2

+ +Bt2−|ψ−|2u+v− ≤ 0,∫
Ω

t2−|∇v−|2 + A−t
2
−|ψ−|2v2

− +Bt2−|ψ+|2u+v− ≤ 0.

We add the two inequalities above, and note that the matrix associated to the quadratic

form is positive definite in Ω̄ by hypothesis and the uniform convergence of ψ±, so there

exists a function β > 0 with

A+t
2
+|ψ+|2u2

+ +B(t2+|ψ−|2 + t2−|ψ+|2)u+v− + A−t
2
−|ψ−|2v2

− ≥ β(u2
+ + v2

−) > 0.

Similarly, as the proof in part (A), we conclude u+ ≡ 0, v− ≡ 0 in Ω. Therefore, u ≤ 0

and v ≥ 0 in Ω.

Back to the proof of Step 4, according to the result of Lemma 6.5, we treat each

case separately. For any δ > 0, there exists ε0 > 0 such that whenever ε < ε0, we have

A+|ψ+|2 = A+t
2
+ + o(1) ≥ (A+ − δ)t2+,

B|ψ−|2 = Bt2− + o(1) ≥ (B − δ)t2−,

A−|ψ−|2 = A−t
2
− + o(1) ≥ (A− − δ)t2−,

B|ψ+|2 = Bt2+ + o(1) ≥ (B − δ)t2+,

for all x ∈ Ω̄. We fix δ sufficiently small so that the same sign conditions hold for

these constants: (A+ − δ)t2+ > 0, (A− − δ)t2− > 0, (B − δ)t2+ < 0, (B − δ)t2− < 0 and
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[(A+ − δ)(A− − δ)− (B − δ)2]t2+t
2
− > 0. We now choose ū, v̄ to be the unique solution

to the following system  (A+ − δ)t2+ū+ (B − δ)t2−v̄ = E0
+,

(B − δ)t2+ū+ (A− − δ)t2−v̄ = E0
−,

that is,

ū =
E0

+(A− − δ)− E0
−(B − δ)

[(A+ − δ)(A− − δ)− (B − δ)2]t2+
> 0, v̄ =

E0
−(A+ − δ)− E0

+(B − δ)
[(A+ − δ)(A− − δ)− (B − δ)2]t2−

> 0.

Therefore, we have our system for u and v as defined before L+u ≤ ε2[E0
+ − (A+ − δ)t2+ū− (B − δ)t2−v̄] ≤ 0, u

∣∣
∂BR

< 0,

L+v ≤ ε2[E0
− − (A− − δ)t2−v̄ − (B − δ)t2+ū] ≤ 0, v

∣∣
∂BR

< 0.

Applying part (A) of Lemma 6.5, we conlude u ≤ 0, v ≤ 0, i.e. ϕ+ ≤ ε2ū + c+w+,

ϕ− ≤ ε2v̄ + c−w−, which yields

X+ ≤ ū+ c+
w+

ε2
, X− ≤ v̄ + c−

w−
ε2
, in B(x0, R).

Applying the L’Hospital’s rule to the upper bound of w± as ε goes to zero in (6.59),

we obtain X+ ≤ ū and X− ≤ v̄ as ε→ 0. For a complementary lower bound we note

that −X+, −X− satisfy a system of the exact same form, but with −E0
+, −E0

− on the

right side. We conclude that

‖X±‖L∞(B(x0,R/2)) ≤ max{ū, v̄}.

Since B(x0, R) ⊂ Ω for ∀R, by covering argument Ω is compact. Connect back to

∆ψ±, ‖∆ψ±‖L∞loc ≤ C in case B < 0.

Case 2. When B > 0, A+A− > B2, choose r with B
A−

< r < A+

B
, then let a± > 0

with a2
+ + a2

− = 1 and r = a−
a+

(i.e. r = tanα, α ∈ (0, π
2
), a+ = cosα, a− = sinα).

We define w± = a±
t2±
w0, where w0 is a solution to (6.55). As in the proof of case 1, we

define the limit operators to the associated equations as follows:

L+
0 (w+, w−) = −ε

2

2
∆w+ + A+t

2
+w+ −Bt2−w−, (6.67)
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L−0 (w−, w+) = −ε
2

2
∆w− + A−t

2
−w− −Bt2+w+. (6.68)

Substitueting the formula of w± in case 2 to (6.67) and (6.68), by similar calculation

we obtain that

L+
0 (w+, w−) ≥ a+µ

2t2+
w0, L−0 (w−, w+) ≥ a−µ

2t2−
w0. (6.69)

Therefore by the uniform convergence of |ψ±|2 and (6.69), we have
L+

+(w+, w−) = −ε
2

2
∆w+ + A+|ψ+|2w+ −B|ψ−|2w− ≥

a+µ

4t2+
w0 > 0,

L−+(w−, w+) = −ε
2

2
∆w− + A−|ψ−|2w− −B|ψ+|2w+ ≥

a−µ

4t2−
w0 > 0,

as ε→ 0. Let u = ϕ+ − ε2ū− c1w+, z = ϕ− + ε2z + c1w−, where ϕ±, c1 are defined as

in the case 1 and ū, z are constants to be chosen later. With the similar calculation,

we have

L+u ≤ ε2(B|ψ−|2z − A+|ψ+|2ū), L−z ≥ ε2(−E0
− + A−|ψ−|2z −B|ψ+|2ū),

For the following proof, we do essentially the same thing, but apply part (B) of

Lemma 6.5. Again we fix a δ > 0 so that for ε small enough, we have

A±|ψ±|2 = A±t
2
± + o(1) ≥ (A± − δ)t2±, B|ψ±|2 = Bt2± + o(1) ≤ (B + δ)t2±,

for all x ∈ Ω̄, so that (A± − δ)t2± > 0, (B + δ)t2± > 0 and [(A+ − δ)(A− − δ) − (B +

δ)2]t2+t
2
− > 0. We now choose ū and z to be the unique solution of the system (B + δ)t2−z − (A+ − δ)t2+ū = 0,

(A− − δ)t2−z − (B + δ)t2+ū = E0
−,

with E0
− as before. In fact,

ū =
(B + δ)E0

−

[(A+ − δ)(A− − δ)− (B + δ)2]t2+
> 0, z =

(A+ − δ)E0
−

[(A+ − δ)(A− − δ)− (B + δ)2]t2−
> 0.
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Then, from above argument we have L+u ≤ 0, u
∣∣
∂BR

< 0,

L−z ≥ 0, z
∣∣
∂BR

> 0.

Applying Lemma 6.5 in case (B), we have u ≤ 0 and z ≥ 0. From part (B) in

Lemma 6.4 and L’Hospital’s rule to w± as ε→ 0, we get

X+ ≤ ū, X− ≥ −z

in Ω̄. For a complementary lower bound and upper bound, we note that −X+, −X−

satisfy a system of the exact same form, but with −E± on the right side of the equa-

tions. We conlude that ‖X±‖L∞loc ≤ max{ū, z}, i.e. ‖∆ψ±‖L∞loc ≤ C uniformly for

x ∈ Ω̄. This completes Step 3.

Step 5. ‖Ψεm −Ψ∗‖L∞loc(Ω) ≤ Cε2.

Fix R, let B(x0, 2R) ⊂ Ω. Write Ψ = [ρ+e
iϕ+ , ρ−e

iϕ− ] and Ψ∗ = [t+e
iφ∗+ , t−e

iφ∗− ].

Then, from (1.2), we have

−t2±∆(ϕ± − φ∗±) = div[(ρ2
± − t2±)∇ϕ±]. (6.70)

By elliptic regularity in [GT01], we may conclude

sup
B(x0,R)

(ϕ± − φ∗±) ≤ C‖(ρ2
± − t2±)∇ϕ±‖L∞(B(x0,2R)) + C‖ϕ± − φ∗±‖L∞(B(x0,2R)),

which implies

‖ϕ± − φ∗±‖L∞(B(x0,R)) ≤ C‖(ρ2
± − t2±)∇ϕ±‖L∞(B(x0,2R)).

From ρ± → t± uniformly in ε, we obtain ρ± ≥ t±
2

for ε sufficiently small. Since

|∇ψ±|2 = |∇ρ±|2 + ρ2
±|∇ϕ±|2, it yields

t2±
4
|∇ϕ±|2 ≤ |∇ψ±|2, i.e. ‖∇ϕ±‖L∞(Ω) ≤

2
t±
|∇ψ±|L∞(Ω) ≤ C is uniformly bounded. By Step 4, we also have |X±| ≤ C, and

hence

A+ρ
2
+ +Bρ2

− = A+t
2
+ +Bt2− +O(ε2),
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Bρ2
+ + A−ρ

2
− = Bt2+ + A−t

2
− +O(ε2).

Solving the above for ρ± individually, we have

ρ2
± − t2± = O(ε2).

Therefore, together with the lower bound of ρ± as above, we have

‖ρ± − t±‖L∞(Ω) ≤
Cε2

‖ρ± + t±‖L∞(Ω)

≤ 2C

3t2±
ε2 := Cε2,

hence

‖ρ±eiϕ± − t±eiφ
∗
±‖L∞(Ω) ≤ ‖ρ± − t±‖L∞(Ω)‖eiϕ±‖L∞(Ω) + ‖t±(eiϕ± − eiφ∗±)‖L∞(Ω)

≤ Cε2 + t±‖eiϕ± − eiφ
∗
±‖L∞(Ω)

≤ Cε2 + t±‖ieiξ∇ξ‖L∞(Ω)‖ϕ± − φ∗±‖L∞(Ω)

≤ Cε2 + C‖(ρ2
± − t2±)∇ϕ±‖L∞(Ω)

≤ Cε2 + C‖ρ2
± − t2±‖L∞(Ω)‖∇ϕ±‖L∞(Ω)

≤ Cε2,

which implies the desired result.

Step 6. ‖∇ϕ±‖Ckloc ≤ C, ‖X±‖Ckloc ≤ C.

The proof follows as in [BBH93], via induction on k. Fix any ball BR b Ω.

Following the steps in [BBH93] (with our definition of X±) the argument is identical

through their estimate (67): assuming the statement of Step 6 is true for k, we have

‖∇ρ±‖Ck(BR) ≤ C, ‖∇ϕ±‖Ck+1(BR) ≤ C, ‖εX±‖Ck+1(BR) ≤ C. (6.71)

From the formula of ψ± = [ρ+e
iϕ+ , ρ−e

iϕ− ], we know that ρ± and ϕ± satisfy the

following systems

−∆ρ± = −ρ±|∇ϕ±|2 +X±ρ±, (6.72)

−∆ϕ± = 2
∇ρ±
ρ±
∇ϕ±. (6.73)
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By the results in Step 4 and Step 5, it is clear that (6.71) is true for k = 0. Assume

that, for ∀ k, the induction assumptions are held. Then the right hand side of (6.72)

is Ckloc bounded, which implies the right hand side of (6.72) is in W k,p for ∀ p < ∞.

By Lp-estimate, we have ‖ρ±‖Wk+2,p
loc

≤ C for ∀ p < ∞. From Sobolev embedding

W k+2,p ↪→ Ck+1,p, ‖ρ±‖Ck+1
loc

is bounded. Therefore, ‖∇ρ±‖Ckloc ≤ C.

On the other hand, the right hand side of (6.73) is in Ckloc, which is also in W k,p

for ∀ p < ∞. Apply Lp-estimate again, we obtain ‖ϕ±‖Wk+2,p
loc

≤ C for ∀ p < ∞. By

the facts that ‖∇ρ±‖Wk+1,p
loc

≤ C and ‖∇ϕ±‖Wk+1,p
loc

≤ C, we have 1
ρ±
∈ Ck+1

loc , which

implies Dk+1(ρ−1
± ) ∈ L∞loc. Compute the Lp-norm on the right hand side of (6.73) after

differentiating it, we obtain the right hand side of (6.73) is in W k+1,p for ∀ p < ∞.

Applying Lp-estimate again, it yields ‖ϕ±‖Wk+3,p
loc

≤ C for ∀ p <∞. Then from Sobolev

embedding, we get ‖ϕ±‖Ck+2,p
loc

≤ C, which implies that ‖∇ϕ±‖Ck+1
loc
≤ C. By induction

‖∇ϕ±‖Ckloc ≤ C holds with k + 1 instead of k.

Now define Y ± := Dk+1X±, where Dk+1 denotes any partial derivative of order

k + 1, and X± satisfy the following equations: − ε2

2
∆X+ + A+|ψ+|2X+ +B|ψ−|2X− = E+,

− ε2

2
∆X− + A−|ψ−|2X− +B|ψ+|2X+ = E−,

(6.74)

where E± defined as in Step 4. By differentiating the system (6.74), we obtain a system

of the same form for Y ±, − ε2

2
∆Y + + A+|ψ+|2Y + +B|ψ−|2Y − = Ẽ+,

− ε2

2
∆Y − + A−|ψ−|2Y − +B|ψ+|2Y + = Ẽ−,

(6.75)

with A±, B as before, Ẽ± depending on the derivatives of ρ±, ϕ± of order at most k+1,

and on derivatives of X± of order at most k. Especially, Ẽ± are uniformly bounded in

BR by (6.71),

‖Ẽ±‖L∞(BR) ≤ C0.

Also by (6.71), we obtain the following bound on Y ± on ∂BR, for any fixed ball
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BR b Ω,

‖Y ±‖L∞(∂BR) ≤ C1/ε.

In the following, we separate our proof into two cases.

Case 1. When A+A−−B2 > 0, B < 0, let V ± = ε2Y ±, then Y ± satisfy the system

as follows  − ε2

2
∆V + + A+|ψ+|2V + +B|ψ−|2V − = ε2Ẽ+,

− ε2

2
∆V − + A−|ψ−|2V − +B|ψ+|2V + = ε2Ẽ−,

(6.76)

with ‖Ẽ±‖L∞(BR) ≤ Ẽ0
± and ‖V ±‖L∞(∂BR) ≤ C1. We do essentially the same thing as

in Step 5. Let V + = ε2ū+c1w+ and V − = ε2v̄+c1w− with ū, v̄, w± and c1 as defined in

Step 4. Then by similar computations as before and by the definition of u = V +−V +

and v = V − − V −, we choose the constants ū, v̄ such that L+u ≤ 0, u
∣∣
∂BR

< 0,

L+v ≤ 0, v
∣∣
∂BR

< 0,
(6.77)

with the operators L± as defined before. We repeat the similar process as in Step 4,

use the same definitions of w± as in case 1 of Step 4, apply part (A) of Lemma 6.5,

we obtain

Y + ≤ ū+
c1

ε2
w+ = ū+

a+c1

t2+ε
2
w0, Y − ≤ v̄ +

c1

ε2
w− = v̄ +

a−c1

t2−ε
2
w0.

Then from the exponential bound of w0 in Lemma 6.4, we have Y ± = Dk+1X± uni-

formly bounded above in B′R for any radius R′ < R. Applying the same argument to

−Y ±, we obtain a matching lower bound, and conclude that X± is bounded in Ck+1
loc .

Case 2. When A+A− −B2 > 0, B > 0, we choose instead u = ε2Y + − ε2ū− c1w+,

z = ε2Y − + ε2z + c1w− with w± denoted as in case 2 of Step 4. Now, the conclusions

follow from part (B) of Lemma 6.4 and Lemma 6.5.

Step 7. ‖X± + 1
t2±
|∇ψ∗±|2‖Ckloc ≤ Cε2.
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From the definition of X± and Step 6, if we fix any compact subset K of Ω, we

have

‖|ψ±|2 − t2±‖Ck(K) ≤ ε2
∥∥∥∥ A∓X

±

A+A− −B2

∥∥∥∥
Ck(K)

+ ε2
∥∥∥∥ BX∓

A+A− −B2

∥∥∥∥
Ck(K)

≤ Cε2‖X±‖Ck(K) + Cε2‖X∓‖Ck(K)

≤ C(K, k)ε2,

which implies

‖ρ2
± − t2±‖Ck(K) ≤ C(K, k)ε2, (6.78)

and

‖2ρ±∇ρ±‖Ck−1
loc
≤ C(K, k − 1)ε2.

From the uniform convergence of ρ2
± in ε, we choose ε = min{3

4
t2+,

3
4
t2−} such that

ρ2
± ≥ 1

4
t2±, i.e. ρ± ≥ 1

2
t± when ε samll enough. Then we have

t±‖∇ρ±‖Ck−1
loc
≤ ‖2ρ±∇ρ±‖Ck−1

loc
≤ C(K, k − 1)ε2,

i.e. ‖∇ρ±‖Ck−1
loc
≤ C(K, k − 1)ε2. Differentiating the right hand side of (6.73), we get

−∆[Dk(ϕ± − φ∗±)] =
1

t2±
div[Dk(ρ2

± − t2±)∇ϕ±],

then

‖Dk(ϕ± − φ∗±)‖L∞loc ≤ C‖Dk(ρ2
± − t2±)∇ϕ±‖L∞loc

≤ C
∑
|i|+|j|=k

‖∂i(ρ2
± − t2±)‖L∞loc‖∂

j(∇ϕ±)‖L∞loc

≤ C‖∂k(ρ2
± − t2±)‖L∞loc‖∂

k(∇ϕ±)‖L∞loc
= C‖ρ2

± − t2±‖Ckloc‖∇ϕ±|‖Ckloc
≤ Cε2,

i.e. ‖Dk(ϕ± − φ∗±)‖L∞loc ≤ Cε2, which implies ‖ϕ± − φ∗±‖Ckloc ≤ Cε2. Since k is any

integer, it is as same as

‖ϕ± − φ∗±‖Ck+1
loc
≤ Cε2. (6.79)
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Therefore, by Step 6 and (6.79)

‖|∇ϕ±|2 − |∇φ∗±|2‖Ckloc ≤ ‖∇ϕ± +∇φ∗±‖Ckloc‖∇ϕ± −∇φ
∗
±‖Ckloc

≤
(
‖∇ϕ±‖Ckloc + ‖∇φ∗±‖Ckloc

)
‖∇ϕ± −∇φ∗±‖Ckloc

≤ Cε2. (6.80)

Now, let U± = X± + 1
t2±
|∇ψ∗±|2, we obtain a system of equations for U± of the

form, 
−ε

2

2
∆U+ + A+|ψ+|2U+ +B|ψ−|2U− = F+,

−ε
2

2
∆U− + A−|ψ−|2U− +B|ψ+|2U+ = F−,

(6.81)

with

F+ = −A+

t2+
(t2+|∇ψ+|2−|ψ+|2|∇ψ∗+|2)− B

t2−
(t2−|∇ψ−|2−|ψ−|2|∇ψ∗−|2)− ε2

2t2+
∆(|∇ψ∗+|2).

And by (6.78) and (6.80), we have∥∥t2±|∇ψ±|2 − |ψ±|2|∇ψ∗±|2∥∥Ckloc
≤ t2±

∥∥|∇ψ±|2 − |∇ψ∗±|2∥∥Ckloc +
∥∥|ψ±|2 − t2±∥∥Ckloc ∥∥∇ψ∗±∥∥2

Ckloc

= t2±
∥∥|∇ψ±|2 − |∇ψ∗±|2∥∥Ckloc + ‖ρ2

± − t2±‖Ckloc
∥∥∇ψ∗±∥∥2

Ckloc

≤ Cε2,

i.e. ‖F+‖Ckloc ≤ Cε2, and similarly for F−. Following the proofs in Step 6, dividing the

proof into two cases and applying Lemma 6.4-Lemma 6.5, we can obtain the desired

results.

Step 7. By the first step, we have Ψεm → Ψ∗ strongly in H1(Ω; Σ). In addition,

we have

Ψ∗(x) = [t+e
i(n+θ+β+), t−e

i(n−θ+β−)]

with β± real constants as desired. From the assumption ψ∗± = t±e
iφ∗± = t±e

i(n±θ+β±),

we have

|∇φ∗±|2 = |n±∇θ +∇β±|2 = n2
±|∇θ±|2 =

n2
±

r2
,
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and

|∇ψ∗±|2 = t2±|ieiφ
∗
±∇φ∗±|2 = t2±|∇φ∗±|2 = t2±

n2
±

r2
.

Applying the local convergence results away from vortices for the singularly per-

turbed problem (6.49) from above steps, we have Ψεm → Ψ∗ in Ckloc(Ω) for any k ≥ 0,

and∥∥∥∥ 1

ε2m
[A±(|ψm±|2 − t2±) +B(|ψm∓|2 − t2∓)] +

1

t2±
|∇ψ∗±|2

∥∥∥∥
Ckloc(Ω)

−→ 0, for all k ≥ 0.

Note that the Ckloc convergence of Ψm to Ψ∗ and computations above imply that we

may replace 1
t2±
|∇ψ∗±|2 by

n2
±
r2

in the above estimate. Recall that Ω = Bb(0) \ Ba(0)

with 0 < a < 1 < b be fixed, so ∂B1(0) ⊂ Ω. Evaluating along ∂B1(0) ⊂ Ω,

∥∥R2
m[A±(|ψm±|2 − t2±) +B(|ψm∓|2 − t2∓)] + n2

±
∥∥
L∞(∂B1(0))

−→ 0.

Since Rm is an arbitrary divergent sequence, we may conclude that the above holds

for general r → 0, that is,

[A±(|ψm±|2 − t2±) +B(|ψm∓|2 − t2∓)] +
n2
±

r2
= o

(
1

r2

)
uniformly as |x| = r →∞. This then yields that

|ψ+|2 = t2+ −
A−n

2
+ −Bn2

−

A+A− −B2

1

r2
+ o

(
1

r2

)
,

|ψ−|2 = t2− −
A+n

2
− −Bn2

+

A+A− −B2

1

r2
+ o

(
1

r2

)
,

as r →∞. The conclusion (6.2) then follows immediately.

To obtain the uniform limit of φ±(x) (as defined in Lemma 6.3), we note that by

taking the imaginary part of (1.2) in polar coordinate, we obtain the same equation

(for the conservation of current) as in the classical Ginzburg-Landau equation

div(ρ2
±(n±∇θ +∇φ±)) = 0.
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Therefore, the uniform convergence of φ±(x) to β± as |x| goes to ∞ follows exactly as

in [Sha94].

We note the following estimates which will be useful in our study of equivariant

solutions in Chapter 2:

Corollary 6.6. Under the hypothesis as in Proposition 6.1, with ρ± = |ψ±|, we have

∂ρ±
∂r

=
A∓n

2
± −Bn2

∓

(A+A− −B2)t±

1

r3
+ o

(
1

r3

)
,

∂2ρ±
∂ρ2

= −
3(A∓n

2
± −Bn2

∓)

(A+A− −B2)t±

1

r4
+ o

(
1

r4

)
.

Proof. The proof easily follows by differentiation in the Ckloc estimates above.
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