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CHAPTER 1

INTRODUCTION

The study of the beta-decay of unstable muclei has proved to be
a fruitful source of information on miclear structure. A detailed know-
ledge of certain configurations which may be formed by the constituent
micleons is made possible through the study of the modes by which the
excited eigen-states are populated and also the study of their de-excitat-
ion modes. The excitation process is, in this case, the process of beta-
decay by the parent mucleus while de-excitation of the states in the
newly-created daughter mucleus usually occurs by either gamma emission
or internal conversion,

The beta decay process results in a transformation of the parent
nucleus, with mass mumber and atomic number denoted by (A,Z), to a product

mcleus (A,Z + 1). The probability of this process is proportional to

Cpelr s

where H is the weak interaction Hamiltonian, Wi' % g are the initial and

2
/O(E) (1.1.a)

final miclear wave functions, and ﬁi' ﬂf refer to the initial and final
lepton states. /0 (E) is the density of final states. This discussion

will be limited to negative beta-particle decay; in this case the decay
process results in the emission of a neutrino and a negaton., The total

energy released in a ground state negaton transition is
{M(A,Z) - M(A,Z + 1)} C? = 4E
provided that the electronic binding energy of the last electron may be

1



neglected. Here, M(AZ) and M(A,Z + 1) are the atomic masses of the par=-
ent and daughter muclides respectively.

The relativistic negaton energy will be denoted by E, and wv
will refer to the neutrino energy. Hence,

AE:E-MCZ+W
[+] \Y

where Mo is the electron rest mass.
If a state in the daughter nmucleus is populated which subsequent-

ly decays by gamma emission, then
AE = E - M c2 +W +E (1.1.b)
o v Y

AE in both the above equations is also referred to as the Q-value for
the decay. The neutrino has a zero rest-mass and exhibits a contimuous
probability distribution in energy which ranges from zero energy to wo’
the end-point energy. The emitted negatons will have a corresponding
distribution according to equation (l.1l.b) and the same end-point WB.
Thus equation (l.l.b) may be modified to read

2
Q=W =-Mc™ + EY (l1.c)

The conversion of equation (l.1.a) to an equation in experimentally
observable quantities is dealt with in standard references (1,2). The
negaton has an energy distribution N(E) with a probability per unit time

of emission of a particle into the energy interval dE given by
1 2
N(E)dE = —=5 pB(W_<E)“F(Z,E)S_(W ,E) (1.1.4d)
2.“3 [¢] n o

a1
on’

Here, p is the beta-particle momentum,

= N(p,q)dE = qu2 F(Z’E)Sn(%g'E)



q is the neutrino momentum
F(Z,E) is the Fermi function which allows for Coulomb and
electronic screening effects, and

s, (WO,E) is the "shape factor",

5 n ia the purely muclear dependent parameter, containing the matrix
elements of the transition. The form of S n is dependent upon the type
of the transition which is subject to certain selection rules based on
the conservation of angular momentum.

For beta~transitions from the state having spin J i and parity
LY to the state J e only transitions having total lepton angular

momentum AJ are permitted, where

\Ji'Jf QAJ <‘1:1_+Jf
For allowed transitions, AJ = O or 1 and Ry = Rge
the shape factor So is not dependent upon beta-particle energy.

In this case

For first-forbidden transitions, R, R, = -1 and AJ = O, 1 or 2.

f
The shape factor, Sl, is usually considerably smaller than So. For

AJ = O or 1 there is normally a minimal energy dependence in S The

1°
type of first-forbidden transitions with AJ = 2 are referred to as "first-
forbidden unique" transitions and in this case Sl has an energy depend=-
ence which is proportional to (q2 + pz). This is a useful property from
the experimental point of view because this type of transition can be
identified by observation of the measured spectral shape.

The end=-point wo of a measured beta spectrum is usually determined
by plotting {N(E)/pE F(Z,E) Sn(wo,E) 1 against negaton energy. Such a
plot is referred to as a Fermi plot of the spectrum and, according to

equation (l.1.d) should be linear with intercept LR



Muclear beta~decay rates are useful as an ald in determining
nuclear spins and parities, and moreover when the spins and parities
have been determined, the decay rates may be related to the matrix el-
ements of the transition. The decay rate may be determined by integrat-

ing equation (l.1.d).

Thus,
w('J
A = J N(E)dE
1
W
[¢]
= -% ; pE(Wo - B)? F(Z,E) 5 (W ,E) dE
s ]

The decay rate is seen to be roughly proportional to WBS. If a quantity
f(z,wo) is defined,
W

[}
£(2,0) = j F(2,E) pE(W_ - )% aE

1

then
e V-
A 1n2 14

Here the energy dependence of the function Sn has been removed by assum-
ing an average value. The quantity ftl/Z is referred to as the comparative
half-life for the transition. Tables of f(Z,WB) are available in several
works (3,4)s Since the value of ft is inversely proportional to the
matrix element for the tramnsition, this quantity is an indication of the
type of transition involved. When there are beta transitions to more than

one state in the transformed micleus, then the partial decay rate hp for



transitions to each level is appropriate to this discussion. The partial
decay rate to a level is given by Kp = A where b is the branching to
that level, and A is the total decay rate. A systematic tabulation of
loglo ft for beta~decays in which the type of transition is known has
been made by Feenberg (5). Allowed transitions have been found to fall
into two groups. The first group has loglo ft of approximately 3.0 to
3.7 and corresponds to the 'super-allowed' transitions in which Al = O
for the transformed nucleon. The remainder of allowed transitions have
a loglo ft distributed about a mean value of 5. This class is more
peculiar to the heavier nuclides (with A 740)., First forbidden transit-
ions have loglo ft grouped around 7, except that first forbidden unique
transitions tend to a mean value of about 9.

It is appropriate, since the present work involves the beta decay
of the muclide 5“X31§E s to obtain the distribution of ft values in this
region as an aid in determining the types of beta-transitions involved.
Beta-transitions in this region will involve matrix elements more approp-
riate to the muclear structure of this muclide. The distribution of loglo
ft for established allowed and first-forbidden transitions in the region
824 NK90 and 50<2< 60 is shown in Figure 1.

The mean value of log ft for allowed transitions shown in the
figure is 6.3 while the mean value for first-forbidden transitions is
T+e5 « However, the overlap of the two distributions indicates that log ft
values are not particularly definitive of the type of transition in this
region,

GAMMA T[ECAY
The mode by which de-excitation by gamma-ray emission occurs

depends primarily on three factors: the spin changelJi - Jf » the
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energy of the transition, and the parity change between the initial and
final states. The selection rulees for photon emission of multipolarity

L are

Ji-Jf‘é_ L £ Jy + Jgy 0 0— 0 (1.1ee)

Here, as before, J i and J_, are the spins of the initial and final states,

f
respectively. For electric multipble transitions the parity change be=
tween Ji and Jf is LALPR (-l)L. and for magnetic transitions the parity

)L+l

change is =« ife = (=1 « According to single particle estimates by

Weisskopf (6) and Moszkowski (7) of gamma-transition probabilities, the
lifetime of the excited level is proportional to E;fml). Tables showing
the Weisskopf single-particle estimates appear in Preston (1). Comparisons
between these values and measured values for gamma-transition rates are
also shown in the same reference.

The L-dependence in the predicted life~-time tends to restrict the
type of gamma-transition to the lowest multipolarity, L = lJ i - J fl .
However when the lowest multipolarity transition is necessarily a magnetic
transition, the next highest electric transition will contribute to the
decay. The reverse is generally not true. For example, E2 transitions
will compete with M1 transitions, but an M2 transition rate is generally
low compared to the El transition rate. The ratio of the magnetic to the
electric multipole contributions to the transition is defined as the mixing

ratio for the transition.

INTERNAL CONVERSION

In competition with gamma-ray emission is internal conversion
where the mucleus de-excites by the transfer of the transition energy to

an atomic electron. The conversion electron is expelled from the atom



with an energy

E = - B
EY

c B

where EB is the electron binding energy. Tne ratio of the probability
of internal conversion to the probability of gamma emission is the con-
version coefficient a, where

N
« =5t
»

The conversion coefficient is dependent upon the atomic mumber of the
decaying mucleus, the energy of the transition, and the multipolarity of
the transition. Since the atomic mumber and the transition energy are
known, a measurement of o will often suffice to determine the multi-

polarity of the transition. Tabulations of a as a function of Z and E

Y
for various transition multipolarities are available in several references

(8,9)e

NUCLEAR MOLEL PREDICTIONS FOR ODD-ODD NUCLEI

The miclear shell model as suggested by Mayer (10), and Haxel,
Jensen and Suess (11), has enjoyed a great deal of success in the pre-
diction of muclear properties, and in particular the ground state spins
of odd-A muclei. If the mucleus in question is in the regions of the
‘periodic table where deformed muclei are observed, then it is necessary
to modify the spherical potential of the shell model to a non-spherical
form which is due to the deformed muclear core. Such a combination of
collective and single particle configurations is known as the unified
model. Since both collective and single-particle modes are important in
the explanation of the properties of most muclei, the following brief
discussion will include the contributions to be expected from each mode

in odd-odd muclei.



The successful shell model predictions for ground state spins
and parities of many odd-A muclei is due to the fact that, in most cases,
the single odd particle may be treated as moving independently in the
nuclear fields Ilow energy excitations in these muclei are often associate
ed with a transition of the odd particle from one state to another and
consequently only its average interaction with the rest of the mucleus
is involved.

A ground-gtate spin of zero is always observed in even-even
miclei., This is due to the pairing force which couples all micleon pairs
in each shell to zero effective spin. In the region of spherical muclei,
the first excited state of an even-even mucleus is usually due to a coll-
ective vibrational mode, brought on by the excitation of a quadrupole
phonon. More highly excited states may be due either to collective or
intrinsic particle excitations.

Of great interest in the study of muclear structure is the form of
the mucleon-mucleon interaction in the presence of the field due to the
remainder of the micleus. The interaction for each of the two unpaired
particles of the odd-odd nucleus is accounted for to a large extent in
the single-particle shell-model potential which represents the average
effect on one mucleon of the remaining micleons. The remainder of the
interaction may be described by an effective force between the two odd
mucleons and is referred to as the '"residual" mucleon-micleon interaction,
Unfortunately the study of this interaction in odd-odd miclei is inhibit=
ed by the fact that shell-model states other than the ground-state con-
figuration in such miclei often occur at very low energies. The presence
of other mucleons in the same unfilled shells will tend to obscure the

relatively simple single neutron-proton coupling interaction. However,



the spins of the ground state and the first few excited states of such
nuclei should provide a basis of comparison with theoretical predictions.
The ground-state spins of many odd-odd muclei follow empirical rules
postulated by Nordheim (12) and further modified by Brennan and Bernstein

(13). These rules state that, if we denote Nordheim's mumber by N, where

Nado=1 +3, -1,

and Jp, lp and jn' ln refer to the total angular momentum and orbital
angular momentum of the unpaired proton and neutron respectively, then if

the ground-state spin of the odd-odd mucleus is J, then

J = 'Jn - Jp ifN=0 (strong rule)

J=dy+ 3, 0r ‘jn- :jp\ if N =¥ 1 (weak rule)

Theoretically it has been shown that the tendency to obey these
rules is due to the greater strength of triplet as opposed to singlet
coupling between the unpaired particles. There is therefore a likelihood
that the micleons will tend to couple with parallel intrinsic spins. The
theory of such j=j coupling between the odd micleons has been given in de-
tail by deShalit and Walecka (14). A multiplet of levels should also be
I g

:jn + jp s providing that there is no interference from other configurations.

observed with spins ranging in order of level energy from

The agreement of the measured values of ground-state spins for
odd-odd nuclei with the Nordheim coupling rules is impressive since the
rules can account for greater than 60% of 139 known values (15). The
values for jp’jn ,lp and ln are usually inferred from neighboring odd=-A
miclei. Inversion of the single-particle levels has often been found in
odd~odd nmiclei as compared with odd-A neighbors if the shell model levels

lie close together in energy.
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A more valid test of the theory is afforded by the mamner in which
the two odd mucleons couple when these mucleons are the only particles
outside major shell closures. Such an example is 838112;'(7) + Here, the
proton and neutron lie outside the major shells of 82 protons and 126
neutrons, respectively. The level structure of this micleus has been stud-
ied experimentally by Erskine et al (16). According to the shell model

predictions the odd proton should be in the h9/ configuration and the

2
odd neutron should be in the 39/2 configuration, If the theoretical pre=-
dictions for the j=-j coupling model are valid, then a multiplet of levels
should be observed, with spins ranging from O= to 9=, in that order. The
predicted ground-state spin is O-, according to Nordheim's strong rule.

The multiplet is observed. However, the O- and 1l- levels are inverted and
the 9-level is much lower in the sequence than predicted. Kim and Rasmussen
(17) have performed extensive calculations for this mucleus, obtaining
agreement with experiment only when allowing both tensor and central

forces in the residual interaction, along with a certain amount of config-
uration mixing. When faced with the complexity of these arguments for

what is, in theory, the simple case, there is a tendency to wonder whether
or not the impressive prediction of ground state spins in far more complex
configurations is fortuitous., This is particularly true of the region
3542450, 40X N<65, where the shell-model levels for each odd mucleon

lie rather close in energy and there is an increasing probability of
confignration mixing, In many cases there are several other micleons in

the same shell as the odd nucleon. These mucleons would not be expected

to behave as inert closed shell particles. The predicted multiplets very

seldom appear in the proper sequence if at all, although the ground-state
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spin prediction is often correct. It is true, however, that
some of these states are not easily populated,

One region where even the ground state spin prediction is
invalid is in the region 504 Z {60, 82<N<90, just above doubly
magic shells. Table I lists the observed ground state spins for
nuclei in this region as compared to predictions by the modified

Nordheim's rules.

TABLE I
Observed Ground State Spins of 0dd-0Odd MNuclei
for 52{2<62, 82K N<88

N
2 83 85 87
53 (2-)
55 3(=)
57 3 - 2 -
59 2 - 0 - 2 -
61 (5=46=) (2-) (1=y2-)

Note: According to Nordheim's coupling rules
the predicted spins are:
0 - for 157/2, 2f7/2 p-n coupling (strong rule)

I=
6= or 1~ for 2d5 /20 217 /2 P-B coupling (weak rule)

The possible proton configurations considered are 157 /2 and st /2
since both of these ground-state configurations are found in odd-

proton miclei in this region. The neutron configuration is 2£7/2



1.2
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according to measurements by Cohen (18). The lack of agreement of
observed ground-state spins with the Nordheim rule predictions is
motable. However, there seems to be a trend toward agreement with
predicted values which improves inversely to '"nearness' to the doubly
magic shell, Since ground-state spin predictions in this region are
poor it is unlikely that extrapolation to predictions for excited
levels is valid. Kisslinger and Sorenson (19) have postulated that
phonon coupling to the j-j coupled particles in this region may im=
prove the theoretical predictions. However, they have not performed
an extensive analysis for odd-odd muclei. Since the predictions for
mclei in this region are unsatisfactory, it is preferable to use an
interpolation between similar miclei in order to compare results.
This comparison will be made in the discussion of experimental re=-

sults for the Cs >0 mcleus in Chapter IVe

Survey of Previous Work

A certain proportion of experimental data available at the
present time on low-energy muclear structure stems from the discovery
by Hahn and Strassman of miclear fission in 1939. The fission process
produces a variety of neutron-rich isotopes which, through subsequent
beta-emissions, decay to more stable configurations.

Many of the fission-products are far removed from the line of
stability and are therefore difficult to produce from other reactiomns.
From the parabolic mass dependence which is typical of isobaric m=
clide chains, it is evident that such muclides will exhibit high
Q~values and correspondingly short half-lives. However in the case
of even-A miclei, from the increased binding due to the pairing effect,

the even-even isobars lie on a mass parabola somewhat below the mass
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parabola for corresponding odd-odd isobars. Therefore the Q-value
for the beta-decay of an even-even parent mucleus is often consider-
ably less than the Q-value for the daughter mucleus decay.

The great variety of isotopes available from fission is a
disadvantage from the point of view that it is necessary to chemicale
ly separate the desired element from the gross fission products before
any detailed analysis of the characteristic radiations may be carried
oute The fissioxi-product rare gases xenon and krypton are perhaps
the most easily obtainable fission products and were therefore among
the first to be studied. Hahn and Strassman (20) first reported the
existence of a xenon isotope which decayed to form a 32 mimute cesium
daughter activity. Glasoe and Steigman (21), by an indirect measure-
ment, found a half-life of 17 ¥ 1 minutes for this xenon isotope. A
mass assignment of 138 was established by Thulin et al (22) for this
isobaric decay chain. A recent mass-spectrometric determination by
Clarke and Thode (23) yielded a value of 14,0 % 0.2 mimutes for the

138 half-life. This compares with a value of 14,5 ¥ 0,5 minutes

138

Xe
reported by Hermann and Patzelt (24). Few measurements of the Xe

radiations have been reported. The only result reported thus far on

138

the Xe beta radiations was an absorption measurement by Nassiff

and Seeleman-Eggebert (25) which gave an end-point of 2.4 MeV.

Sodium~-iodide detector measurements of the xgl} 8

gamma-ray spectrum
have been carried out by Thulin (26) and Ockenden and Tomlinson (27)
and by Ovechkin and Demidovich (28). Their results are compared in
Table 1I.

Ovechkin and Demidovich estimate the mmltipolarities of the
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0.16 and 0.26 MeV transitions to be Ml and E2 respectively. These

authors have also proposed a decay scheme, based on energy and in-

tensity measurements slone, for which the salient features are

shown in Table I1I.

TABLE II
XeB 8 Gamma Measurements
Intensi
Y _Ray Energy (keV) Ref. (26) Ref,. (27 Ref. (28)
30 (x-ray) 5
160 33 14
260 100 100
420 100 Lo 63
510 20 8 -
1780 66 Ly
2020 58 30
¥e22® Lovel Scheme According to Ovechkin
and Demidovich (28)
Level (keV) B_Population (%) Decays by Y's (keV)
2000 27 2000, 1780
420 30 420, 160
260 15 260
0 28 -




CHAPTER II

APPARATUS AND TECHENIQUES USED IN THE
PREPARATION OF FISSION~PRODUCT RARE GAS SOURCES

2.1 Source Material

The desirability of a fissionable material as a source for
fission-product gases is directly related to the emanating power
of the material. The term "emanation'" has been applied to the
radioactive rare gases and their escape from the substances in
which they are formed by radioactive decay (such as radon gas
formed in thorium ores, etc.) Quantitatively the term “emanating
power' of a substance is defined as the fraction of the radioactive
inert gas which escapes from the substance before radioactive
decay occurse The emanating power of a material depends upon the
composition, crystal structure, specific surface and temperature of
the solid as well as the half-life and recoil formation energy of
the rare gas atom.

During the initial stages of the present work with the fission-
gas isotopes, enriched (94% U235) uranium stearate was used as the
fission-gas source. This selection was based upon information
according to Wahl (29) that certain long-chain organic salts such
as barium stearate and barium palmitate exhibit a high emanating
power. FProblems soon arose with this source material when an in-
creasing number of long irradiations were required since in this
circumstance the sample was found to disintegrate rapidly with a

consequent reduction in emanating power. Wahl et al (30) state that

15
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decomposition of a similar uranyl stearate fission-gas source be-
came noticeable following a thermal neutron flux exposure giving a
total of 1.5 x 1012 fissions in the source. The present work there-
fore required that a fission-gas emanator be found which was more
resistant to radiation damage. The final selection of the emanate
ing compound to be used was based on the following criteria:
i) good emanating efficiency
ii) high resistance to radiation damage
iii) & minimum of any long-lived activities which could
be formed by (n,Y) reactions in the compound
iv) ability to retain emanating power in the dry helium
atmosphere of the gas sweeping apparatus.
The compounds which were tested for fission-gas emanating

power are listed in Table III,

TABLE III

Emanating Efficiencies of Selected

Compounds for Fission-Product Kr88

Nos Compound Emanating Power (%)
1 UOZ(OH)Z 76
2 Silica gel co-precipitate 81
3 Hydrous Zirconium Oxide 9%
L Zirconium tungstate gel 38
5 Ammonium molybdophosphate 67
6 Zirconium molybdate gel 40

Compound No. 1 was prepared by precipitation of 2 ml. of

UOa(N03)2 solution (25 mg. natural U/ml.) with an excess of NH, OH.

Compound No. 2 was prepared by co-precipitation of the uranyl nitrate
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in an acid solution together with silica gels Compounds 3 to 6

are inorganic ion-exchange crystals‘ which have been developed
commercially for use in the processing of spent nuclear reactor
fuels. These materials should therefore exhibit a high resist-
ance to radiation damage. Emanating samples of these compounds
were prepared in each case by adsorption of uranyl ions from a
uranyl nitrate solution kept at a pH of 3. Small samples of each
compound were then tested for emanating power in the following
manner. The sample was placed in a short length of 1/4" polyethy=-
lene tubing which was then closed at each end with hypodermic
stopperss The sample was irradiated for two minutes in the
McMaster reactor rabbit. After a 15 minute waiting period, the
sample carrier was connected to the helium gas flow apparatus by
means of hypodermic connectors. The fission~product gases were
swept by the helium flow from the sample into a charcoal cold trap.
The counting rate of Kr88 in the trap was determined after a period
of 15 hourse The relative amounts of uranium in each sample were
determined by chemically separating and counting the Pd109 fission
product activity from the sample. The emanating efficiencies given
in Table III are normalized to the emanating efficiency of compound
No. 3, hydrous zirconium oxide. An absolute emanating power of

140

95 ¥ 5% was obtained for Xe™ emanation from this material in an

experiment which is described below. The assumption has been made

that the emanating power of this material is the same for both Xeluo

* Available from Bio=-Rad Research Laboratories, Richmond,Calif,
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and Kr88.

The Emanating Power of Hydrous Zirconium Oxide for xglhO

The emanating sample of hydrous zirconium oxide crystals was
made by dissolving 1 mg. of enriched (94% ye2) uranyl nitrate in 10
ml of waters The pH of the solution was adjusted to a value of 3 by
adding NHuOH. 50 mgs of the exchange crystals were added to the sol=-
ution which was then heated almost to boiling. The pH of the solution
was increased gradually to a value of 5 while stirring. After stir-
ring for half an hour the mixture was centrifuged and the supernatant
liquid discarded. The compound was then dried at 110%.

For the emanating-power experiment,the sample was wrapped
in a cylinder of filter paper with a thickness of 15 mg/cm2 which is
greater than the fission-product recoil range in this material.
luring the irradiation the sample was supported in the centre of an
evacuated quartz glass container 20 c¢m long and 3 cm in diameter. The
sample was irradiated for 120 seconds, giving a total of 5 x 10ll uran-
jum fissions in the emanating material. After a cooling period of 30
minutes the sample was removed from the container. The barium fission-
product activity was then separated chemically from the sample. The

tube walls were flushed with HNO, and the barium activity separated

3
from the solution. The 40 hour Laluo activity was allowed to grow in
for several days from the decay of the 12.8 day Baluo parent activity
in both fractions. The ratio of Baluo collected on the container
140

walls as compared with the Ba separated from the source was then

determined by counting the respective Lalho activities.s Wahl et al

140

(30) refer to this ratio as G(Ba~ )« They obtain a value of
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0.79 ¥ 0,01 for this ratio for a uranyl stearate emanator. The

140

stearate was assumed to have an emanating power of 100% for Xe™

The value obtained for G(Ba:'C

) in the present experiment was
0.75 ¥ 0. 05 which would then correspond to an emanating power of
95% for the hydrous zirconium oxide crystals.

The Effects of Radiation on the Emanating Power of Hydrous Zirconium
Oxide

Time did not permit the testing of materials other than the
hydrous zirconium oxide emanator for the effects of radiation on the
emanating power of the materials Since the hydrous zirconium oxide
seemed to be the most promising emanator, it was of interest to
study the ability of this compound to retain its emanating efficiency
under irradiation.

The sample was placed in the standard gas-sweeping equipment
(described in section 2.2) and irradiations were carried out in a
thermal neutron flux of approximately 1013 n/cm%/sec. Irradiations
of this sample of less than ten mimutes duration were carried out at
frequent intervals over a period of several months. From time to time
during this period the change in emanating power of the sample was
monitored as follows. The sample was irradiated for 20 seconds and
the fission gases released were swept from the sample by dry helium
carrier gas and trapped. The over-all activity of the fission-gases
released per unit irradiation time was determined by monitoring the
emanated gas activity. The results of these quantitative measure=-
ments are plotted as a function of sample irradiation in Figure 2.

It may be seen that the emanating power of this material varies

exponentially with the radiation exposure. The "mean lifetime" of
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the emanating power of the source under these experimental condit-
jons is 75 % 10 megawatt-minutes. When exposed to the same reactor
flux the '"mean lifetime" of enriched uranium stearate (if it is
possible to define such a quantity for the stearate) was estimated
to be less than ten megawatt mimites.

The various arguments given above indicate that hydrous
zirconium oxide has the highest emanating power of the compounds
tested and that this material retained its emanating property over
moderate irradiation periods., In addition zirconium also has the
desirable property of a low neutron capture cross-section, and hence
this compound was chosen for use as the fission-product gas emanator

in the gas~sweeping facility.

The Gas-Sweeping Apparatus

The fission-product gases are considerably more amenable to
separation from the gross fission-product activity than are the other
fission-products since the removal of these gases from an emanating
fission source may be accomplished simply by flowing a stream of
carrier gas through the source. Injection of the carrier gas may be
carried out easily from a location remote from the fissile material,
thus avoiding exposure of the experimenter to the greater than 80%
of fission-product radiation which does not originate from the iission=-
gas activity. The gas~sweeping facility used in this work was mounted
semi-permanently in a core grid position of the McMaster reactor,

The reactor pool water provided an adequate biological shield from
the source which was located in the lower end of the facility.

A pictorial lay-out of the apparatus is shown in Figure 3.
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A 2-3/4" 1,D, guide tube extends from the reactor grid position to
the upper support which is fastened to the reactor control rod drive
plates A double-walled aluminum tube which forms the source carrier
is free to trayel vertically in the guide tube. The outer wall of
the carrier is 3/4" alumimum tubing. The inner wall in the upper
section of the carrier is 1/8" polyethylene tubing; the lower five
feet of the inner wall is 1/4" alumimum tubing because of possible
radiation damage to polyethylene in the reactor flux region. The
over-all length of the carrier is 26 feet. Near the lower end it
is bent in order to prevent neutron streamings, The carrier is
sapported in position by 1/16" aircraft cable which is wound on a
motor driven drum,

The source is mounted in the lower extremity of the inner
tube of the carrier. Holes in the tube wall directly below the
source allow sweeping gas which is forced down the annular space to
flow through the socurce and up through the header which is welded
to the top of the carrier. Further sweeping-gass connections to the
separation apparatus which is situated beside the reactor pool are
made with polyethylene tubing and quick-disconnect couplingse

When the carrier is in the 'up" position, the fission-gas
source is at a location six feet above the reactor grid plate, well
out of the reactor flux. When the source is at this location it is
also shielded by a cadmium sheath which is wrapped around the guide
tube and serves as a neutron absorber. The carrier "down'" position
may be adjusted so that the source may be irradiated in any desired

neutron flux up to the maximum available in that grid position (approx-

-
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imately 1013n/cm%/sec.). The irradiation cycle, since it is con=
trolled by limit switches and a timer, is completely automatic,
although the length of the irradiation may be manually controlled,
Switching and drive mechanisms for the carrier are mounted on the
reactor bridge.

The carrier is inserted into the flux region by means of a
gravity drop. Near the desired irradiation location a magnetic
brake is turned on to slow the speed of the carrier fall. The
carrier is finally stopped at the irradiation position by means of
a solenoid-operated clutche When the irradiation period has elapsed
the carrier is withdrawn to the "“up'' position by the motor-driven
cable hoist., The total time of either insertion or withdrawal is

approximately 4 seconds.

The Separation of Trace Quantities of Xenon and Krypton

By means of an emanating fission-gas source placed in the gas~
sweeping facility it is possible to obtain sources of the fission-
gases diluted in a suitable carrier gas. Separation of the xenon
or the krypton fraction from the rare-gas mixture is the only sample
preparation problem remaining before accurate measurements may be
made on the radiations from these isotopes.

Classical distillation methods such as those described in a
review by Momyer (31) for rare-gas separations are rather slow and
cumbersome. Added to this is the complication that xenon and/or
krypton carrier must be added to the trace quantities of these rare
gases in order to circumvent the vagaries of trace-gas behaviour of

larger quantities of these gases.

-
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Gas chromatographic methods have proven to be very effect-
ive in the separation of trace quantities of these gases. The
tracer mixture is usually swept through the chromatographic column
by a light rare-gas carrier such as helium. Introduction of the
mixture into the column is accomplished in the form of a short
burst of the mixture into the flowing carrier stream., The lighter
trace gas, krypton, emerges from the column in a short, well defined
band followed at a later time by the xenon fraction which is dis=-
persed into a much broader band., Koch and Grandy (32) used a
charcoal column at room temperature to effect a good xenon-krypton
separation in a few tens of mimutes. Ockenden and Tomlinson (27)
also used a charcoal column at room temperature in which the char-
coal was dispersed as a fine powder on the surface of glass wool.
They obtained xenon-~krypton separation in a matter of ten to fifteen
seconds.

The technique developed for the present work is essentially
a low-temperature gas chromatrographic technique., In the production
of contamination-free fractions of either of the fission-product gases,
a small burst of xemon and krypton fission-product tracer in helium
carrier gas is swept through a clean, empty length of tubing which is
refrigerated in a low temperature coolant. The temperature of the
coolant may vary from 90°K (liquid oxygen) to 77°K (liquid nitrogen).
Table IV lists approximate vapor pressures of both xenon and krypton
at these temperatures. It is obvious that the temperatures involved
are much below the temperature at which chemically measurable quant- ‘

ities of these gases would condense.

~
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TABLE IV
Vapor Pressures of Xenon and Krypton

Rare Gas Temperature (°K) Vapor Pressure (mmHg)
Xenon 165 760
105 1
90 «06
77 « 0004
Krypton 121 760
90 20
77 2
74 1

The tubing which is normally used is 6 millimetre I.D. pyrex
glasse The length of tubing which makes up the column may be varied,
depending on the separation desired, but a length of 50 centimetres
was found to be sufficient in most cases. If the column is held at
liquid oxygen temperature, essentially no xenon-krypton separation
is effected in such a short column. At the temperature of freshly
prepared liquid air a typical chromatographic xenon-krypton separat=
ion is obtained; the krypton fraction emerges from the column after
a short time in a sharply peaked distribution and, after a further
time interval the xenon fraction follows, but in a much broader
distribution. An example of a typical separation is shown in Figure
4, where the counting rate at the exhaust end of the column is plot-

ted as a function of time. Furthermore, if the separation process
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is carried out at liquid nitrogen temperatures, the delay in
emergence of the krypton fraction is approximately the same as
before. However, the xenon fraction remains in the column almost
indefinitely.

The separation process was also carried out using columns
of metals such as copper or alumimame The chromatographic sep=-
aration in this case seemed to occur at slightly higher temperatures.
This is thought to be due to the higher conductivity of the metals
used as opposed to pyrex glass; this would, under the dynamic
conditions of the experiment, bring the inner walls of the metal
tubing to a temperature closer to that of the coolant than would the
pyrex glass tubing,

One advantage which this technique has over standard chroma-
tographic methods lies in the very effective control that may be
exercised on the speed of the separation process. For example, one
may wish to effect a clean separation in a very few seconds. Norme
ally, increasing the carrier gas flow rate would smear the two tracer
functions into one another, causing contamination of both gas fractionse
With this technique however, and operating at liquid nitrogen temp-
eratures, the flow rate may be varied over a wide range without
greatly affecting the quality of the separation.

The xenon fraction may be removed from the column after the
emergence of the krypton fraction simply by removing the coolant from
the column. In room atmosphere the column very quickly rises in
temperature the few degrees necessary to completely release the

xenon from the column wallss It has been found through experience,
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that this condensation-type separation is preferable to a chroma-
tographic separation at slightly higher temperatures, since faster
and cleaner separations are obtained.

To reduce the possible contamination of the xemon fraction
by any remaining krypton during the preparation of xenon samples,
two of the condensation~type separations have been performed in
series. In this case the krypton fraction emerging from the first
column is vented to exhaust. The xenon fraction may then be brought
out by removing the coolant, and diverted into a second column where
the separation process is repeateds A diagram for a flow system for
a double series~type separation appears in Figure 5. Double separe
ations have been performed at speeds at which the xenon fraction was
released from the second column 30 seconds after the entry of the
rare gas mixture into the first column.

By a comparison of the activity in the krypton fraction
emerging from column mumber two to that emerging from column one,
an estimate has been obtained of possible krypton contamination in
the xenon fraction. When operating at moderate flow rates it has
been impossible to detect krypton activity emerging from the second
column which was greater than the general background. The ratio of
krypton activity emerging from column one as compared to background
activity was approximately 300:1. This indicates that krypton
contamination in the xenon fraction after a double separation would
be less than 10-3 % of the original krypton in the mixture., Similar
arguments would be valid for series-type purifications of the krypton

fraction.
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The Properties of Trace Quantities of the Rare Gases

It is well known that in chemical reactions of many kinds
~ trace quantities of any element may behave in a differing and often
an erratic manner from larger quantities of the same element in a
similar environment. This statement is true when applied to ad-
sorption processes involving the rare gases., The method described
above for the separation of the rare gases depends entirely upon
the behaviour of microscopic quantities of these gases. The tech=-
nique would therefore not be applicable to separation of larger
quantities of the gases.

Quantities of xenon or krypton which have been separated by

this technique have been no greater than 1011

atoms/ml when diluted

in the helium carrier gas. The helium carrier gas was passed through a
liquid air trap before introduction into the gas flow apparatus.

There should therefore be no contribution from natural xenon or krypton
in the carrier. The rare gas fission-products in the mixture should
give hfjse to partial pressures of the order of 10 mm of mercury.

It may be seen from Table IV that these pressures are well below the
actual vapor pressures which would exist above solid xenon or krypton
at the temperatures of the separation column. There is no possibility
of actual condensation of the tracer gases under these conditions.

The process must therefore be dependent upon the chemical phenomenom
of adsorption. The chromatographic separations of xenon and laxypton
carried out in charcoal columns (references (32) and (27)) also

depend upon adsorption, but at a relatively much higher temperature.
The relationship between these processes and the present technique is

shown in the following paragraphs.
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The practicability of separating any two gases by the gas
chromatographic technique is dependent upon (a) the ratio of surface
to volume of the column adsorbent and (b) the temperature of the
systeme The dependence on these quantities is due to the fact that
the impinging of a molecule of gas on the adsorbent surface (provided
the surface is not covered by a mono-molecular layer of that gas) may
be considered a condensation-evaporation process. The probability
of evaporation of the molecule following 'condensation' is an ex~
ponential function of time. ILoeb (33) refers to the average dwell
time of the molecule on the surface as the "verweilzeit'(delay time).
The verweilzeit at a given temperature for a particular surface will
vary for different types of gases. Since the rare gas atoms have
closed-shell structures, the verweilzeit at a given temperature will mainly
be dependent upon the atomic weight, being longest for radon, followed
by xenon, krypton, argon, neon and helium in that order. The verweilzeit
will also be a strong function of temperature. The number of times a
molecule strikes the adsorbing surface in passing through a column is
dependent upon the surface-to-volume ratio. The average time of hold-
up of molecules of a trace quantity of gas in passing through a
chromatographic column will therefore be dependent to a great extent
upon the product of:

(1) The ratio of total adsorbing surface area to the
column volume and

(i1) The verweilzeit of the particular kind of molecule

on the adsorbing surface at that particular

temperature,
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As contrasted to a charcoal chromatographic column at room temp=
erature which has a very large surface~to-volume ratio and a very
small verweilzeit, the new technique involves a very small surface/
volume ratio which is balanced by an extremely large verweilzeit

due to the very low temperature of the column. The new technique

is expected to give much cleaner rare-gas fractions than packed=
column separations because of the absence of complicating factors
(such as 'eddy diffusion' as described by Keulemans (34)) which

give rise to contamination due to "tailing" in packed chromatographic

columns.

The Travelling Charged-Wire Counting Chamber

Many of the short-lived fission-gas isotopes have radioactive
progeny with half-lives of the same order of magnitude as the parent
gas ifofopes In studying the decay of the gaseous nuclide, the
amount of activity resulting from the growing-in of such descendants
will be found to vary considerably throughout the length of the ex-
periment. Indeed, if the daughter isotope has a half-life which is
greater than that of the parent isotope, then equilibrium will not
be attained between the two decay rates. This is the case with 14.0
mimte Xe138 which has a shorter half-life than the 32 mimte 05138
daughter isotope. Corrections are therefore very difficult to make
in accounting for the contaminating activity.

The solution which was desired for this problem was to remove
contimiously the contaminating activity from the counting-chamber

volume,

Snell and Pleasonton (35) have shown that the beta-decay of
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Xe133, may leave the 05133 daughter atom in any

the xenon isotope,
one of a nmumber of ionized states which have charges ranging up to
a maximum of + 22 Since beta-decay of any atom will always leave
the daughter atom with a minimum charge of + 1, the ion may be attract-
ed to a collecting surface by means of an electro-static field. The
existence of more highly charged states tends to enhance the mobility
of these particular ions in a field,

In the present work, care was taken that the helium carrier
used in the manipulation of the xenon tracer was dry and clean. This
would tend to increase the lifetime of ions produced by beta-decay
in the gas by decreasing the possibility of chemical combination with
contaminating gases such as oxygene The likelihood of being able to
collect the ion on a negatively charged electrode would thus be
increased.

Nassiff and Seelman-Eggebert (36) used a static charge-
138

precipitation method to remove Cs
xe 37 138

from the gaseous mixtures of
and Xe in order to determine the beta-energies of the gas
miclidess This was accomplished by placing the negative electrode
in such a position that the beta-ray detector was shielded from the

138 atoms which were attracted to

ensuing beta-radiation of the Cs
the electrode. For the study of gas nuclide gamma-radiations, such
a system is not adequate, as the difficulties of shielding gamma-ray
detectors from the contaminating radiation are much greater. Further~
more, the back-scattering and annihilation contributions which tend

to degrade the quality of gamma-ray spectra are amplified by the

presence of any quantity of heavy shielding,
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The apparatus which was used in the present investigation
utilizes a charged wire as the negative electrode. The wire is
contimiously drawn through the radio-active gas sample, thereby
removing the daughter isotopes which are attracted to the wire to
a remote location which is well shielded from the radiation detectorse
The wire is 0,030 inch tinned copper. The wire speed may be varied,
by gearing of the winding motor, from a speed of four feet per
mimite to a maximum of thirteen feet per mimute.

Two models of the counting chamber were constructed. For
the first model, since it was to be used in half-life measurements,
special precautions were taken to avoid chamber leakage, a small
amount of which would have a strong effect on the half-life results.
Special differential pressure seals were used where the wire travels
through the chamber walls. The counting chamber is a brass cylinder
two inches long, with an inside diameter of three inches. The
chamber windows are 0,001 inch brass sheet. Welded to both sides of
the chamber are cylindrical arms eight inches in length with inside
diameter one-half inch. The travelling wire enters and leaves the
chamber through the differential pressure seals in the outer extremities
of these arms. Therefore, no contact between wire and chamber is made
within 9-1/2 inches of the centre of the counting chamber. The det=-
ectors are easily shielded from the fraction of radiocactive material
which is deposited on the seal as the wire leaves the chambero, The
wire is at ground potential while the chamber is maintained at a
positive voltage. A plot of the chamber efficiency, as a function of

applied voltage, for removing xenon daughter isotope contamination is



32

shown in Figure 6. The chamber efficiency is defined to be:

R, - R
B>

Here, R12 = total daughter activity collected on both the chamber

2 x 100 (%)

walls and the charged wire. R2 = daughter activity collected on
the chamber walls. I

A second model of the charged~wire chamber was designed and
constructed for the present work by Mr. L. V., Johnson (37). This
model is of much lighter construction and has a much smaller active
gas volume than the initial model. Single seals of neoprene rubber
which are leak=-proof to a good degree are used at the chamber wire
entrance and exit. The chamber is constructed as a tube, 2 inches
long by 1/2-inch diameter, with .00l inch brass walls. The total
volume is 1/3 cubic inches. The chamber is mounted vertically so
that detectors may be positioned at any desired location in a horizontal
plane about the source. The radio-active gas source is introduced by
means of a hypodermic needle through a rubber stopper in the gas inlet,
The general layout of the chamber and detectors is shown in Figure 7,
The efficiency characteristics of this chamber for the removal of
xenon daughter isotopes from the decaying gas are remarkably similar
to the characteristics of the original model.

This chamber, since it is smaller, is much closer to the point
source approximation usually used for calculation of gamma-ray intensit-
ies in NaI(T4) detectors. Also, the absence of much heavy shielding
material near the chamber diminishes gamma-ray back-scattering problems.

This model was therefore used for all the gamma-and beta-ray spectro-
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scopy measurements. For the study of beta-radiation a window of 0,25
mil mylar metallized on one side with gold was used on the counting

chamber,

Transportation of Rare Gas Samples to the Counting Apparatus

The placement of the pulse height analyzing system, to be describ-
ed in Chapter III, was such that no direct connections could be made
from the gas separation apparatus to the counting chamber. There=
fore a simple means of transferring the xenon samples to the counting
chamber was required,

The gas holder is an eight-inch coil of 1/8" 0.D. copper
tubing. On each end is fitted a rubber hypodermic stopper. Connect-
ion is made to the gas separation apparatus by means of hypodermic
needles. The copper coil is cooled quickly in a liquid air bath.
Before the rubber seals begin to freeze, the xenon source is flushed
into the coil where it condenses on the wallse The hypodermic needles
are then withdrawn and the coil removed from the bath. The sample
may then easily be transferred to the counting location for intro-
duction into the counting chamber,

138

Preparation of Xe Samples

In the preparation of xenon samples for the study of the decay

138

properties of Xe it is necessary to ensure that there is a minimum
of other contaminating species. The removal of the krypton fraction
from the fission-gas mixture and the contimwous removal of daughter
isotopes from the decaying gaseous isotopes have been discussed. How-
ever, there is a variety of xenon isotopes produced in fission, which,

138

of course, may not be separated chemically from the desired Xe ™ activity.
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It is possible to discriminate against the xenon isotopes
which contaminate the sample by selecting the optimum irradiation
time as well as by allowing the sample to decay an optimum time
before beginning the analys*s. The isobaric decay chains which
provide a reference in the preparation of Xe138 samples are listed

in Table V.

TABLE V

Xenon Decay Chains

I140 ShortE xe11+0 l§.2~sec 3 CBlLfO 6 .f sec Ba1l+0 12.? dgx; La140
B

B B
139 2.7 sec XQ139 l+1.2 seci 05139 9+ 05 mini B&139 83 mins., Ia139
B” B~ g™ B-
138 6 sec; Xe138 13. -min Cs138 2.3 min Bal38
B~ B -
1137 2ho b sec  ve 137 3,82 min 05137 0yre o 5,137
B~ B~ -

%5 6.7 he 2%5 xe1°

.
\\\\\\25?;9 lr 15.3 min
g 135

Xe 90 1 2 hr’ 68135

B

The following procedure was used to prepare the X3138 samples.
The fission source was irradiated for the length of time, up to 100
seconds, necessary to produce the desired Xe138 activity and then
allowed to cool for 10 seconds. At this time the fission-gases were

X9138 activ-

flushed from the source since the most favorable ratio of
ity as compared with longer-lived xenon isotopes has been obtained

through the decay of the 6 second 1138 parent isotope. The xenon=

krypton separation was then carried out. The sample was allowed to
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cool for 35 mimites to reduce the contamination from Xe13 7

activity
to less than 1% of the remaining activity. This cooling time also
virtually eliminated through decay the other shorter~lived xenon
isotopess At this time the sample was ready for studye.

Due to the low fission-yield of Xe13? (primary yield of O.2%)
as compared to the cumulative yield of Xel? 8 (approximately 6%) which
was obtained in this manner, and also because of the longer half-life

135

in the final sample was approximately
138

0,005 micro-curies per micro-curie of Xe ™,

of Xe135, contamination of Xe

Very little time was allowed for fission-product iodine to
decay to xenon daughter activity before the rare-gases were flushed from
the fission-gas source. Therefore it would be expected that contamine
ation in the sample would be small from meta-stable X3135 which would
accumulate from the 1135 decay. However, a greater contribution from

L
Xel3 2 activity in the sample was found than could be accounted for by

135% is formed

the growth from the 1135 parent. This suggests that Xe

directly in fission, although this has not previously been confirmed
L

in the literature . The half-life of XeT>? is almost identical to

38

the Xe™>° half-life; there was therefore no possibility of eliminating

138 samples., The X913 o% contribution

this contamination from the Xe
to the spectra obtained is discussed in section 3e¢3 «

The activities which were used were of the order of 0.5 microw-
curies for study of the beta radiations. Activities of the order of

15 uc were used for gamma-gamma coincidence measurements and samples

of up to 50 uc were used for solid state detector measurements,



CHAPTER III

MEASUREMENT TECHNIQUES AND EXPERIMENTAL RESULTS

2.1 The Half-Life of Xe138

There has been considerable disagreement among the reported

1

half-lives for Xe 38 (see Table VI). Previous half-life determinat-

ions have been carried out by indirect measurement, except for the

results reported by Clarke and Thode (23). Since it was often
138

scintillation

138

necessary to make small corrections to the Xe
spectroscopy measurements due to the in~-growth of Cs™”, it was ess-
ential to have accurate values for the half-lives of these two isotopes.
Experiments were therefore undertaken to determine these half-lives,

by both direct and indirect measurements, if possible.

138

3.1.1 Cs Half-Life leasurements

The 05138 samples were obtained through the decay of the Xe138

parent isotope. The fission-gas mixture was produced in a 20 second
irradiation. The xenon-krypton separation was carried out and the

xenon fraction retaineds After a cooling period of 15 minutes, the

remaining xenon activity was flushed into a chamber where the cesium
daughter activity was collected on a metal foil by 'charge precipit-
ation'". TFollowing a 15 minute decay period the residual gas activity
was flushed out and the cesium sample removed for counting. Contam-

138

ination by cesium activities other than Cs was negligible,
The decay-curve was obtained by counting beta radiations in
the range 0.5 to 4 MeV with a 2" D. x 2" plastic scintillation

detector. The counts were scaled and recorded automatically at

ETS
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intervals of 200 seconds by means of a Hamner scaler-timer and
print-out unit.

A typical 05138 decay curve is shown in Figure 8. The
least-squares curve which was fitted to these data is also shown.
The decay-curves were analyzed by means of the parabolic method,
as discussed in Appendix I, which was programmed in Fortran IV
for the 7040 computer. Also shown are the differential residuals.
The systematic fluctuations which may be observed in these resid-
uals are believed to be due to background fluctuations in the
reactor building, where these measurements were taken.

Since there have been a mumber of determinations of the

csl38

half-life in the past, only two measurements were made in
the present work. The mean of these two measurements is compared
in Table Vb,with good agreement, to published values for the

cat38 na1f-ife.

TABIE Vb
05138 Half Life Measurements

Researcher cs22® Half-Life Observed
R. M, Bartholomew (38) 32.2 mine

M. E. Bunker et al (39) 32.1 min.

G. Ne Glasoe and J. Steigman (21) 32,0 min.

He Be Evans et al (40) 32,9 min.

Present work 32.3 min. t 0.3

The error suggested for this measurement is only an estimate,
since systematic errors in the data would probably overshadow purely

statistical deviations.
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138

341e2 Xe Indirect Half-lLife Determination

138

Indirect determinations of the Xe half-life were carried
out in a manner somewhat similar to the method used by Dillard et al
(1) in the indirect measurement of the half-lives of the shorter-
lived fission-gases. These researchers used a long flow-tube in
which a charged wire was stretched longitudinally. After flowing
rare-gas fission-products contimuously down the tube for some time
and collecting the daughter isotopes on the wire, the wire was re=-
moved and sectioned. By obtaining the counting-rate contribution
of each daughter isotope on the wire as a function of distance from
the input end of the tube, values were obtained for the rare-gas
parent half-lives,

In the present experiment, the first model of the charged
wire chamber (see section 2.4) was used as a containing vessel for
the X3138 activity. A beta counter was placed beside the charged
wire in a position which was well shielded from the chamber. The
rare-gas sample was prepared by a 50 second irradiation, After
separating out the krypton fraction, the xenon fraction was allowed
to cool only 15 minutes before being flushed into the counting
chamber. The sample still contained an appreciable fraction of
xe?>7 activity, but the activity of the Cs™>’ daughter collecting
on the wire would be negligibles. The wire was allowed to remain
stationary for a short period while the 05138 daughter activity
from the decay of the parent isotope collected on the wire. The
wire was then passed through the chamber and stopped when the radio=

active section was directly in front of the counter. A count was

recorded of the cesium activity on the wire, At the same time,
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138

more Cs activity had been collected on the wire which was then
within the chamber. This section of wire was also withdrawn and
countedes The process of collecting cesium activity on the wire

and counting this activity was repeated a mumber of times at inter=-
vals of 200 seconds thereby obtaining a decay curve for the Xe138
activity. A check was maintained for sample purity by measuring
the gamma-ray spectrum of the residual cesium activity to ensure

that ‘only 05138

radiations were present.
A typical decay curve obtained from an indirect half-life
determination on Xe138 is shown in Figure 9. The results of the

measurements are shown in Table VI.

Direct Half-Life Determination on X9138

The sample preparation procedure for the direct half-life
measurements was much the same as before, However, the sample was
allowed to decay 35 minutes before injection and counting in the
charged-wire chamber, The decay-curve was obtained by measuring
the beta activity of the sample from 0.6 to 4.0 MeV by means of a
plastic scintillator. The counts were recorded in 100 second in=-
crements. With the beta threshold set this high there was no
possibility of recording conversion electrons from the 525 keV Mk

%
transition in the 15 minute Xe135

135

activity. A small back-ground

contribution from Xe was assumed to be a constant for the length

of this experiment.

The decay curves were fitted by the parabolic method for the

138 138

Xe half-life and the Cs daughter activity half-life was assigned

the value found in the former experiment. A typical decay curve ob-

tained by the direct measurement technique is shown in Figure 10, The
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resulting half-lives are shown in Table VI,

TABLE VI

xe138 Half-life Determinations

1. Indirect Measurements
Half-life Error
14,1 min, o8
15,0 min. 2o.8
15,0 min. 2.8
Mean 14,7 min. X 0.5
- Direct Measurements
Half-life Error
13,9 min, tia
13.4 min, Z1.1
14,2 min, i1
12.8 min, tia
Mean 13.6 min. ¥ o.6
Mean of indirect and direct measurements
= 14,1 X 0.l
Researcher X3138 Half-life Measured
Glasoe and Steigman (21) 17 min,
Clarke and Thode (23) 14,0 ¥ 0.2 min.
Hermann and Patzelt (24) 14.0 ¥ 0.5 min.
Present work 14.1 % 0.4 min.
The errors in the values measured in these experiments were
estimated. Because of systematic deviations which may be seen in
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the decay curves of Figures 9 and 10, the least-squares error was
much too small to account for the deviations observed in the various
experiments.

138

Solid=-State Detector Measurements of Cs Gamma-~Radiations

In order to obtain precise measurements of gamma-ray energies
by pulse-height analysis, it is necessary to define accurately the
energy versus pulse-height rélationship for the spectra to be anal=~
yzed. This relationship may be determined, in the case of solid-state
detector measurements, with an accuracy which is limited mainly by the
precision with which the gamma-ray standard energies have been de=-
fineds The calibration is usually carried out by means of the mixed-
source technique whereby the gamma-ray standard sources are placed
with the gamma-source for which the energies are to be determined.

The gamma-spectrum for the mixture is recorded with the pulse-height
analyzing systemes The unknown gamma-ray energies may then be calcu=-
lﬁted by interpolation from the standard lines which appear in the
spectrum. The high degree of linearity and the excellent resolution
obtainable with the solid-state detector allow very accurate energy
determinations to be made in this manner.

No attempt was made to continuously remove the contaminating

B138 138

C daughter activity from the Xe gamma-sources while the solid

state measurements were being made. The resulting spectra always
showed the more intense 05138 lines. These lines were therefore

138

used as calibration lines in the Xe spectrum, thus avoiding the
complexity which would have resulted from the addition of other gamma

standards. The 05138 gamma energies have not, in the past, been
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determined with the accuracy appropriate to solld-state detector
measurements (to errors of less than 1 keV, as required in the
present case). Therefore, separate experiments were carried out
with a solid-state detector, using the mixed-source technique with

138

well~known gamma standards, in order to measure the Cs line
energies with the desired accuracy.

The detector was a lithium-drifted germanium '"'wrap-around"
detector as described by Fiedler et al (42)s The active volume of
the detector was 12 cce The detector was used in conjunction with
a Tennelec Model 100C low=noise preamplifier and a Tennelec TC=200
pulse amplifier. The single-clipped pulse output was fed into a
Muclear Data ND 150 1024 channel pulse-height analyzer.

The gamma-ray standards which were used for the C5138 gamma-

energy determination are listed in Table VII.

TABLE VII
Standards Used in 03138 Gamma~Ener gy
Determinations
Nuclide Line Energy (keV) Re ference
Pb k_, X-ray 75.0 ¥ 0,05 (43)
72" 279.1 (4h)
Na®2(p* annihilation) 511.0 ¥ 0.05 (43)
cst>’ 661.6 (15)
Na2* 1368.53 % 0,04 (43)
+

a2t 2753.9 % 0.1 (43)
Na2* 2242,9 * 0,1  1st escape

NaZ# 17319 % 0.1 2nd escape
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Two separate spectra were recorded, one at low gain and
one at high gain in order to obtain good measurements of both the
high- and low-energy lines. Two measurements were therefore ob=
tained for most of the gamma-ray energies. The final results were
weighted averages of these determinations. A further check was
available on the 05138 energy measurements through the use of
gamma-cascades occurring in the decay of the more highly excited
levels. The accuracy of closure of the energy balance obtained by
summing the gamma-rays participating in the cascades allowed greater
confidence in the final energy determination. The decay scheme of

138

Cs as proposed by Bunker et al (39) indicated agreement with these

measurements. Table VIII shows the final results of the 03138 gam~
ma-energy determinations. The two revisions which were necessary
due to energy balance requirements are also indicated. Included

in the table are the energy levels determined by these results

according to the decay scheme proposed by Bunker et al.

TABLE VIII

Solid-State Fnergy Determinations of the
Casl3 8 Gamma. Radiations

Revised Energy (keV) Error Revision Due to Energy
Energy Balance (Bunker et al)
Requirements
139.3 0 - 138.9
192.9 ¥ 1.0 - 193.1
226.9 o0 - 228.9
408.7 to.9 - 410.6
46244 ¥ 1.0 - 462.6



Revised Energy (keV) Error

Revision Due to

Energy Balance

Lk

Energy
(Bunker et al)

Requirements
547.6 10 + 1.0 550
871.0 tis - 3.0 870
1010.2 t o7 - 1010
1435, 4 fi.0 - 1426
2218.7 Yo - 2210
26395 Ii.s - 2630
3368 I3 - 3340
138

Excited Levels in the Cs

Nucleus,
According to above Energy lMeasurements

and Decay Scheme Proposed by Bunker et al (39)

Level Energy (keV)

1435, 4
1897.8
2218.7
230644
2445,6
2639.0
3368.0

Error

+

I+ I+ 1+ i+ 14

I+

1.0
l.h4
0.7
1.8
1.0

1.2
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138

Solid-State Detector Measurements of the Xe Gamma Radiations

The lithium-drifted germanium detector measurements of the

138

Xe gamma spectrum were obtained with the same counting system

138

measurements (section 3.2).

138

used for the Cs
Sources of approximately 100 pic of Xe activity were used.
The sources were allowed to decay 30 minutes before recording the
spectra, so that the contamination due to shorter-lived xenon iso-
topes became negligibles The remaining xenon activity was flushed
into a small charcoal cold trap which was then removed from the gas-

138 138

flow system for recording of the Xe spectrum. Since the Xe
gamma-rays range in energy from 150 - 2400 keV, spectra were ob-
tained in two separate experiments, first at low and then at high
amplifier gain. The detailed analysis of both the high and low
energy gamma-spectrum was therefore simplified.

Gamma spectra from these experiments are shown in Figures
11 and 12: The numbered photo-peaks refer to gamma-rays for which
energy and intensity measurements are listed in Table IX, The in=-
tensities were obtained from a photo-~fraction curve measured for
this detector by Fiedler et al (42). In some cases revisions of the
intensities of the strong gamma~-transitions were made by a comparison
with sodium-iodide detector results, which are discussed in the

following section.

The spectra which were obtained are composites of both the

138 138

Xe and the Cs gamma spectra. In order to positively different-

iate between these contributions, three consecutive spectra were

obtained in each case. The first spectrum was recorded immediately

after the Xel20

»

was flushed into the trap and a second spectrum was

Double pair escape peaks are labelled with 'photo-~-peak
number, D' in these figures.
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TABLE IX

X9138 Gamma~Ray Energies and Intensities
Line No. Energy (keV) Estimated Intensity
Error(keV)
1l 153 2 17.9
2 187 3 0e5
3 241 2.5 6.7
b 257 1.5 100.0
5 282 3 1.1
6 290 3 1.2
7 330 3 0.8
8 336 3 1.1
9 369 b 2.3
10 375 L 0.8
11 397 1.5 20.0
12 L3k 1.5 56.0
13 594 3 1.4
14 613 3 1.1
15 655 3 1.7
16 695 3 2.5
17 781 3 245
18 800 3 2.0
19 865 5 1.7
20 945 3 2.7
21 1098 4 23
22 1115 L 4,1
23 1150 3 4,9
24 1298 3 3.7
25 1344 3 1.6
26 1386 5 1.5
27 1487 3 3.8

(contimed next page)



TABLE IX (Continued)

Xe]'3 8 Gamma-Ray Energies and Intensities
Line No. Energy (keV) Estimated Intensity
Error (keV)

28 1500 b 6.0
29 1510 4

30 1530 3 4.0
31 1571 3 3¢3
32 1590 3 345
33 1620 5 1.5
34 1635 5 1.5
35 1650 3 3.0
36 1687 3 3¢5
37 1769 2 52.5
38 1850 L 3.2
39 1950 4 1.9
4o 2005 3 92
L1 2015 2 38.0
L2 2069 5 1.2
43 2082 4 37
Lk 2135 5 1.7
45 2146 5 1.3
ko 2254 3 6.0
47 2319 5 J R
48 2329 5

49 2350 L 1.5
50 2395 L 2.1

274
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taken twenty minmutes later. The charcoal trap was then heated
and the remaining xenon fraction flushed to exhaust. The spectrum
which was then recorded consisted of only the 05138 lines. The
photo~peak which appears at 526 keV is tentatively assigned to
meta~-stable Xe135. The energy of this transition has been meas-

ured by Alvager (46) to be 527.4 I 0.8 keV.

NaI(Tl) Scintillation Detector Analysis of the Xe138

Spectrum

For all NaI detector measurements the source was placed in

Singles

the charged-wire chamber (see section 2.4). The Muclear Data
ND-150 1024 channel analyzer was used for the singles analysis.
In order to correct for random and coincident sums in the spectrum,
two 3" x 3" Nal detectors were used, placed at right angles 10 cm
from the sample chamber. A 1/8" thick lead sheet between the
detectors served as a backscatter shield.

The singles, coincident sum, and random sum spectra were
routed to three 256 channel quadrants in the analyzer by means of
logic signals from a Cosmic coincidence systems The circuit out-
line for this experiment is shown in Figure 13.

The spectrum was recorded for ten mimites immediately follow=~
ing the introduction of the sample into the chamber. A decay-curve
was obtained so that corrections could be applied to the spectrum

138 138

for Cs contamination. Since a minimum of Cs contamination was
desired , there was insufficient time following the introduction of
the sample into the chamber to set up the Spectrastat high voltage
stabilizers before starting the analysis. For this experiment,

therefore, the source was placed near the detectors for approximately
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ten minutes prior to the experiment to minimize short-term drift
in detector gain by allowing the detectors to "settle down' at the
138

high counting rate. A Cs spectrum was obtained from the activ-
ity remaining after the residual xenon had been flushed from the
chamber.

138

The data was corrected for summing, Cs contamination,
and room background. The data analysis was performed by the line-
fitting program (see Appendix II). The analyzed spectrum is shown
in Figure 14, The existence of many of the weak intermediate and
high energy lines indicated from the lithium-drifted detector
results was impossible to show because of the relatively poor
resolution of the Nal detector at these energies. However, the
more intense lines and most of the low energy lines as determined
are in good agreement with the solid state results. The line en-~
ergies and intensities from the Nal singles results are shown in
Table X. It should be noted that these results are for comparison
purposes only, since the results shown in Table IX are the finally
adopted values. The line energies shown in Table X were obtained
by the line-fitting program which used the 2010 keV line (doublet)
and the 257 keV line (doublet) as internal calibrations. The
energy determinations shown for these lines do not approach in
accuracy the results from the solid-state detector analysis. How-
ever,it is of interest to know the limitations of the Nal measure-
ments. The large residuals shown in Figure 14 which appear below
200 keV are probably due to bremsstrahlung contributions in this
regions The systematic trends in the residual in the region 1700 -

2100 keV are due both to inaccuracies in the line-shapes, and also
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TABLE X

138

Xe Gamma-Ray Energies and Intensities From

Analysis of Nal Detector Spectrum
(Line Intensities are Corrected for Counter Efficiency)

Note: The line numbers refer only to lines found in the Nal results

of Figure 1lk.
Line No,. Energy Intensity Comment

1 155 20.3

2 188 2.9

3 239 14,9

b 253 100.0

5 285 2.9

6 316 1.3

7 358 1.3

8 388 25.9

9 428 69.6

10 455 6.0 cet?B
1 516 9.5 xel?2"
12 558 2.4 cet38
13 621 1.0

14 675 1.3

15 723 1.6

16 769 0.6

17 856 3.5

18 902 5.6

(contimed next page)



TABLE X (Continued)

138

Xe Gamma=-Ray Energies and Intensities From

Analysis of Nal Detector Spectrum
(Line Intensities are Corrected for Counter Efficiency)

Note: The line numbers refer only to lines found in the Nal results
of Figure 1k,

Line No. Energy Intensity Comment
19 99k 1.8 cet3®
20 1083 95
21 1152 2.4
22 1265 1.0
23 1413 1.8 cetR
24 1565 2.5
25 1753 56.8
26 1885 1.9
27 2005 61.3
28 2269 9.7
29 2363 0.8

30 2500 1.9
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to the omission of a number of the weaker lines from the analysis

in this region.

Analysis of the Nal Coincident-Sum Spectrum

The sum contributions in the Nal detector results were re-
corded so that the singles spectra could be corrected for these
effects. However, the coincident-sum spectrum also contains
information which is useful in determining the muclear level struct-
ure. The coincident-sums were therefore recorded separately from
the gross gamma-gamma sum contribution, making these results
available for further analysis. Kennett et al (47) have given a
detailed analysis of the spectral contributions to be expected from
both time-correlated (gamma-gamma cascade) events and from randomly
correlated events, The contributions from both coincident and random

138

summing in the Xe spectrum are shown in Figure 15 . The average
counting rate in this experiment was 11,000 counts/sec. Table XI
lists the coincident-sum energies which were obtained from the

analysis of these data.

TABLE XI

Xel3 8 Gamma~Gamma Coincident=-Sum Energies

Sum Peak Energy (keV) Comment
280 Weak
e's) Intense
570 Possibly 05138
750 " "
1000 Czsl3 8
1450 cst3®
1770 Weak
2000 Intense

2250 Intense
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138

Xe Gamma=-Gamma Coincidence Measurements

The ND-150 analyzer was used for a large portion of the
coincidence measurements,in conjunction with a Cosmic coincidence
unit, three 3" x 3" Nal detectors and five transistorized DD2 amp-
lifiers. The three-crystal arrangement was used to correct for
summing in the coincidence spectra. Random summing in the coincid-
ence runs was of particular importance because of the high counting
rates (15,000 - 20,000/sec) in these runs. The arrangement of the
detector system in relation to the charged-wire chamber is shown in
Figure 7. The resolving time of the fast coincident circuits was
50 nsec. The spectra were routed to the four 256~channel group$in
the analyzer as follows:

Group 1. Singles were recorded in this location for a
small fraction (2%) of the duration of the experiment. This was
accomplished by a programmer which switched in gating pulses de=-
rived from the recording detector output for brief periods at inter-
vals of 30 seconds during the experiment. The singles spectra were
uged in the data analysis for energy calibration, and were useful
also as a check on sample purity.

Group 2. Coincidence spectrum.

Group 3.« Chance spectrum.

Group 4. Random-and coincident-sum spectrum.

A schematic diagram of the detection and analysis system is
shown in Figure 1l6. In order to demonstrate the capabilities of
this system in coincidence measurements, the spectrum in coincidence
with the 1475 keV line in Br82 was analyzeds The resulting spectra

are shown in Figure 17. There were also small contributions in the
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coincidence "window!' which were due to the 1317 keV and the 1650
keV lines. The results obtained are in agreement with measure=
ments summarized in the Nuclear Data Sheets (48), modified by the
work of Kennett et al (49).

A series of coincidence measurements were carried out on

the Xe138

gamma-radiations, with coincidence windows set on each

of the more intense gamma-rays in turn. The experimental procedure

was as follows:=

1) The sample was produced in a 15 second irradiation and
the xenon fraction separated out. Following a cooling
period of 30 minutes, the sample was injected into the
charged wire chamber.

2) The amplifier gains, coincidence windows, etc., had been
set up previous to the sample injection. However, a
few minor adjustments were usually necessary before
beginning the run.

3) Analysis was started 3 to 4 mimutes after sample in-
jection. Coincidence, chance, and window events were
scaled. The analysis was stopped after 14 minutes.

L) Two 256 channel groups were typed out and recorded on
perforated tapee.

5) The coincidence window and the window detector singles
were recorded.

The remaining data was then read out. The data on perforated

tape could be converted directly to cards for computer analysis.
An example of the results obtained is shown in Figure 18

which shows the spectrum in coincidence with the 241-257 keV
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doublet and also the summing and chance contributions. Figures
19 to 22 show some of the coincidence spectra obtained by gating
with the other intense lines in the spectrum. A total of more
than 25 coincidence measurements was made in this fashion. How=
ever, the abundance of low intensity gamma-rays indicated that
the analysis of these spectra for unique gamma-gamma coincidence
asgignments might better be handled by least-squares techniques
(see section 3.6)s In order to obtain more accurate and meaningful
results by these techniques, more coincidence experiments were
necessary. Therefore, four two-dimensional y-y coincidence runs
were carried out with the ND=160 analyzer and a two-detector arrange-
ment. The analyzer configuration for these experiments was 16 x 256,
with the full Xel38 coincidence spectra being recorded in the 256
channel groups. The coincidence spectra were gated by a 15 channel
window which was set on appropriate spectrum energies. The source
activity was somewhat lower for these runs than in the previous
coincidence measurements, because no corrections could be applied
for random summing. However, the chance rate was monitored and an
appropriate fraction of the singles spectrum subtracted from each
coincidence spectrum before the data were analyzed. The singles
spectra were recorded during the run in the first channel group on
each axis with the aid of an electronic programming device describ-
ed by Kennett (50).

The reduction of the coincidence data involved the analysis
of over 70 coincidence spectra. This was accomplished by the use
of the line~fitting program described in Appendix III. 39 lines

appeared in these coincidence measurements. The actual gamma-gamma
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coincidence results were derived from the intensity of each line
which appeared in each spectrum by means of a coincidence~quotient

least-squares analysis which is described in the following section.

3.5.1 lLeast~Squares Coincidence-=Quotient Analysis

The information which is obtained from the reduction of
coincidence data may easily be utilized if the fraction of events
appearing in the coincidence gating window is due mainly to one
gamma-ray. It is evident that, if this is the case, then the
intensity of lines in the resulting coincidence spectrum is related
to gamma-~gamma cascades in which the gating gamma-ray participatese.
However, if low intensity gamma-rays appear in the gating window
along with large Compton contributions due to intense higher energy
lines, then the coincidence of the wezk gamma-rays with lines appear-
ing in the coincidence spectrum is difficult to establishe. This is
indeed the case with gamma-coincidence measurements on the Xe138
decay. However, this difficulty may be overcome to a certain ex-
tent by utilizing information from all the coincidence runs in a
least-squares fit to the intensity of particular lines found in the
coincidence spectra., The parameters which are determined are
referred to as the coincidence-quotients between particular coinci=
dent pairse. The least-squares fit for these parameters is an
extension of the technique used by Johnson and O‘'Kelley (51).

We set up the equation
-uid
n;, = €e o FTandys (3.5.1.2a)

Where:

n;, is the intensity of the i~-th line appearing in the k-th
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coincidence measurement,

Gi is the absolute detection efficiency for the i-th line,

-u.d
e corrects for absorption in the source and beta absorb-

er

Ci is the number of counts falling in the coincidence win-

dow during the k~-th run
ajk is the fraction of the window rate in the k~-th run due
to the j~th line, referred to as the gating fraction,

qji is the coincidence quotient between the j-th line and
the i-th line.

The gating fractions ajk’ are determined through the analysis
of a singles spectrum and by careful determination of coincidence
window locations in the pulse-height spectrum in each cases The
appearance of non-zero values for the parameters qij’ for 1 = j,
may indicate either the existence of a coincident doublet or chance
coincidences of the j-th line with itself., For the sake of simplic-
ity, angular correlations between coincident gamma-rays are neglected
in this discussion, because for this nucleus these correlations have
not been established.

Physically speaking, equation (3.5.1.a) indicates that if
an excited state populates/decays by the emission of the i~-th gamma-

ray, then qji is the probability that the level will decay/populate
by the emission of the j-th gamma-ray. This statement is true

only for cascade pairs. By re-arranging (3.5.l.a) we have
n
ik

8, Q,, = -~————
3 3k S.e'uid c
i k

=0

If the i-th line appears in £ coincidence rumns, then we may deter=-

mine by least squares a4 for a maximum of (£~1) lines j. The
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least-squares equation is

2;. W, a.,q.. =b 2 = min
k Jk*ii ik

Where W, is the weighting, and

-u.d

1
by = nik/ 6ye o,

The qji may therefore be determined by linear least-squares.
Weighting

It is very difficult to weight the data accurately since
in this case the independent variables ajk are subject to error,
This error arises from two sources: from the line intensity
measurements, and from the determination of gating window posit-
ions in the pulse~height spectrum. The error in line intensities
is available from the least~squares analysis of the singles spectrum.
The error in window position is usually small for runs in which the
window covers a relatively large region of the spectrum. However,
in the fine mesh encountered in two-dimensional spectrum analysis
the error in estimating the "window'" position is appreciable. The
procedure followed in the present work was to assume an initial
weighting LAY where
71'" - &° (bik)
ik
The qji were then calculated. Since the a,

Jjk

error, the calculated value of the qji will serve to determine a

are subgject to

better approximation to the weighting as follows:

2
;L- = 6i2k = 52(bik) + Z 62(a 'k)' &
ik J J G/ajk
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= 52("1}:) * ‘f’ 62(ajk)' qui)z

The (n + 1)th approximation to the weighting is

1 _ (62)
W, = ik
lk):n+1
2 2

The least-squares fit is repeated in each case until xh+l-%> Xn .

2
. = °a(bik)+éj“ ba(ajk)'(qji)n

Calculations

It is preferable to fit all the lines which may possibly
be in cascade with the line of interest, unless certain cascades
have been ruled out by other information. The initial model which
is assumed is therefore usually incorrect. However, certain lines
which are obviously not in coincidence with the line of interest
may be dropped from succeeding calculations. In the present work,
the computer program was written in such a way that, after the

first calculation, all lines with qji less than zero were dropped

s

i
and so on, until only those qji:7»6(qji) remained in the final

from consideration; then all with b(qji) greater than 4.0 q

calculation.
Results

The results were not expected to be sufficiently accurate
for lines of low intensity; consequently estimates of the level
populations could not be made. However, values obtained in many
cases were used as indications of gamma-gamma cascades. Tables
XIIA and XIIB show the coincidence quotients obtained which were
greater than the calculated errors for these values. The error
results are also shown for the coincidence quotients of the strong

lines. If these values are to be used in the calculation of beta~



TABLE XIIA
COIICIDENCE QUOTIENTS

COINCIDENT LINE

Gating Line | Includes | 153 187 | 2 | 257 285 | 320 397 610 | 655 | 6% 781
(Nal) keV Lines (1) 2)1 3 (4) (5,6) | (7,8)] (11) (13,141 (15) | (16) | (17,18)
153 1 .05 |73 L ,07] .02 | .01

187 2 1.0 ¥ .45 .40

241 3

257 4 156,007 | 009 .01 | .007 .012 .16 .006
285 L,6

320 7,8 1.1%,2

260 9,10

397 11 .02 | .o1

L34 12

620 13,14

675 15,16 .28

720 16,17 22 % .05

770 17,18 01 }.17 %.08 .10

860 19 o4 .65 % .20 A6 X 22 33

900 19, 20 17 2,081 .22

1080 21 .07 |1.08% 4o 178 ¥ .351 1.5 .86

1150 22,23

1265 24=26 27

1565 28-36 .02

1769 37 +055 ’.8911052 045

1885 38,39

2005 4O=45 285 | 1.57%.25 | .176 &
2270 4548

2365 k9




TABLE XIIB

COINCIDENCE QUOTIENTS

COINCIDENT LINE
Gating Line | Includes 865 945 1098 1298 1487 1530 1590 1769 1850 2005
Na (keV) Lines (19) | (20) (21) (24) (27) | (28-30) | (30=33) (37) (38) (40,41)
153 1 .015 .03 .06 .08
187 2
241 3
257 4 .02 .03 .03 .02 At o3 .157 ¥ .008
285 5,6 1.4 1,2
320 7,8 2.2%20
360 9, 10 .74 .87 L .30
397 1 .02 W22 W12
43l 12 .03 .02
620 13,14
675 15,16 .15
720 16,17 .12 «20
770 17,18
860 19 L0
900 19,20 .18 .81
1080 21 2.b
1150 22,23
1265 2426
1565 28-36
1769 37
1885 38,39
2005 Lo-bs o
2270 4548
2365 49
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branching to a particular level, then when only double cascades

are involved,

n .
p L £ VL (u £
£m n i Ymi ixm n i 951

Here, the B branching rJ sy to the f-th level is related to the
m
intensity of the m-th gamma-ray. The values of n, and nj are the

intensities of the appropriate gamma-rays, and n.B is the intensity
4

of the beta transition to the £{-th level. The application of the

coincidence-quotient calculations to the decay scheme analysis is

discussed further in Chapter IV.

X-ray Coincidence Analysis

Figure 23 shows the low energy gamma-spectrum of Xe138. The

x-rays are seen to have a moderately high intensity compared with
the two intense gamma-lines shown. The calculated K x-ray intensity
relative to the 257 keV line is 6.5%, assuming a 20% x-ray absorp=-
tion loss in the chamber wallse.

Experimentally one may determine conversion coefficients of
selected gamma-rays by carrying out coincidence experiments to
determine the gamma-rays which are coincident with the x-rays. 1If
the decay scheme is known accurately, then gamma-rays which are
shown to be in coincidence with x-rays from the conversion process
are also in cascade with gamma-rays which depopulate the same levels
as the corresponding comversion electrons, By determining the in~
tensity of the x-ray-gamma coincidences, the conversion coefficients
may be calculated.

In the present case the assumption was made that the x-rays

arose entirely from conversion of the intemnse 153 and 257 keV gamma=-
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rayse. The decay-scheme analysis showed that the 257 ke
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V level,

which decays by emission of the 257 keV gamma-ray, is populated

directly by the 153 keV gamma. The beta-ray branching
level is 8.6%. The gamma-spectrum in coincidence with
was analyzed as well as a spectrum in coincidence with
uum slightly above the x~ray in energy. The resulting
of the 153 kev and 257 keV gamma-rays in these spectra

version coefficients for these transitions as follows.

Conversion Coefficients From X-ray Intensities

to this

the x-ray
the contin-
intensities

gave con-

Transition energy (kev) %
+ 0.1
153 011 ¥ Jes
+ 0,01
257 0.0u5 * 2+

The vacancy in the K-electron shell following the emission of a

K-conversion electron is filled by the transition of an L-electron

into the K-shell, The binding energy difference (BK - BL) in this

transition may be given up either by the emission of a K x-ray or

an Auger electron. The competition between these two processes is

described by the K fluorescence yield, which is defined

as the

mimber of K x~-ray quanta emitted per vacancy in the K-shell., The

above conversion coefficients have been corrected for a

yield of 0.87 for cesium, as reported by Broyles et al

fluorescent

(52)e The

calculated value of a, for the 257 keV transition was confirmed by

K

x-ray coincidence measurements on the 1769 keV transition which is

also in direct cascade with the 257 keV gamma-raye.
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Beta Singles Analysis

The beta-ray measurements were carried out with a 2" x 2"
NE102 plastic scintillator. The detector was placed 3 cm from
the charged~wire chamber. The sample chamber window for the beta
measurements was 0.25 mil mylar metallized on one side with gold.
Prior to the Xe138 measurements the detector was tested for gain
stability with a Cl38 beta source over a counting-rate range of
500 to 3000 counts per seconds The detector was found to be stable
against counting-rate shifts to within the accuracy of the Fermi-
plot end-point determination. The standard beta-sources used for

138 92 L9l

energy scale determinations in the Xe runs were Y90’ sSr

and Rhl%o

, ¥

A Fermi-plot of a correlated Xe138 beta spectrum is shown in
Figure 25. It is seen from this plot that the beta spectrum of this
isotope has a rather high proportion of low-energy transitions.

This may also have been predicted from the singles gamma spectrum

of Figure 14 which shows several intense high-energy gamma-transitions.

These facts indicate that complications may be expected to arise in
the analysis of the beta spectrum due to distortions in the spectrum
from the following factors:

1) The occurrence of Compton scattering events in the scint~
illator due to high-energy gamma rays will lend appreciable
contributions to the spectrum.

2) Random beta-summing will be a major problem at the rates

required (<~ 2000/sec) in the Xe13 8

experiments because even
low intensity summing is not masked in this case by the

high energy beta groups.
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The correction for gamma-ray Compton background was made
for each run simply by repeating the run, but with a 3/8" alumin-
um beta absorber between source and detector. The counting rates
were normalized by means of a gamma~detector which was used to
monitor the gamma singles rate.

The random summing contribution could not be minimized
by reducing the source activity since it was necessary to record
the data in a period not exceeding 15 minutes, due to the C5138
contamination problem. The 03138 beta spectrum shows a moderately
intense beta transition of 3.4 MeV. The end-point of the Xe138
beta-spectrum was measured to be 2.4 MeV by Nassif and Seelman=-
Eggebert (25), Careful corrections were therefore necessary to

138

account for the in~growing Cs beta activity. To account for

both the random summing and the 05138

contributions, the beta
spectrum was recorded as a function of time. A total of eight
spectra were recorded in 4.5 minute periods, (with 0.5 minutes
read-out time) beginning immediately after sample injection into

the charged-wire chamber. A decay curve of the gross counting rate
was also obtained. The 05138 beta spectrum was obtained by counting
the activity remaining after the residual xenon activity had been
flushed from the chamber. Each of the 'time spectra' was corrected

138

for room background and Cs contamination. The corrected spectra
were then fitted by linear least-squares, channel by channel, to
a decay curve with 14 mimite and 7 minute components. The 7 minute
component is due to the random summing contribution which decays

with this 'half-life's Since random summing is proportional to

the square of the counting rate, we have
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2
-Af)
Ny g (8) o (Noe

where Nbe-Xt is the Xel38 counting rate.
Thus,
N, . aN 2e"2}‘t
R.3e o]

. N'e”‘R.s.t

where

*r.s. = 2
giving

= 138)

The intensity of both the Xe138

and the random summing
contribution is shown in Figure 24, A further correction was necess-
ary for gamma background. This was obtained by repeating the run
with the beta-absorber in place and carrying out a time-analysis,

138

as above, for the Xe gamma background contribution. The reduction
of the beta spectra data was carried out with the aid of techniques
described by Slavinskas et al (53). A Fermi-plot of the corrected
%e138 spectrum is shown in Figure 25. The end-point of this spectrum
was determined to be 2800 ¥ 80 keV. The spectrum was analyzed to
obtain the three highest-energy beta groups, Bl~B3. The end-point

energies of these groups and their intensities relative to the total

intensity is shown in Table XIII.



10000

1000

COUNTS

100

RANDOM SUMS

FIGURE 24

X eI38

BETA SPECTRUM
CALCULATED FROM

TIME-ANALYSIS

. n?‘\.
N
g
.\-.-
\.
. ‘{ .

| | | 4

20

40

60 80
CHANNEL

100 120 140 160 180
No.




. T 1 [ T
. FIGURE 25
a0l— . FERMI-PLOT OF xe'%® —
NTE ) TIME - ANALYZED
pEF, ", BETA SINGLES
30— ]
20 —
P‘ ....o..
ﬁz ....'o
lo | ....0...‘. —
B R 2360 keV
2550 keV
~ 2800 keV
“o.‘..".... .
oL | | | Na e
) 20 40 60 80 100 120 120 60

CHANNEL No.



3.7

67

TABLE XIII
High Energy Beta Transitions
in Xe138
Group Intensity Relative to End-Point (keV)

Total B Rate
By 6% 2800 I 80
By 13% 2550 * 80
Bs 22% 2360 % 50

The low relative intensities and the close spacing of the high~
energy transitions does not permit accurate Fermi-analysis of
these groups. Therefore the adopted values for these transitions
as quoted in Chapter IV are based mainly on the gemma analysis,
with the beta-analysis serving only as a check.

The Bl group indicates a possible unique shape for this
transition; however, no definite statement can be made on this

point due to the same reasons as outlined above.

Beta~-Gamma Coincidence Measurements

Two~-dimensional beta-gamma coincidence measurements were
carried out with the plastic scintillator and a 3" x 3" Nal
detector. The ND=-160 analyzer was used in a 32 x 128 channel
configuration. The beta spectra in coincidence with the 32 gamma-
“windows" were recorded in the 128 channel groups. Two coincidence
experiments were performed, one with the 32 channel gamma-ray
window extending from zero to 1000 keV, and a second with the

window extending from 1000 to 2600 keV. The beta-energy scale was
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90 49 90

determined following the run by recording the Y ', and Sr
standards, and a pulser was also used as a check on the zero=-
energy channel determination. The gamma background was determined
and the spectra corrected for this contamination as before (see
section 3.6). The predominant gating of gamma-rays giving rise

to each coincident beta spectrum of interest are listed in Table
XIV along with the energies and relative intensities determined
for the highest-energy beta groups in each case. The intensities
guoted are relevant only as comparisons among beta groups for each
particular coincidence measurement. The Fermi-plots of these

spectra appear in Figures 26 to 29.

TABLE XIV
BETA-GAMMA COINCIDENCE RESULTS

Gating Gamma-Rays (kev) Beta Group (keV) Intensity

153 2530 100
2050 20

257,241 2600 100
930 75

397,434 2480 100
1300 5

800-950 1800 20
1000 100

1050-1150 1350 25
840 100

1769 860 100
2005=-2015 900 100

780 75
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CHAPTER IV

DISCUSSION OF RESULTS

The decay scheme which is consistent with the e xperimental re-
sults described in the foregoing chapter is shown in Figure 30. The
notation used in this illustration is consistent with the notation used
in the Nuclear Data Sheets (48). Each beta group is labelled with the
transition energy in keV, the percentage branching, and the log10 ft
value, respectively. The excited nuclear levels which could not be
definitely established from the available information are indicated by
dashed lines. The gamma transitions are labelled with didentifying numbers
which refer to the listing for these transitions in Table IX, P. 46.

Before discussing in greater detail the level structure of the

Cs138

nucleus a few general remarks should be made on the method of
correlating the data from the various measurements. The singles beta
measurements were useful in determining the over-all trend of the beta
branching and were also used in determining the relative energies of

the three highest-energy groups for comparison with the low energy gamma
results. The Q=-value indicated by the beta measurements and the proposed
decay scheme is 2800 ¥ 80 keV. ' The large error assigmment is necessary
because the intensity of the Bl transition is of the same order as the
82 and 53 intensities and because these transitions are closely grouped
in energy. Seeger (54) predicts a Qﬁ-value of 3500 keV for this nucleus.
However, the Way-Wood (48) estimate is 2800. The absorption measure-
ments of Nassif and 3eelman-Eggebert (25) gave a beta end-point energy

of 2400 keV. It is not expected that they would have seen the low

intensity Bl transition, so that their results are in relatively good
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agreement with the present work. The branching indicated for the three
high-energy groups from the singles measurement suggests that these groups
populate the 13 keV, 257 keV and the (410-447) keV levels respectively

(a ground-state beta decay is ruled out in the following discussion).

The beta-gamma coincidence measurements were useful in determining
the proper sequence of the more intense gamma-rays in the level scheme.
These results confirmed the existence of the two intense beta groups which
populate the 2262 keV and 2027 keV levels.

The accurate gamma-energy measurements obtained with the lithium-
drifted germanium detector were extremely useful in comstructing the level
scheme. In many cases, because of the obviously complex level structure
of this nmucleus, complete reliance on the energy and intensity measurements
obtained in this fashion was necessary in order to fit many of the weaker
gamma transitions into the scheme. The errors quoted for these determine
ations in Table IX are in most instances conservative,since the energy
balances obtained from these measurements were usually considerably better
than the errors would indicate.

The least-squares coincidence-quotient analysis, since it made use
of all the available gamma-gamma coincidence data, was of great value in
establishing certain cascades including those originating at high energies
which populate the 2027 keV level., The values obtained for the coincidence-
quotients where weak transitions were involved were subject to large errors,
but even the indication of the coincidence in itself was of value in the
decay scheme analysis. The coincidence-quotient analysis for the 257 keV
transition is expected to be relatively accurate because of the high in-

tensity of this gamma-ray. The analysis of strong transitions in coinci-
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dence with this line, according to the values noted in Tables XIIA and

XIIB,indicates a beta population of this level relative to the 257 keV

line intensity of 20 : 5 beta transitions per 100 gamma transitions.

This is in excellent agreement with the gamma-ray intensity measurements.
The measurements of Langer et al (55) and Bunker et al (39) on the

05138 decay properties indicate that this nucleus does not beta-decay to

138

the Ba ot ground state, but that there is beta-branching with log ft

of 7.6 to the first excited 2+ state. This allows the two possibilities

138

for the Cs ground-state spin of either 3~ or L4~ for a first-forbidden

beta-decay. Measurements carried out in collaboration with the atomic
beams group at this university have definitely ruled out the spin 4 assign-
ment. According to Cohen (18), the low-lying shell model states available
for the odd neutron in this mucleus should have odd parity. The lowest=-
energy neutron state above the N = 82 shell is the f7/2 state. The odd
proton in the ground-state configuration should be in either the 37/2 or
d5/2 state. There are no low=lying negative parity states above the

Z = 50 shell. It is therefore expected that the low energy band of levels
138

as well as the ground state in the Cs mucleus will exhibit a negative

parity. The log ft values for the observed beta decays from the Xe138

O+
ground-state to these levels are in the range 6.8 to 7.4, which also tends
to confirm the negative parity assignment.

The highest-energy beta group must decay to the 13 keV level since

138 to the C5138

a beta=transition from Xe ground state would be 3rd for-
bidden. The 13 keV level was inferred from energy balances among the
intense low energy gamma transitions. The 24l keV transition does not fit

well in the location indicated but this may be due to a systematic error
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in the 153 keV line energy determination. As stated before, the three
high~energy beta groups seen in the singles analysis must decay to at least
3 of the four low-energy states. The spin assignment of the 13 keV
level is uncertain, although there is an indication of the unique shape
in the Bl singles transition. Practically all other observed levels in
the nmucleus decay by gamma-transitions to this level, and high ener gy
transitions from the 2082 keV and 2329 keV levels appear to populate
both the 13 keV level and the ground-state. The 13 keV level therefore
has a probable spin assignment of 2-,

The 257 keV transition has a multipolarity of either M1 or E2

according to the measured a, of 0,045 for this transition. The values

K

of e quoted by Sliv and Band (8) which are relevant to the 257 keV and

153 keV transitions are listed in Table XV.

TABLE XV
K X-ray Conversion Coefficients

(Values obtained from Sliv and Band (6) )

Transition Energy (keV) Type of Transition .fKL.
153 Ml 23

El .058

M2 1.56

E2 +31

257 M1 .058

El Nt

M2 273

E2 059
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The 153 keV transition exhibits an of O.ll*o'lo » The uncertainty in
aK “'Oo 05

this measurement is due largely to the lack of coincidences of this gamma-ray
with strong transitions other than the 257 keV gamma-ray which could be used
to corroborate the x-ray coincidence measurements. The assignment for this
transition is seen from Table XV to be either E1 or M1, but the El transition
is ruled out by the positive parity requirement. The above multipolarity
assignments are in agreement with the measurements of Ovechkin and Demidovich
(28). The 257 keV level is populated by a beta-group with log ft of 7.1l. Since
this state decays strongly to the groundstate a tentative spin assignment of
1 is indicated.

The 410 keV state decays strongly to the 13 keV state and a
possible 410 keV transition to the ground-state does not occur or is masked

138

in the solid-state spectrum by a gamma-ray from Cs of this energy. The
log ft for beta decay to this level is 7.l. The indicated spin assignment is
0.

The 447 keV level is similar to the 410 keV level in that it
is not observed to decay to the ground state and populates strongly the first
excited state. The beta group decaying to this level is seen to have a
log ft of 6.8. This ctate may also have a spin of zero. The beta branching
to this level, as to all other levels in the scheme except the 13 keV first
state, was calculated from the gamma-ray intensities.

It is interesting to compare the low-energy level structure of

138 140

Cs with the La levels (48), The first four excited levels of these

miclei are shown below.
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567
O- Le6
(0)- L7
(0)- 410
1 - 257
2- 162
(2)- 13 2= 30
\ ﬁ/’ 3-\u £ 0
— = 0
3 1 Spin E(keV)
. 38 140
Spin 55Cs 5 E(keV) 5pl8 83

The 83La;;0 nucleus is similar to the 8308;28 micleus in that it has only

two more protons. which are probably in the same shell, according to shell=-
model assignments in Preston (1). The spin assignments for the Lalho
miclear levels might therefore also be true for the corresponding 05138
levels, according to the foregoing discussions.

The 1115 keV level is probably a negative parity level because the
gamma intensity measurements infer very little beta population of this level.

The 2027 and 2262 keV levels are populated by beta groups with log ft
values well into the range of allowed transitions. Neither level is observed
to decay to the ground state. The positive parity assignments to these
levels is therefore strongly indicated. The positive parity assigmments
indicated for other levels in the high energy band are again based on the

log ft values.

The low~energy transitions occurring among levels of the high-energy
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level band is indicative of a strong relation among the participating

levels, since these levels would otherwise decay almost completely to

the low-energy states. In order to obtain the positive parity levels in this
region one may consider two possible nuclear configurations. The first poss-
ibility is that an octupole phonon may couple with the ground-state
configuration to give positive-parity low spin states in the high-energy
region. Hansen and Nathan (56) have shown the octupole excitation in the

region of the 05138

nucleus to have an energy of approximately 2 MeV. One
should expect enhanced E3 transitions from such states and this may explain
" the existence of the (2135-2146) and the (2069-2082) keV doublets which are
believed to decay from the 2146 and 2082 keV levels to the 13 keV level and
the ground state respectively. However, the beta-population of such octu-
pole configurations may be expected to be hindered.

A second possibility is that the odd neutron may occupy the 113/2
level., This would provide a positive parity by coupling to the positive
parity proton which would lie in either the d5/2 or 37/2 state. However,
the minimum spin of such a coupled pair would be 3. This discrepancy could
be removed by breaking a proton pair and coupling the three unpaired protons
to the odd neutron. The excitation energy requirements of this scheme appear
to be large. The i13 /2 configuration lies approximately 3 lMeV above the
f7/2 neutron state (18), and the proton pairing energy, according to Pal
and Mitra (57), is l.6 MeV. However, it is difficult to estimate the energies

which would be involved in the actual odd-odd configuration.



APPENDIX I

THE MATHEMATICAL FORMULATION OF DATA REDUCTION BY LEAST SQUARES

1.1 Introduction

The past decade has seen a marked improvement in electronic
devices which are utilized in the measurement and recording of
miclear radiation data. This has resulted in a corresponding
improvement in the accuracy of these measurements and also in an
increase in the speed at which data may be accumulated. Particular
examples of such apparatus now being used in miclear decay scheme
analysis would include large-memory multi-parameter analyzers, fast
analog~to~digital converters, and electronic gain stabilizers. These
devices also make possible the study of short-lived radioisotopes
since more highly active samples may be used, allowing data acquis=-
ition in a shorter length of time.

The accumulation of data from experiments applied to decay
scheme studies may now require much less of the experimenter's time
than does the subsequent reduction of data. Older methods of data
analysis, for example spectrum-stripping and graphical decay curve
analysis, are time consuming; neither do they take fully into
account the statistical nature of the data. For these reasons a
great deal of effort is being expended by muclear physicists in
developing computer programs to be applied to the analysis of such
data.

The method of least-squares has been almost universally applied to

Al
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miclear data reduction by computer. In the present work, leaste
squares programs were developed and used extensively in the analysis
of gamma-ray scintillation spectra and in the reduction of decay~
curve data. The following sections outline the least=~squares
procedures which were used and also some of the limitations inherent
in these procedures. The ''parabolic" least-squares method is also
investigated in detail and specific examples are given to show the

applicability of this technique in data reduction.

The Method of least=Squares

In general the mathematical model S, which one desires to fit

to experimental data is given in matrix notation by

S = F(Y’E) (10203)

- —

If S is linear in B then (1.2.a) may be written as

§ = XE (I.Zob)

Here, Y is the design matrix and B is the vector of estimates with p
components for the p unknown parameters. The method of least-squares

requires the minimization of x2, where
2 T .
X" = (M - §)"W(M=S) = min, (I.2.c)

Here, XZ is the sum of weighted deviations,
M is the vector of measurements and
W is the (diagonal) weighting matrix,

If the measurements m, are normally and independently distributed

i
and S is linear in B, then the least-squares estimates Si of the

elements of B are both maximum likelihood and minimum variance un-
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biased estimates. In this case, also, the individual weights

Wiy are given by

2
W

%
11 = /s
Here, J i is the standard deviation of the measurement m, .

For normally distributed m, the quantity Xz is the well-

i
known figure of merit "'chi-squared". If the number of degrees of

freedom f is defined as

f=n-p
where n is the number of data points, then 2 /f has a mean value
of 1 with a standard deviation of (2/1')’} for normally distributed
data.
Minimization of (I.2.c) implies

dé
% -

Each row of the matrix (I.2.d) is one of the so-called normal

(I,2.d)

equations.

The value of X° and B which satisfy (I.2.d) will be denoted
by %2 and B respectively, where B is the least squares vector of
estimates and ¥° is the minimum value of X2,

If B enters equation (I.2.a) in a linear fashion, then the

solution for B subject to (I.2.d) is straightforward, resulting in

-1 XTW (Iozoe)

B = (f'wp)
For convenience we shall redefine
@t -g

vhere C is the correlation matrix. The variance of any element of
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B is given by the corresponding diagonal element in C

Var (bj) = cjj

The covariance between any two elements of E is given by

Cov(b Ei) = C

3’

The standard deviations of the b, are

J
2, Ve
(Sj) = cjj.x /£ (1.2, 1)

In a great many applications, such as in the determination

i’

of half-lives from decay=-curve data, the analysis of Gaussian ex~-
perimental curves, etc., B does not enter (I.2.a) in a linear
fashion. Under this condition it is necessary to modify the least-
squares procedure. The usual approach to this problem is to expand
S, as a function of the parameters which are to be found, in a Taylor
series about S.

Equation (I.2.a) may then be expressed as:
- -~ S
§=§+<§-§>§-§+%<§-§>2df§+----
2 C}B

If ‘5 - g\ is small enough (that is, if B is close enough to the least-
squares solution, E) then second and higher-order terms may be neg-
lected. If $ is linear in B then second-and higher-order terms

are identically zero and one obtains § by the use of equation (I.2.e)
as before. However, B may be made up of a combination of both

linear and non~linear components.

For non~linear components Bj one has

5,=5,+08, 05 (Te2.8)
375 %5
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This, in effect, adds the new parameter ABJ to be deter-
mined in a linear fashion. An iterative approach may now be made
to the problem. It is necessary, however, to provide initial es=~
timates for all the Ej which are to be determined. The values for
the ABj's are then determined along with the linear parameters

bjo The Ej are then adjusted by

By = PBs(a-1) * By(m)

The entire calculation is carried out repeatedly until all the AB j
become negligible. This method is often referred to as the Gauss-
Seidel method and is a standard approach in the solution of non-
linear least-squares problems. However, the method has certain
limitations.

l. It may be moted that, even though the b, enter equation

J
(I.2.a) in a linear manner, original estimates are required
of these parameters if they are present in the expression for
the first derivative of any non-linear component (see equation
I.2.8)s Such linear parameters are then treated in the same
fashion as the non-linear parameters,

2 The first derivative of a function may be much more complex
than the function itself, and thus more difficult and time-
consuming to generate.

3+ In certain circumstances, especially with mathematical models
which are sets of nearly similar functions, it may be difficult

to arrive at reasonable original estimates of the parameters,

both linear and non-linear, which are to be found. If the

original estimates are poor, the iterative method may either
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diverge or converge to an incorrect solution.
In this context it may be noted that there are certain types of
problems which have non-unique solutions (i.e. X° has more than
one minimum), It is impossible to determine the uniqueness of the
solution from the iterative method.

When S is not linear in at least one of the parameters it
generally is not true that X2 is a chi-gquared distribution. The
estimates<fi of the precision of the parameters Ei are not exact
in this case. Purther, there is no way of showing that minimum
residual in the non-linear model implies maximum likelihood and
minimum variance as with the linear treatment. However, according
to Moore (R1l), it is common practice, in fitting non-linear paramet-
ers, to treat x2 in this case as if it had the same properties as
in the linear model, although this is not a mathematically rigorous

result,

The Parabolic Method of Least=Squares

The "parabolic" method of least~-squares has in the past re=
ceived a fair amount of use, for example references (R2, R3, R4).
However, the author has found no investigation of the mathematical
basis for this method in the current literature.

Since it overcomes a to a certain degree the objections to
the Gauss~Seidel technique described above, the method has been
carefully investigated. After the development of a satisfactory
mathematical model, the method was used successfully in the analysis

of decay-curve data and also in the fitting of the Xe138 gamma-ray
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scintillation spectra. The results of these analyses are given in
Chapter III of this thesis.

As a starting point, let us develop further the linear
least-squares problem where, as in equation (I,2.b), S = Y B.
Equation (I.2.c) may be written as

X = (4-8)"W(M-5)

= (M-YB)TW(M-YB) (Ie3ea)

Expanding (I.3.a) we obtain

x* = ' - B8 - BcE + Be B

Similarly
- utwu - 71578 - 8c7ls + BB
= }_1 ']'E)Tﬁ
There fore, X - x‘2 (8-5)Tc "1 (8-B) (Io3.b)

Now it is desired to study the behaviour of equation (I.3.b) as a
given element bm of the vector B is varied in a region localized
about b_.

)

The bj(jéFm) are the dependent variables and, according to
whittaker and Robinson (R5), vary as

c
- | -
(bj b)) = — (b, Bm) (Ie3ec)

J mm

Here ¢ and cmm are as defined before.

mJ
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Of course, if the covariance cn j were zero then b, could

J

hardly be classed as a dependent variable, In least-squares cal-
culations involving non-orthogonal functions, however, Sy j is not
identically zeroe

The dependence of (x% = %) on the variable(bm - Em)’ may
be established in a simple analytical form in the following manner.

For convenience we define new variables a, = (b, - Bi)

Then from (I.3.c)

a, = '-‘1 a (Io}od)
and similarly for a,.

i
Now AC™IA, (=1.3.b), is of the form

£ P

-1
13 %5 %51 %4

Substituting the relationships of equation (I.3.d), we get

EE (e c . &
= T3 i o o™ mi m
Com T ji Coum

Converted back to the original variables, this becomes;
2 = 2
X - x2 = (bm-sm) /cm (Io}oe)

Stated literally, equation (I.3.e) shows that, in the region local-
ized about Bm’ X2 is a parabolic function of (bm - Sm) with the co=

efficient of the equation being given by the reciprocal of the

variance :’t.n'Sm ; hence the term "parabolic method'.



A9

The standard deviation in Sm is again given by (I.2.f).
Before any further discussion it is important to note that
the analysis thus far hes concerned only linear parameters of the

least-squares fit. The parameters b, in equation (I.3.c) behave

’ 25
as dependent variables only by virtue of the condition ab =0
(for all jér—.m) which is satisfied at each point by carrying out
the least-squares fit.

The transition to non-linear least-squares may now be made,
It is necessary only to recall equation (I.2.g)s This truncated
expansion is exact for linear parameters and is a good approximation
for non-linear parameters which are in the neighborhood of the

least-squares values for these parameterse This condition may be

specified by
|en = 2n| < & (1.3 9)

where € will be determined by certain factors including the
similarity between various components in the design matrixe. The
value of € for particular applications described in this appendix
will be discussed later,
Differentiation is necessary between the cases of applying
the parabolic method to:
1) Any number of linear parameters bm and only one non-linear
parameter Bm‘ and
2) Any mumber of linear parameters combined with any number of
non-linear parameters.
(i) When there is only one nonelinear parameter to be found,

then the foregoing analysis is exact and may be immediately
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applied to the calculation of Bm by varying the parameter.

The procedure for the calculation is as follows.
First, the "normal' equations are set up for the linear
parameters. It is necessary only to supply the computer
with an estimate of the non-linear parameter. The standard
least-squares fit is then carried out and x2 is calculated.
Bm may then be given a new value Bm + A« The leastesquares
fit is repeated. If X° has increased, the next value of
Bm to be used should be Bm = A in order to approach a final
solution by the minimization of XZ.

Repetition of this process will eventually bring X2
through a minimum value., If the initial value of Bm was
close to the least-squares value E; then three calculations
are sufficient to accurately determine the location of the
minimume

The parameters XZ, Em and G may now be found by
fitting equation (I.3.e) to the three points closest to the
minimum in the x2 curve. These results satisfy the least=
squares criterion of minimum residual (I.2.d) and therefore
EQ is the least~-squares solution for the non-linear parameter.,

The parabolic method as applied to the solution for
one non~linear parameter is shown graphically in figure Al.

(ii) If it is necessary to solve for more than one-linear
parameter, the procedure is much the same as in the foregoing
paragraphs. However, it is now necessary to vary each non-

linear parameter in turn so as to minimize XZ. A Ycycle'" of
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SOLUTION FOR ONE PARAMETER
BY THE PARABOLIC METHOD.
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calculations might be defined as minimizing XZ with
respect to each non-linear parameter in turn, ranging from

the first parameter Bl to the k-th parameter where there

2min ob=

tained through varying the m-th parameter in the J -th cycle

are a total of k non-linear parameters. The X

will be referred to as Xi j* The resulting value for the
9

corresponding parameter will be referred to as B The

myJ °
minimization procedure may have to be carried through several
complete cycles, depending upon the accuracy of the original

guessed values, before the B converge to the least-squares

m, J
solutions, Em'

In the case of more than two non-linear parameters, although
least-squares solutions are obtained through the above procedure, the
error estimates are not obtained according to the parabolic model
without excessive calculations. This is due to the fact that non=-
linear dependent variables are not automatically required to satisfy
equation (I.2.d) by the use of the normal equations, as are the
linear dependent variablese.

However, in the case of two non-linear parameters, the error
estimates may be obtained by carrying through four cycles of calcul-
ation. For each calculation cycle, the value of each parameter as
it is fixed gives a value for xﬁin which is the value obtained by
the following minimization of X2 with respect to the remaining para-
meter. Four calculation cycles will give three values of X2 for
three values of each parameter. These values may be fitted to obtain

the parabolas in a similar fashion as for the case of only one non=-
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linear parameter.

An extension may be made to the above procedure in the
case of more than two non-linear parameters. Although the
result is not mathematically correct, it has been found, with
some restrictions, to be a good approximation. Let us assume,
as before, that there are k non-linear parameters to be deter=
mined. Then the general approximation is that if xi' ; is the
minimum value of xa obtained by varying the m-th non-linear
parameter in the j-th cycle thus obtaining a corresponding
value Bm, j for the parameter, then the values as indicated be=

low should be used in the calculation of the error.

Non-Linear Parameter Value Corresponding )(2 Min.
Bl Bl'j’ j = 1’2'3 xi,j ] j = 1’2’3
By (1) Byt 3 = Lo23 Xo ), gy 3= 20k

In practise it has been found that if the ratio of covariance
to variance between any two non~-linear parameters (see equation
(I.3.c) is less than approximately 20% , then the final error
estimate is quite reasonable., The limitations inherent to the

method are discussed in section I.bk.
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I.4 Application of the Parabolic Method to Analysis of Decay-Curve
Data and Gamma-Ray Scintillation Spectra

The application of the parabolic method to decay-curve
analysis is not difficult. The mathematical model S which one

desires to fit to the data is of the form;

n n+l
-A.t -A t
8, = cfi. a, 'xitj + Z-:-- a, (e 130 31y
j i:l, 3, - o 132’ Ll>-

o

at each data point J,
Here ay is the intensity of the parent or daughter isotope,
Ay (1 = 1,3 = .en) is the decay constant of the i=th
parent isotope
My (i = 2,4 ===n + 1) is the decay constant of the i-th
daughter isotope which grows in from the decay of the
(i-1)th parent.

t. is the time at which the counting rate m, was recorded.

h! J

The normal equations are easily derived and the least-squares
fitting procedure is straightforward. Initial estimates are re-
quired of all the Ai. However, if the contribution of any partice
ular component to the counting rate is relatively low throughout the
experiment, then the decay-constant of that isotope should be de=
termined in another experiment in which its intemsity would
predominate. The decay-constants for such isotopes should remain
fixed during the present analysis. The least-squares determination
of the decay-constants and the error analysis are as described in
section I.3. The determination of a decay~constant which has a

value within approximately 15% of the value of any other decay

constant is usually impossible without the use of external constraints
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since in such cases the intensity a; may tend to go to negative
values.

The parabolic fit as applied to gamma-ray scintillation
spectra is carried out in a similar fashion to the above proced-
ure, although the design matrix R is far more complex and difficult
to construct.

Here, S is given at each channel j by;
n

i1 2473 By By

8y =
where a, igs the intensity of the i-th gamma ray component, and
ry (Ei’Ej) is the response of the detector to the i-th gamma-ray
having photon energy Ei’ at the energy Ej corresponding to the
j=th channel.

The dependence of r, upon Ei and Eﬂ is described in detail in
Appendix II ., In this case the non-linear parameters are the Ei’
which therefore play the same role in scintillation spectra analysis

as do the Ai in decay curve analysis.

Limitations of the Parabolic Method

Considerable experience has been gained in the present work
in the application of the parabolic technique to specific problems.
The following observations may be made on the limitations inherent
in the method.

1) Since the non-linear parameters have usually converged
clogsely to the least-squares estimates following the fourth
cycle, the values obtained for these parameters during the

fourth cycle should be retained as the least-squares estimates.
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3)
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Due to rounding errors in the calculations, the values ob-
tained for the least-squares estimates when fitting to obtain
the error estimates are often somewhat inaccurate.

The covariance between any two non-linear parameters will
be large when the responses described by these parameters are
nearly similar. The least-squares estimates obtained by the
minimization are, in general, quite reasonable but the error
estimate may be incorrect because of the approximations made.

The initial estimates supplied for the non-linear parameters
should be close enough to the least-squares solutions so that
the calculations are not perturbed through the presence of
what could be considered (if the initial value was poor) a non-
existent parameter. Here again, convergent least-squares
solutions may be obtained, but the error estimates will usually not
be corrects If error estimates are required, and if the final
estimates are incorrect, then error estimates will be obtained
by recalculating the fit using as initial guesses the least=-
squares values found in the first calculation.

A rule of thumb which has been used for half-life determinations

by decay curve analysis is that

6, < 0.05 X,

where € is defined by equation (I.3.f).

It is usually very simple in practise to estimate the locat-

ion of the photo-peaks in gamma-ray spectra to within one channel,

Little difficulty has therefore been encountered in obtaining error

estimates of these data.
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I,5 Goodness-of-Fit Criteria Applied to Data Analysis

There are many good references available on least-squares
techniques. Those which have proven to be of greatest assistance

in the present work include works by Guest (R6) and Linnik (R7).

There are three meaningful criteria which have been found
useful in this work in testing the validity of the mathematical
model. These criteria are based upon the values calculated for:

1) X2 (Chi~-squared),

2) the standard deviations,cf , of each parameter, and

3) the differential weighted residuals, di at each data point.

The following discussion indicates the manner in which these quantit-

ies may be used in testing the model formulation.

1) Pearson's (R8) chi-squared test is probably the test most
universally applied to statistically meaningful calculations.
This test states that, for a large mumber of degrees of freedom f,
X2 should be normally distributed with an expectation of f. That
is, over a number of individual measurements, xz should have a
mean value of f. The variance of XZ is 2f.

X2 therefore serves as an indication of:

i) The appropriateness of the mathematical model and
ii) whether or not systematic deviations are present in
the data.

The ability to distinguish between these causes requires a
certain amount of experience. 1In the present case, f is often
of the order of 200 and p is moderately large between (10 and 20).

Xa is usually not very sensitive to the presence or absence of

low intensity parameters in calculations of this type. Therefore
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use must be made as well of the following more sensitive in=-
dicators.

Information is also obtained from the least-squares error
estimate in the determination of each parameter. An empirical
test which is often used is, that if the error is as large as
the value of the parameter, then the portion of the model
designated by that parameter should be discarded. A more
sophisticated guage is Student's t-test (R9) which will deter=-
mine the statistical significance of the departure of the
parameter from a value of zero.

The over-all indication of goodness-of-fit is determined by
the X2 test. However, it has been found that non-statistical
deviations which are unaccounted for in the mathematical form-
ulation of S tend to increase X%/f, very often to a value of 2
or greater, although the fit may actually be very good otherwise.
The criterion which will serve as a check for goodness-of-fit in
this case is the evaluation of weighted residuals, D, where:

d; = (8- “il/“ii

Here, D is evaluated at the i-th data point where 84 is the
calculated least=squares value and m, is the measured value. If
the values of di from point to point seem to show a random dist-
ribution about zero, with few numbers greater than one, then the
fit may in general be considered satisfactory, regardless of
whether or not the X2 test so indicates. Systematic variations
observed in D also give an indication of further revisions which

are necessary in the mathematical model S.
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Taken as a combination these three criteria have proven
to be relatively accurate guide-lines to completeness of the least-

squares fite.



APPENDIX II

THE RESPONSE OF NaI(T1l) SCINTILLATION DETECTORS
TO GAMMA RADIATION

II.1 Introduction

Three distinct processes contribute to the absorption of
gamma-rays in a sodium-iodide detector. These are the photo-
electric effect, the Compton effect, and pair-production. The
relative cross-sections of these processes are a strong function
of the incident photon energy. The photo-electric process pre-
dominates at low energigs (0=-300 keV), the Compton process at
intermediate (300-7000 keV) energies, and pair production at
high energies ( > 7000 keV)se The solid line in Figure A2 shows
the response S(E') one would obtain from 2 meV photons in a finite
Nal crystal, based on the relative absorption cross-sections.

Line functions are shown which correspond to the photo-effect and

to pair-production with the escape of one and two annihilation gamma-
rays, respectively. The line function at 511 keV corresponds to

pair production in sorrounding materials, with subsequent ab-
sorption of an annihilation photon in the detector. The other
non~continuous contributions correspond to the Compton e ffect and
back-scatter. The actual pulse height distribution R(E) which would
be obtained results from the convolution of the detector resolut=

ion G(E',E) with S(E') so that
E

[}
R(E) = j S(E')G(E',E) dB'
[

Al19Q



Probability , N(E)

o)

10

FIGURE A2. |
APPROXIMATE RECOIL-ELECTRON ENERGY DISTRIBUTION.

- ABSORPTION OF 2000keV PHOTONS IN A 3"x3" Nal CRYSTAL, WITH NO
MULTIPLE COMPTON EVENTS.

Single pair escape

- Buckscatter Double pair escape ¢/ J/c;ompfon distribution
_____Ié\\\fzﬁmmmn
: /Photo-peak

I l n | |

0 | 1000 2000

Electron Energy  (keV)




A20

This response is shown as the dashed line in Figure A3 , The
experimentally observed response is shown as a solid line in the
figure. The disparity between these two curves is caused by
mltiple summing events in the detector and by the non-linear
pulse height-energy response of the detector. Since the difference
between these two curves arises in a wvery complicated manner it is
very difficult to obtain an analytical description of the detector
response., Since the detector response is energy dependent, one
should consider the response surface

Eo

R(E,E,) = f G(E,E") S(E',E ) &'
[+

where Eo is the incident photon energy. Zerby and Moran (R10) and
Miller and Snow (R11l) have calculated the Nal response surface by
the use of Monte Carlo techniques. However, the use of such an
approach for the generation of a library of response functions
is impractical, since the experimental geometry (which may vary
considerably for different experiments) affects the detector res=-
ponse in a complex fashion. Another approach to the problem of
scintillation spectra analysis is by the use of iterative unfold=-
ing techniques. Such techniques have thus far proven to be of
limited use in the analysis of complex spectra because of mathematic-
al instabilities encountered in such solutions (R12),

The alternative approach to the generation of the response
surface is to obtain a set of experimental parameters which ad=-

equately describe the response surface over the range of interest.
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Interpolation techniques may then be used to calculate response
functions at the desired energies. Methods embodying this technique
have been developed by various authors (R13 ,Rl4 ), Heath et al
(R14,R15 ) have developed such a method in great detail. Since

the fitting of experimental data in this work required the generat-
ion of a large mumber of detector response functions, and since the
empirical procedures just described are relatively fast, the use

of these methods was strongly indicated.

In order to simplify the response generation program, the
present work deviated considerably from that previously reported.
The main emphasis was placed upon obtaining a good analytical rep-
resentation of the photo;peak, since the photo-peak portion of the
response has a more observable effect on least-squares residuals
than the remainder of the response. The remainder of the detector
response was simply defined in a mumerical fashion. Following sect-
ions will describe in detail the methods developed for the generatw
ion of response functions and the application of these methods in the

least-squares fitting program.

II.2 Obtaining and Using Suitable Nal(Tl) Response Functions

The analysis of complex scintillation spectra may be visual-
ized as being separated into distinct problems. First, it is necessary
to obtain standard line shapes (response functions) which effective-
ly blanket the energy range of interest. Secondly, these response
functions must be put in some form in which manipulation either

analytically or mumerically is possibles The remaining problem is
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to generate and fit response functions of the required energy

to the scintillation spectra to be analyzed.

II.2.1 Obtaining Standard Line Shapes

It has been mentioned before that the use of computers in
data reduction places more stringent requirements on the experiment-
al conditions. A given set of line shapes may be used for the
analysis of data from many experiments, It therefore is obvious
that the requirements of instrumental stability and reproducibility
must be satisfied to a high degree throughout the recording of the
line-shapes and throughout subsequent experiments. The majority
of the more important conditions to be observed in recording line
shapes are summed up in a check-ligt shown in Table A I. The
appropriate details are discussed below.

1) It is necessary to correct the line-shape data for
summing since a mumber of the standards used are short-
lived, requiring a counting-rate which produces an ob=-
jectionable amount of random summing. Certain of the stand-

158

ards (e.g. C1” ) decay by gamma-cascade. The summing

correction will also include coincident sums from the cascade.

2,3) The gain of the detection system may be varied (within
limits) to suit the gamma-energy of the standard. It is
well known that the absolute photo-peak resolution of Nal detect~
ors varies approximately as j{ﬁ;“where Eo is the incident gamma-
ray energy. To obtain the same amount of detail in each stand-
ard and at the same time to avoid distortion due to the detect-

ion system, the photo-peak is set at a channel position which
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varies as \fﬁg: Over-all gain change is usually accomplished
by varying the gain of the linear amplifier, except for very
high energy or very low energy lines where it may also be
necessary to vary the photo-multiplier voltage. Figure Al
shows a comparison of absolute photo-peak widths obtained from

51

a Cr”~ spectrum recorded at different gains obtained in turn

by varying either the photo-multiplier voltage or the amplifier
gain. The methods are shown to be equivalent. However, a
plateau exists for the detector over which the detector resolut=-
ion is essentially constant with photo-multiplier voltage. The
voltage should be kept well within these limits.

The major portion of gain instability arises in the photo-
multiplier. For swiftly decaying sources gain stabilization is
a practical necessity, and is accomplished by an analog device
which compensates for gain changes by appropriate adjustments of
the high voltage. For longer-lived sources no gain stabilization
is found to be necessary, providing the system is allowed to
"settle down' before data recording begins. Zero and gain shift
in the analyzer and gain shift in the amplifier have been found
to be negligible over the short periods encountered in recording
line shapes.

The analyzer zero is kept constant throughout the record-
ing of standards in order that an appropriate correction may be
applied later. The analyzer linearity correction (see section
IT1.3.1 is determined only once, and indications are that this

linearity correction will not change for pulse height zero
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TABLE AI

CHECK~LIST FOR LINE SHAPE RECORDING

Item Comments

Summing, background Recorded and subtracted
from data.

System Gain Varied (usually with linear

amplifier) so photo-peak
location a

Photo-multiplier Kept well within plateau

H.V. Supply limits (700 - 950 volts)

Gain Stabilization Photo-multiplier gain stab=
ilized with"Spectrostat" H.V.
supply

Geometry Same as experimental geometry

Analyzer zero Zero pulse height kept within

~5 channels of zero channels.

Analyzer ramp Same as experiment



A25

changes which are kept within about five channels of channel
one. However, from experience with a similar analog-type zero
suppressor used in a window amplifier, the analyzer linearity
correction would be expected to be a function of the zero
setting outside this range.

Radio-isotopes used for standards were selected whenever
possible to have simple decay schemes. A minimum of correction to
the line shape will then give the desired mono-energetic response
function. The standards used are listed in Table A II. The Xe]'3 3
x-ray listed was not used as a standard, but was necessary for

checking the evaluation of photo-peak parameters.

II.2.2 The Calculation of the Sodium Iodide Response Surface

The initial preparation of the sodium iodide line standards
for analysis requires a certain amount of hand smoothing. This is
especially necessary in the low energy portion, where interference
from bremsstrahlung and x-rays tend to mask the Compton contribution
of the gamma-ray. The Compton upturn at very low energies was
neglected, and the gamma~standard in this region was given a constant
value which was extrapolated from the higher energy continuum.

All remaining corrections were made by computer manipulation
of the data. The portion of the line-shape from zero-energy to a point
one photo-peak half-width below the photo-peak mean was smoothed
using a seven-point cubic polynomiale The remainder of the photo-
peak was fitted to an analytical expression by non-linear least

squares techniques. The form of the analytical function which
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TABLE AIIX

Line Shape Standards

Nuclide Gamma Energy (keV)
xe133 (X=ray) 30
Xe 122 81
soltl s
Bat>? 166
Inttt 192
Hg"O? 279
cr”t 320
A9 412
cud® 511 (B+)
cs™?’ 662
Mot 835
cu®® 1045
2% 1114
Na22 1280
v 1440
LalO 1600
a128 1780
c1?® 2150
Thorium ore (81°%) 2600
Natal+ 2755
537 3100
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accurately describes the photo-peak is discussed in detail in the

following sections

I1I.2.3 The Analytical Function Describing the Sodium Iodide Photo-Peak

A probability plot of the 05137 photo-peak is shown in
Figure A5. The form of this curve suggests that the photo-peak

might be represented by a Gaussian, given by
£f(x) = A exp Q-(x - xb)é/éb %) (1I.2.3.a)

Here, A is the peak height

x, is the mean peak position and

8 1is the peak width parameter
In order that 6 as used in this description will not be confused
with other standard expressions for peak "width'", it should be noted

that 6 is related to the "fullewidth at half maximum" (FWHM) by

FWHM = 26 /2 1n2 = 2,355 6

& will be referred to in this work as the "width",

A noticeable deviation from linearity in the probability plot
of Figure A5 indicates that a considerable deviation from a
Gaussian form begins to occur below a point approximately one peak-
width below the mean. This has been shown by Heath (R 16) and others
to be mainly a result of small-angle scattering in the source and
in the beta=-absorber. A non-linear least-squares fit of a Gaussian

137

to a Cs photo=-peak over the indicated ""Gaussian region" is shown
in Figure A6 . Obviously the Gaussian is a rather poor approx=

imation to the photo-peak, since xz/ f for this fit is 64.5
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Helmer and Heath (R17) have found that a function of the form

£(x) = A exp (- (x - xo)2/262) { 1+a(x- xo)“ +a,(x - xo)lz}

is very good approximation to the high energy portion of the photo-
peake If a series of photo~peaks for different gamma-ray energies
are recorded on the same energy scale, they have found that ay
plotted on a log-log scale against peak position falls roughly
on a straight line. However, ay tends to follow a less uniform
curve on the same type of plot. al(Eo) and ocz(Eo) are therefore
indicated to be rather complicated parameters for use in inter-
polation.

A gearch was undertaken in the present work to find an
analytical description of the photo-peak which would require para-
meters that were relatively insemsitive to photo-peak energy.

The Exponentially-Adjusted Gaussian Photo-Peak Function

Since the eventual determination of parameters which were
not sensitive to photo-peak energy or pulse-height was required, a
dimensionless pulse height function was used, and denoted by
x - x5l / 8/3 (II.2.3.b)

The functional description of the photo-peak is given by

T =

£(x) = A exp («T%) (I1.2.3.¢)

For a Gaussian function, u=2. Since the photo-peaks have been
shown to be non~Gaussian in shape, then u might be expected to have
the form

u = u(Eo,T)
where Eo refers to the incident gamma-ray energye.
The functional form of u which most adequately described the photo-

peak was found to be
u = B exp (CT) (I1.2.3.d)
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Hence the term "exponentially-adjusted Gaussian'. Here, B and C

are functions of Eo only. The Gauss-Seidel least-squares technique
(see Appendix I) was used to fit photo-peaks of energy 30 keV to
3100 keV to this function. The parameters of the fit were A,B,C,

X, and &« The strong convergence of the fit and the reasonable
values obtained for Xz/f showed that (II.2.3.c¢) subject to (II.2.3.d)
is a good approximation to the photo-peak shape. The peaks were
fitted over the range of x from (xb - 6) on the low energy side to

a point on the high energy side where the photo-peak had fallen to
approximately O.1% of maximum height. A comparison of the fits
obtained for the '"exponentially-adjusted Gaussian'" with those
obtained with the standard Gaussian and with the Helmer-Heath method
is shown in Table A III , The values of B and C as functions of photo-
peak energy are shown in Figure A7 . These plots indicate that

B is a constant-valued function. To determine the validity of

this assumption, the photo-peaks were again fitted to the exponent-
ially-adjusted Gaussian, but subject to the constraint that B =
constante A determination of B by the parabolic method was carried
out. The resulting values of x2 as a function of B are shown in
Table A IV, The parameters of the least-squares fit are inter-
dependent to a certain degree. Therefore, C can be expected to change
when the constraint B = Bo is imposed. The new plot of C obtained
under these conditions is shown in Figure A8 , Also, 62 as a
function of energy is shown in Figure A9 . According to
Breitenberger (R18) the width of the ideal photo=-peak should vary

according to the relationship
2 2
5 = AlE + AaE
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TABLE AIII

A COMPARISON OF ANALYTICAL FUNCTIONS
FITTED TO EXPERIMENTAL PHOTO-PEAKS

2

Energy (keV) X Degrees
Gaussian Helmer-Heath Exponentially of
Function Ad justed Freedom
Gaussian
81 11 8.1 ko9 6
166 264 14,2 14,7 15
192 219 3.9 4,8 6
279 47 8.5 13.8 11
323 143 8.6 20.1 15
511 305 23.8 2k.3 18
662 906 21,0 1645 12
835 145 11.4 10.3 10
1114 1563 26.7 19.2 16
1280 70 11.7 10.6 8
1600 774 17.9 17.3 18
1780 154 3203 24.8 18
2150 Lok 19,7 13.7 19
2755 287 9.7 11.1 14
3100 14 L5 41 10
£/ L s 29.6 1.13 1,07

Note: Degrees of freedom for the Gaussian fit

in all cases is (Degrees of freedom) + 2



TABLE A IV

PARABOLIC IEAST-SQUARES FIT FOR B

B x‘2
2.08 350,06
2.06 326495
2,04 31h.64
2.00 323.38
£ = 244
2
X5 = 312.5
B = 20028

o

+
&) = £ 0.010

Fit includes 17 standard lines

Energy range = 81 keV - 3100 keV

A3l
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It is expected that deviations from this relation may be found,
particularly at low energies. Therefore, 62 was fitted to the
form

6% = A + AE + AE (II.2.3.¢)
The solid curve in Figure A 9 1is the resulting solution. The
solid line in Figure A 8 corresponds to the values of C obtained
under the constraint imposed by B = const = 2.028, and the new

constraint imposed by the least-squares solution for 62(E).

The Physical Significance of C(E)

The response of Nal detectors to gamma-radiation was first
shown by LEngelkemeir (R19) to be a non-linear function of energy.
Figure Al0 shows the variation of pulse-height response with
energy for the detector used in the present work, as determined by
Prestwich (R 20). Due to the non-linear detector response, the
sumning of multiple events in the detector gives rise to a peak-
broadening effect which is not Gaussian in form. Zerby et al R 21)
have determined this "intrinsic" peak broadening by means of Monte
Carlo calculationse Since this effect is non-Gaussian the convol-
ution of the intrinsic contribution with the approximately Gaussian
response of the photo-multiplier may not result in a Gaussian photo-
peak contribution. The intrinsic broadening does not represent the
ma jor contribution to photo~peak width, since it is effectively
"gsmeared" by the larger photo-multiplier broadening. There is also
a certain proportion of single events from photo-electric absorption
which, of course, do mot contribute to the intrinsic effect. Figure

A 11 shows an adaptation of a plot of the intrinsic broadening
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calculated by Zerby et al (R 21) for a 3" x 3" Nal detector. The
ordinate is 61/6t'

Here, bi represents an "effective' intrinsic line width
where the intrinsic contribution has been approximated by a Gauss=-

ian, and 85, is the total line width as obtained in the present worke.

t
A comparison of figures A 11 and A 8 shows that C is
definitely related to the intrinsic line broadening. The functional
relationship between these two variables is not obvious. However,
the absolute value of C is a measure of the departure of the photo=-
peak from a Gaussian form. It is beyond the scope of this work to

speculate further on the origin of the analytical form of the photo-

responsee.

IT.2.4 Manipulation of the Response Functions

Following the initial smoothing and photo-peak fitting, the
entire response function is zero-justified (i.e. shifted with no
change in pulse height scale so that zero energy corresponds to
zero pulse height). All the response functions are handled in a
similar fashion. However, since linear interpolation in energy is
used in the line shape generation routine, it is necessary to gener-
ate an auxiliary response function at each standard energy which has
the same pulse-height scale as the neighbouring standard line. This
is carried out by the "stretching" routine. The area under each
response curve is normalized to 105 counts and the response functions,
along with all pertinent photo-peak parameters, etc., are stored on

cards for use in the line-shape fitting program.
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I11.2.4,1 The Stretching Routine

Prior to the use of this routine the distortion due to
analyzer non-linearity is removeds. Since the energy non-linearity
is to be conserved, the stretching routine is physically equivalent
to a gain change of the analyzing systems

The analytical portion of the required response is generated
after suitable adjustment of 6 and X, to the new values 6' and
xb' corresponding to the new pulse-~height scale. B and C(Eo) are,
of course, gain independent. If zero pulse height is to correspond
to channel Z, then the non-analytical portion of the response at
channel location x' + 2, say, is generated by integrating the
standard response function between channels R.{(x - %4)and Re(x + %)
Here, R is the relative gain, given by

X
]

R= —
R -2)
The integration is carried out by integrating a cubic polynomial ac=-
ross the region. The cubic polymomial is obtained by a seven-point
fit with unit weighting in this region.
‘he joining of mumerical to analytical response is accomplished

by smoothing the mumerical portion near the join according to the
neighboring analytical form.

»

II.2s5 Line Shape Generation

Once the response functions are available in library form,
the only ma jor requirements remaining are to generate by interpolation

response functions of the desired energies and to fit these functions

to the experimental datae.
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For interpolation purposes the response function is
divided into three sections, as illustrated in Figure A 12 .
The low energy portion extends from zero energy to a point well
above the back scatter peak or above the annihilation peak if it
existss The high energy portion comprises only the analytical
section of the response. The intermediate region covers the
remainder of the response function. The first step is to generate
a "temporary" response function of the desired photo-energy on the
same linear pulse-height scale as the two standards which bracket
the desired response in energy. By pre-arrangement, any pair of
adjacent standards available from the library are on the same pulse-~
height scale.

Llhe high energy section is generated with the parameters
6(E) and C(E) being determined from the appropriate equations. X,
is determined by the energy and the "temporary' pulse height scale,
while A is determined by interpolation between the bracketing
standardse

The low energy portion is obtained by shifting the correspond=-
ing portion of both standards so that the back-scatter peaks are
centred at the same channel location as the required temporary
back-scatter peak. A linear interpolation then serves to determine
the temporary standard in this region.

The intermediate region is also obtained by shifting the stand-
ards, but in this case the photo~peaks of both standards are made
to lie at the location X, of the respective vectors. A linear

interpolation across the intermediate region then defines the remaind-

er of the temporary standard. It should be understood that "“shifting"
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in the context of the foregoing paragraphs corresponds only to
a zero change, with pulse-height scale remaining constant.

The stretching routine is then employed to place the gener=-
ated function on the same pulse-height scale as that of the data
to be analyzed. A further remormalization is carried out to
ensure equal areas under all the response curves. A 'response
surface' obtained for a 3" x 3'" Nal detector by generating a
series of lines over the range 100 keV to 3000 keV is shown in

Figure Al3 .,

II.2.6 Gain Shift and Zero Corrections

In certain restrictive circumstances in the recording of
experimental data, it may not be possible to stabilize the equipment,
and especially the photo-multiplier, against gain shift. If the
source counting rate decreases considerably during the experiment
or if the counting period is long, then spectral distortion due to
gain shift is probable. Accurate analysis of the data would become
impossible under such conditions. This situation may arise if the
rapid decay of the source allows no time for gain stabilizer set=
upy or if the spectrum does not contain prominent peaks to use as
monitors, or possibly if daughter activity growth seriously disturbs
the spectrum during analysis,

A subroutine has been developed which treats the gain and/or
zero shift in the spectrum as two new parameters. These parameters
may be determined by the parabolic method along with the line energiess,

The necessary assumption is that the rate of change of gain and/or
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zero shift is constant throughout the experiment. This is probably
a logical assumption provided the shifts are mot large. The sub=-
routine folds into the line shape, which has been generated at

the mean line location, a channel width which is proportional to

the amount of shift. The effective channel width Axc is given by
ax = 1.0 + Js +r (xc-Z)/

Here, s is the zero shift (channels)
r is the gain shift (channels/channel)
x, is the channel of interest (= channel number )

Z is the nominal zero position.

8 and r are determined by the parabolic method, and the final lines
fitted to the data contain these parameters. The details of the
Fortran IV program which performs this data reduction are outlined

in Appendix III

Data Distortions Introduced by the Analyzing System

There are several sources of distortion in the pulse-height
spectra which are relatively simple to correct, thus adding to the
quality of the final results. The main distortion, of course, arises
through the Nal non~-linear response. However, the entire concept of
response surface generation by interpolation is built up because of
the inability to correct for this. The general approach in this work
has been to leave the experimental data untouched. Any distortions
in the data are accounted for by introducing similar distortions
into the response functions before the data reduction is attempted.

Since the data is statistical in nature it is exceedingly difficult
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to make proper corrections to the data itself without, in effect,

smoothing and destroying the statistical significance of the data.

II.3+1 Analyzer Non-Linearity

Figure Allk-a shows a plot of the differential linearity of
the ND-160 analyzer. The differential linearity of the lower 5% of
the channels is quite irregular. However, useful data is seldom
recorded in this section of the analyzer. The remainder of the diff-
erential curve is shown in the figure. This curve may be fitted to

a functional form given by

wi = ZH.X:.L + 5 (IIOBoloa)
The corresponding integral curve is shown in Figure Al4%-b . The
departure from linearity is not so obvious in this curve, which obeys
the relation

2
P onXi + BXi + Y (1I.3.1.b)

The standards recorded by the analyzer are shifted to a linear pulse

height scale given by

Pi = Bxi
Before the response function is fitted to the data, the appropriate

correction is made on the new pulse height scale, so that

2
Qi = ay i * Byi
The analyzer linearity is measured by means of a Victoreen pulse
generator, according to the method outlined by Heath et al ( R22),
Measurements attempted with a sliding pulse generator showed distortion

due mainly to non-linearity of the sweeping ramp voltage which was

derived from a Tektronix oscilloscopes



CHANNEL WIDTH (ARBITRARY UNITS)

ey
o

g
o

)

N.D-160 ANALYZER 52 RAMP
FIGURE A 14-A
} ¢
7
—
|
(@)
>
}—
X
°
w
xI
w
7p]
-
o |
(o
| L | L
80 100 180 200 280

DIFFERENTIAL LINEARITY

0

256 CHANNELS

FIGURE Al4-B

1 | ] |

50 100 180 200
INTEGRAL LINEARITY

250



A39

II.3.2 Channel Profile Effects

The channel profile for the ND=-160 analyzer, which was used
for most of this work, is shown in figure A 15 . Due to electronic
jitter the channel edges are not sharply defined, with a resultant
overlap in storage. The overlap in this case is 2% which is not a
serious effects Larger overlaps may be allowed for by folding the
channel profile into the response functions which of necessity have

assumed no overlap due to profile effects.

II.3.3 The Histographical Character of Analyzer Data.

The information recorded by a multi-channel analyzer is of
necessity histographical in nature because of the finite nmumber of
storage locations available. The incoming pulses have a contimuous
pulse~height distribution while the mumber of events recorded in a
particular channel represents the integral of the frequency spectrum
of pulse heights falling across the channel.

In order to fit a function to the data, the functional value
which is fitted must therefore be the mean value of the integral of
the function over the chamnel width. If second and higher-order

derivatives may be ignored, then the channel integral
X, + ax/2

JSﬁ f(x) ax i
x, = ax/2 j(

is given by f(xc)/Ax and the functional value at the channel center
may be chosen. However, in the case of a swiftly varying function

such as a Gaussian, a certain amount of error is introduced by this
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assumption . Figure Al6 shows the errors caused by approx=
imating the channel integral of a Gaussian by the value of the

function at the channel centre.
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APPENDIX III

I11.1 The Line Shape Fitting Program

The program has been made as versatile as possible without
compromising in calculation efficiency. It has been programmed in
Fortran IV for use with the IBM 7040 computer with 32k core storage.
In addition, two utilities on the 1302 disk file are used for storage
of the library lines and for temporary storage of line shapes in
the gain-shift determination procedure. The program is '"chained"
in two "links" since the entire program exceeds the fast memory
capacity of the computer. The first link handles preliminary data
analysis and the majority of the input-output. The second link
generates and fits lines to the spectrum by least-squares. This
link also may determine the energies of selected spectral lines or
it may solve for gain shift in the spectrum, by the parabolic tech-
nique described in Appendix I.

The program has a capacity of 30 lines per spectrum with a
maximum of 256 data channels. The computer error due to rounding
has been found to be negligible. The inversion of a 25 x 25 matrix
from a typical calculation was checked by means of a double precision
matrix inversion routine and the calculated intensities agreed to 5
figure accuracy. The line shape generation speed averages around
5 seconds per line, and a 30 line spectrum may be fitted in less
than 4 minutes.

Flow charts for the various routines are shown in the follow=

All
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ing pages, along with a typical data input and output. The pro-
gram for the set-up of the standard library lines has not been
included in the flow-charts since this program uses subroutines
similar to those in the line~fitting program. A mumber of the
more useful options which the program msy carry out are included.
However, for simplicity, several of the more complex options, such
as the fitting of two-dimensional spectra with one spectrum in

each pass, are not shown on the flow chartss
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Link 2
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TIT.h.1 Link 2 Subroutines
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pair from File 3.

J

Read line from Calculate parameters
File L, ! —»  of "temporary" line-
shape,

Y Y

Generate lower edge of
temporary photo-peak,

Y

Generate low energy sect-
ion of temporary line-
shape.

\

Calculate intermediate
section of temporary
line-shape.

¥

Determine degree of stretch-
ing necessary, and new line
\ . parameters.

Set flags.

Return

Write line-shape om
File k.

Normalize line-shape
to 10”7 counts.

I'o

Set flags.

Set flags.
Return




BSHRNK Subroutine

Calculate analytical port-
ion of photo-pesk.

Y

Stretch remainder of line-

shape to desired locations

by integretion and smoothing
procedures.,

!

Smooth stretched portion into
analytical photo-peek section.

Return

i

QUADF Subroutine

Entry

t

Fit last 3 values calculated
for X2 to quadratic function
of B(JJ) or to quadratic funct-
ion of gain-shift parameter.

AL

FOLD Subroutine

h §

Calculate degree of channel

broadening at channel I acc-

ording to gain and/or zero-
shift.

{

Fold broadened profile
into channel contents.

Yes

RITE Subroutine

| Calculate Chy(J7)

'

ngte gain parameter,
X5 erm ™,

Write JJ, Ch (J7),
EO(JJ), Xg, error.,

Write last 3
values of gain-
shiftgparameter,

Final
calc.?

Write last 3
values of B(JJ),
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SAMPLE CALCULATION

The numbers which are contained in the following data are
of no specific interest. However, the various options of the line-
fitting program operation are demonstrated.

The input data is a 256 channel pulse-height spectrum,
followed by one 'block' of background data. The first card is
punched with the location of the two standard photo-peaks, the
number of lines to be fitted (30), the number of lines to be
tsearched' (1), the channel range to be fitted,and the output options.
The last six cards contain the starting channel locations and the
estimated photo-energies of the lines to be fitted. The last card
contains the index of the line to be ‘'searched'. Yages A 52 to
A58 illustrate the program output as the data is 'set-up', line 25

is 'searched' by the parabolic method, and the final data output.
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COMPUTER OUTPUT
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