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## ABSTRACT

This report is concerned with an investigation into a software system designed to allow effect utilization of FORTRAN application programs from a library. The components of this system consist of an interpreter program to manipulate character strings and provide overall control, an evaluator program to carry out operations on numeric data and to provide for the calling of library programs, and an associative memory to store and retrieve facts about the environment or field of study in which the system is being used. Details involving how to use each component and how each component works are discussed. Possible improvements to the system and the relationship of the system to the field of control structures are also considered. The implementation of the system is discussed and this leads to an examination of the algorithms used in the operation of the system. Control is easily maintained so systems constructed from the components may be modified or extended by any user. Thus, these components form a basis for a class of extendable systems.
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## PREFACE

This project involves the study of a group of basic computer programs and methods collectively called the Communication Management System (COMS). Originally designed and implemented in 1969 by Robert C. Gammill at the University of Colorado, COMS was used to develop methods of computer utilization which would allow application programs produced by experienced programmers for different fields of study to be used by other interested people, who, having very little knowledge of computers and computer programming, never had access to such programs before. The result is a system which creates an environment that encourages the authors of application programs to write them as general purpose subroutines, and which allows the inexperienced computer user to operate such application programs with little knowJedge of their intricacies.

## CHAPTER I

THE COMMUNICATION MANAGEMENT SYSTEM

### 1.1 Introduction

The software elements (programs) which make up the COMS system were originally implemented in $\mathrm{PL} / 1$ on an IBM $360 / 65$ computer. A second but incomplete Fortran IV implementation was carried out on a CDC 6600 computer. Part of this project involved completing the previous Fortran version and reimplementing it on the CDC 6400 computer at McMaster University.

The individual program elements of COMS are discussed in great detail in Chapter 1 with respect to their function in the COMS system, their relationship to each other and the methods involved in their use. Investigation of a possible improvement in the system is carried out in Chapter 2 showing how particular programming control structures may be used to attain a greater degree of efficiency. Also examined here is the possible use of COMS in the development of a command language for an operating system used in a parallel programming environment. The appendices following Chapter 2 are used to provide summaries of important aspects of the COMS system, to display sample programs involving a variety of applications of the system and to give a detailed account of the program flow of each of the COMS software elements.
1.2. Description of COMS

COMS is a software package which consists of three major programs. These include an Interpreter program which serves as the controlling element of COMS, an Associative Memory program which stores factual information about COMS, its library and the environment in which it is being used, and an Evaluator program which evaluates algebraic formulas, stores and retrieves numeric data, and causes execution of FORTRAN programs from a library. Associated with each of these programs is a data collection as shown in Figure l.l. The major aim of COMS is effective utilization of FORTRAN programs from a program library. These programs are supplied by both those who design the COMS system and those who use it.

To be helpful to programmers in all fields of study, COMS has been designed to be changed. This is because COMS is data directed through commands to the interpreter and these commands can be modified or added to by anyone.

One way to view the COMS system is by an analogous comparison to a book-type library, where the man in charge is say Mr. X. Now Mr. X (the computer scientist) is a busy man dealing with not one but many such libraries (computer systems) and he knows that for each of his libraries to be useful to the public, books (application programs) cannot be blindly thrown into rooms where readers (people wanting to

FIGURE 1.1
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use the application programs) are expected to rumnage through the mess to find what they want. Mr. X also knows that he hasn't the time to take each person (each programmer) and show them the exact location of each book they wish to . read (that is, the computer scientist is too busy to show each programmer how to use a particular application program). Instead, Mr. $X$ must create a system (COMS) which allows library users (programmers) to find and use what they need on their own. Thus Mr. X hires librarians (system programmers) and provides them with money (COMS programs) to develop such a system. The librarian can then transform the library books (application programs) into an effective tool for different readers' (users') goals. The authors of the books in the library are analogous to the authors of the application programs.

The important point in the above comparison is that the person in a particular field of study that desires the use of computing facilities but does not have any idea how to use them is provided with a tool for just this purpose. Once COMS has been set up by experienced programmers for use in a particular field, anyone involved in that field will have the availability of computing facilities that did not exist previously due to the lack of programming "know-how".

Other software systems of the COMS variety ${ }^{1}$ have been developed and aimed at people who know little about computers but are knowledgeable in the problem area of interest. None of these however, offer as much user flexibility as that given in COMS. Also, in some cases, application programs in the field of interest which are to be added to the system have to be massively rewritten to conform to restrictive conventions and standards. The result with many systems (and this is definitely not true of coms) is that they have remained alive only as long as the people who originally designed them continued to work on and develop the system.

In summary then, COMS was conceived with the following philosophy. The computer scientist designs the basic programs of the system. Given these, the systems programmers use them to produce particular Coms implementations (that is, particular to a certain field, say compiler development or the fluid sciences). Library application programs for each implementation are supplied by sophisticated members of the user population who would be rewarded for their work (much like authors getting monetary awards for their efforts). The result should be a system which will rapidly grow and develop.

[^0]
### 1.3. Elements of COMS

In the following four sections a description of the elements of COMS will be presented. These include the interpreter, the evaluator, the associative memory and the program library. Each element will be described in detail in terms of its purpose, its use and its relationship to the other elements.

### 1.3.1. The Interpreter

Of the four elements in the Communication Management System the interpreter serves as the most important. The reason for this is its ability to provide a control mechanism for each of the other elements.

Control is established through the manipulation of data (presented as strings of characters) by a set of rules (also presented as strings of characters) fed to the interpreter. These rules directing the interpreter may cause character strings to be passed to and received from the associative memory and the evaluator (see Figure 1.1 in section 2.1). Also, user communication is established by rules which may cause input of character strings (from the user) and output of character strings (to the user). Since the interpreter has the ability to communicate with both the other elements of COMS and the COMS user, it serves as an intermediary and translator between the two. This leads
to the primary function of the COMS interpreter which is to allow the definition of command languages by experienced computer users, thus providing a valuable tool for access to computational facilities not previously available to inexperienced computer users.

Programming the rules which direct the interpreter is done in the string transformation language (STRAN). STRAN may be classified as a general purpose symbol manipulation language and as will be seen forms a very significant part of COMS. STRAN closely resembles the information retrieval language COMIT[l]. Both STRAN and COMIT use sequentially interpreted rules which perform decomposition, transformation and recomposition of character strings. Also both languages have rules which pass control to one of two other rules depending upon the success or failure of the decomposition portion of the rule. The main difference between STRAN and COMIT is that STRAN makes no distinction between rules and data. A character string to be interpreted as a rule must simply conform to certain rules of format if successful interpretation is to occur.

### 1.3.1.1. The STRAN Language

The interpreter for the string transformation lan-
guage is a sequentially executed character string processor. Input to the interpreter must be in character string form
so that STRAN programs (also referred to as "rules") and data are in the same format. An example of a few simple STRAN rules will serve to motivate the descriptive material that follows. These are shown in Figure 1.2 (page 13).

The interpreter can operate in two different modes:
(1) In the "rule reading" mode rules are collected from the input cards ( 80 columns) and stored. A unique name is associated with each rule. The interpreter always begins execution in the rule reading mode but is switched from this to the "interpretive" mode when a rule name surrounded by parentheses is encountered. An example of this is
(PROG) or
(READ) or
(TEST)
Each of the above rule names are termed "go-to" rule names. When an input such as this is encountered, control is transferred to the rule named by the character string within the parenthesis except where the rule named is a pseudo operator.

### 1.3.1.2. STRAN Pseudo Operators

In the rule reading mode, the interpreter is able to accept commands from the STRAN user via a list of pseudo operators. (These may be compared to the pseudo operators found in a typical assembly language). Through these com-
mands a user can control certain "switches" (i.e. variables set to •true or $\cdot$ false• in the FORTRAN sense) which in turn control certain aspects of the interpretation operation. Input of a STRAN command does not change the rule reading mode to interpretive mode. This only occurs when a "go-to" rule name is encountered.

The following is a list of pseudo operators available in the present STRAN version:
(ECHO): Causes an echo of each input card to be printed. Each line given by the echo command begins with the phrase INPUT... to distinguish it from the output lines of the interpreter.
(NOECHO): Echoing is discontinued.
(IRACE): Causes each rule currently being interpreted to be output in the form: INTERPRETING RULE...
and also causes the contents of each variable changed during rule execution to be output in the form:

VARIABLE (name) =
(NOTRACE): Turns off the (TRACE) command.
(PUNCH): Causes punching of a card for each output line produced by a rule. That is, the output line produced by the (TRACE) com-
mand is also punched on cards (without the two words shown above)
(NOPUNCH): Punching is discontinued.
(RESTART) (RETURN)
(DUMP)
(READLX)

## See Appendix B

The above four pseudo operators pertain to the entire COMS system rather than the interpreter and are therefore discussed in the COMS reference manual.

In the interpretive mode execution of the STRAN program takes place. Once the interpretive mode has been entered a return to the rule reading mode can only be accomplished when the name of the next rule to be interpreted is (END) or when the pushdown stack (to be discussed below) is empty.
1.3.1.3. The STRAN Rule

Each STRAN rule is scanned from left to right by the interpreter. There are three main types of STRAN rules, all of which must begin with a left parenthesis followed by a rule name followed immediately by a second left parenthesis. Also, each of these rules must end with two right parentheses surrounding from zero to two rule names. A rule name may be from one to ten characters in length (any characters
over 10 are ignored).
Using traditional Backus-Naur form the definition of a STRAN rule is given below. The English words enclosed between the angular brackets < and > denote syntactic constructs. Possible repetition of a construct is indicated by an asterisk (0 or more repetitions) or a circled plus sign (l or more repetitions). If a sequence of constructs to be repeated consists of more than one element, it is enclosed in the meta-brackets \{ and \}.

Thus in BNF we have
<STRAN RULE>:: = (<RULE NAME> (<TYPE 1 BODY>|<TYPE 2 BODY> |
<TYPE 3 BODY $>$ )
<RULE NAME>::= <NAME>
<NAME>: = <LETTER><ALPHANUM CH>*
(maximum of ten characters)
<ALPHANUM CH>::=<DIGIT>|<LETTER>|<ZERO>

$$
\text { <DIGIT> }::=1|2| 3|4| 5|6| 7|8| 9
$$

$$
\langle L E T T E R\rangle:=A|B| C|D| E|F| G|H| I|J| K|L| M|N| O|P| Q|R| S|T| U|V|
$$

$$
W|X| Y \mid Z
$$

<ZERO>: : = 0
The user must fit each STRAN rule onto an 80 column card. If a rule is more than 80 characters in length, it must be broken down into smaller length rules so that each can fit on a card (this is easy to do with STRAN).

The three types of STRAN rules are described below
with references to Figure 1.2. Rules with type 1 and type 2 bodies are used for storing information while those with type 3 bodies stipulate the processing to be performed by the STRAN interpreter.

## Type 1 Body:

The form of this body in BNF is
<TYPE 1 BODY>::=<RULE NAME>\{, <RULE NAME>\}*)
Thus a rule with a type 1 body must contain a string of rule names separated by commas. An example is (1) of Figure 1.2.

The purpose of this type of rule is to place a list of rule names onto a push-down stack which is referenced by the interpreter when the rule name (END) is encountered. The stack is accessed in a "last-in-first-out" manner (from right to left) so that the last rule to be placed on the stack is the first one to be referenced by the interpreter. In the example referred to above, the rule will give rise to the following stack configuration

| READ |
| :---: |
| EXEC |
| TEST |
|  |

$\rightarrow$ First rule referenced
$\rightarrow$ Second rule referenced
$\rightarrow$ Third rule referenced

Thus on encountering an (END) rule name, the interpreter will "pop-up" the first rule name in the stack and execute that rule. All the other rule names would then move up one

## FIGURE 1.2

## SIMPLE STRAN RULES

(PROG (READ , EXEC , TEST)) (1)
(STOP ('FIN'HALT'TERMINATE'))
(READ (*INPUT/'*' $+\$$ / $=*$ INPUT/'COM. . ' $+2 /$ ) READ , END)(3)
(EXEC (INPUT/\$+' ('+\$+')'+\$/=*OUT/3/INPUT/5/)EXEC,END) (4)
(TEST (INPUT/\$+STOP/) END,PROG)(5)
(PUNCH) ..... (6)
(PROG) ..... (7)
slot giving:

| EXEC |
| :---: |$\rightarrow$ First rule referenced

If now another stran rule of this type is executed by the interpreter, the existing rule names on the stack will be pushed down. For example
(RULE 1 (XYZ,RG,SUCCEED))
will result in:

| XYZ |
| :---: |
| RG |
| SUCCEED |
| EXEC |
| TEST |

$\rightarrow$ First rule referenced
$\rightarrow$ Second rule referenced
$\rightarrow$ Third rule referenced
$\rightarrow$ Fourth rule referenced
$\rightarrow$ Fifth rule referenced

The maximum number of rule names the stack is capable of holding is 100.

## Type 2 Body:

The form of this body in BNF is
<TYPE 2 BODY>::=<LITERAL PATTERN>)
<LITERAL PATTERN>: $=$ Ł' $^{\prime}<$ CHARACTER STRING> $\}^{\oplus}{ }^{\prime}$
<CHARACTER STRING>::=<any sequence of one or more basic
6-bit display $B C D$ characters>. An example is (2) of

Figure 1.2.
The purpose of this rule is to store away a literal collection pattern under one name (which is the rule name) for later pattern matching in STRAN rules. This type of STRAN rule can be placed anywhere in the STRAN program and is dealt with by the interpreter while in the rule-reading mode only. Trying to pass control to this rule during execution will cause an interpretation error. An example of the use of this type of rule will be given later on in the discussion.

## Type 3 Body:

The form of this body in BNF is:
<TYPE 3 BODY>::=<RULE BODY>)<GO-TO SECTION> <GO-TO SECTION>:: = <RULE NAME> |<RULE NAME>, <RULE NAME> <RULE BODY>::=<LHS>=<RHS>|<LHS>|=<RHS> <LHS>:: = \{<VARIABLE NAME>/<DECOMP PAT>/| + F<DIGIT>/<FIND PAT>/| $+A<$ DIGIT $>/<A C C E S S$ PAT>/\} $\oplus$
<VARIABLE NAME>::=<NAME>
$<D E C O M P$ PAT>:: $=<$ DECOMP OP>\{+<DECOMP OP $>\}^{\oplus}$ <DECOMP OP>: $:=\$|\$<D I G I T>|\$ L I T E R A L|<V A R I A B L E ~ N A M E>|$ $\psi<$ DIGIT> $|<L I T E R A L>| \cdot<$ DIGIT>
<LITERAL>:: = '<CHARACTER STRING>'
<FIND PAT>: $=\langle$ FIND OP>\{+<FIND OP>\} $\oplus$
(a maximum of 4 find operators is al-
lowed in one find pattern)

$$
\begin{aligned}
& \text { <FIND OP>::= \$|<LITERAL>|<DIGIT> } \\
& \text { <ACCESS PAT>::=<DIGIT>\{+<DIGIT>\} }{ }^{\oplus} \\
& \text { (a maximum of } 3 \text { digits is allowed in an }
\end{aligned}
$$

access pattern)

$$
\begin{gathered}
<\text { RHS }>::=\left\{\{* \mid,\}^{*}<\text { VARIABLE NAME }>/<\text { COMP PAT }>/ \mid\right. \\
+S /<S T O R E \text { PAT }>/\}^{\oplus}
\end{gathered}
$$

```
    \(<\) COMP PAT \(>:=<\) COMP OP \(>\{+<\text { COMP OP }>\}^{\oplus}\)
        <COMP OP>:: = <DIGIT>|<LITERAL>| <<DIGIT>|三L<NUMB>, <DIGIT>|
```

            ㅇR<NUMB>, <DIGIT>
        <NUMB>::=<DIGIT>|<DIGIT><DIGIT>
    (numb has a maximum value of 80 )
$<S T O R E$ PAT>: $=<$ STORE OP> $\left\{+\langle S T O R E \text { OP> }\}^{\oplus}\right.$
(maximum of 4 store operators in a store
pattern)
<STORE OP>::=<LITERAL>|<DIGIT>
The complete form of the type 3 body is presented above although many of the definitions (those dealing with the associative memory) will not be referred to until section 1.3.3.2. Some examples of type 3 body rules are shown in (3), (4) and (5) of Figure 1.2.

A STRAN rule with type 3 body is the real workhorse of the STRAN language, performing compositions, decompositions and transformations of character strings. The go-to section of the rule contains either one or two rule names.

If two are given they are separated by a comma. The first will receive control if the character string decomposition by the rule body succeeds. The second will receive control if decomposition fails. Of course if only one rule name is present, control is passed to it in either case.

Some examples are:
(A) (RULE1 (<RULE BODY>) RULE2)
(B) (RULE2 (<RULE BODY>) RULE3,RULE1)
(C) (RULE3 (<RULE BODY>) END)

In (A) RULE1 will pass control to RULE2 no matter what happens in decomposition. However, in (B), RULE2 will only pass control to RULEl on a decomposition failure whereas RULE3 will receive control on decomposition success. In (C) control will be passed to the rule named END regardless of whether RULE3 has failed or succeeded and, as mentioned previously, this will initiate the popping up of a rule name from the push down stack.

The rule body is separated into two sides (left and right) by an equals sign. The left side of the rule body performs three operations.

1) References the contents of STRAN "storage locations" named. A STRAN storage location provides storage for variable length strings of characters (up to a maximum
of 80 characters in one location) where both data and rules are kept. Each location of this storage is referenced by a unique name assigned at execution time.
2) Decomposes the contents of the storage locations named according to the pattern matching directions given.
3) Stores the resulting decomposed elements in one of nine successive special character-string-storage locations. These may be thought of as pseudo-registers or accumulators, each capable of holding up to 80 characters. Referencing of these registers is done by using the integers 3. to 9 as will be shown. (A virtual depiction of STRAN storage can be found in Figure 1.3).

The right side of the rule body performs three operations:

1) Concatenates the contents of specified pseudo registers and literals.
2) Stores the results (character strings) of concatenations in the storage locations named.
3) Associative memory operations (section 1.3.4).

A more detailed description of the rule body can be carried out using the example shown in Figure l.4(a). Beginning with the left side of the rule body (Figure l.4(b)) VARB is the name of a storage location (as with rule names the maximum length of a storage location name is 10 characters).
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STRAN Storage


## Notes:

1) Pseudo registers are automatically referenced in succession by the left hand side of a STRAN rule with type 3 body.
2) Variable names may also be used as rules names as long as the string referenced by that name is a syntactically correct STRAN rule.

## FIGURE 1.4(a)

## RULE BODIES


(1) rule name
(2) left side
(3) right side
(4) succeeding rule names
(5) variable name
(6) decomposition operators
(7) composition operators

## FIGURE 1.4(b)

## RULE BODIES


(1) variable containing character string to be decomposed
(2) decomposition operators separated by plus signs
(3) decomposition operations to be performed on the variable VARB
(4) quotes indicate a literal

(1) variable under whose name composed string will be placed in STRAN storage
(2) numbers refer to particular pseudo registers
(3) composition operations to be performed on decomposed string
(4) quotes indicate a literal

Operations enclosed between the two oblique strokes are performed on the variable named immediately to the left of the first oblique stroke. The operators for decomposition are seperated by plus signs. The two operators shown are the dollar sign $\$$ and a character string literal 'A'.

A complete list of STRAN decomposition and composition operators along with their meaning is given in Appendix B.

The dollar sign operator matches any arbitrary character string including the null string. The character string literal (string of characters surrounded by single quotes) matches only an exact occurrence of the contained string of characters. Thus the above operators attempt to find an $A$ in the character string stored in VARB. If an $A$ is found (i.e. decomposition is successful) all characters preceding the left most $A$ are placed in pseudo register 1 , the A is placed in pseudo register 2 and the remaining characters in pseudo register 3.

For example if VARB references the string
IbRUNbWITHbSAM
(where $\underline{b}$ indicates $a \operatorname{blank}$ character), the result of the $a-$ bove decomposition will be
pseudo register 1 contains IbRUNbWITHBS
pseudo register 2 contains A
pseudo register 3 contains M

If VARB references the string
IbRUNbWITHbPETER
decomposition fails, the rest of the rule body is skipped and control is immediately transferred to rule R2.

Now consider the right side of the rule body as shown in Figure 1.4(c). The storage location named immediately to the left of the first oblique stroke receives the result of the character string composed by the operators between the oblique strokes. Composition operators like decomposition operators are separated by plus signs. The integers 1 and 3 refer to the contents of pseudo-registers 1 and 3 respectively.

The contents of VARB after the above operations are performed will be the contents of pseudo register 1 concatenated with a $B$, concatenated with the contents of pseudo-register 3. Using the previous example VARB will contain

(1) pseudo register 1
(2) literal
(3) pseudo register (2)

Control will now be passed to the rule named EG and the whole process will be repeated resulting in all the A's being changed into $\mathrm{B}^{\prime}$ s.

An asterisk placed in front of a variable name indicates that an input-output operation is to be carried out. Thus on the left side of a rule body an asterisk preceeding a variable name tells the interpreter that before decomposition begins, an input line (i.e. an 80 column card) is to be read into a STRAN storage location for future reference by that variable. Similarly an asterisk preceding a name on the right side of a rule body tells the interpreter that after results have been placed in the storage location named, its contents are to be printed as a line of output. An example of this is:
(READ (*INPUT/'C'+\$/=*INPUT/2/)READ,END)
This rule reads an input line, tests to see if that line begins with a $C$ and if so it outputs the rest of the line. This process continues until an input line without a $C$ at its start is found.

The comma is also used as a variable name prefix but only in the right side of the rule body. Its presence indicates that before the results of composition are placed in the storage location named, they are to be passed to the COMS evaluator (section 1.3.2). The result returned by the evaluator (always a string of characters) is then placed
into this storage location. The use of the comma in this way is the only means by which the STRAN interpreter may be caused to communicate with the COMS evaluator. An example of the use of a comma is:
(EVAL (INPUT/\$/=,RESULT/l/)END)
This rule causes the whole contents of the storage location named INPUT to be passed to the evaluator before it is placed in the storage location RESULT.

A comma may be used in conjunction with an asterisk to send a string to the evaluator and output the result when it returns. The order is not significant, either *, or ,* will work. For example:

If the variable INPUT contains the string $I=\operatorname{COS}(0)$ then the rule
(EVAL (INPUT/\$/=,*RESULT/1/) END)
will print out

$$
I=1
$$

with the string $I=1$ stored in RESULT.
A rule body need not have both a left and right side. The equals sign is included only when it is necessary to mark the beginning of the right side. An example of a rule body with left side only is:

$$
\left(\operatorname{READ}\left(* \operatorname{INPUT} / \$+^{\prime} \mathrm{CAT}^{\prime}+\$+^{\prime} \underline{b^{\prime}}{ }^{\prime}+\$ /\right) \mathrm{R} 2\right)
$$

If a rule body has no left side, the operations specified are performed on the contents of the pseudo registers left
from interpretation of previous rules. Examples of a rule body with right side only are:
(RIGHT (=OUT / $1+{ }^{\prime} \underline{b}$ ' $+5+6 /$ ) SUCCEED, FAIL)
(REMARK ( $=*$ LINE/'PROGRAMbbSTRAN '/) END)
The second example will cause the literal character string PROGRAMbbSTPAN to be printed out as well as stored in LINE. It is possible to mention more than one variable name on either side of a rule body. For the left side of a rule body the operators in the seperate strings place their respective components of the decomposition in consecutive pseudo registers as shown by the following:


If VARB contains an $A$ and TEMP contains a $B$, the $A$ will appear in pseudo register 2 and $B$ in pseudo register 5 after decomposition. A failure at any point causes the rest of the rule to be skipped.

An example of more than one variable on the right side is:
(COMP (=VARB/1+'ABC' $+5 / \mathrm{TEMD} / 1+2+3+4 /$ )END)
The "literal" decomposition operator (number (2) as listed in Appendix B) is worthy of special note as its creation is dependent on a STRAN rule with type 2 body (section l.3.1.3). Pattern matching takes place in the left side of a type 3 body rule using the name of the type 2 body
rule as the decomposition operator.
For example say we had previously issued the follow-
ing type 2 body rule:
(ANIMALS ('bDOGb'CATb'bHORSEb'))
The string ANIMALS used as a decomposition operator would match the first occurrence of any of the three above literals (i.e. $\underline{b} D O G \underline{b}$ or $\underline{b C A T} \underline{b}$ or $\underline{b} H O R S E b$ ). Assume the variable SENTEN contains the string

WALKbYOURbDOGbFIRSTbTHENbYOURbCAT
Now the following decomposition operation is possible: (IIT (SENTEN/\$+ANIMALS+\$/))

Thus the following would be the pseudo registers' contents:

$\frac{\text { pseudo register }}{1}$| 2 |
| :--- |
| 3 |

contents
WALKbYOUR
bDOGb FIRSTbTHENbYOURbCAT
i.e. the leftmost occurrence of one of the literals in the collection will be matched.

A more useful example of this type of decomposition operator can be seen by having a STRAN rule such as (PREPOSITS ('bINb'bONb'bTOb'bBYb'bFORb'))
where all the prepositions in a sentence could be matched and printed out by a rule such as
(MATCH (SENTENCE/\$+PREPOSITS+\$/=*OUT/2/SENTENCE/3/)MATCH,END)
1.3.1.4. STRAN and the Associative Memory

The Associative Memory (section 1.3.4) forms a major part of the COMS system as does the STRAN interpreter, the evaluator and the program library. Interpreter communication with the evaluator has already been mentioned and now associative memory communication will be discussed.

The associative memory stores and retrieves ordered pairs, triples and quadruples of character strings. These are refered to as n-tuples for simplicity. Some examples of $n$-tuples are:
(ANIMAL, CAT)
(NUMBER, 20)

$$
(A, B, C, D)
$$

(NUMERICDFOR, 20,TWENTY)

Storing of n-tuples in the associative memory occurs only on the right side of a rule body by using a STORE request. The components of an $n$-tuple may be literals or the contents of pseudo registers. A typical STORE request is written as +S/pseudo register numbers and literals/
plus signs are used as separators for the different parts of
the n-tuple. For example
+S/I+'ONE'+5/
stores an ordered triple whose first element is the character string in pseudo register 1 , whose second element is the literal 'ONE' and whose third element is the character string in pseudo register 5. It is interesting to note that we have already used the associative memory without knowing it in a previous example (section 1.3.1.3). The type 2 body STRAN rule (literal collection patterns) uses the associative memory automatically to store its literals. Taking for example the rule (PREPOSITS ('bINb'bONb'bTOb'bBYb'bFORb'))
this automatically generates stores of the following form:

$$
\begin{aligned}
& \text { +S/'PREPOSITS'+'b্Nb'/ } \\
& +S / ' P R E P O S I T S '+' \underline{b} O \underline{b} \text { '/ and so on. }
\end{aligned}
$$

When the rule name PREPOSITS was used as a left side decomposition operator what in effect was happening was an automatic reference to the associative memory for retrieval of one of the above ordered pairs. That is, the above would have been stored as
(PREPOSITS,IN)
(PREPOSITS,ON)

$$
\begin{gathered}
\cdot \\
\cdot \\
\text { • } \\
\text { etc. }
\end{gathered}
$$

Failure of a STORE request occurs only if the n-tuple being stored is already in the associative memory. If this occurs, execution of the rest of the rule is skipped and control is transferred as if the rule had succeeded.

Retrieval of stored character strings from the associative memory occurs on the left side of a rule body. It is carried out by two separate requests, FIND and ACCESS. The FIND request attempts to find suitable stored n-tuples to serve as answers for the n-tuple sought. If all the components of that sought $n$-tuple are known, then the only information that can be given the user is whether or not the n-tuple is stored. However, if some components of the n-tuple are not known, then they can be obtained by the ACCESS request. Before proceeding consider the following example.

Assume the following triples have previously been stored:
(NUMERIC FOR,10,TEN)
(NUMERIC FOR,13,THIRTEEN)
(LETTERS IN,5,TRAIN)

Now if a FIND request is issued for the triple (NUMERIC FOR, $10, T E N$ ) the only result will be successful request. Conversely (NUMERIC FOR,5,FIVE) will result in an unsuccessful request. However, (NUMERIC FOR, ,TWO) will cause a search of the associative memory for a triple having as its first element the character string 'NUMERIC FOR' and as its last element the character string 'TWO'. To obtain the second component of this n-tuple an ACCESS request is issued. Thus the character string ${ }^{\prime} 2$ ' will be picked up.

Now, looking at the actual STRAN commands (BNF on page $A-1$ ), the FIND request is written as: +Fn/pseudo register numbers, literals and dollar signs/ As with decomposition and composition operators plus signs are used as separators for the above components. Using the previous example, assume that pseudo register 2 contains the character string THIRTEEN. Thus, the FIND request will be

```
+F4/' NUMERICbFOR'+$+2/
```

The above will retrieve all ordered triples whose first element is the string NUMERICbFOR , second element is an arbitrary string and third element is the string contained
in pseudo register 2. The number immediately following the +F is used by the ACCESS operation to identify which FIND request will receive the result. This identification is necessary due to the possibility of several ACCESS and FIND operations occurring in one program. Each ACCESS operation must know which FIND requested it.

The ACCESS request is written as +An/pseudo register numbers/
(Separators of pseudo register numbers are again plus signs).
The number of pseudo registers needed depends entirely on how many dollar signs occur in the associated FIND request. Continuing with the present example the ACCESS request is:

## +A4/4/

since only one dollar sign appears in the FIND operation. The end result of the example is that the character string '13' will be placed in pseudo register 4.

The ACCESS request is thus used to collect results of FIND requests which have included dollar signs. If no dollar signs are included then the success or failure of that FIND request is the only useful information obtained and any ACCESS request associated with the FIND will not return any valid information. Failure of a FIND request causes control to be passed in the exact same manner as a decomposition failure (to the rule whose name has been given for the failure case). Further examples of STRAN associative
memory requests can be found in program (4) listed in Appendix C.

Summary of STRAN rule syntax
The following is a summary of the syntax of rule bodies (to be used for quick reference). Curly brackets indicate a choice of one or more from a list and square brackets indicate an optional element.
(1) left and right sides of a rule body are separated by an equals sign.
(2) left side: one or more syntactic units from the fol-lowing-
(a) [*] storage name/decomposition operator string/
(b) +Fn/string of $\$$ 's, literals and pseudo register numbers/
(c) +An/string of pseudo register numbers/
(3) right side: one or more syntactic units from the fol-lowing-
(a) [\{*,\}] storage name/composition operator string/
(b) $+S /$ string of literals and pseudo register numbers/
(4) All strings of operators between slanted bars are seperated by plus signs.
1.3.1.5. STRAN Errors

The STRAN user must take care that he never causes
the inierpreter to process a string of characters that is not a well formed rule. This mistake can easily be made due to the fact that STRAN rules and STRAN data are stored in the same mechanism. If an error such as this does occur the message "Error has occurred in interpretation of" followed by the rule name is printed. The interpreter then automatically pops up another rule name from the push down stack and begins executing it. If the stack has no more rule names in it the interpreter switches to the rule reading mode and proceeds to read the next input card.

The problem here is that in most cases all rules will have previously been read in, so the result is either data cards are read in as rules (which leads to another interpretation error unless the data is itself a well formed rule) or there are no input cards left, thus causing the termination of execution entirely.

If a user tries to perform a decomposition operation on a variable which has nothing stored in it then the error message "Variable named (variable name) is not yet stored" appears and the same procedure described above is followed by the interpreter. This type of error commonly occurs due to a misspelling of previously used variable names.

The error message "Error in evaluation of algebraic expression" occurs when a string of characters sent by the interpreter to the evaluator has caused the evaluator to '
go into error. Another evaluator error is caused by using more than 5 subscripted variable names in one algebraic expression. The error message given is "Error, algebraic expression contains more than 5 subscripted variable names".

A variable in an arithmetic expression not yet assigned a value is assigned a default value of zero and the message "The variable (variable name) has been assigned a value of zero" is printed. Any errors due to storing or retrieving values of either subscripted or unsubscripted variables by the evaluator results in the error message "Error in numeric storage or retrieval". An overflow of evaluator storage results in "Numeric storage has overflowed". "Error in indices" is caused by incorrect referencing of array variables. Overflow of the storage of rule names and variable names (which are both stored in the same area) causes "Dictionary full, execution terminated". Finally, a STRAN program trying to read more data cards than actually exist results in the message "End of file read on input tape (tape number)". This cannot really be classified as an error message since the termination of a STRAN program (with no errors) is brought about by there being no more input cards left on the input file. At this point the above message is also written out and execution is stopped.

A list of all the above mentioned error messages along with the resulting action by the interpreter can be found
in Appendix D.
1.3.1.6. Conclusions and Examples

STRAN can be described as a simple but powerful
language that is easy to learn and easy to use. Take for example the fact that rules and data are stored under the same mechanism. This allows the user to change the meaning of a rule during its execution. The example below shows this feature of STRAN. The reader must keep in mind that when a $\operatorname{STR} R \mathrm{~N}$ rule is stored internally, the pair of left parentheses and the rule name they surround are removed from the rest of the rule and stored else where - i.e. when say (SI. (=*OUT/l/)S2) is stored, only the characters =*OUY/.l/)S2) are stored together. Consider the rule
(EXAMPLE (=RULE1/'RULE2,RULE3) )'/RULE1)
Ihis stores in the variable RULEl the character string RULE2, RULE3)) and thus when this rule passes control to RULEl (i.e. in the go-to section) what the interpreter sees stored under rule rame RULEl is a type 2 body rule telling it to place the rule name RULE2, RULE3 on the push down stack. Thus the rule EXAMPLE actually creates another STRAN rule called RULEl and transfers control to it.

Now to extend the above example and make it more general examine the following section of a STRAN program:

|  | PROGRAM |  |  |
| :--- | :--- | :---: | :---: |
| (XYZ ( | )FOUND,FAIL) |  |  |
| (RULE4 ( |  |  |  |


(S1 (OUT/\$/=OUT/l+'))'/OUT)
-
-
-
DATA FOR PROGRAM
(READ)
(XYZ)
(RULE4)

When the rule called READ is executed the character string READ is placed in the variable OUT and control transferred to rule Sl. Rule Sl adds the two closing parentheses to the character string READ obtaining the character string READ)) which is again stored in the variable OUT. Now control is transferred to the name OUT and this results in the rule name READ being placed on the push down stack. Thus the next rule to be executed is READ (since it lies at the top of the stack) and the whole
process repeats itself, reading in the character string (XYZ).

The above examples plus the ones given in Appendix $C$ should demonstrate some of the more useful characteristics of STRAN.

One can view STRAN and its interpreter as a segment of the overall COMS system working to provide simple communication links with the other elements. This is an extremely important task since although STRAN serves as a powerful character manipulation language in its own right, the effectiveness of the whole COMS system is dependent entirely on communicable results between the user and the COMS elements.
1.3.2. The Evaluator

Any implementation of a COMS system must use the evaluator program to achieve the goal of effective utilization of the program library (1.3.3). Besides serving the purpose of a communication link to the program library, the evaluator also provides an interface mechanism for the interpreter to the realm of numeric data. More specifically, this element of COMS evaluates algebraic formulas, allocates space for numeric variables and arrays, stores values in and retrieves values from these variables and arrays, generates argument lists for the COMS Fortran library programs and causes the execution time loading of these same programs upon request from the COMS user.

Commands to direct evaluator action are received from the interpreter as character strings. Results from the evaluator are sent back to the interpreter also as character strings.

7o the knowledgeable computer user desiring a modification of a particular COMS system, the evaluator is more resistant to change than any of the other COMS elements. The reason for this is found in the actual program set-up of the evaluator which deals with the practical and concrete difficulties of the Scope operating system. Also, because the evaluator deals specifically with library programs and sets of data, it is more dedicated to a specific problem
area isay geophysics or astronomy) than either the interpreter or the associative memory (1.3.4).
1.3.2.1. Algebraic Formula Evaluation

As in Fortran, algebraic expressions are accepted by the evaluator in infix notation. There are basically two ways to cause evaluation of expressions. The first is by sending the evaluator a character string consisting of a STRAN variable name followed by an equals sign followed by the expression. In this case the character string returned to the interpreter includes the name of the target variable, the equals sign and the resulting value of the expression. For example if the string

$$
\text { RESULT }=Y+5 *(2+Z * * 2)
$$

is sent to the evaluator, then the string
RESULT=33
will be returned (assuming $Y$ and $Z$ have previously been assigned the values 3 and 2 respectively). The second way to cause evaluation is by sending only the expression itself. For example sending the string

$$
Y+5 *(2+Z * * 2)
$$

will return the string 33 .
Most of the built-in functions and operators available in Fortran are also available to the evaluator. These
include:
+, -, *, /, **, unary +, unary -, AMOD, MOD, FLOAT, FIX, ABS, IABS, SIN, COS, TAN, ATAN, EXP, ALOG, ALOGl0, SQRT.

The mode (fixed or floating) of a particular STRAN variable is defined by the mode of the number assigned to it. For example $Y=5$ makes $Y$ integer while $Z=5.2$ makes $Z$ real. An expression containing mixed modes has all its fixed point numbers floated. Also if a fixed point number appears as the argument of a built-in function requiring a floating point argument, that number is floated and viceversa.

The evaluator operates in two passes as shown in Figure 1.5. The first pass collects contiguous characters into symbols and interprets these symbols as variable names, numeric constants, array names, operators or built-in function names. Also, the values of simple variables are retrieved from STRAN storage and a precedence is assigned to each operand and built-in function. The second pass translates the original infix notation fed to the evaluator into prefix Polish notation. This is accomplished under the control of operator precedence and parentheses. Also during the second pass, evaluation of operators, execution of the built-in functions and retrieval of array values takes place.

## FIGURE 1.5

EVAIUATOR BLOCK DIAGRAM


1.3.2.2. Infix to Prefix Polish

The translation scheme used for the conversion of infix to prefix Polish notation is based on a publication of the Burroughs Corporation called a "Compilogram" which was specifically adapted for this use by D. McCracken [2]. A flowchart of the assignment of operator precedence and the translation process is shown in Figure 1.6. Although the evaluator has many more intricacies than are shown, the basic method of conversion is the same. Also, for simplicity, variable names have been assumed only one character in length and no error situations are examined.

The input expression is stored in the array SOURCE and the associated precedence of each operator, operand or built-in function is stored in SHIER (standing for Source HIERarchy). Allocation of precedence (in the order lowest to highest) is as follows:

| OPERAND | 0 |
| :---: | :---: |
| $($ | 1 |
| ) | 2 |
| ,+- | 3 |
| $*, /$ | 4 |
| $* *, M O D$ | 5 |

UNARY + , -
EUILT IN FUNCTION ${ }^{\}} 6$
Operands are transferred to the array POLISH as soon

FIGURE 1.6

## ASSIGNMENT OF OPERATOR PRECEDENCE AND

TRANSLATION OF INFIX TO PREFIX POLISH NOTATION


Note: assume no blanks precede the input expression.


(1) The built-in functions available to the evaluator are not in actual fact all given the same precedence as shown above. A separate section of coding hanles their individual classifications, however for simplicity this will not be shown.
(2) The exponentiation operator and the MOD function are both treated as binary infix operators.
(3) Also for simplicity, operands are taken as single letter unsubscripted variables.
(4) Blanks are ignored in the input expression.
as they are encountered. This array holds the resulting expression in prefix Polish form. Operators (except right parentheses) are held temporarily in the array OPSTCK (OPerator STack) and their associated precedence is stored in the array OHIER (Operator HIERarchy). When an operand is picked up from the input expression, it is transferred to the array POLISH immediately and a check is made to see if the last entry made in the operator array OPSTCK has the same or a higher precedence than the next operator in the input string. If so, the last entry operator is placed in POLISH. If not, the next character of the input string is examined and the process repeated.

If an operand is not encountered as the next element of the input string, a check for a right parenthesis is made. If one is found, it is ignored and its matching left parenthesis which will always be the last entry in the operator array, is also ignored.

If a right parenthesis does not turn up, an operator must have been encountered and thus it is transferred to the operator array with its precedence placed in the array OHIER. The next element of the string is then examined.

The whole process continues until the total number of characters in the input string (established previously when precedence was originally being assigned) has been
examined.
A few examples are shown below:

INFIX INPUT

$$
\begin{gathered}
-(A * * B) / C \\
A *(B-C)+D \\
A+B /(-(D * * E * F) / G)
\end{gathered}
$$

PREFIX OUTPUT

$$
\begin{gathered}
\mathrm{AB} * * \mathrm{C} /- \\
\mathrm{ABC}-* \mathrm{D}+ \\
\mathrm{ABDE} * * \mathrm{~F} * \mathrm{G} /-/+
\end{gathered}
$$

For a much more detailed and complete description of both the first and second passes of the evaluator, the reader is referred to the COMS reference manual (Appendix E).

### 1.3.2.3. Variables and Arrays

The evaluator dynamically allocates storage for variables and arrays. For the former this is done by the assignment of a value to the variable (an example is SPEED= 50.2). For the latter, a statement of the following form must be passed to the evaluator.

```
INTEGER<NAME> (<DIM1>,<DIM2>,....)
    REAL<NAME> (<DIML>, <DIM2>,....)
```

As in Fortran, arrays are classified as integer or real depending on the mode of the data they are referencing. <NAME> refers to the name of the array being declared (as with STRAN variable names, array names may be up to 10 characters in length). Following the array name as many
aimensions as desired are listed. These are separated by commas and enclosed completely by parentheses. A particular dimension may be stated as a constant, a variable or an expression. For example, the five dimensional real array TIMINGS may be declared as

$$
\text { REAL TIMINGS }\left(\mathrm{K}, 6,2.5^{*} \operatorname{SQRT}(Z), 7,(\mathrm{P}+3) / 2.8\right)
$$

Retrieval of a value stored in a variable or array is caused by the appearance of the variable name or the array name with subscripts in an expression.

Although the evaluator serves well as an arithmetic processor for the COMS system, its more important task is communication with the program library (1.3.3). Examples of the use of the evaluator in different types of calculations are shown in program (l) of Appendix C.
1.3.2.4. Communication with the Program Library

The loading and execution of Fortran subprograms (subroutines and functions) from the COMS library is carried out by a special assembly language routine in the evaluator program called LOADIT. The original PLI version of COMS made use of the IBM linkage editor program to perform the same jobs as LOADIT, but of course this routine is not available in CDC computer software systems (and neither is any reasonable facimile). It was therefore
necessary to develop such a program specifically for the current Fortran version of COMS. Details of the set-up and operation of LOADIT can be found in Appendix $F$.

A library subprogram is loaded and executed when either of the following character strings are sent by the interpreter to the evaluator:

CALL <PROGNAME>
CALL <PROGNAME> (<ARG1>, <ARG2>, ....)

In [a] and [b] <PROGNAME> refers to the name given the subprogram when it was originally placed in the COMS library (placing subprograms in the COMS library is discussed in section 1.3.3). Only a subroutine subprogram may be called with either no arguments (as in [a]) or with an argument list (as in [b]). Function subprograms must be called with an argument list. This list is enclosed by parentheses and each argument (up to thirty allowed) is separated from the next by a comma.

The only method of communication between a library subprogram being executed and the rest of the COMS system (i.e. through the interpreter) is via the argument list introduced above ${ }^{1}$. A primary restriction on all subprograms

[^1]placed in the library is that the passing of arguments by any method which depends on some previous linkage technique between the calling program and library routine is not allowed. This in fact means that arguments can in no way be passed through a common block shared with COMS. The reason for this major restriction involves the independence of both the library and COMS programs. To change the actual Fortran coding of COMS every time a new subprogram is to be placed in the library would lessen the efficiency of a system that was wholly designed to provide its own communication management. Also, the library subprogram has to maintain its independence if it is to be classified as a true "utility" routine.

The type of arguments allowed in a call to a library routine include nearly all those available in standard Fortran programming. This includes expressions to be evaluated, array names, specific array elements and simple numeric variables and constants.
rectly from the evaluator to NAMELIST read instructions located in the current library program being executed. Details of this NAMELIST interface mechanism (which is not currently available to the present version of COMS) can be found in the COMS thesis by GAMMILL [3].

Correspondence between actual and formal parameters ${ }^{1}$ is carried out by reference. This means that at runtime, prior to the subroutine call, the actual parameters are processed. If they are not variables (simple and array variables) or constants, they are evaluated and stored in temporary locations assigned by the calling routine. The addresses of the variables, constants and temporary locations are then calculated and passed to the called subprogram. The subprogram uses these addresses to perform the desired calculations on the values referenced by them - thus COMS library programs have the ability to change the formal parameter values sent them by the evaluator. By use of the dollar sign character $\$$ placed immediately in front of a simple or array variable name, it is possible to send the address of such a formal parameter to the called procedure as the actual value of the variable. For example if the simple variable A is located at machine address 000122 and has as its contents the real number 5.2 , when a call such as

[^2]CALL XYZ (\$A) is made, the address of a temporary location is sent to the subprogram having as its value the integer 000122. The reason this particular feature is available in the current version of COMS (which has no real use for it) is simply because it was left over from the previous IBM 360 Fortran version of COMS which used it to override the simple variable call-by-value correspondence inherent in this compiler. Examples of various possible actual parameters used in a calling statement are shown in Figure 1.7. The following section will discuss the placing of subroutines and functions in the program library and the organization of these for maximum programming effectiveness.

FIGURE 1.7

EXAMPLES OF POSSIBLE ACTUAL PARAMETERS, USED IN CALLING LIBRARY PROGRAMS

Note: assume the declaration REAL $\operatorname{SSQ}(50,50)$ and the values of $I, J$ and $Q$ have previously been passed to the evaluator.
(1) simple variable I

The address of a temporary location containing the present value of $I$ is passed.
(2) array element SSQ(12,14)

The address of a temporary location containing the present value of $\operatorname{SSQ}(12,14)$ is passed.
(3) array name SSQ

The address of a temporary location containing the present value of the first element of SSQ is passed.
(4)
array element SSQ (I, J)
The present value of $I$ and $J$ are used to calculate the address of a temporary location containing the present value of $S S Q(I, J)$ which is then passed.
(5)
expression
SIN (I) $+\mathrm{J}+\mathrm{Q}$
The present value of $I, J$ and $Q$ are used to evaluate the expression which is then stored in a temporary location. The address of this
location is then passed.
(6) Constant 7.9E-5

The address of a temporary location containing this value is passed.
(7) dollar sign operation

$$
\begin{aligned}
& \$ I \\
& \$ S S Q(12,14) \\
& \$ S S Q(I, J) \\
& \$ S S Q \\
& \$ S I N(I) * J+Q \\
& \$ 7.9 E-5
\end{aligned}
$$

The address of a temporary location containing the machine address of each of these parameters is passed.
1.3.3. Fortran Library of Programs
1.3.3.1. Placing Programs in the Library

As outlined in the preceding section, the evaluator, upon recognizing a user call to the program library, requests an assembly language program called LOADIT to perform this operation. The information that is automatically passed to LOADIT includes the called subprogram name, the number of arguments in the call, the location and value of these arguments and also whether the location of each argument contains its actual value or its address (this refers to the dollar sign operator as discussed in section l.3.2).

In the present version of COMS, the library is stored on a file on disc. The name given this file is COMSLIB and it is here that LOADIT expects to find library programs. Each time the COMS program is run this file must be attached to the job (the full set of control cards needed to run a COMS job is shown in Appendix G).

Thus before COMS is used at all, the library routines needed (either now and/or for future COMS programs) must be placed on COMSLIB. The creation of COMSLIB using the CATALOG control card under Scope 3.4 is shown in Figure 1.8. Also shown are the control card set-ups for both placing additional programs on the file and purging the entire file when it is not in use (a basic knowledge of Scope control cards is assumed) .

FIGURE 1.8

CONTROL CARD SET-UP FOR
(1) CREATION OF COMSLIB FILE
(2) ADDITIONS TO COMSLIB FILE
(3) DELETION OE COMSLIB FIIE

## (1) CREATION OF COMSLIB FILE

JOB CARD
REQUEST,LGO,*PF. RUN (S)
CATALOG (LGO, COMSLIB, ID $=$ COMSPROG, $\mathrm{RP}=30, \mathrm{XR}=\mathrm{A}$ ) END OF RECORD

SUBPROGRAM TO BE PLACED IN LIBRARY
END OF FIIE
(2) ADDITIONS TO COMSLIB FILE

This is done in two stages to allow testing of the new file for any errors that might have occurred during the cataloging process. The user is also cautioned to closely check the program itself since any errors in the coding of a program already added to the file means the entire file will have to be purged and recreated to dispose of this program (there is no easy method by which the program in error can be deleted from the rest of the file).

## Stage 1:

JOB CARD
REQUEST, LGO, *PF.
$\operatorname{ATTACH}(X, C O M S L I B, I D=C O M S P R O G, R P=30, P W=A)$ RUN (S)
COPYBF (X,LGO)
CATALOG (LGO, COMSI_IB, ID $=$ COMSPROG $, \mathrm{RP}=30, \mathrm{XR}=\mathrm{A}$ ) END OF RECORD

SUBPROGRAM TO BE ADDED TO LIBRARY

END OF FILE

After testing the newly created file and finding no errors, the old cycle may be purged.

## Stage 2:

JOB CARD
$\operatorname{ATTACH}(X, C O M S L I B, I D=C O M S P R O G, R P=30, P W=A)$
PURGE ( $X$, COMS LIB $, I D=C O M S P R O G, L C=1, P W=A$ )
END OF FILE
(3) DELETION OF COMSLIB FILE

JOB CARD
ATTACH ( $\mathrm{X}, \mathrm{COMSIIB}, I D=C O M S P R O G, P W=A$ )
PURGE ( X, COMSIIIB, ID=COMSPROG)
END OF FILE
1.3.3.2. Efficient Program Organization

A systems programmer in setting up a COMS implementation may wish to place utility routines in the library which would be useful not only to a particular problem area but to all problem areas in general (i.e. the library would always have these routines placed in it no matter what COMS application was involved). Examples of these include input-out.put routines involving printing, punching, plot-ting and CRT displays, routines to generate, edje or correct large data decks, or routines to control the external storage of information (i.e. on tape, disc, cards, drum, etc).

To make these routines flexible and easily used by both experienced and inexperienced programmers, certain methods by which FORTRAN subprograms can collect directive information from outside themselves are discussed in this section. Use of these methods is not directly related to COMS, but application programs employing them will help to make COMS a more versatile system.

Actually, the methods involved may not only be used in general routines as such, but rather in any program where the collection of information may vary from minimal (that information absolutely essential for correct execution) to maximal (settings for all optional parameters). Thus, the beginning user will find much less mandatory information
required and the advanced user will find the ability to exert much more control over the program.

## SET-RESET METHOD

The SET-RESET method of program organization (discussed by Gammill [3]) involves the use of NAMELIST input to direct a program which is to be executed several successive times using various settings of control parameters for each execution. NAMELIST input-output is included in some FORTRAN compilers (the FORTRAN-RUN compiler on the CDC 6400 allows it) but is not a part of ANSI (American National Standards Institute) FORTRAN. It involves the use of an internal symbol dictionary to allow the unformatted input and output of specified variables and arrays.

In the SET-RESET method, NAMELIST I/O is specifically applied to the modification of default values of a large set of independent variables and control parameters since only a subset (including none) of NAMELIST variables need be read in at any particular time. To the inexperienced programmer this provides a mechanism for obtaining default results of a program with no input operations necessary, while the same program in the hands of an experienced user can provide access to all internal control parameters needed.

The SET-RESET method involves the inclusion of a logical control parameter among the other program variables
to make it possible to reset any, all or none of the initial settings of these variables at the beginning of each execution of the program. A Fortran program using the SET-RESET method is shown in Figure 1.9. The data cards used will cause the program to be successively executed three times before stopping. The values of the NAMELIST input variables for each pass are as follows:

| PASS | $I$ | $J$ | RESET |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 5 | 5782 | -FALSE• |
| 2 |  | 2400 | 5782 | -TRUE• |
| 3 | 1 | 1 | -FALSE• |  |

The point of the above mentioned example is that if the program variables are not reset, their initial values used for any execution are those left from the previous execution. This allows the user working on a particuar problem to make small changes in a few independent variables which results in a slow step by step progression through the problem. After all, a typical researcher doesn't make massive changes in input data to get to a solution, but rather changes a few things "here" and a few things "there" to see if the result holds more promise.

Using the SET-RESET method encourages programmers to write programs which are extremely data directed. Applications of the method hold for any program which has many modes of operation or some uncertainty as to the best set-

## FIGURE 1.9

## THE SET-RESET METHOD OF PROGRAM ORGANIZATION

| C | PROGRAM SET-RESET |
| :---: | :---: |
| C | DECLARATIONS |
|  | NAMELIST/INPUT/RESET, I,J/OUTPUT/K |
|  | LOGICAL RESET |
| C | INITIALIZE NAMELIST VARIABLES TO DEFAULT VALUES |
| 1 | $\mathrm{I}=1$ |
|  | $J=1$ |
|  | RESET $=$ •FALSE• |
| C | RESET DETERMINES IF A NAMELIST READ IS TO BE DONE |
| 2 | IF (RESET) GO TO 1 |
| C | READ NEXT NAMELIST INPUT STRING |
|  | READ ( 5, INPUT) |
| C | TEST FOR END OF FILE CONDITION |
|  | IF (EOF,5) 3,4 |
| C | WRITE OUT NAMELIST INPUT STRING |
| 4 | WRITE ( 6, INPUT) |
| C | ANY CODE USING VALUES OF I\&J IS INSERTED HERE |
| C | A POSSIBLE EXAMPLE IS THE FOLLOWING |
|  | K=I*J |
|  | WRITE ( 6, OUTPUT) |
| C | END OF INSERTED CODE |
| C | EXECUTE THE PROGRAM AGAIN |
|  | GO TO 2 |
| C | STOP THE PROGRAM |
| 3 | STOP |
|  | END |

## DATA CARDS USED:

```
$INPUT I=5, J=5782 $
$INPUT I=2400, RESET=•T• $
$INPUT $
```

ting of various independent parameters. The user is allowed a "good guess" default value for different parameters until the "true" value can be obtained through calculation.

A converient implementation of the method is as a separate subroutine that could be placed in the COMS library and linked to any program needing this type of organization. The following section describes two more methods of program organization which also adapt library programs for more versatile and flexible use under COMS control.

METHOD OF VARIABLE LENGTH ARGUMENT LISTS
The purpose of this method of program organization is to relieve the application program user of having to remember all the arguments a particular subprogram requires. For example, if a library subprogram requires the passage of sixteen arguments for its operation but some of these need be changed only under certain circumstances, it would be nice for the inexperienced user (under normal operation of the subprogram) to leave these alone and have the subprogram itself take care of them. This possibility exists in the subprogram shown in Figure 1.10. In this example, it is only necessary to pass three arguments to the subroutine for its proper execution. All the rest of the arguments are optional to the programmer and are automatically initialized inside the subroutine.

## VARIABLE LENGTH ARGUMENT LISTS

SUBROUTINE EG(ARRAY,ISIZE, JSIZE,OPARG1,OPARG2,
*oparg $3, . .$. )
C OPARG REPRESENTS OPTIONAL ARGUMENT DIMENSION ARRAY(ISIZE,JSIZE) INITIALIRE DEFAULT VALUES OF OPTIONAL
C INITINTS BY EITHER ASSIGNMENT OR
C DATA STATEMENT
DATA ARG2,ARG3/0.0,5.0/ $A R G I=10.0$

ANY MORE INITIALIZATIONS TAKE PLACE HERE -

FIND OUT HOW MANY ARGUMENTS THIS SUBROUTINE WAS CALLED WITH
CALL NUMP (NARG)
IN THIS PARTICULAR SUBROUTINE THREE ARGUMENTS ARE
C MANDATORY
IF (NARG.GT.2) GO TO 500
C WRITE $(6,100)$
100 FORMAT ('TOO FEW ARGUMENTS IN CALL TO EG')
RETURN
$500 \quad$ NARG $=$ NARG-2
C RESET VALUES OF SPECIFIED ARGUMENTS
GO TO ( $1,2,3, \ldots .$.$) NARG$
-
ONE WAY OF RESETTING IS AS FOLLOWS
IF (OPARG3.EQ.0) GO TO 3
ARG3=OPARG3
ARG2=OPARG2
ARGl=OPARG1
CONTINUE
BODY OE SUBROUTINE HERE
-

Note: NUMP is an assembly language routine which counts the number of arguments in the call to the routine in which it is placed. This count is then stored in NARG.

Two methods of initialization are shown. One is by the DATA statement (for ARG2 and ARG3) and the other by an assignment statement (for ARGI). In the former case an argument if changed by a specification in the argument list will keep this value for all subsequent calls to the program during execution. In the latter case, the argument is reassigned its initial value for every call and is only changed if the proper optional argument is provided.

Thus for subroutine EG, the inexperienced user can get away with a three argument call, while the experienced user can specify as many of the optional arguments as desired.

An extension of the variable length argument list method described above uses NAMELIST input to read in values of particular optional arguments. This permits the user to
(1) not have to specify the previous values of say fifteen arguments in order to change the siyteenth argument to a new value
(2) not have to specify argument values in any particular order since NAMELIST input accepts these in any order.

A program displaying this use of NAMELIST input is shown in Figure 1.11. It is basically the same as that in Figure 1.10 except that when the first optional argument OPARGI is

## FIGURE 1.ll

NAMELIST ARGUMENT TRANSMISSION

|  | SUBROUTIINE EG2 (ARRAY,ISIZE,JSIZE,OPARGI,OPARG2 *OPARG3,....) |
| :---: | :---: |
| C | OPARG REPRESENTS OPTIONAL ARGUMENT |
| C | DECLARATIONS |
|  | DINENSION ARRAY (ISIZE, JSIZE) |
|  | LOGICAL OPARG3,ARG3 |
|  | NAMELIST/INPUT/NTAPE, ARG4,ARG5,ARG6 |
| C | INITIALIZE DEFAULT VALUES |
|  | DATA ARG2,ARG3,ARG4, ARG5, ARG6, 0 , 0 , |
|  | *5.0, FFALSE•, 7.69,10.1/ |
|  | DATA NTAPE/6/ |
|  | ARGI $=10.0$ |
|  | - |
|  | . |
| C | ANY MORE INITIALIZATIONS TAKE PLACE HERE |
|  | - |
|  | - |
|  | - |
| C | FIND OUT HOW MANY ARGUMENTS THIS |
| C | SUBROUTINE WAS CALIED WITH |
|  | CALL NUMP (NARG) |
| C | THREE ARGUMENTS ARE MANDATORY FOR THIS ROUTINE |
|  | IF (NARG.GT.2) GO TO 500 |
| C | WRITE OUT ERROR MESSAGE |
|  | $\operatorname{WRITE}(6,100)$ |
| 100 | FORMAT ('TOO FEW ARGUMENTS IN CALL TO EG') |
|  | RETURN |
| 500 | NARG=NARG-2 |
| C | RESET VALUES OF SPECIFIED ARGUMENTS |
|  | GO TO ( $1,2,3, \ldots .$.$) NARG$ |
|  | - |
|  | - |
|  | - WAY Or mesemetng is As Foliows |
| c | ONE WAY OF RESETTING IS AS FOLLOWS |
|  | - |
|  | - |
| 4 | IF (OPARG3) 5,3 |
| 5 | ARG3=OPARG3 |
| 3 | ARG2 $=$ OPARG2 |
| 2 | ARG1 $=0$ PARGI |

```
    C IF REQUIRED PERFORM A NAMELIST READ
        IF (OPARG1.GE.0.0) GO TO 6
        READ (5,INPUT)
6
    CONTINUE
    •
    -
    \bullet
    BODY OF PROGRAM
        .
    .
END
```

negative a NAMELIST read is performed to obtain new values of specified cptional arguments. Here, again all arguments are initialized to default values for the inexperienced users' sake.

Using this method of argument transmission does have disadvantages over the previous variable length argument list method. These are found in the inefficiency calised by the slower processes of manipulation of character strings and dictionary look-up of variable nanes involved in NAMELIST reads. However the method really shows its usefulness when long arguments lists are at stake.

The methods mentioned above were discussed in the hope that further interpretations of the material will promote more useful application programs for both inexperienced and experienced users.
1.3.4. The Associative Memory

The associative memory is the final element of COMS to be discussed. It was already introduced in section 1.3.1.4 where the STRAN statements for the storage and retrieval of ordered n-tuples of symbols (strings of characters) were described.

The main purpose of the associative memory is to permit the COMS programmer (i.e. the systems programmer) to store and retrieve factual information about COMS and the program library. This information can then be used in the translation of command languages, developed for the inexperienced computer user, into formal internal commands which control the operations of COMS. In other words, it is the associative memory that serves as the communicator between the vast computational facilities of a computer and the inexperienced computer user. In very simple COMS implementations, a satisfactory system can be set up without the use of the associative memory. Here the user is assumed to already have the basic information needed and hence no outside help (the associative memory) is needed. A software system such as COMS that is developed entirely without an equivalent type of associative memory mechanism will find itself restricted to a particular class of users those that want to take the time and effort learning the intricate programming details involved in running the system.
1.3.4.1. Use of the Set Theoretic Language (STL)

Originally the associative memory was developed for the specific application of storing and retrieving sentences in finite set theory. It turned out that although this was only one of a myriad of potential uses for the associative memory, it proved extremely fruitful in the development and interpretation of command languages for inexperienced users. The reason for this was due to the inherent logic in finite set theory which could easily be used to produce simple deductive processes. These processes provided COMS with an "intelligence" to translate a simple command language statement given by the inexperienced user into useful programming actions. Thus the rigorous formalities of current programming languages could be left up to COMS while the user could concentrate more specifically on the particular problem being solved.

To adapt sentences of finite set theory for the ordered $n$-tuple form used by the associative memory, the Set Theoretic Language (STL) was developed by Gammill [3]. This language is simply an encoding of sentences of finite set theory in a particular form easily adaptable to the associative memory mechanism. This is shown in Figure l.12(a). Finite set theory defines properties and relations between sets. This is also true of STL but to become meaningful the individual letters representing sets are expanded to more

FIGURE $1.12(\mathrm{a})$

SET THEORETIC LANGUAGE

Set Theoretic Language Language of Finite Set Theory
(1)
$(a, b)$
$(d, e, f)$
$(g, h, j, k)$
$(C, j, k)$
$\epsilon$ is a member relation
$C$ is a subset

FIGURE 1.12 (b)

Expanded Set Theoretic Language N-Tuples
(1)
(2)
(3)
(MAN , NORMAN)
(FATHER OF, NORMAN,ERIC)
(CHAIN OF\&AND , GRANDFATHER OF,FATHER OF,PARENT OF)
(SUBSET OF,FATHER OF,PARENT OF)
expressive English words with symbols such as ceing replaced by "SUBSET OF". The result as one possibility is the four STI n-tuples dealing with human relationships as shown in Figure I. $12(\mathrm{~b})$.

In general, there are three types of symbols permitted in STJ. One is to represent the domain of the problem space being considexed. In Figure $1.12(b)$, this domain is shown to be that of people such as NORMAN or ERIC. The second is either a property of the domain such as MAN or a relation of the domain such as FATHER OF or GRANDFATHER OF. The third expresses a property or relation on the properties or relations already existing. These latter symbols are termed "primitives" and are used to define relationships occurring throughout the total associative structure. Examples of these are SUBSET OF or INVERSE OF.

The ability to state properties and relations of the properties and relations defined for a problem space makes STL a very powerful fact retrieval language. This ability implies that symbols appearing in the first position of an STL sentence (n-tuples) may also appear elsewhere. An example of this is (CHAIN OF\&AND, SUBSET OF, SUBSET OF) which using the primitive CHAIN OF\&AND states that the relation SUBSET OF is a ChAIN OF the relation SUBSET OF and the relation SUBSET OF. Another example, using the primitive INVERSE OF, is (INVERSE OF, INVERSE OF, INVERSE OF) which
states that the relation INVERSE OF is the INVERSE OF the relation INVERSE OF.

Any symbol appearing in the first position of an STL sentence is either a property or relation. In 2-tuples such as (BOY,ERIC) it is always a property, otherwise it is a relation as in the 3-tuples (PARENT OF, MARVIN, NORMAN).

It is not difficult to see that a complicated set of relationships for a problem space can be quickly built up using the simple sentences of STL. The process of model building using STL becomes one of identifying the relevant domain (for example humans) and the relations and properties involved in this domain. Once a set of primitive relations and properties have been worked out, deductions concerning relationships between elements of the domain can be drawn from the model and thence information can be retrieved which was not actually entered beforehand.

There is a large variety of primitive relationships available for the STL model builder. The set of these is by no means complete but the ones shown in Figure 1.13 have proven useful in previous work on model building. Once a model is constructed for a particular problem space, the properties and relations of that model can be stored in the associative memory. STRAN procedural definitions (i.e. rule sets) can then be written for each of the primitives desired. Using these definitions COMS can in turn produce deductions

FIGURE 1.13

A SET OF USEFUL PRIMITIVES
(1) (CHAIN OF\&AND, A, B,C)
(2) (SUBSET OF, A,B)
(3) (DISJOINT FROM, A, B)
(4) (LEFT INTERSECTION OF\&AND, $A, B, C)$
(5) (RIGHT INTERSECTION OF\&AND, A, B,C)
(6) (INVEPSE OF,A,B)
(7) (INTERSECTION OF\&AND, A, B,C)
(8) (UNION OF\&AND; A, $\left.B_{r} C_{r}\right)$
(9) (LEFT HALF OF, A,B)
(10) (RIGHT HALF OF, A,B)

EXAMPLES OF THE ABOVE PRIMITIVES USING HUMAN RELATIONSHIPS
(1) (CHAIN OF\&AND,GRANDPARENT OF,PARENT OF,PARENT OF) (CHAIN OF\&AND,UNCLE OF,BROTHER OF,PARENT OF)
(2) (SUBSET OF,FATHER,MAN)
(SUBSET OF,HUSBAND,MAN)
(3) (DISJOINT FROM,CHILD,ADULT)
(DISJOINT FROM,UNMARRIED,MARRIED)
(4) (LEF'T INTERSECTION OF\&AND,WIFE OF,MARRIED TO,WOMAN)
(LEFT INTERSECITON OF\&AND,FATHER OF, PARENT OF,MAN)
(5) (RIGHT INTERSECTION OF\&AND,WIFE OF,WOMAN,MARRIED TO)
(RIGHT INTERSECTION OF\&AND,FATHER OF,PARENT OF,MAN)
(6) (INVERSE OF,PARENT OF,OFFSPRING OF)
(INVERSE OF,HUSBAND OF,WIFE OF)
(7) (INTERSECTION OF\&AND,GIRL,CHILD,FEMALE PERSON) (INTERSECTION OF\&AND,BACHELOR,UNMARRIED,MAN)
(8) (UNION OF\&AND,PARENT,FATHER,MOTHER)
(UNION OF\&AND,SIBLING,BROTHER,SISTER)
(9) (LEFT HALF OF,WIFE,WIFE OF)
(LEFT HALF OF,CHILD,CHILD OF)
(10) (RIGHT HALF OF,OFFSPRING,MOTHER OF)
(RIGHT HALF OF,OFFSPRING,FATHER OF)

Note: the correct way to translate an STL sentence into English is as follows:
(SUBSET OF,HUSBAND,MAN)
the translation is: HUSBAND is the SUBSET OF MAN.
For a 4-tuple such as (CHAIN OF\&AND,GRANDPARENT OF, PARENT OF, PARENT OF) the translation is: GRANDPARENT OF is the CHAIN OF PARENT OF and PARENT OF.
from the model required by the inexperienced user.
1.3.4.2. An Example Deduction

If the relations (INVERSE OF, ABOVE, BELOW) and (ABCVE, LAMP, TABLE) are stored in the associative memory, deductions made by STRAN rules for the primitive relation INVERSE OF will entail searching for all the ordered triples that have as their first element INVERSE OF. Upon finding the sentence (INVERSE OF, ABOVE, BELOW), the STRAN rules will search for all the ordered triples beginning with ABOVE. When the triple (ABOVE, LAMP, TABLE) is found the automatic deduction (BELOW, TABLE, LAMP) is made and stored in the memory. Thus information is deduced and stored that was not previously available.

Appendix $C$ contains three STRAN programs dealing with human relationships which use the associative memory. Program (3) shows two STRAN rule sets called ASSERT and ANSWER that store and retrieve ordered n-tuples respectively. Program (4) translates simple English sentences into STL and stores relevant information obtained from these in the associative memory. Finally program (5) uses the information previously stored by programs (3) and (4) and makes deductions leading to new information which in turn is stored away.
1.3.5. Conclusions

The software package introduced in this chapter describes a system consisting of a number of elements, each capable of performing certain tasks with regard to the programming difficulties inherent in any particular study area. COMS is a flexible system having as a major attribute extendability of use through modification of rule sets and additions to both the library and the facts stored in the associative memory.

The descriptions and examples given really only touch on the possible systems one can develop using COMS. The flexibility involved in being able to use some or all of COMS elements to provide different programming environments is really one of its great features. Its true strength however will be shown as more and more sophisticated users produce more and more sophisticated implementations through the development of a hierarchy of models, each able to override the statements of those below.

It is easily seen that provided with a proper set of grammar rules used to generate sequences of evaluatable statements as the result of simple commands and provided with the proper set of well written application programs, COMS through its ability to make logical deductions of new information, could assist in a great variety of computer programming applications in any field where research in-
vestigations require the use of a computer. Section 2.3 of chapter 2 , as an example of a particular COMS application, discusses the development of an operating system command language using COMS, for use in a parallel programming environment.

At this point mention should be made of the disadvantages in using the COMS system. The major disadvantage here is in the massive amount of execution time needed for the operation of each of COMS program elements. Of course it would be very hard to develop a system such as COMS and provide the flexibility it does without using a great deal of computer time to do this. Overcoming long execution times would entail the rewriting of some of the COMS Fortran subroutines in assembly language. One place where this might be done is in the evaluator program which is well defined for the particular job it is doing and is not likely to be changed for different applications of the COMS system.

A second disadvantage in the use of COMS is the need for a relatively large machine to provide its memory requirements. There are several ways to alleviate this problem however, including a garbage collection routine to clear all unwanted storage locations originally allocated by COMS and allowing only those rules and $n$-tuples which are absolutely necessary for a particular coms implementation
to be stored in memory.
On the whole COMS presents a system that lends itself to change and emphasizes simplicity and flexibility over efficiency. The most exciting possibilities for its future use lie in the extension of its modelling capabilities since the design of the system was specifically created for this purpose.

## CHAPTER 2

## COMS AND CONTROL STRUCTURES

2.1. Introduction

Although the major part of this project centers around the introduction and implementation of the coms system at McMaster, a small amount of research was also carried out by this author into both the possible incorporation of particular control structures into COMS and conversely, the possible use COMS might have in the field of control structures. More specifically, both the advantages of using coroutines instead of subroutines in the COMS library, and the development of a command language for the simulation of a parallel processing environment are discussed.

The field of control structures in general refers to the programming environments or operations which specify the sequencing and interpretation rules for programs and parts of programs. Included in this field are such controls as sequential processing, subroutines, parallel processing, coroutines, recursion, conditional and unconditional operations, iteration, continuous evaluation, and monitoring. Using the communication management system to develop models for some or all of the above controls would allow investigation of the processes involved and although simulation
would have to be carried out in current sequential processing enviroments, systems could be constructed to allow the user to formulate new control. structures not before conceived. The goal would be a better understanding of control structures leading (with particular respect to COMS) to a more powerful facility for the inexperienced computer user.

It is beyond the scope of this project to provide an implementation of the above discussion, but the ideas are presented for possible future research.
2.2. COMS and Coroutines

One factor on which to base the efficiency of the communication management system is the way it handles the external application programs found in the program library. Since COMS was specifically designed to provide easy user access to such a set of programs, any method of improving this accessibility would seem to this author to increase overall efficiency.

An important aspect involved in accessibility is found not only in the actual loading and execution of desired routines, but also in the transference of data by the COMS system to and from these routines. It would seem in the present version of COMS that due to the loss of evaluator-program library communication via NAMELIST-in-
put (executed by the application routines as discussed in section 1.3.3.2), the system is not as flexible as it might be. Thus any method of improvement with regard to the external data communication of the program library will certainly benefit the COMS user.

More specifically, if an application program in the library is so structured that its paths of execution are entirely dependent on the results produced from a previous call to it, alot of unnecessary information will have to be passed to this program to have it run correctly (by this is meant both the variable settings resulting from the previous call, and the state of processing within the routine indicating where the current call is to continue processing). The reader will immediately say that this concept is certainly not particular to programs in the COMS library but is present in many subprogram applications in general use. This of course is very true, but due to the significantly greater amount of processing time involved with argument transference in the COMS system (as compared with the execution time of typical compiled code for program-subprogram communication in other programming languages), any method used to avoid unnecessary subprogram communication in COMS will certainly help the system's efficiency.

A possible solution to the above problem lies in the
replacement of particular subroutines in the program library by coroutines. The word "coroutine" was coined by Melvin E. Conway in 1958 after he had developed the concept and applied it to the construction of an assembly language. Independent studies of coroutines were also carried out concurrently by Joel Erdwinn and J. Merner, but the first published explanation did not appear until 1963 when Conway wrote an article for the Communications of the ACM on the design of a seperable transition-diagram compiler [4]. The coroutine concept has not been widely discussed since its initial introduction, but its usefulness in particular program applications can easily be demonstrated through examples given later in the discussion. Before further discussion on the incorporation of coroutines into the COMS system, a brief introductory description of their major features will be given.

In contrast to the unsymmetric relationship between a main program and a subroutine, there is complete symmetry between coroutines. Every subroutine has a return address which is saved while the subroutine is being performed, and which is different each time the subroutine is called. When the subroutine is not being performed, no return address needs to be saved. Thus this makes a subroutine subordinate to its main program. If, however, the main program and the subroutine work as a team of programs where the main program
calls the subroutine when it is needed and the subroutine calls the main program when it is needed, the result is a set of coroutines, neither subordinate to the other. When control passes from one coroutine to another, the coroutine which is being entered takes up where it last left off, and the address at which the other coroutine transferred control, plus one, is saved as the return address to that coroutine. This type of linkage is termed "bilateral".

Coroutines come under the classification of control structures (as described by D. A. Fisher [5]), their principle advantage as such being that each of several processes can be described as a principle routine with minimal concern for other processes.

To implement the facilities provided by coroutines in a high level language such as FORTRAN (that is, to retain the state of processing within a subroutine so that processing can continue from that point at the next call), the only mechanism that can be used is a "switch" which selects the proper point of re-entry specified by a label attached to each of the desired entry points.

This is the type of program the COMS library can really do without. The reader at this point may think that routines such as this will not appear very often in regular programming practice. The fact of the matter is that they do, simply because they are frequently based on
input and output operations and these nobody will argue appear very frequently. To illustrate this point, take a situation where COMS is being used to study the lexical scan techniques used by different programming language compilers. Involved in this study is the development of a simple command language to load and execute sections of coding from different compilers and record data (say execution times) on the efficiency of each scan executed. Assume that for a particular programming language, part of the lexical scan process involves reading characters one at a time from an input card (starting at column 1 of card 1 say) and pairing off any occurrence of two adjacent asterisks, replacing these by the single character " $\uparrow$ ". Also, any characters encountered between two $\uparrow$ 's are output to the next print line with the symbol "ミ" used to indicate the termination of that line. Thus for example take the input string

DECLARE...**DATA ITIME/5/**ASSIGN...**Y=5.2**
The part of the lexical scan described above will first form the new string

DECLARE... $\uparrow$ DATA ITIME $/ 5 / \uparrow A S S I G N . . . \uparrow Y=5.2 \uparrow$
and then output the following two lines.
DATA ITIME/5/三
$Y=5.2 \equiv$
The program to accomplish this task has been written
with both main routine - subroutine and coroutine - coroutine (i.e. bilateral) linkage techniques. A block diagram displaying the two linkages is shown in Figure 2.1(a) and $2.1(\mathrm{~b})$. Figure 2.2 shows the flowcharts of the read subroutine RDCARD (used to read single characters from a card) and the scanning subroutine SQUISH (used to replace ** with $\uparrow$ ). The writing subroutine WRITE which is called by SQUISH for its output operations is shown in Figure 2.3. Both SQUISH and WRITE have been rewritten as coroutines in Figures 2.4 and 2.5 respectively. Examination of the subroutines SQUISH and WRITE reveals that a switch is necessary to describe the execution path each time either of these routines are called. The need for this switch is a direct result of the entry point of the subroutine always remaining the same (of course different entry points could be used but then a switch in the main program would be needed to select the proper call).

The coroutine approach to the problem accomplishes the switching of entry points implicitly by use of the calling sequence. That is, coroutines SQUISH and WRITE are connected such that SQUISH runs for a while until it encounters a write operation which means it needs coroutine WRITE. Control is transferred to WRITE until this coroutine finds it needs another character. SQUISH is called and is entered at the place where it last left off. The point here is that by careful positioning of calls to other coroutines,

## FIGURE 2.1(a)

## MAIN ROUTINE - SUBROUTINE LINKAGE



FIGURE 2.1(b)


FIGURE 2.2


SUBROUTINE SQUISH


Note: I is initialized to 81, SWITCH1 is initialized to OFF, main program calls subroutine WRITE to start off.


FIGURE 2.3
SUBROUTINE WRITE


FIGURE 2.4 COROUTINE SQUISH



FIGURE 2.5 COROUTINE WRITE


all switching processes are eliminated (this leads to the important relation coroutines have to multiple pass algorithms as discussed in the next section). An implementation of the above example is shown in Appendix H. The programming is done in Fortran except for an assembly language routine called COR which provides the bilateral linkage needed for proper coroutine execution.

It is not difficult to find short, simple examples of coroutines which illustrate the importance of the idea, but the most useful coroutine applications (for example a lexical scanner and a syntax analyser acting as coroutines) are usually quite lengthy.

For the interested reader, a further example is shown in Figures 2.6 and 2.7. Three coroutines are involved herenamely GETCHR, IN and OUT. Again, input - output operations are involved in the translation of a "coded" sequence of alphabetic characters terminated by a period. The "code" involves the following: if the next character of the input string (read from left to right) is a digit, say $n$, it indicates ( $n+1$ ) repetitions of the following character, whether the following character is a digit or not. A nondigit simply denotes itself. The program output consists of the sequence indicated in this manner and separated into groups of three characters each (where the last group may have less than three characters). For example the input
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FIGURE 2.7 (continued)

COROUTINE OUT

initialize new
output line to blanks


string
A2B5E3426.
should be translated by the program into
ABB BEE EEE E44 44666.

To accomplish this task coroutine GETCHR is used to read in one input card at a time and send individual characters to coroutine IN. The job is complete if no more input cards can be found in the input file. An error check is also made for a missing period (the string terminating symbol) by not allowing the character count on any one card to exceed 80. If the character count equals 80 and a period is still not found, the 80 th character is set to a period and the next input card is read in (if one exists). Coroutine IN checks whether each character is a letter, special character or digit. Letters and special characters are immediately passed to coroutine OUT for placement in the output line, whereas digits initiate a looping process which sends the required number of repetitions of the following character to OUT (this is done one at a time). Coroutine OUT stores groups of three characters separated by a blank in the output line. Printing of this line is not done until a period is encountered.

The reader should note that the calls form one coroutine to another have been carefully placed for implicit
recognition of the required actions to be taken by the program. Of course writing coroutines (in Fortran at least) is a little more involved than writing subroutines, but to reiterate, in longer more complex applications the extra time is well worth it.
2.2.1. Coroutines and Multiple-Pass Algorithms

It is important at this point to assert the relationship of coroutines to multiple-pass algorithms, and the effect this relationship can have on the COMS library. With regard to the second example of section 2.2 .1 involving code translation, the process used could have been accomplished in two distinct passes rather than just one. This would entail using coroutine IN by itself to write the required number of character repetitions from the input string onto (say) magnetic tape, rewinding the tape, and using coroutine OUT by itself to read these characters from the tape and write them out in groups of three.

The point is that a process done by say $n$ coroutines can often be transformed into an $n$-pass process and conversely, an n-pass process can often be transformed into a single pass process using $n$ coroutines (an exception to this type of transformation involves forward referencing where one pass cannot proceed without information returned from a later pass). Assuming no forward references are
needed, Figure 2.8 illustrates the coroutine - multiplepass relationship. If coroutines $A, B, C$ and $D$ of Figure 2.8(b) are substituted for the respective passes A, B, C, D of Figure $2.8(\mathrm{a})$ the result is as follows. Coroutine A will jump to $B$ when pass $A$ would have written an item of output on tape 1 ; coroutine $B$ will jump to $A$ when pass B would have read an item of input from tape 1 , and $B$ will jump to $C$ when pass $B$ would have written an item of output on tape 2; etc. Thus, what previously took four passes to accomplish now only takes one.

In most cases, the COMS user can take distinct advantages of the coroutine - multiple-pass algorithm relationship in that any group of programs which are to be used in the COMS library and which depend on multiple-pass algorithms to produce their results can be rewritten as coroutines and used in a single-pass fashion. The major advantage here is in the time saved in not having to transfer data back and forth between the evaluator and the library (of course there is also the possibility of using secondary storage to hold the necessary data since this would also result in some time saved). The disadvantage in using coroutines to eliminate the above transferral of data stems from the resulting additional memory requirements. Specifically, enough fast core memory is needed to simultaneously store all the programs involved in the process. This problem

## FIGURE 2.8(a)
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ONE-PASS ALGORITHM

is partially remedied by reducing the original number of passes involved until the memory core limit is reached. This involves for a four pass algorithm say, writing only the number of coroutines that will fit into available core. This may mean that the four pass process is only reduced to say a three pass process, but with COMS the time saved will still prove advantageous.

Having seen what a particular control structure can do for COMS, the next section describes briefly what COMS can do for control structures.
2.3. Soapsuds

An interesting application of the communication management system to the field of control structures is in the development of command languages for the implementation of a simulated parallel processing environment. The most common type of parallel system configuration is the multiprocessor, i.e. several central processors with a shared storage. Soapsuds ${ }^{1}$ is an assembly language program written for the CDC 6600 which simulates such a configuration provid-
${ }^{3}$ Soapsuds is an offshoot of "WATCHER", a former debugging aid for the CDC 6600 which simulated the running of the 6600 central processor. Soapsuds, like Watcher, uses the program to be simulated as data, analyzing the instructions and performing the operations they request.
ing for up to a maximum of sixty central processing units, each with its own location counter, operating asynchronously, from a common memory. Thus a possible use of COMS with respect to the Soapsuds program is in the development of a parallel operating system ${ }^{2}$ command language to perform such tasks as (1) re-distributing processors, as they become available, to various tasks attempting to run in the simulated parallel environment; (2) conversely, handling the assignment of tasks to processors; and (3) accepting and managing the I/O for all processors. The type of questions that experimentation with such an operating system will answer include (l) how to route the CPUs between several jobs in a minimum of time; (2) how to establish a job mix that keeps all CPUs occupied; (3) how to define and implement priority and (4) how to optimize throughput.

Linking COMS to Soapsuds should help answer these questions since the flexibility inherent in the COMS system can be used to quickly deduce the best way of approaching any of the above problems given a choice of possibilities. In other words, the details of the simulation will be left to Soapsuds, while commands.developed for COMS will stem from both the descriptions of the general features available (i.e. what Soapsuds

[^3]can actually do) and the results recorded on the performance of the system in a variety of program applications.

Performance characteristics are easily obtained through the trapping, tracing and checking options available in Soapsuds. "Trap" options are used for such things as counting the frequency of opcodes, loads or stores, turning on or off other available options at particular places in the program being executed, and checking the values of special machine locations at particular instants. "Trace" options are a special form of trap option where a message is printed out describing the required tracing procedure. "Checking" options check whether a specified location bears a particular relation to another specified location. Also available are timing options which keep track of system time, program time, idle time and tracing time. Finally, at the end of a program simulation, Soapsuds prints out the present status of all processors, and the running and idle times of the same. Other performance characteristics regarding the efficiency of programs executed in parallel as compared to serially executed programs is available (according to the authors of Soapsuds) from the following calculation:

$$
E_{n}=\frac{T_{1}}{n^{*} T_{n}}
$$

where

$$
\mathrm{E}_{\mathrm{n}}=\text { efficiency of } \mathrm{n} \text { CPUs }
$$

```
\(\mathrm{T}_{1}=\underset{\text { perform the program }}{\text { time }}\) required for a machine to
    \(\mathrm{n}=\) number of CPUs
\(\begin{aligned} T_{n} & =\begin{array}{l}\text { time required for } n \\ \\ \\ \text { program. }\end{array}\end{aligned}\)
```

Incorporating the Soapsuds program into the COMS system for use in the development of an operating system command language can be accomplished by writing Fortran routines (to be placed in the COMS library) to provide the necessary controls needed in the operating system. These routines could then make calls to Soapsuds to perform the required simulations, and the resulting information (as described in the previous paragraph) could then be recorded in the associative memory. Deductive processes using the associative memory data might then lead to further improvements in the system.

A command language developed through COMS for the control of parallel processing operations would be very useful in the actual implementation of an operating system for a real multi-processor computer (including one that if and when developed has sixty central processing units), since the various techniques for the organization and control of such a multi-processor system will most certainly become apparent.
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APPENDIX A
STRAN SYNTAX

The following shows the complete STRAN syntax in BNF for the present version of the interpreter:

```
            <STRAN RULE>::= (<RULE NAME> (<TYPE l BODY> )
                        <TYPE 2 BODY> <<TYPE 3 BODY>)
<TYPE 1 BODY>::=<RULE NAME>{,<RULE NAME>}*)
<TYPE 2 BODY>::=<LITERAL PATTERN>)
<TYPE 3 BODY>::=<RULE BODY>)<GO-TO SECTION>
        <RULE NAME>::=<NAME>
<LITERAL PATTERN>::={'<CHARACTER STRING}\oplus'
        <RULE BODY>::=<LHS>=<RHS> |LHS> |=<RHS>
        <GO-TO SECTION>::=<RULE NAME> | RULE NAME>,<RULE NAME>
            <NAME>::=<LETTER><ALPHANUM CH>*
            (maximum of ten characters)
<ALPHANUM CH>::=<DIGIT> <<LETTER> |<ZERO>
        <DIGIT>::=1|2|3|4|5|6|7|8|9
```



```
        T|U|V|W|X|Y|Z
        <ZERO>::=0
        <LHS>::= {<VARIABLE NAME>/<DECOMP PAT>/|
            +F<DIGIT>/<FIND PAT>/|
            +A<DIGIT>/<ACCESS PAT>/}@
```

<VARIABLE NAME>::=<NAME>

```
    <DECOMP PAT>::=<DECOMP OP>{+<DECOMP OP> }}\mp@subsup{}{}{\oplus
    <DECOMP OP>::=$|$<DIGIT>|$<LITERAL> | <VARIABLE NAME> |
                                    \psi<DIGIT>|<LITERAL> | <DIGIT>
            <LITERAL>::= '<CHARACTER STRING>'
```

<CHARACTER STRING>::= (any sequence of one or more basic 6-
bit display BCD characters)
<FIND PAT>:: $=\langle\text { FIND OP>\{+<FIND OP> }\}^{\oplus}$
(a maximum of 4 find operators is al-
lowed in one find pattern)
<FIND OP>:: = |<LITERAL>|<DIGIT>
<ACCESS PAT>::=<DIGIT>\{+<DIGIT>\} ${ }^{\oplus}$
(a maximum of 3 digits is allowed in
an access pattern)
<RHS>: $=\left\{\{* \mid,\}^{*}<\right.$ VARIABLE NAME>/<COMP PAT>/|
$+\mathrm{S} /<\mathrm{STORE}$ PAT> $/\}^{\oplus}$
<COMP PAT>: : $=<$ COMP OP $>\{+<\text { COMP OP }>\}^{\oplus}$
<COMP OP>::=<DIGIT>|<LITERAL>| $\mid<$ DIGIT> $\mid$
$\equiv$ L<NUMB>, <DIGIT> $\mid \equiv$ R<NUMB>, <DIGIT>
<NUMB>:: =<DIGIT>|<DIGIT><DIGIT>
(numb has a maximum value of 80 )
<STORE PAT>::=<STORE OP>\{+<STORE OP>\} $\oplus$
(maximum of 4 store operators in a
store pattern)
<STORE OP>::=<LITERAL>|<DIGIT>

Note:

* indicates 0 or more repetitions
$\oplus$ indicates 1 or more repetitions
\{\} indicates multiple construct repetitions


## STRAN Decomposition and Composition Operators

Decomposition Operators:

1) \$

- dollar sign matches any arbitrary character string including the null string.

2) li.teral

- string of characters surrounded by single quote marks matches only an exact occurrence of the contained string of characters.

3) storage name

- this storage location must contain a sequence of literals separated by single quotes and terminated by two right parentheses. The first of these literals to produce a satisfactory match is used. An example of the contents of the storage location is:
'THE(A'AN'))

4) \$n - dollar sign followed by an integer matches the first $n$ characters of the remaining string
5) \$'character string' - dollar sign followed by a literal, matches as many repetitions of the

B-1

|  | literal as can be found in consecu- |
| :--- | :--- |
|  | tive order. This does not include |
|  | matching the null string - i.e. |
|  | there must be at least one occurrence |
|  | of the literal present. |
|  | - downward arrow followed by an in- |
|  | teger indicates the next character |
|  | will come from column $n$. Thus this |
|  | operator matches characters through |
|  | column n-l if the present position |
|  | in the character string lies before |
|  | column n. If the present position |
|  | lies past column n, the operator |
|  | matches the null string and backs up |
|  | so that the next character will come |
| from column n. |  |

Note (l) If a literal occurs in the left or rightmost position of a decomposition operator string, the left or rightmost portion of the string to be
matched must duplicate the literal exactly.
Note (2) The elements of a match are placed in successive pseudo-registers where they remain until wiped out by the left side of some later rule.

Composition Operators:

1) integer from 1 to 9 - these refer to the nine pseudoregisters.
2) literal - string of characters surrounded by single quote marks.
3) $\downarrow$ n - downward arrow followed by an integer, causes composiさion to continue at column $n$, either by adding blanks or truncating.

- equivalence followed by an $L$ followed by two integers separated by a comma, causes the leftmost m characters of the string in pseudo-register n to be concatenated to the result. If there are less than m characters, the string is padded on the right with blanks.

5) $\equiv \mathrm{Rn}, \mathrm{m}$ - exactly the same as (4) except the rightmost $m$ characters are used. If not enough characters are available padding with blanks is on the left.

APPENDIX C
Sample STRAN Programs

The sample programs presented in this appendix show how each of the software elements of COMS may be used to perform various operations including arithmetic calculations, pattern matching of character strings, storage and retrieval of information and referencing the program library. Examples will show how combinations of the interpreter, evaluator and associative memory programs can be used to perform different tasks.

Program execution for these examples was carried out on the CDC 6400 computer at McMaster.

## PROGRAM 1

A simple STRAN rule set to read in character strings and send them to the evaluator is shown. Input information to the evaluator is terminated in each case by a semicolon, whereas comments used to describe the actions being performed are separated from the evaluator input by use of a period placed in column one of the comment card. Lines beginning with INPUT... are echos of the input cards read by the interpreter. Output from the evaluator is shown directly beneath each echoed line.

The reader should note the use of the dollar sign operator preceding a variable name (for example $\$ X$ ) to obtain the relative machine address of the variable.

Errors have purposely been placed in two input strings to show evaluator response under these conditions. Sample calculations of formulae using some of the normal built-in arithmetic functions of Fortran are also given.
begin reading rules.


INPUT...FRINTIOUTPUT/SA=*OUT/L/ICALTUL)
INPUT...(CALGUL)

```
BEGIN INTERORETTNG RULES.
INOUT* THE FOLLOWING EXAMPLES SHOW POSSIBLE INPUT STRINGS TO THE INTERPRETEO
INOE FOLLOWING EXAMPLES SHOW POSSIDIE INOUT STOINGS TO THE INTERPOETEP
INOUT** (GALLING LIRRARY PROGRAMS IS DEALT WITH IN PROGOAM 5S
INPGCALLTNG LIBPARY PROGRAMS IS DEALT NITH IN DPOGOAM 6I
INPUT.....
INPUT:OQ=29.62:
Q=2.962000000000E+015
INPUT....
INPUT:.Z=1056;
Z=1056
mvur....
INPUT....x=4;
x=45
INPUT....
INPST.GABCDEFGHTJ=2348.62:
INPUI....
INPUTAORINTEGER IARRAY(5,2,2,3,2,1):
inPuT....
INPUT...REAL ARRAY(X,X,X,1);
REAL ARRAY (4,4,4,1)
INPUT....
INPII , IARRAYG1,1,1,1,1,1%=2;
IARPAY(1,1,1,1,1;1!=1055%
mmur....
```

```
    INPUT:0Q:,
INOUT....
    INPUT...OZ;
    1056
    INPUT....
    INPUT... $0:
    13515
    INPUT....
INPUT....$z;
    13515
    INPUT....
    INPUY...$X:
    13517
    INPuT....
    INPUT...ARRAY;
    12745
    INPUT....
    INPUT...SARRAY:
    I20466....
    INPUT...IARRAY(1,1,1,1,1,1);
    1056
    INPUT....
INPUT...(700-925)/4;
-56
INO
INPUT.....
INPUT:02.953*2.0;
S.92660000
```

```
INPUT...SIN(1.7)*SQRT(12.8*15.923:-25.5+\operatorname{COS(0):}
    -1:030484994242E+01
    INPuT....
    INPUT....
    INPUT...̈OLL THE FOLLONING TWO STATEMENTS ARE PURPOSELY IN ERROR
        HEE`FOLLOWING TWO STATEMENTS ARE DURPOSELY IN ERRDP.
    INPUT.
    INPUT....
    INPUT...2.1+5.2+ZQRPT:
    ERROR`IN}\dot{NUMEQIO STORAGE OR RETRIEVAL
    THE VARIABLE ZQPPT HAS BEEN ASSIGNED A VALUE OF ZFRO.
    $HE, VARIABLEFOGRPT
.INOUI:...
    INPUT....
    INPUT...IARPAY (6,8,5,4,3,8,3,5,2)=11;
    ERROR IN INOTCES
    ERROR IN NUMERIC STORAGE OR RETRIEVAL.
    IARRAY (5,8,5,4,3,8,3,5,2)=1;
    IARRAYKG,
    INPUT....
    INPUT.....
    INPUT....
INPUT.AMPLES OFAMPLES OF CALCULATIONS
    MOUAMPLES OF CALCULATIONS
    ...
    INOUT...A=2.n;
    A=2.000000U04000E+005
    INPUT....
```


$\mathrm{C}=1.00000000000 \mathrm{E}+00 \mathrm{~S}$
INPUT....


- OETERM $=8,00000000000 \mathrm{E}+008$
input.....
INPUT...ITETERM $=B^{* * 2-4 * A * C ; ~}$
IDEEERM=8.000000000000E+00\$
INPU....


INPUT. ..ROOT $1=(-B-$ SQRT $(B * 2-4.0 * A * C)) / / 2.0 * A$ :
ROOT $1=-6.828427124746 E+00 \$$
INPUT....:
INPUT. $\cdot \mathrm{H}=1.0$;

INPUT: $\mathrm{P}^{\mathrm{P}}=10$ :
$\mathrm{P}_{\mathrm{P}=1.000000000000 \mathrm{E}}$
input....
INPUT... $A=3.14159 ;$

INPUT....
INPUT. . .E $=27$;
$\mathrm{F}=278$
indut....

```
INPUT...X=(E*H*P)/(SIV(A)*((H**4/16.0)+(H**2)*(P**2)));
X=9.576372621722E+055
INPUT....
INPUT. . .fT=A:
PI=3:14159000000DE +00D
ITPUT....
INPUT...P=2.3:
D=?.300000000000E:005
IN诋....
INPUT...GIRCAREA=2.n*O*R*SIN(PI/P);
CIRCAOF\dot{A}=1.220651307302E-053
INPut.....
FN\LTARPFASG ARP1(4);
INPUT....
INPUY...ARRI(1)=300.0;
ARQ1:1;=3.0000000000000E+02$
INDUT....
INPUT...ARR1(2)=400.0;
ARR1(2)=4.000000000070E+02$
IN打....
INPUT;.aARR1(3)=500.7%
ARP1(3)=5.0700D0000000E+02$
INPUT....
INPUT...S=(ARP1(1)+ARP1(2)*ARR1(3))/2.0;
S=6.0U00000000000E+02%
INPUT....
INPUT...TRIARFA=SQRT(S*(S-ARR1(1))*(S-ARR1&2))*(S-ARR1(3:)):
TRIAREA=6.0 OOOOOOONOJETO4$
INPUT....
INPUT..O.f EXAMPLES EXAMPLES
```


## PROGRAM 2

Shown in this program are many of the STRAN pattern matching operators available in the interpreter. Fortran programs are read in as input data and each statement is analyzed with respect to its type. The operations performed include:
(1) all blanks except those in FORMAT statements are removed
(2) declaration statements including REAL, INTEGER, DIMENSION, COMMON, LOGICAL and DATA are headed with the string 'DECL...'
(3) assignment statements are headed with the string 'ASN...'
(4) DO statements are broken up into component parts, each separated by a comma (for example DO $5 \mathrm{I}=1,10$ would be changed to $\mathrm{DO}, 5, I, 1,10,1)$
(5) statement labels are replaced by blanks
(6) continuation cards indicated by a character placed in column 6 are concatenated to the card immediately preceding the first continuation card.
(7) if more than one statement is found on a card (i.e. by use of the dollar sign which is permitted in many Fortran compilers) the statements
are separated and re-examined individually.
(8) once a statement has been examined, and the necessary operations performed, it is output to the print line.

The above operations are not necessarily mieant to represent those processes which occur in the lexical and syntactic scans of a true Fortran compiler. Rather, they are used to demonstrate the many and varied pattern matching operations that one might want to perform on strings of characters in different situations.

There are two output listjngs for the STRAN program given. The first uses the default (ECHO) pseudo operator to output all lines read by the interpreter. This may become confusing as the interpreter output for particular input card may not appear until after a second input card has been read in and echoed out. Thus for clarity sake, a second output of the program is shown with no echoing of input cards (this was done with the use of the (NOECHO) pseudo operator).

```
    REGIN READING RULES.
    INPUT....(FORTRAN(INIT,READ,LOOPI)
```



```
    INPUI:.GOOP(GETLTNE,COMPILE))
```



```
    INPUT.:.:STEP(CARUNO/FI=,CARONO/*1+\pm+1/1OSTNT)
```




```
    INFUT...(GET(DACK,ENDT=ST))
```










```
    iNOUT...* compILATION RULES.
```








```
    INPUT...iDO4(STEPLOC,jO5)\
    INPUT:..(STEDLOC(END))
    INMUT...(DOE(OCLAB/S/VARR/F/ISTRT/B/ISTOP/$/ISTEP/&/:OOK)
```




```
    INDUT:.:(ASNILTNE/GELINEIAASN...t+1%OUT)
```





```
    INPUT...(DFCLOPS{FREAL&INTEGER\notODIAENSION#COHMON#LOGICAL\notDATAZ))
    INPUT:::(FORTRAN)
```

| InPut. . . | SUBROUTINE NUMBER(CHAR, NBEG, ICHAR) |
| :---: | :---: |
| INPUT... | COMMON/CNTROL/ECHO, TRACE, JUNK :11), INTAP |
| INPUT... | SUBROUT INENUMBER(CHAR, NEEG,ICHAR) COMMUN/ALGEBR/NAIAES (5), SOURCE (1U0) |
| InPUT... | DIMENSION FLOT (10CL)...COM, 1ON/CNIRDL/ECHO, TRACE, JUINK(11), INTA. |
| input... | DECL. . COMMO:N/ ALGEBR/NAMES(5), SOURCE (10.0) INTEGER SHIER,SOURCE,TEST,CHAR(2),SAVE |
| INPUT... | LOGICAL FLAG, NUMBSSL... LIMENSIONFLOT(1]0) |
| INPUT: | INTEGER FNAM - DECL... INTEGERSHIEK, SOURCE, TEST,CHAR(2),SAVE |
| InPuT... | INTEGER FNAME(5) |
| INPUT... | REAL $X, M, J, I$ DtCL... ${ }^{\text {INTSTEGERFNAM }}$ |
| INPUT. . | -DECL.OINTEGERFNAME (5) <br> DATA FNAME/3HMOU, SHFLOAT, 3HFIX, |
| INPUT... | $13 \mathrm{HABS}, 3 \mathrm{HSIN} / \mathrm{DECL} . . . \mathrm{REALX}, \cup, \cup, \mathrm{I}$ |
| Input... | NCHAR = ICHAR - NBEG \$ IF (.NDT. NUMBSW) GO TO 3 |
| INPUT. . | DECL. . . TATAFNAMEイZHMUN,5HFLOAT, 3HFIX, 3HABS, ЗHSIN/ ASH:. NCHAR = ISHAR - NBEG <br> CALL GETNUMISOURLE iL $;$, CHAR (NBET), NCHAR,1) |
| InPut... | SHIER(L) $=0$ IF (.NUT.NUMBSW)GOTO3 |



| INPUT...C <br> INPUT... ${ }^{C}$ <br> INPUT... | NOW TREAT SUBSCRIPTED AND UNSUSSCRIPTED VARIABLE NOW TREAT SUESCRIPTED ANO UNSJOSCPIPTED VARIABL IF (TEST.NE.1HO GOTO 5 |
| :---: | :---: |
| INPUT... | $M \mathrm{Ci}=\mathrm{NM}^{(1}$ |
| INPUT.. | IF (MM.GT.5) GO IF TTEST.NE.1H()GOTOS |
| INPUT... 8 | $\operatorname{NAMES}(M \cdot 1)=\text { FHAM } A S N \ldots M M=M M+1$ |
| INPUT.. | $\text { SOURCE }(L)=13+\frac{I F(M M \cdot G T .5) G O T O 777}{+M M}$ |
| INPUT... | SHIEP(L) $=6$ ASN...NAMES $(M M)=F$ NAM |
| -INPUT... | GO-102 ${ }^{-1}$ |
| INPUT... | $\begin{gathered} \text { ASN. } \mathcal{S H I E R ( L ) = 5} \\ \text { CALL GEINL (CHAR (NJEG), NCHAR,OUURCE (L), FLOT (L)) } \end{gathered}$ |
| INPUT... | $\operatorname{IF}(S H I E R(L) \cdot G E \cdot G O T O 2$ |
| INPUT... | $\qquad$ CALtGETHLHEHAZ GNBEGJ,NGHAR.SOHR WRIIE(NJUTAP,7) FNAM |
| INPUT... 7 |  |
|  | WRITE (NOUTAP,T)FNAM |



BEGIN INTERPRETING RJLES.



IF(SHILR(L).GE.-2)GOTO2
WRITE (NUUTAP,T)FNAM
FORMAT(*THE VAPIABLE *AIO* HAS BEEN ASSIGNED*)
ASN...SOURCE(L)=0
ASN...SHIER(L)=?
GOTO2
WRITE (NUUTAP,778)
FURMAT(*OERROF, ALGEBRAIC EXPRESSION*)
ASN...MM=5
GOTO8
END

## PROGRAM 3

Two programs are shown here which carry out elementary operations for a fact retrieval system using the Set Theoretic Language. The first program, ASSERT, is used to store 2 -tuples, 3 -tuples and 4 -tuples of information in the COMS associative memory. If an n-tuple has previously been stored, no action is taken by the program. However an $n$-tuple not previously encountered is stored in the memory and output to the print line.

The second prograin, ANSWER, is used to retrieve stored n-tuples from the associative memory. If all the components of the n-tuple being sought are known, the program will output either that the n-tuple is true or, that the truth or falsehood of the n-tuple is unknown, depending of course on whether the n-tuple has been previously stored or not. If some of the n-tuple components are not known then the program either outputs a statement saying that n-tuple sought has no answers (meaning it does not currently exist in the associative memory at all), or provides a list of all the answers found. Sample output of the ANSWER program is shown below:

| N-TUPLE | CLOSED <br> OR | PREVIOUSLY <br> STORED? |
| :---: | :---: | :---: |

( $A, B, C$ )
CLOSED
YES
(A,B,C) IS TRUE

| OUTPUT OF PROGRAM |
| :--- |
| ANSWER |


(The dollar sign character is used to indicate the particular component being sought).

The reader will find a list of the n-tuples being stored by ASSERT following the program listing. Recall that lines starting with INPUT... are echos of input cards being read. Each time an n-tuple is stored, it is also output. Following this, use is made of the ANSWER program to retrieve some of the stored information.

```
    BEGIN REAOING FULES.
    INPUT...* DUSES FOR ASSERT.
INPUT...{ASSEPT(PEAN,STORF,,ATST))
    INFUT....l员AD(*INPUT/*.\not= B/=*INPUT/2/IPEAD,END)
    INPIJT:.:(ATST(INPUT/5+\not=) \+5/) END,ASSEPT)
```



```
    INPUT:O:SSTORE(S5,STOSEH)
```






```
    INDUT...(SI(OUT/B/=OUT/1+#j)ま/)OUT) THIS RULF ALLONS G GOTJ ON A RULE NAME
    INOUT...* PULES FOP ANSNER. USES RULES FROY ASSEDT.
    INPUT:O(ANSWOD(DEADFFNS,NTSTI)
    INOUT:.:(NTSTTINPITY;+#)\not=+:/) ENT,ANSNEP)
```



```
    INDIT:.:IFNC(FS,FINDI:
```




```
    INPUT...(FS(OUT/$+7,\not=+3+#, #+$/)AN3,F2)
    INPUT...(F2COUT/$+\not=2+$3/)AN2,S1)
    TNPUT...(AN4(+F1/1+3+5+7/)FOUND,FATL)
    INPUT...(AN2(+F1,11+3+5/)FFINND,FAIL)
```







```
    INPUT...(FNU1(OUT/ b+trft+C/)AT1,CLOSED)
```



```
    INPUT:O(AC2(+A1/2+4/=*3UT/\not=(7+1+2+3+4+5+7) #/)AC 2,ENO)
```




```
INPUT:.:(CLOSER(OUT/51=*NUT/\not=(\not=+1+\not=) IS TRUE.*/)ENDI
```

EEGIN INTEPPRETING RULES.
INPUT••IINVERSE OF,INVERSE OF,INVERSE OF?
(INVEPSE OF INVERSE OF, INVEPSE OF)
INDUT-OTNYERSE OF, DTSOTN FROM, OISUOINT FRO:A)
(INVERSE OF DISJOINT ROMOISUOJNT FROM)
INPUT. $\circ$ INVERSE OF TDENTICAL TO, IDENTIGAL TO:

INEUT...ICHAIN OF +ANO, DISJOINT FOOM, SUBDET OF,OISJOINT FROMS
(CHAIN OF +AND, DISJOINT FROIG, SJOSET OF, JISJUINT FROM)
INPUT...(CHAIN OFAAN), SUBSET OF, SUBSEI DF, SUJSET OF)
( GHAIN. OF + AND, SUZSET OF, SUASET OF, SUZSET OF)

(OHAIN OF + AND, COMES FROM, GOMES FRONSINI
INPUTO..(CHAIN OF+ANJ,IN,IN,IN)
CCHAIN OF +AND, IN,IN, TN
INPUT... (INVERSE OF, DARENT OF OFFSPRING OF)
FIMERSF OF, PARENT JF, OFFSQRING OFI
INPUT.O. (INVERSE OF,SIBLING OF,SIBLING OF)
(INVERSE OF, SIBLING OF, SIBLING DF)
INDUT: INVERSEOF, AARRIEBTOMARPIED TOS
GINVERSE CF. MARPIED TO, MAPQIEN IOA
INPUT...IINVERSE OF, HUSBAND OF,WIFE OF)
(INVERSE OF, HUSBANH OF, WIFE OF)
INPUT. - IINVERSE OF, GOUSIN OF, COUSIN OFI
(INVERSE OF, COUSIN jE COUSINOF)
INPUT... $\mathrm{YCHAIN} O F+A N G$ GR ANDPARENT OF,PAREVT OF,PARENT OF)
(CHAINOF+ANO, GRANDSGRENT OF, PARENT OF, PARFNT OF)
INPUTAOCHAN, OFAND, GNANDFATHFR OF, FATHER DF, PARENT OF
(CHAIN OF + AND, GRANDFATHER OF, FATHER OF, PARTNT DF)
INDUT...(CHAIN OF +AND,GRANBMOTHEP OF, MOTHER OF, DARENT DF)
(CHAIN OF +ANO, GRAND IOTHER OF, MOTHER OF, PARIFNT OF)
INPUT...OCHAIN OF + ANO, GRANDMAUGHTER OF, MAUGHTE? OF, OFF SPRING OF)
(CHAIN OF + AND, GRANDTAUGHTEP OF, DAUGHTEP OF OFFSPRING OF)
INDUT...(CHAIN OFFANI), GRANQCHILD OF, CHILD OFF,OFFSPRING OF)
(CHAIN OF + AN:, GRANDCHILD OF, CHILD OF, DFFSPOING OF)
INPUT... (CHANNOF ANS, UNCLF OF, BRDTHEROF, PAPFNT OF)
(CHAIN JF + AND, UNGLE JF, BROTHER OF. PARENT OF:
INDUT••ใCHAIN OF +AND, AUNT OF, SISTER OF,PQRENT OF)
(CHAIN OF +AND, AUNT JF, SISTER OF, PARFNT OF)

INPUT... (CHAIN OF +AND,NIECE OF, DAUGHTER OF, SIRLING OF:
(CHAIN OF + ANO, NIEGE JF, DAUGHTER OF, SIBLING OF)
INDUT:. (CHAIN OF +AND, NE WPHEW OF, SON OF, STD, TNG OF)
ICHAIN OF + AND, NENPHEW OF, SON OF, SIBLING OE)
INPUT...(CHAIN OF +AND, COUSIN OF,OFFSPRING JF,UNCLE OF)
(CHAIN OF +AND, COUSIN OF , OFFSPRING OF, UNGLE OF)
INPUT... (THAIN OFAAND, COUSIN OF, OFFSFRING OF, AUNT OF:
(CHAIN OF + AND, COUSIN OF OFFSPRING OF, AUNT OF)
INDUI...ICHAINOFAANJ, COUSIN OF, NIECE OF, PARENT OF)
ICHAIN OF CANJ, OOUSIN OF , NIECE OF, PARENT OE)
INDUT...(CHAIN, OFAAN), COUSIN OF, SIBLING OF, COUSIN OF)
(CHAINOF + AND.COUSIN OF, SIGLINS OF, GOUSTN OF)
INFUT... (CHAIN OF AND, MOTHFR IS LAW OF, MCTHER OF, MARPIFD TOS
(CHAIN OF +AND, MOTHER IN LAW OF, MOTHER OF, MARRIEN TO)
TNPUT...(CHAIN OF + AN'), FATHEP IN LAW OF,FATHER OF, MARRIED TO)
( CHAOCOFAND, FATHE? IN LAW IN, FATHEROF MAROTFD TO



INPUT:. (CHAIN OF+ANJ, SISTFR IN LAN OF,WIFE OF, SIRLING OF)
©CHAIN OF + ANO, SISTER IN LAW OF, WIFE OF, STXLING OF)
INPUT....CHAIN OF+AND, SISTER IN LAW DF, SISTER OF, MANDIED TOI
(CHAIN OF +AND, SISTER IN LAN OF, SISTER OF, MANRIED TO)
INPUT. .. (CHAIN OF +AND,SON IN LAN OF, HUS $3 A N D$ OF, DAUGHTER OF)
(CHAINOFTAND, SON IN'LAW OF, HUSBAND OF, DAUGHTER OF)
INPUI:O. (CHAIN'OFHANT, DAUGHTER IN LAW OF, WIFE OF, SON DF)
GCHAIN OF HAND, DAUGHTFR IN LAW OF, WIFE OE, SON OFF
INPUT. . RUNION OF +ANJ, MARRIED, HUSBAND,WIFE:
(INNION OF +AND, MAPRIED, HUSBAND, WIFE)
INPUT. . . IUNTON OF + ANS, PA RENT, FATHER, MOTHER
(UNION OF + AND, PARENT,FA THEP, MOTHER)
INDUT, , IUNION'QF +ANJ,GRANDOARENT, GRANDFATHER,GRANDMOTHER)
(UNION OF + AND, GRANDPARENT, GRANIFATHFD, GRAVGMOTHEP)
INDUT. . ©UNION OF +ANT, OFFSPRING, SON, DAUGHTED
GUNIUN OF + AND, OFF SP?ING, SON, OAUGHTED
INPUT•• (UNION OF + ANE, SI ELTNO. PROTHER, SISTER)
(UNION OF + ANU, SIBLING, BROTHEP, SISTEP)
INPUT...(IJNION OFFAND,PERSON,MALE PERSON,FEMALE PERSON)
(UNION OF AAND, PERSON,MALE DLRSON, FEMALE PERSON)

INOUT : $\mathcal{I}$ UNION OF OAND, CHILD, BOY,GIRL)
UUNION OF + ANO, CHILD, QOY,GIRL
INPUT... (INTERSECTION OF +AND, DOY, CHILD,MALE PEPSON)
(INTERSECTION OF ANU, BOY. CHILD,MALE PERSOV)
INPUT.. (INTERSEGTION OF HANO,MALE PEPSON.MDLE, PERSON)
IINTERSERTION UF +ANO, MALF PE?SON, MALE,PERSNN
INPUT. (LFFI INTERSESTIUN OF +AND, CHILD DF\&OFFSPRING OF,CHILD)
(LEFT' INTERSECTION JF + AND, CHILD OF, OFFSPDY NG OF, CHTLDJ
GLFT INTERSECTION DF HAND,CHILD OF, NFF OF, IARDIFH TO, NOMAN
(NGFT* INTEPSECTION OF + AND, NIFE OF, MANQIFD TD, HOMAN)
INDUT. . (LEFT INTERSEOTION OF A AND, SON OF, UFFFPRING OF,MALE)
(LEFT LNTERSECTION OF + AND, SON OF, OFFSPRINJ OF, MALTI
INPUT... ILEFT INTFOSECTI ON OF HAND.DAUGHTER OF OFFSPRING OF FFMALF:
(LEFT INTERSECTIUN OF + AND, GUUT, ITEK OF OFFSPRINS OF, FF MALES
INPUT. . ILEFT TNTERSESTION OF A ANO, FATHER OF, PDRFNT OE, MANI
I LEFT INTERSECTION OF + AND,FATGER OF, PARENI OE, MAN:
INDUT, : EFT TATERSERTION OF +AND, DOTHEO OE PARCNT OE WOMAN
(LFFT' INTERSEETION ZF + AND, MOTHER OF, DASENT OF WOMAN)
INDUT. ULEFT INTERSERTIONOF AAND,BROTHER $2 F$ FSIBLING OF, MALE)
(LEFT' INTERSECTION OF +ANO, OROTHER OF,SI $\mathcal{A}$ LNG OF, MALE)
INDUT... (LEFT INTERSETTION OF +AND, GOGNDFATAER OF,GOANDPARENT OF MANJ
ILEFT INTFESECTION GF + AND, TRANDFATHER UF, GRANDPARENT OF MANI

(LEFT INTERSECTTUN JF + AND, GRANTHOTHEP OF, GRANOFARENT OF GOAAN)
INPUT (LEFT HALE OF, FATHER,FGTHEP OF)
(LEFT HALF OF, FATHLR,FATHE?OF)
INDUT. (LEFT HALF OF, HOTHER, MOTHER OFI
(LEFTं HALF OF, MOTHER, MO THER OF)
INPUT... (LEFT HALF OF, SON, SON OF)
ILEFT HALE OF, SON, SON OF:
INDUT... (LFFT HALF OF, DAUGHTER, DAUGHTER OF)
(LLEFT HALF OF UAUGHTER UAUGHTER OF
INPUT... (LEFT HALF OF, PAPFTT, PAPENT OF)
(LEFT HALF OF PARENT, PARENT OFJ
MNEUT...(LEFA HALF OF, CHILD, rHIL? OF)
(LEFT HALF OF EHTLD.CHILD OF)
INPUT.. (LEFT HALF OF, COUSIN,COUSIN OF)
lLEFI HALF OF, COUSIN, COUSIN OC:
INPUT... (LFFT HALF OF, BROTHFQ.BROTHFR OF)
(LEFT HALF OF, BROTHE?, ZROTHER OF)

INPUT. . (LEFT HALF OF, SISTEO, SISTER OF)
INDFT HALF OF, SISTER,SISTERDF
INPUT: (LEFT HALF OF, HUSRAND, HUSBAND OF)
(LEFT HALF OF, HUSBAVD,HUSSAND OF?,
INPU ... (LEET HALF OF, WIFE, WIFE OF)
(LEFT HALF OF, WIFE, WIFE OF)
INPUT.. (LEFT HALF OF, SİBLING,STBLING OF)
RLEFT HALF OF STGLIVG,S IBLING OFす
INPUT.. ILEFT HALF OF, GPANDFATHER.GRANDFATHER OFI
UEFE HALF OF GPANDEATHFO, TRANTFATHER OFI
IVPUT. - LLEFT HALF OF, GRANTJAUGUTER. GRANODAUGHTEP GFI
(LEFT HALF OF GKKANOMAUGHTER, TRANDOAUGHTEQ CF:
INPUT. . . (LEFT HALF OF, ERANOMOTHE?, GPANDMUTHE? OF)
(LEFT HALE OF, GKANDMOTHEP,GPANMMOTHFR OF)
INOUT...LEFT HALF OF GBANOSON,GOANOSON OF:

- LEFT HALF OF, GPANOSTN, GOAMOSON OF:

INDUI. . (LEFT HALF OF, MA OIED,MARRIED TOJ
CLEFT HALF OF MARRIED, MARQIEOTOJ
INPUT: ULEFT HALF OF, OFFSPRING,OFFSPRING OES
(LEFT HALF OF, OFFSPRING OFFSDRING OF)
INPUT...(LEFT HALF OF, MOTHEP IN LAW, MOTHER IN LAW DF)
(LEFI HALF OF MOTHEX IN LAN, HOTHER TN LAW OF)
INPUT.. (LEFT HALF OF, FATHER IN LAW,FATHER IN LAW OF)
(LEFT HALF OF FATHE IN LAW, FATHER IN LAN OF)
INFITT. . ILEFT HALF OF, BROTHEQ IN LAW:BROTHER IN LAN OFI
ILEFT HALE OF, RROTHE YN LANOBROTHFR TN LAN OF
(LEFT HALF OF, SISTER IN LAN, SISTER IN LAW OF)
INPUT.. (LEFT HALF OF. SON IN LAN,SON IN LAW OF)
(LEFT HALE OF, SON IN LAW,SON IN LAW OF)
INPUT... (LEFT HALF OF, DAUGHTFO IN LAW, UAUGHTER IN LAN OF)
(LEFT HALF OF, DAUGHTFQ IN LAW, DAUGHTER IN LAN OF)
INDUT HALFGIT HALF OF, OFFSSRING, MOTHER OFI
INDUTO ORLGM HF OFFSPRING,MOTGED OF
INPUT. OIGHJ HALF OF OFFSPRING,FATHER OF)
(RIGHT HALF OF, OFFSP?ING,FATHFR OFI
INPUT...(SUSSET OF, FATHER,MAN)
(SUBSET OF , FATHEP,MAN)
INPUT..(SUBSET OF, MTTHER, WOHAN)
(SUBSET OF, MOTHER, NDMAN)

```
    INPUT...(SUBSET OF,HUSBAND,MAN)
    (SUBSEET OF,HUSRANO:IAN)
INPUTGOGOSUBSET OF,WIFE,WO:ANS
    (SUBSETOO, WIFE,WOMAN)
    INPUT. ORUQSET OF,GRANOPARFNT,PARENTI
        ISURSEI OF,GRANOPARENT,PARENT)
    INPUT...(SUBSET OF,PARENT,ABULT)
    (SUBSET OF,FARENT,AJULT)
    INPUT...(SUBSET OF,CHILE,OFFSPRING)
        (SIJGSET OF,OHILD,OFFSPOING%
    INPUT. &SUBSETLOE,CHTLD MMMAROIEDI
    INPUGGEGTSUSSEY OF,CHILD,UNMARPIEOT
    \SUBSET.DF,CHILD,UNMARPIEO)
    INPUTQOSURSET OF,MARRIFR,PERSONA
    INEUT&-(SUNSET OF;OHILUPPERSON)
    (SURSET OF,CHILU,ORZSOUS
    INPUT...ISUBSET OF,MAN,PERSONS
    ISUBSETOC,GAN,OFQSON;
    INPUT..-(SUBSET OF,WTHAV,PERSON)
    INSUESETGOF,WOMAN,PFSSON;
    {SUESET OF,WOMAN,PFRSON)
    (OISJOINT F:ROM,PLANT, AN IMAL)
    INPUT...(DISJOINT FR)Y,DERSON,PLANTO
        (OISJOINT FROM,PERSUN,OLANT)
    INPUT...(DISJOINT FRJH,UNMARRIED,MARRIED)
    (OISJOINT FPOM,UNMAROIED,MARRIEDS
    INPUT..O(OISJOINT FROM,MALE,FEMALE)
    INPUIjOINOISJOINT FROM,MALE,
-INPUTJBSOISJNINT FPJ,GGHILD,ADULT)
    (OISJOINT FROM,CHILD,ADULT)
    INPUT...(ANSWER)
    INPUT....
    INPUT.
    INPUT....
    INPUT....OLLTHE FOLLOWING LINES ARE QUESTIONS PUT TO THE ROUTINE AANSWERA
    INPUT....
    INPUT.....
```

```
INPUT.....
INPUT....
INPUT....
INPÜ....
INPUT...(GHAIN OF+AND,$,$,5)
```



```
CHAIN OFFANO,DISJOINT FROM, SUBSET OF,DISJOINI FROMZ
CCHAIN OF+ANG,DAUGHIER IN LAW OF,WIFC'OF,SON OF
GGAIN OF +ANO,SAN IN LAN OF,HISSANO OF,SON DEF
GCHAIN OF +ANM,SISTER IN LAW OF,SISTEROF,MAROIEOTTOS
CHAZN OFTANO, SISTED IN LAN OF, WIFE DF, MARRIEDOTOS
(CHAIN OF +ANO, BROTHFR INNLAN OE,GROTHEQ OF,MARRIEN TO)
(CHAIN OF +ANT, BROTHER IN LAN OF,HUSBAND OF,MARRIED TO
(CHAIN OF+AND,FATHER IN LAN OF,FATHEP OF,MARDIEO TO)
CHAIN OF +ANO,MOTHER IN LAW OF,MOTHER CF,MMRRIED TOS
ICHATH OF4ANG,COUSIN OF,NTEDENGOMMRRTFDTIT
```



```
ICHAIN OF &ANOGCOUUIN OF,OFFSPRING OF,MAPRIED TO)
(CHAIN OF ANO, COUSIN TF,OFFSPRTNG OF,MARRTE
(CHAIN OF+AND,NIECE OF,DAUGHTEQ'OF,MARDIFD TO)
FCHAIN OF + ANO, AUNT OF,STST=Q OF,MARRISD TOS
(CHAIN OF&ANO,VNCLE JF,BROTHER OF,MARRIEI TO)
```



```
(CHAIN OFTAND,GRANDMOTHER OF,MOTHEP OF,MAPRIED TO)
CCHAIN OF +AND,GRANDFATHER OF,FATHES OF,MAREIED TOO
ICHATN OF +AND,GORANJPARENT OF,PARENT OF,MARPIFD TOI
(CHAIN OF +ANT,IN,IN,IN)
(CHAIN OF+AND,COMES FROI, COMES FROM, IN)
(CHAIN OF +ANO,SUBSET JF.SUSSET OF,TN)
INPUT...(DISJOINT FRJI,QLANT,ANIMAL)(BOY,ERIC)(INVERSE OF,$,$)($,CHILO,'S)($,TREE, $))
COISJOINT FROM,PLANT,ANIMAL) IS TRUE.
```

THE TRUTH OR FALSEHOOD OF (GOY,ERICI IS UNKNOWN.
(INVERSE-OF A, S) HAS THESE ANSNERS
(INVERSE OF, INVERSE OF, INVERSE OF)
GNVERSE OF, YUSSAN OF, COUSIN OF
(INVERSE OF, HUSBAND OF, WIFE OF)
(INVESE OF,MARRIED TO,MARPTED TO)
(INERSE OF,SIBLING OF,SIRLING OF?
IINVERSE OF, PARFNT OF, OFFSPRING OF)
IINVERSE OF,TDENTICAL TO, IDENTICAL TOH
IINJERSE OF,OISJOINT FROMSDISJOINT FROM $\qquad$
(\$,GHTLD, \& HAS THESE ANSWEPS.
(LEFT HALF OF, CHILJ, BHILD OF)
\{DISJOINT FROM:CHILD, ADULT?
SUQSET OF, CHILD, ERSON
\{SUSSET OF, RHILD,UNMARPIEN\}
-there are no answers to (s, tree, b).

## PROGRAM 4

Here again, use of the associative memory is made to store information obtained through the parsing of English sentences into facts encoded as sentences of the Set Theoretic Language. The particular example given consists of sentences describing relationships in a particular family. As each sentence is broken down into STL.form, the information is stored in the associative memory just as if the set of n-tuples formed had been input to the ASSERT program.

The STRAN rule set involved in this program only recognizes a few structural English words and hasn't the need to know the syntactic categories of all the words in a sentence. The result is that sentences can be parsed which contain words unknown to the parser and thus many diverse facts written in English can be stored in the associative memory without having to write STL n-tuples for any of them.

The parser recognizes proper names as those words having a preceeding asterisk. Each sentence is printed out with the resulting n-tuples following. Once an $n$-tuple has been stored, it is not printed out if encountered again.



```
    NPUT..(PREF:\mpTHE RZLATTON \not=THE PROPERTY &THE WODD ()
    INPUT...(ALSTEA ANO THE PROPERYY & ANS THE RELATTON *)
```




















```
    INPUT..(UNABLE{SENTENOE/E/=*OUTPUT/IUNABLE TO PARSE F+1// PEGTN
    INDUT...* OULES FDR ASSERI.
INDUT..(ASSERT&RFAD,STOPE,ATST)
TNOUT..{RFADT *INPUY/A,Z+F%=FINPUT/2/JDEAD,ENDI
    INPUT...(ATST(INPIT/S+ま)\not=$\\INNO, ASSEOT)
```



```
    INPUT...SSTOPGIINPUT/S+*
```







```
    INPUT..* QULES FOR ANSWER. USES RULES FROM ASSEOT.
    TNPUT:.:(ANSNER(READFFINB,NTSTS)
    INPUT*..(ANSNER(REAP,FING,NTSENS, ANSWEQ)
```



```
    INPUT...(FINDIINPUT/F+\pm(\not=*T+F) 
    INPUT...(FNO(F5,FINO))
```





```
    INPUT:.:{F2(OUT/$*#, + $%)AN2,S1)
    INPUT...(AN4(+F1,1+3+5+7 MFOUNND,FAIL)
```



```
    INPUT...{AN2!+F1/1+3/1FCUNP,FAIL 
```






```
    INPUT..:IFND2(OUT/S+F5#+S+\not=5#+5/)AC2,FNO11
```







```
INPUY::O(OARSE)
```

$\qquad$

```
    BEGIN INTERPRETING RULES.
    INPUY.... ENGLISH LAVGUAGE MODEL OF NORMANES FAMILY.
FNGLSHLANGUGGEMOPEL OF NCRMANFS FAMILY.
    *NORMAN IS THE FATHER OF *ERIC.
        (PROPER NAME,FERICI
        (FUNCTJON,FATHER OF)
        NOUN RODT,FATHES OF
        EPGPER NAME, FNORMAN
        IFATHER OF, RNORMAN, FERIOI
    INPUT...FMARVIN IS THE FATHER OF *NORMAN.
    *MARVIN TS THE FATHER OF *NOPMAN.
        GDRDPER NAME,*MARVINI
        GFATHER OF, WGARYIN,*NORMAN)
    INPUT...*PAS IS A DAUSHIER OF *ALICE.
    *PAT IS A DAUSHTER OF *ALICE.
        NOUN ROOT,DAUGHEER OFI
        (PROPER NAME, *PAT)
    \DAUGHTEP OF,*PAT,*ALICEI
    INPUT...FERIC'IS A LITTLLE gOY.
    *ERIC IS A LITILE BOY.
- ADJECTIVE,EITILE)
    (AUJEGTIUERLIT
        (NOUN POY)
        TOOY:*EQTC
    INPUT:.*BARTON IS A BROTHER OF *NORMAN.
    *BARTON IS A BROTHER OF *NORMAN.
        (NOUN ROOT, BROTHFR DF
(PPOPER NAME, FQAPTON)
(BOOTHER OF,*BARTON,*NORMAN)
    INPUT...*MARVIN IS MARRIED TO *ALICE. *NORGAN IS MARRIED TO FMADELAINE.
    *MARVIN IS MARRIFD TO *ALIGE.
```

*NORMAN IS MARRIED TO FMADELAINE.
PPSOPER NAME, WMADELDINEI
IMAFRIFD ROQNOPMAN,FAADELATNFI
*GARTON IS MARRIEG TO *MERLA.
(PROPER NAMF, *MERLA)
(MARRIED TO, *BARTON, *MERLA)
FKEVIN IS A SON OF FBARTON.
(NODN RONGMSON OF)
(PQGRER NAME, NKETIN)
ISON OF, *KEVIN,*BARTON A SON OF FNOTMAN. *HE IS A GHILD.
*GHRISTAE HFR IS A SON OF FNORMAN.

*HE IS A CHIL?
(MALE, सCHDISTOPHER)
(NOUN,CHILD)
THHED. FCHPISTOPHERI
INPUT:. FWASDRES IS IN FFRANCE. FMADELAINE GOMES FROM *MANDRES.
*MANDRES IS IN TFRANOE.
(PROPER NAME, IFRANISE
(DPOPER NAME, MMANDRESI
(IN, FANDRES, FFRANCEI
*MADELAINE COMES FROM *MANDRES.
(VERB ROOT, COMES FRUM)
(COMFS FROM, MADELAINF, MANDREST
INPUT....) 1 )

## PROGRAM 5

A final example of the use of the associative memory is presented here. Using the information stored previously by programs (3) and (4), program (5) attempts to make deductions leading to the production of $n$-tuples that are relevant to the overall model of family relationships but have not been introduced previously. The reader should examine the information presented in programs (3) and (4) before proceeding to this example. The program given here is split into sections, each dealing with a particular primitive (a discussion of primitives can be found in section 1.3.4.1) which has proven useful in defining the characteristics of other relations. Those presented here are CHAIN OF\&AND, INVERSE OF, UNION OF\&AND,LEFT HALF OF, RIGHT HALF OF, RIGHT INTERSECTION OF\&AND and MINISET OF\&AND. By using previously stored information it is shown that with the proper sequence of FIND and ACCESS operations, new information (in the form of $n$-tuples) which is relevant to the area of interest can easily be deduced.

Thus we have the idea whereby the inexperienced computer user can input simple command to COMS for performing certain desired computer operations. Using this information (the commands) COMS could be set up to properly deduce the correct instructions needed to accomplish the required tasks. For example, if the user was in doubt as
to what partiular comands were available to carry out his desired tasks, instructions to COMS could result in the output of such information. As a second example, instructions for the generation of calls to the Fortran library could be made available so the user need not be concerned about the actual programming statements involved.

A important point to note about program (5) is that one must be careful in programming a STRAN rule set to perform deductions. Enough information may be present to allow the eventual deduction of incorrect information.

```
    BEGIN OEADING RULES.
    INPUT...F DEDUCTION RULES. CALLED BY DEDUNE.
INPUT., ICEDUCE{CHAIN,INUERSE,UNION,LEHALFFIHALF,PINT,MINISETII
INPUT...(GHAIN(*F1/\notGHAIN OF*AND\not=+&+3+3/=*JUT/\not=EXECUTING RULE OF CHAIN.#/IPCHI,ENDJ
    INPUT...(RCH1{+A1/14*2&3/)RCH2,FNO;
    INOUT...(RCH2 +F 2/2 +5+5/)RSH5.RCH1)
    INPUT...(Q2-33(+42/4+5y)PCH4, QCH1)
    INPUT..(PCH4(+F3%3+5+5/1F(H5,PCHZ)
```




```
    INDUT. -{PIV1(+A1/3+4/}OIV2,END)
    INPUT...(RIV214F2/3+s+$/)PIV3,RIV13
```




```
    NPUT..(UN1 (+A1/1+2+3/)UN2, END)
```




```
    INPUT:..(LEHALF(+FI/&LEFT HALF OF\not=+S+N/=*OUT/\not=EXEGUTELEFT HALF.F/)!EH1,ENDI
INPUT...(LEH1(+A1/1+2/)LEH2,FND)
    INPUT...(LEH2(+F2/2+5+5/)LEHZ,LEH1)
```




```
    TNPUT*:OPIH1(+A1/1+2/)OIH2,ENO)
    INPUT...(RIM1(+A1/1*2/)QIHZ,END)
    INPUT...(RIM2(+F2/2+5+$/)RIH3,PIH1)
```




```
-INPUT...(RIN11+A1/14+2+3/)RIN2,END)
    INOUT...(RIN2(+F2/1+5+5/)RIN3.RINS)
```




```
    INPUT...(OTN5 (+F2/2+5+5/)RTNS,OIN1)
    INPUT...(PING(+A2/4+5/)RIN7,RIN1)
```






```
    INPUT...(DEDUCE)
```

```
    BEGIN INTERPRETING RULES.
    EXEOUTING RULE OF CHAIN.
    (OISUCINT FROM,WOMAN,PLANT)
    (OISJOINT FROM, MAN, PLANT)
    (DISJOINT FQOM,CHILD,PL ANT)
    (DISJOINT FRUM,MARRIOD,PLANT)
    (OISJOINT FPOM,CHILD,MARRIEOI
    (DISJOINI FPOM,CHILS,MARRIED
    {DISUOINE FROM,WIFE,PLANT%
    (DISJOINT FROM,MOTHER,DLANT)
-BROTHER IN LAW OF, *BARTON, #MAOELAINE)
    (FATHER IN LAW OF,*MARVIN,*MADELAINE)
    INEWPHEW OF,*KEVIN, *MERLA,
    NEWFHEW OF,*CHRISTOPHER, FMADELAINE)
    (UNCLE OF,*BARTON,*MADELAINE)
    UNCLE OF,*BARION,*MADE-AINE, NTNE)
    (GRANGFATHER OF,*MARVIN,FMADELAINE)
    (COMES FROM, KMAOELIAINE, FFRANOE)
    EXECUTTNG RULE OF INVERSE.
- (INVERSE OF,WIFE OF,HUSPAND OF)
    INVERSE OF,OFFSPRING OF,PADENT OFI
    (MARRIFD TO,*ALISE,*MARYIN)
```



```
    (MARRIED TO,FMERLAANAARTRNDRMAN)
    (OIS.JOINT FROM,ANIMAL,FLANT)
    (DISJOINT FROM, ANIMAL,FLANT)
    (DISJOINT FROM,PLANT,MOTHER)
    (DISJOINT FPOM,PLANT,WIFF)
    (DISJOINT FROM,MAROIEO,CHILD)
    (DISJOINT FROM,PLANT,MAROIED)
    (DISJOIN: FROM,PLANT,CHILD)
    IOISGOINT FROM, OLANT,MANI
    (OISJOINT FROM,PLANT,WOMAN)
    (OISJOINT FROM, PLANT,WOMAN)
    {OISJOINT FROM,ACULT,CHILD,
    (DISJOINT FROM.FEMALE,MALE)
    (OISJOINT FROM,MARQIFG.UNMARRIED:
    (OISJOINT FROM,PLANT,PERSON)
    EXECUTING RULE OF UNION
    |SUBSET OF,HUSBANO.1ARQ IFOI
    (SUBSET OF,WIFE,MARRIEQ)
```

```
    SUBSEY OF,ROY,CHILJ)
    {SUBSET OF:CHILO,CHILD)
    SUBSET OF:MALE PEPSON,PERSON:
SURSET OF,DERSCN,PEOSJN
    \SUBSET OF,BFOTHER,SIBLTNG
    \SUBSET OF,REQSON,SIBLING?
    (SUBSEI OF,SON,OFFSPRINGJ
    SUBSET OF,GRANDFATHER,GRANDPADENTJ
    (SUBSET OF,FATHER,FARENTI
    (SUBSFT OF,MOTHER,PARENT)
    EXECUTE LEFT HALE.
(FATHER, FNOOMAN)
    (FATHEP, MARVIN)
    (GROTHER IN LAN:F3ARTON)
    (FATHFR IN LAW,*MAR.VIN)
    (MARRIEO,*MARVTN)
    (MANIED,*MATELAINE)
    (MAROIES**MFRLA)
    (MQUIED,*ALICE)
    MARRIED,*GARTON
    (MARRIEDFNORMAN)
    (BROTHER,*BARTON)
    (UNCLEGFRAOTON)
-(CMNGHERONF
    (SON,*CHRISTOPHER)
    EXECUTING RIGHT HALF.
    (OFFSPDING,*ERIC)
    (OFFSPDING,*ERIC)
```


## PROGRAM 6

This final program shows calls made to four different programs located in the COMS library. Since this is accomplished by use of the evaluator, input strings (data to the STRAN program) are sent directly to the evaluator unless they are preceeded by a period in column one; in which case they are output as comments. The first two subroutines called are TESTI and TEST2. These are used to show the varied type of arguments one may use in a call to a library program. The reader should be aware that the actual calling statement is not output by the interpreter until after the subroutine has completely been executed. Only the echoed input line (i.e. beginning with INPUT...) is seen before execution begins.

Subroutines TEST1 and TEST2 have been set up to simply output the information passed to them by the evaluator. This is to show the reader that argument transferrence is infact done correctly. All possible types of arguments have been used in the two calls. Note that the dollar sign character placed before a variable name does not pass the relative machine address of the variable as was shown in program (1). Instead, the address of a temporary location containing the value of the variable is passed, just as if the dollar sign had not been present. This overriding effect only occurs for variables in the
argument list of a call statement made to the COMS library. (The reason for this is discussed in section 1.3.2.4). A listing of subroutines TEST1 and TEST2 is shown following the output to program (6).

A second example involving sorting routines is also provided. Here, the two subroutines BBSORT and SORT are called on to sort a group of numbers stored in array $A$. Again, the reader will note that the printing of the call statement is not done until the termination of execution.

The call to each subroutine passes only the number of numbers to be sorted (this is stored in the variable $N$ ). The numbers to be sorted are provided by the subroutine FRANDN which is called during execution of each of the sorting routines. This was purposely done to show how other routines may be loaded during the execution of COMS library routines. FRANDN generates $N$ real numbers each having a value between 0 and 1 inclusive. Subroutine BBSORT performs a bubblesort of the numbers in array $A$ and prints out the sorted result. Once this subroutine has been executed, a few elements of the array $A$ are printed out to show correct argument transferrence back to the evaluator.

The same operations are carried out by subroutine SORT except that an interchange sort is done rather than a bubblesort. Listings of BBSORT and SORT are shown im-
mediately following the listings of subroutines TESTI and TEST2.

```
bEgIN INTERPRETING PULES.
INPUT.O.INTEGER ARRI(5);
INTEGEP ARRI (5)
REAL ARR2(2,2,?)
INDUT...Y=?.3:
Y=2.300000n00000E+305
```



```
T=23
I=2\
INPUT....J=2;
J=25
INDUT...K=2:
k=25
INPUT....ARP1{1)=100;
ARPEIIj=100今
ARPUT1:=10.3(1)=200*
INPUT(Oi:ARP1(2)=200;
ARP1(2)=207$
INOUT:OARR1(3)=300;
AQR1(3)=300%
INPUT:AR星(4)=ARR1(1);
AQR114j=1007
INPUT...ARR1(5)=500;
ARR1 (5)=500年
INPUT...ARP2(1,1,1)=10.10;
ARO2(1,1,1)=1.010300000000E+018
INPUT..AARR2R1,1,21=?0.20:
APQ211,1,2)=2.020000300000EE+018
INPUT:.ARRZ(1,2,1)=34-30:
ARP?(1,2,1)=3.03000000U000E+01$
INPUT...ARD2(1,2,2)=40.4n;
ARR2 (1,2,2)=4.0400000900000E+01$
INPUT...APDZ (2,1,1)=50.50:
ARQ2(2,i,i)=5,05000000000nO0E+015
INPUT.0.ARP2(2,1,2)=57.50;
ARR2(2,i,?)=6,0G0%NOMOTODE+015
INPUT..ASO2(2,2,1)=70.70:
ARR2(2;2,1)=7, N70000月00000E+n18
INPUF..DPO212,2,21=30.80:
ARRL(2,2,2)=8.080000000000E+01*
```

```
INPUT:ARG1=2.87E-2;
INPUT:ARG2=3672.1:
ARG2=3.672100000000E+03$
INPUT:ARG3=ARG1:
ARG3=2.87000000000DE-028
INPUT...IARC,4=225693;
TARG4=2255933
INPUT...EALL TESI1(ARG1,ARG2,ARG3;IIARG4,273,Y*5.0/(SQRT(16.0)),ARG1*ARG2,ARR1);
SUBROUTINE TESTI ENTERED
TO DEMONSTRATE CORRFCT ARGUMENT TRANSFERRENGE, THIS SUBROUTINE WILL LIST ALL THE
ARGUMENT VALUES IT HAS RECEIVEO FROM THE CALL
FIRST ARGUMENT= .03
SECONO ARGUMENT= 3672.10
THIRD ARGUMENT = .0287
FOURTH ARGUMENT = 225693
FIFIH ARGUMENT = 273
SIXTH ARGUMENT = 2.88
```

```
SEVENTH ARGUMENT = 105.389270
```

SEVENTH ARGUMENT = 105.389270
THE EIGHTH ARGUMENT IS AN ARRAY NAME - THE ELEMENTS OF IHIS ARRAY ARE AS FOLLOWS
THE EIGHTH ARGUMENT IS AN ARRAY NAME - THE ELEMENTS OF IHIS ARRAY ARE AS FOLLOWS
100
100
500

```
```

EXIT SUTPOUTINE TESTI
CALL TEST1,ARG1,ARG2;ARG3,TARG4,2R3,Y*5.0/RSQDT(16.01),ARG1*ARG2,ARE1)
INPUT..,CALL TESTZ(ARR2(1,2,1),ARP2(I,J;K),$ARG1,$ARR2(1,2,2),TARR2(I,I,11, कARO1):
SUBROUTINE TEST2 ENTERED
TO DEMONSTPATE GORREOT ARGUMFNT TRANSFERRENGE, THIS SURROUTINE WILL LIST ALL THF
ARGUMENT VALUES IT HAS RECEIVED FROM THE CALL
FIRST ARGUMENT = 30.30
SECOND ARTUMENT= 80.90
THIRD ARGUMENT = .0287
FOURTH ARGUMENT=40.40
FJFTH APGUMENT = 70.70
THE SIXTH ARGUMENT IS AN ARRAY NAME - THE ELFMFNTS OF THIS ARRAY ARE AS FOLLOWS
107
300
500
EXIT SUBROUTINE TEST?

```

```

    HADBOJB //// ENT OF LIST/%/I
    ```
begin reading rules.


BEGIN INTERDRETING FIJLES.
INPUT....
TNDUT....
INPUT:A SORIING EXAMPLE USING ROUFINES IN THE COMS LIGRARY INPUTRTING
INPUT....
INPUTB NOMSERSE NUMZERS TO GF GORTED ARE GENERATED BY A RANMOM NUMDER GENERATOD
INOUT O ROUTINE CALLEDFRJM POTH - 3 SSORT- ANO - SODT-
INPUY....
INPUT....
 ARSOY-A- WTLL BE USED TO STORE THE NUMEERS PEFORE AND AFTER SORTING
INPU?....
INPUT.AOFAL A(1001);
pNAL A(ivij)
INPUT....
INPUT....
INPUT:.:A THE NUMSER OF NUMBERS TO BE SORTE SF SORTEO
INPUT....
INPUT...N=25:
- \(1 \begin{gathered}125 \\ 5\end{gathered}\)

INPUT....
INPUT....

```

INPUILL..'HE GUROLESSORT SUBQOUTINE (FROM THE COMS LIBRARY) WHICH SORTS
AND`OUTPUTS TUE NUYBEOS
INPUT....
InOUT...cALL BSSORT(A,N,-1);

```

```

    .507 .518 :58% . 54 .58 . 58 0.698 .748 :760 .795 . 334
    CALL +OSTORT (\frac{937,}{4,-i)}
INPUT....
INPUT....
INPUT.... IHF VALIE OF A FEW ELEMENTS IS PRINTEB TO SHOW THAT ARGUMENT

```

```

TZACOFEP?EIGE 3ACKTO THE EVALJATOO NAS SUCSFSSFUL
I:IFUT....
INPUT...A(1):
2.957283355184E-02
NPUT....
INPUT...A(2):
5.37987008こ323E-02
INPUT....
INPUT...N=50;
N=50
IN
INPUT....
INPUT:..i CALL THE INTERGHANGE SORT SUBROUGINE WHICH WILL GENERATE A NEW

```
```

    INPUT.:OO SET OF NUMBERS TO BE SORTED
    INMUT:O., NUMBERS TO BE SJSTED
INPUT...CALL SORT(A,V);

```

```

        :310
    #
    CALLLSORT(A;NI
    INDUT...A(1);
    9.370572120204E-03
    NMO:T.
    INOUT...A(2:)
    1.155555554%453E-01
    INDUT.....
    INPUT...A(50);
    9.688191751595E-01
    ```






\(\qquad\)

\section*{APPENDIX D}

\section*{STRAN Error Messages}

\section*{ERROR MESSAGE}

RESULTING ACTION
\begin{tabular}{|c|c|}
\hline ERROR HAS OCCURRED IN & Interpretation of new rule \\
\hline INTERPRETATION OF & name popped up from stack \\
\hline VARIABLE NAMED ... IS & Interpretation of new rule \\
\hline NOT YET STORED & name popped up from stack \\
\hline ERROR IN EVALUATION OF & Expression not evaluated \\
\hline ARITHMETIC EXPRESSION & next section of originating rule body is interpreted \\
\hline ERROR, ALGEBRAIC EXPRESSION & Excess variable names ig- \\
\hline CONTAINS MORE THAN 5 SUB- & nored - evaluator continues \\
\hline SCRIPTED VARIABLE NAMES & on \\
\hline THE VARIABLE ... HAS BEEN & Does what it says - eval- \\
\hline ASSIGNED A VALUE ZERO & uator continues on \\
\hline ERROR IN NUMERIC STORAGE & Variable in question is \\
\hline OR RETRIEVAL & either not stored or not retrieved - evaluator continues on \\
\hline & \\
\hline NUMERIC STORAGE HAS OVERFLOWED & No further results from arithmetic expressions \\
\hline & evaluated are stored by \\
\hline & the evaluator - evaluator continues on \\
\hline ERROR IN INDICES & Subscripted variable for \\
\hline & which error occurred is \\
\hline & ignored - evaluator continues on \\
\hline DICTIONARY FULL, EXECUTION & Interpreter is immediately \\
\hline TERMINATED & halted \\
\hline
\end{tabular}

COMS REFERENCE MANUAL

The major program elements of COMS are:
1) The STRAN interpreter
2) The Evaluator
3) The Associative Memory
4) The Program Library

The original version of COMS was implemented in \(\mathrm{PL} / \mathrm{l}\) for the IBM 360/65 computer. A second but incomplete implementation for the CDC 6600 was carried out at Colorado University and NCAR in 1970 using - FORTRAN IV - . This version was updated and reimplemented at McMaster University for the CDC 6400 under Scope 3.4 by MARC S. BADER as part of this M.Sc. project in 1972•73.

The present version does not have all of the features of the original version but this has not lessened any of COMS capabilities. The differences in the two versions are outIined in Chapter 1 of this report.

COMS is not written in ANSI FORTRAN (due to the use of such CDC FORTRAN statements as BUFFER IN and BUFFER OUT) and at present will not compile under the FORTRAN extended
compiler (FTN) at MCMaster due to the COMPASS \({ }^{1}\) routine LOADIT which involves transferrence of subroutine arguments under control of the CDC RUN compiler.

Heavily commented routines of the original FORTRAN version were rigorously tested and found to be satisfactorily applicable to the present version. Lightly commented routines however, were found to be either in need of further updating (where this was true more comments were entered) or completely incomprehensible to this author due to the unavailability of the algorithms involved. Thus, these routines (mainly the ones dealing with the hash coded associative memory) were left alone. A list of updated and nonupdated routines can be found below.

Any sections of coding needing more detailed explanations than could be explicitly entered via comment statements have the message ***NOTE() preceding them which gives a number reference to a section in this appendix where further details are given.

Another FORTRAN version of COMS was prepared by this author for the specific use of debugging certain routines which the interested programmer may have trouble understanding. This program is called COMSTR and is available on punched cards. The output consists of the contents of var-

\footnotetext{
\({ }^{1}\) COMPASS is the assembly language used in the CDC 6000 series computers.
}
iables and arrays during the actual execution of a typical COMS run. This may be compared to the DEBUG facility of FTN but has nowhere near the detail. For a complete execution breakdown of the COMS operation, the user is advised to first adapt COMS for FTN compilation (by rewriting the LOADIT compass routine) and then use the DEBUG facility of that compiler. The work for this was started by this author (as can be seen in the PRISM compass routines which are capable of running under either RUN or FTN) but time ran out before its completion.

UPDATED ROUTINES:

Stran, Load, Interp, Iboay, Ipatrn, Setdict, Initial, Push, Eval, Number, Flcater, Fixer, Bugout, Getnum, Getchr, Execute, Rdcard, Wrcard, Locate, Index, Page, Pack, Unpack, Move, Prisms.

NON-UPDATED ROUTINES:

Find, Locsym, Cont, Lnbr, Lnbl, Id, Strind, St4ind, Npart, Nucell, Rcell, Indices, Alloc, Getnl.

ROUTINES ADDED:

Loadit

Function IGAD
Note (1)
The purpose of the function LOAD is to:
I) Read the riles, store them (packed) in the array STOPE and store their lengths in the array LsTORE.
2) Return a value of 1,2 or 3 to the calling program (subroutine STRAN)
(1) : restart the entire COMS program by entering subroutine STRAN at statement 100
(2): stop execution of the entire program
(3): cand the interpreting subroutine INTERP to begin executing the rules

Note (2)
COM is an array of ten elements which is equivalenced to the variable BEGIN. This variable is the first of the common block RESRVD thus giving the following correspondence:


The contents of the variables BEGIN, ECH and so on are initialized in subroutine SETDICT.

Note (3)
The variable NAMLIM is initialized to 10 in the subroutine SETDICT. It applies to names of STRAN rules and names of variables used in these rules. If a name encountered is longer than ten characters (one 6000 series word), the characters after the tenth are ignored.

Note (4)
The first index of array STORE refers to the word numbers into which the rule has been packed. The second index corresponds to the index of LSTORE. Thus a rule and its length are referenced by the same number.

The array DJCT serves as the dictionary of names of rules and variables. The position (i.e. index) in DICT assigned to a rule is then correspondingly given as the index of LSTORE and second index of STORE for that rule. To ilIustrate, examine the following STRAN rule:
(READ (INPUT/1/=OUTPUT/1/)END) bb.....
The name of the rule (i.e. READ) is stored in the dictionary (a hash code is calculated for the position in the dictionary) as say DICT(57). Then the rest of the rule
(INPUT/1/=OUTPUT/I/) END) bb. . . . . .
will be stored as
\(\operatorname{STORE}(1,57)=(\operatorname{INPUT} / 1 /=\)
\(\operatorname{STORE}(2,57)=\) OUTPUT/1/)


Thus LSTORE (57) will equal 74.

\section*{Note (5)}

The following pseudo operator commands are available:
(RESTART) - restarts the entire COMS program
(DUMP) - used when an error condition has developed in COMS and a dump of the associative memory is required
(RETURN) - stops execution of the COMS program
(READLX) - sets the current rule name to END and initiates a NAMELIST read whereby a user may redefine the value of specified COMS variables (given in subroutine SETDICT) that were originally initialized by DATA statements during the compilation of coms. On completion of the NAMELIST read, if the current command (i.e. the one just read in by NAMELIST) stored in the variable RNAME is still END, then the STRAN interpreter will continue in the rule reading mode. If the current command is not END then RNAME is re-examined for the interpretation of a
```

                    new command
    (ECHO) - causes an echo of each input card to be printed. Each line given by the echo command begins with the phrase
    INPUT...
to distinguish it from the output lines of the interpreter
(NOECHO) - echoing is discontinued
(TRACE) - Causes each rule currently being interpreted to be output in the form
INTERPRETING RULE...
and also causes the contents of each variable change during rule execution to be output in the form

$$
\text { VARIABLE }(\text { name })=
$$

(NOTRACE) - turns off the (TRACE) command
(PUNCH) - causes punching of a card for each output line produced by a rule. That is, the output line produced by the (TRACE) command is also punched on cards (without the two words shown above)
(NOPUNCH) - punching is discontinued
The above mentioned pseudo operators can be more eásily looked upon as a set of switches controlling certain operations of the interpreter. The initial or default settings (where applicable) are (NOTRACE), (ECHO) and (NOPUNCH).

```

Subroutine INTERP

Note (I)
The purpose of subroutine INTERP is to:
1) Obtain the current STRAN rule to be interpreted. This rule is identified by a rule name which has either been passed directly to this subroutine from the function LOAD or has been "popped up" from the pushdown stack of rule names.

The current rule is unpacked into the array CHAR one character per word. All further references to the rule contents by other COMS routines are done using CHAR as the information source (CHAR is in common with these other routines).
2) Once the rule has been obtained (from the array STORE where it was originally placed by the function LOAD), the rule type is established as either a "push-down" rule or a string manipulation rule; the former containing only a list of rule names, the latter
a middle or "body" section.
(3) Place rule names on the push-down stack.
(4) Break down the "go-to" section of a rule to determine if a path exists for both the success and failure of the rule.
(5) Send the body of a rule (if one exists) to the function IBODY.
(6) Receive information (from the function IBODY) on how successfully a rule was interpreted by the rest of the COMS routines.

Note (2)
The variable BREAK is in the common block RESRVD with the variable PRNR immediately following it. BREAK and PRNR are initially set in subroutine SETDICT.

\section*{Note (3)}

A STRAN rule can either succeed or fail depending on the outcome of the left hand side of the rule. If the left hand side fails (whether through a decomposition or an associative memory operation) then the right hand side of the rule (the part to the right of the equals sign) is not executed and control is passed to the second rule name in the go-to section (if only one rule name is present control is passed in any case). Otherwise control is passed to the
first rule name. Keeping this in mind, one sees the following possibilities. Assuming RNAME (the present rule name) is not END, it can either be the first of the two go-to rule names (stored in TNAME) or the second of these (stored in FNAME) or it can be neither. This is illustrated below.

CASE 1 Successful left hand side:
(RULE1 (rule body) RULE2,RULE3)
\begin{tabular}{ccc}
\(\uparrow\) & \(\uparrow\) & \(\uparrow\) \\
RNAME & TNAME & FNAME
\end{tabular}

RNAME is set to TNAME and control is passed to RNAME.
(RULEl (rule body) RULE1,RULE3)
Control is passed to the same rule for re-execution (RNAME doesn't change).

CASE 2 Unsuccessful left hand side:
(RULEl (rule body) RULE2,RULE3)

RNAME is set to FNAME and control is passed to RNAME.
(RULEl (rule body) RULE2,RULE1)
Control is passed to the same rule for re-execution (RNAME doesn't change).

\section*{Function JBODY}

Note (1)
The purpose of the function IBODY is to:
1) Examine the section of a STRAN rule between the second opening bracket of the entire rule (i.e. the opening bracket after the rule name) and the pair of terminating characters consisting of an oblique stroke / followed by a closing bracket.
2) Break this same section down into left and right sides and send these to the function IPATRN for further interpretation.
3) Return a value of \(1,2,3\) or 4 to the subroutine INTERP.
(1): no errors have occurred
(2): some operation on the left hand side (i.e. the side to the left of the equal sign) has failed
(3): error has occurred in the storage of a variable
(4): interpretation error has occurred

Note (2)
ISIDE \(=1\) indicates we are on the right side of the equals sign in a rule body and are doing a composition
operation (because the associative store operation [i.e. +S] is taken care of elsewhere in the coding). Thus one can assume the result of the composition will be placed in a variable not previously defined. This assumption may be false but will not upset anything since if the name is found by the function DEFINE to be already in the dictionary, if just redefines it, giving it the exact dictionary location it had before. This reasoning also holds true for IREAD \(=\) -TRUE where a read input data operation takes place putting the result in a variable we assume has not previously been defined.

Note (3)
It should be understood by the reader that strings of characters (to be referenced by COMS variables) which either are read from the input file by the function IBODY or are formed by the function IPATRN as the result of a right hand side pattern operation are placed (packed ten characters per computer word) in the array STORE with the corresponding string length in array LSTORE.

When work is to be carried out on these strings, they are taken out of their packed form in STORE and placed in unpacked form (one character per computer word) in the array TEMP with their corresponding lengths in array LTEMP. The array STORE (as noted in subroutine INTERP) is
also used to hold the packed form of the STRAN rules when they are first read in by the function LOAD. When work is to be done on these, they are transferred in unpacked form to array CHAR with their corresponding lengths placed in array LCHAR.

Note (4)
There is a possibility of having a slash as a literal character being used in a composition operation as shown the following example
\[
\text { (RULEI ( }=\operatorname{COMP} / 1+{ }^{\prime} / \text { ' } / \text { END) }
\]

Note (5)
If the function IPATRN returns a value of 1 (meaning no errors in pattern matching have occurred) the variable IOP becomes an indicator to the function IBODY telling it through the calculation of \(I O P=J O P+1\) whether or not one of the three associative memory operators has been encountered.

\section*{Function IPATRN}

Note (1)
The purpose of this function is to:
1) Examine the strings of pattern operators found between the two oblique strokes immediately following a variable name on either the left or right side of a rule body.
2) Check the syntax of these strings and perform the operations required through other COMS routines called by IPATRN.
3) Return a value of \(1,2,3\) or 4 to the function IBODY, each number having the same meaning as those returned by IBODY to the subroutine INTERP (see note (1) of subroutine INTERP).

The term "pattern operator" refers to the legal STRAN operators for pattern decomposition, composition or transformation. These include the following:
\begin{tabular}{|c|c|}
\hline dollar sign quote & \$ \\
\hline letter (s) & A, B, C, ... 2 \\
\hline number & 0,1,2,...9 \\
\hline period & - \\
\hline downward arrow & \(\downarrow\) \\
\hline equivalence \(L\) & 三L \\
\hline equivalence \(R\) & 三R \\
\hline
\end{tabular}

A detailed description of the meaning of the above operators
can be found in Appendix \(B\).

Note (2)
If a plus sign is found the program must check whether or not it lies inside a literal string (i.e. between quotes). This checking is done beginning at statement label 35. If the plus sign is in a literal string, a further test is made for another plus sign. If one is not found, the end of pattern indicator is set.

Note (3)
At this point, if IPLUS=1, this indicates there were no characters between the two outer slashes; for example (RI (KYZ//)R2). This of course is an error and pattern matching is terminated with a return to function IBODY (via the statement GO TO 33). An error condition in this case is not flagged to \(I B O D Y\) but rather this section of the rule body is ignored and the next section is picked up to be processed.

Note (4)
The calculation of ICHAR gives a pointer to an element in the array IVAL. ICHAR will be a number from 1 to 63 inclusive, having a one to one correspondence with the 63 possible characters allowed under the current FORTRAN compiler (RUN) in use. For example if ICHAR contains the
dollar sign character \(\$(i . e . ~ l e f t ~ j u s t i f i e d ~ o c t a l ~ c o d e ~ 53), ~\) ICHAR will be equal to 43 (a summary of octal display codes for all the available FORTRAN characters can be found in the CDC RUN FORTRAN manual, Appendix A).

The array IVAL is arranged so that a lexical scan of pattern operators is accomplished by a reference to it. In other words the variable \(L\) (used in a group of computed go-to's) indicates to the program the section of coding which should be executed next depending on which pattern operator has been encountered.

The legality of this pattern operator is also examined and if an illegal operator is encountered (i.e. a character other than those mentioned in note (I) of function IPATRN), control is returned to the function IBODY which in turn gives control to subroutine INTERP. Here an error message is printed out and the next rule to be interpreted is picked up.

The array IVAL is initialized in subroutine SETDICT. An outine of its contents and corresponding character references is given below.
```

IVAL(1)=1
(2) = I L=1 => letter A->Z
(3)=1 (L is used as a computed go-to
pointer indicating the particular
pattern operator in use)
. (translate => as "indicating")

```
\[
\begin{aligned}
& \operatorname{IVAL}(27)=2 \\
& (28)=2
\end{aligned}
\]

Note (5)
The variable \(K\) is used as a pointer to the specific pattern matching operation to be performed. This in turn is
determined by the two variables ISIDE and IOP. ISIDE determines whether we are dealing with the left side (ISIDE=0) or right side (ISIDE=1) of the rule body. IOP determines which assoclative memory operation is to be performed (if any). Both ISIDE and IOP are set in function IBODY. The following chart shows all the possible combinations of ISIDE and \(I O P\) with the resulting value of \(K\).
\begin{tabular}{lllll} 
ISIDE & IOP & \(\underline{K}\) & \multicolumn{1}{c}{ OPERATION } \\
0 & 0 & 1 & Left side patiern match \\
0 & 1 & 2 & Error (1) \\
0 & 2 & 3 & Left side associative find \\
0 & 3 & 4 & Left side associative access \\
1 & 0 & 5 & Right side composition \\
1 & 1 & 6 & Right side associative store \\
1 & 2 & 7 & Error (2) \\
1 & 3 & 8 & Error (3)
\end{tabular}

Error (1) IOP indicates an associative store operation but ISIDE indicates the left side of the rule body. Associative stores can only be done on the right side.

Error (2) \& (3) IOP indicates associative access and find operations respectively, but ISIDE indicates the right side of the rule body. Associative finds and accesses can only be done on the left side.
\(K\) is used to determine the general pattern matching operation needed, while the variable \(L\) determines the par-
ticular operator within this operation that is presently in use. This is illustrated in the following example:


Note (6)
The following coding is broken up into sections, each dealing with particular decomposition or composition operators. At the end of each section of coding the program exits to one of four statement labels. These include 33, 76, 77 or 78. Statement 33 tests for the existence of any more operators in the string and if none are found the program returns to function IBODY . Statements 76, 77 and 78 perform "clean-up" operations (these are described in later notes).

Note (7)
The \(\downarrow \mathrm{n}\) operator positions the output string pointer such that composition will continue at the column specified by the integer n .

\section*{Note (8)}

For all associative memory operations (that is, FIND, ACCESS and STORE), the + F, \(+A\) or \(+S\) has already been picked up by the function IBODY. Also, IBODY picks up the pseudo register number following \(a+F\) or \(+A\) and stores it in the variable NTRACK. This means that the function IPATRN need only be concerned with the dollar signs, literals and pseudo register numbers found between the oblique strokes immediately following the \(+F\), +A or +S .

\section*{Note (9)}

From experimentation with the following section of code, it was found that the dot operation is not working the way the original COMS manual claims. The reason is probably due to a mistake in coding during the translation of the PLI version of COMS to the Fortran version. At present the dot operator has the same effect as a dollar sign operator.

\section*{Note (10)}

If the current decomposition operator is the last operator in the current pattern matching string (i.e. a terminating oblique stroke follows it) and if this operator is a dollar sign by itself (operators of more than one character begin with dollar signs - e.g. \$'ABC' or \$5),
then the whole ox remaining part of the string being operated on (this would depend on what decomposition operations were previously performed on this string) is moved into the current pseudo register WORK(I,NVARB) with its length placed in LWORK (NVARB).

Note (11)
Even though at this point the program knows no more operators exist; to be consistent with the rest of the program a test for mure operators is again made at statement 33.

Note (12)
There are more decomposition operators to be examined and thus the result of the \(\$\) operator (i.e. just. how many characters it matches) will not be known until the next operator in line is picked up and executed. In the meantime, the dollar sign character is stored in the current pseudo register to be replaced "next time around" by the actual character string it matches.

\section*{Note (13)}

The pattern matching operator \(\$\) followed by a literal (i.e. a character string enclosed in quotes) will match consecutive occurrences of the literal in the input
string. The four lines of coding starting at statement label 70 form a loop to accomplish this operation. The program exits from this loop when either of the following conditions occur:
1) All the characters in the input string have successfully been matched, as in the following example:
\(/ \$+\$^{\prime} A B C^{\prime}+\$ /\)
operating on the input string \(A B C A B C A B C\) (the loop will be executed three times)
2) An exact occurrence of the required literal is not immediately found each time a match is attempted (i.e. each time through the loop), as in the following example:
\(/ \$+\$^{\prime} A B C^{\prime}+S /\)
operating on the input strings
DABC (failure during first loop)
ABCDEF (failure during second loop)
ABCABCABD (failure during third loop)

Note (14)
When a successful match is found the characters matched are moved into the next position (as determined by the variable J) in the current pseudo register (as
determined by NVARB). Thus, /\$+\$'ABC'+\$/ matching say ABCABC will result in
```

WORK (I,NVARB) $=A$

```
" (2, " ) = B
" \((3, \quad ")=C\)
" \((4, \quad ")=A\) -
-
etc.

Note (15)
The variable NFND is initially set to a value one more than the length of the string being operated on (i.e. the string stored in TEMP). If a pattern match involving the literal collection is found, NFND is reset to the character position number where the match begins. For example if
\[
\begin{aligned}
\operatorname{TEMP}(1) & =\mathrm{T} \\
(2) & =\mathrm{H} \\
(3) & =\mathrm{E} \\
(4) & =\mathrm{blank} \\
(5) & =\mathrm{C} \\
(6) & =\mathrm{A} \\
(7) & =\mathrm{T}
\end{aligned}
\]
(8) = blank

and the literal collection pattern being used is 'DOG'CAT')), a match is found for the literal CAT at the fifth character position in TEMP and thus NFND is set to 5.

It is very important to understand that the search here is for the left most match that can be made in the input string. This is the reason the program must test every one of the literals in the collection pattern given i.e. one of these might cause a match further to the left than a previous one. This is shown in the following example.

\section*{input string: CATDOGMOUSEHENCOWbb...}
literal string: 'COW'MOUSE'CAT'))
The first element of the literal collection, namely COW, will cause a match immediately since the whole input string is searched each time around. However even though at this point the current pseudo register WORK (I,NVARB) is set to COW, the process does not stop because the rest of the collection must still be considered. A match will again be found for MOUSE but the end result is that WORK (l,NVARB) will contain CAT, it being the leftmost match.

Thus the statement
IF (IQ.EQ.O.OR.IQ.GE.NFND) GO TO 82
continues the matching process if either a match is not found or all the literals have not been considered. The only exit from this part of the program occurs when all literals have been considered.

At this point, if the value of NFND has not changed from its original setting, the program knows a match was not made and an error is signalled.

Note (16)
One must be extremely careful in programming STRAN pattern operations as the coding at this point shows. Here a test is made to see if every character in the input string has been accounted for in matching operations. This is done by considering the length of the input string (stored in LTEMP) and checking that the current pseudo register contains characters that match this string exactly to its end. For example if the operation /'ABC'/ is performed on the input string \(A B C B b . . . . .\). where \(\operatorname{LTEMP}=80\), an error
would result as shown by the following code execution:
\[
\begin{align*}
& \text { IST=LTEMP-LWORK (NVARB) }+1  \tag{1}\\
& \text { NFND=IST-IWORK }+ \text { L }  \tag{2}\\
& \text { IF (INDEX (TEMP (IST), LWORK (NVARB), } \\
& \text { WORK (I,NVARB),LWORK (NVARB).NE.I) GO TO } 602 \tag{3}
\end{align*}
\]

In (1), IST \(=80-3+1=78\). Thus in (3) the INDEX function will not be equal to 1 but instead will equal zero. The reason is that \(\operatorname{TEMP}(78), \operatorname{TEMP}(79)\) and TEMP (80) are being examined, rather than the expected TEMP (1), TEMP (2) and TEMP (3) which do in fact contain the characters \(A, B\) and \(C\) respectively. If the same match was performed on the input string \(A B C\) where LTEMP \(=3\) (i.e. this string was not read in but. was formed by a previous composition operation) an error would not have resulted as IST in that case would equal 1. Thus the point here is that unless the STRAN user knows exactly what string is being operated on by decomposition operators, an error (i.e. GO TO 602) could result. A successful match for the first input string (ABCbbb...) would be caused by an operator string such as /\$+'ABC'+\$/ where any doubts are taken care of by the two extra dollar signs. The above discussion also holds for the other opertors which transfer control to this section of coding after pattern matching has taken place.

Note (17)
If the \(\$\) operator was stored in the pseudo register used immediately before the current pseudo register all characters of the input string up to but not including the first character stored in the current pseudo register (there may be more of them) are placed in the previous
pseudo register. For example an operation such as /\$+'A'/ working on the input string CDA (where LTEMP=3) would first have p.r.(1) \(=\) "\$" and p.r.(2) = "A". Execution of the code starting at statement 78 would then result in p.r. (1) \(=\) "CD" and p.r. (2) \(=\) "A".

Note (18)
NFND is a variable used to indicate where a match was found in the input string (i.e. what character position). If the previcus pattern matching operator was not a dollar sign, this means an exact match of the current operator was made in the input string. If this is not so, an error is signallec?.

Subroutine PUSH

Note (1)
The purpose of this subroutine is to store the rule names listed in a STRAN type 1 rule in the 100 element array PUSHDN. The first rule stored is placed in PUSHDN(1), the second in PUSHDN(2) and so on. The variable ITOP is used as the index to this array, and is incremented by one each time a new rule name is stored. "Popping-up" the next rule name to be used is carried out in subroutine INTERP, where ITOP is decremented by one each time a rule name is referenced.

Note (2)
Each time a comma is encountered, a test is made to see if any characters (other than the comma) have been picked up. Thus if ILST is equal to NXT one of the following conditions has occurred:
(1) a comma was found immediately preceeding the first terminating bracket as shown below.
(STK1 (R1,R2, ))
(2) two or more commas were found together as shown below.
(STK1(R1,R2,R3))
(3) no characters at all were found between the second opening bracket and the first termin-
ating bracket as shown below. (STKl())

In each of the above cases, ILST is decremented by one to allow the next character (remember the string is being searched backwards) to be examined (if one exists). For (3) an automatic return to subroutine - INTERP - is executed.

Note
If only one rule name is encountered then ILST will be zero at this point. However if more than one name occurs, the very last (going backwards) is taken caxe of here. The reason for this is due to there being no comma at the end of the list (going backwards) but rather an opening bracket; thus a special section of coding is needed for this situation.

Subroutine EVAL

Note (1)
The purpose of subroutine EVAL is to:
(1) evaluate algebraic formulae using most of the arithmetic and built-in functions of Fortran
(2) allocate storage for subscripted and unsubscripted variables
(3) store values in and retrieve values from these variables
(4) pass the necessary information to the compass routine LOADIT for the generation of argument lists for the Fortran programs in the COMS 1ibrary.

Subroutine EVAL operates on input character strings dealing with numeric data in a two pass fashion. Details of this operation are described in section 1.3.2.1 and the reader is referred here for background information. The input string is stored in array CHAR with the number of characters in the string stored in the variable \(N\).

Explanation of the operation of the major sections of subroutine EVAL is given in the comments associated with the routine.

Subroutine NUMBER
Compass Routine LOADIT
Compass Routine PRISMS

Explanations for the major sections of coding in these routines are given in the comments of the program.

Subroutine BUGOUT

Note (1)
If the STRAN pseudo operator (DUMP) is encountered during the rule reading mode, an automatic call to subroutine BUGOUT occurs. The purpose of this subroutine is to print out the entire contents of the hash table and symbol table used by the associative memory routines.

Subroutine Getnum

Note (1)
Both this subroutine and subroutine GETCHR contain programming statements used in CDC Fortran; in particular, ENCODE and DECODE statements. These are comparable to BCD write/read statements but with no peripheral equipment invovled. Information is transferred from one area of storage to another under FORMAT specification.

Note (2)
The purpose of this subroutine is to examine storage locations (words) which contain the character codes of numbers originally read in under "A" formats (that is, left justified with blank fill), and output words containing the integer, real or octal representation of these numbers. For example the number 1 , input in character code as
\[
34555555555555555555
\]
would be output in one of the following representations:
integer:

00000000000000000001
real:
octal:

00000000000000000034

With the above forms, a number may be used in various arithmetic calculations (character code 55=blank, \(34=\) the number 1).

Note (3)
XMAT will contain the format specification needed to transfer the unpacked characters stored in the array BUFF to the two word array TEMP where they will be stored in packed form. Thus, consider the following example:

In function IPATRN a dollar sign operator has just been encountered followed by two digits. That is, say, \$12. Subroutine GETNUM is called with the following results -
```

BUFE(I)=1=34555555555555555555
BUFF(2)=2=35555555555555555555
MCHR= number of characters = 2
KTYP= type required = say, integer
MX=20-2
= 18
XMAT= the string (18X,2Al)
TEMP (1) = 55555555555555555555
TEMP(2)= 55555555555555553435

```
```

XMAT= the string (I20)
B= 000000000000000000014

```
(recall the number stored in \(B\) is an octal number, i.e. \(148=1210\). Thus \(B\) is returned to function IPATRN in its proper form for arithmetic use.

Subroutine GETCHR

Note (1)
The purpose of this subroutine is to examine storage locations (words) which contain the integer, octal or real representation of a number and change the contents of these words to the character code representation of that number. In other words this subroutine provides the opposite operation to subroutine GETNUM.

Note (2)
The real, integer or octal representation of the number stored in \(N U M B\) is transferred in character code representation to the two words of array TEMP. For example if \(N U M B=8\), i.e.
\[
\text { NUMB }=00000000000000000010
\]
then the contents of TEMP(1) and TEMP(2) would be
\[
\begin{aligned}
& \operatorname{TEMP}(1)=55555555555555555555 \\
& \operatorname{TEMP}(2)=55555555555555555543
\end{aligned}
\]
(43 is the character code for the number 8).
The contents of TEMP (1) and TEMP (2) is then unpacked one character per word into the array BUFF. Thus,
\[
\operatorname{BUFF}(1)=55000000000000000000
\]

-
-
-
-
-
-
\(\operatorname{BUFF}(20)=43000000000000000000\)
(for details of the unpacking operation see the notes on subroutine UNPACK).

Note (3)
The DO LOOP variable \(I\) counts the number of blanks encountered as each word of the array BUFF is examined. Subtracting \(I\) from 21 gives the number of digits present. This is stored in the variable NCHAR. The digits are then transferred from BUFF to the array CHAR to be passed back to the calling routine.

Subroutine WRCARD

Note (1)
If two arguments were used in the call to WRCARD, the second provides the means to determine exactly how many words of the array BUFF are to be printed. The integer divide (LENGTH+9)/10 gives the number of words. For example, in the function INDICES the following error message is set up in array MESAGE:

DATA MESAGE/L7HERROR IN INDICES/

The call to WRCARD to print this is CALL WRCARD (MESAGE,17). Thus LENGTH=17 and (LENGTH+9) \(/ 10=2\), so BUFF (1) and BUFF (2) are output. Ir this way, unnecessary use of core (usually to hold blank characters) is prevented.

Function LOCATE

\section*{Note (1)}

The purpose of this function is to store and retrieve STRAN rule names using the array DICT. A maximum of 257 names may be stored since four of the 261 available elements of DICT are used to hold special information which describes the current contents of the dictionary. An attempt to store more than 257 names results in the output of an error message to this effect, followed by complete program termination (via a STOP statement).

The contents of DICT(1) is initialized in subroutine INITAL to 257. Also in this subroutine the elements DICT(2) through DICT(261) are initialized to zero.

Note (2)
The word containing the left justified character code of the rule name being stored or retrieved is leftcircularly shifted by 23 bits. The new word formed is added to the original word and the lower 48 bits are masked off. The resulting value is divided by LIMIT and the remainder (which will always be between 0 and 256 inclusive) is placed in the variable LOC. This allows a hash calculation for one of the 257 available locations in the array DICT.

Note (3)
For storage of a rule name each location of DICT starting fxom LOC+5 is tested for availability. This is indicated by a zero value being present. When one is found the rule name is entered in that location, the dictionary contents (i.e. the first four elements of DICT) are updated, and the location where the rule name was stored is returned to the calling program.

For retrieval of a rule name the location where the variable was previously stored (i.e. LOC+5) is checked for a zero value. If a non zero value is found it is tested for equality with the word containing the rule name. A match causes the location of the rule name in DICT to be passed to the calling program. A non-matching word causes the next location (i.e. \(\mathrm{LOC}=\mathrm{LOC}+1\) ) to be examined and this process continues until either the rule name is found or a zero word is detected. A zero word during the retrieval process indicates the name cannot be found in the dictionary and the function returns a zero value to the calling program.

Function INDEX

Note (1)
This is a general purpose function used to search a string of characters (stored consecutively in an array) for the presence of either a particular character or group of characters. The position in the string being searched of the first occurrence of the desired character(s) is returned as the value of the function. For example if the string \(A B C D E F\) is bejing searched for the character \(D, a\) value of 4 will be returned. Searching for the group of consecutive characters BCD will return a value of 2. If the character (s) required cannot be found at all., a value of zero is returned.

Note (2)
For efficiency sake, to save time, a limit to the number of searches that need be done is calculated. For example if the string in array \(A\) is \(A B C D E F G H I J ~(N l=10)\) and that in \(B\) is EFGH ( \(N 2=4\) ), only the first seven characters of the string in \(A\) need be examined.

Subroutine PAGE

Note (.l)
Each time the program switches from the rule reading mode to the interpreting mode a new page of output headed with a title is printed. There is a problem involved here in that some of the output in either of the above two modes may take more than one page of printing (i.e. 60 lines), and thus when a new page is automatically begun by the line printer, no title will be given and the page number will not be incremented. The result is that the title may not be printed at the top of each new page and this causes the page counter present in this routine to be incorrect.

The problem could be solved by placing a line counting statement such as LCOUNT=ICOUN'+1 whereever the printing of a line of information occurs. Thus when the line counter reached sixty, the page counter could be incremented.

Subroutine PACK

Note (1)
Both subroutire PACK and UNPACK use non-ANSI Fortran coding to accomplish their tasks. The former uses the CDC ENCODE statement to pack up to a maximum of 80 characters stored one per word into 8 words having 10 characters each. The latter routine performs the reverse operation of unpacking 10 characters per word into a one character per word form by use of the CDC DECODE statement. In both cases an 80Al format statement is used.

The above operations are needed when packed characters are to be examined singly and then repacked into their original form with any necessary changes made.

APPENDIX F

COMS FORTRAN PROGRAM LISTING
\(\mathrm{F}-1\)


```

G -INITAL INITIALIZES ALL JICTIONARIES ANOLIST STOOAGE
CG ENTER RULE RENUING MOUE. PAGE PRODUCES A PAGE HEADING
101 CBULTOASE
MPITE(NOUTAP,203)
200 FORMAT:* BEGIN READING QULES.*/1
C
I=LOAR( (xX)
GOTO (100,107,109),I
107 KETURN
C ENTER PULE INTEPPQETINS MDOE
OOg CALLFAGE
MOTTE(NOUTAP,2O1)
SAL INEEDP
201 FORMAT:NBESIN INTEOOPETINS RULES.*/1

```

```

    LHECK FOR SEGONO LEFT JAPENTHESIS IN THE REMAINING GHAOACTEPS
        IF=INDEX{GHAR{ISG:OSO-I,PAPENL)
    C -OSTAINTHELENGFYOFTHE PHLE NAME
    C
**:NJTF(3)
NCHR=j-1
IF(NZHP.GT,NAMLIM) NOH?=NAMLTM
C IACYTHERULENANE INTZ FHE VARIABLE-RNAME- ANJENFER IT IHT THE-
CALL PAOK(CHAR(IBG), RNAME,NCHP)
-DEFINEZ IS AN ENTQY PJINT TN THE FUNOTION -LOCATE-
I = OEFINE(RNAME,UICT)
C JSTGIV THE LENGTH OF THE REST OF THE RULE AND DACK IT INTO THE ARPAY
LSTORE(I-4) = 81 - IBÍ - J
C
C**NOTE(4)
C

```


```

    OPERATUR OR GO-TJ (RULE NAME) SURGUUNTED EY PADENTHESES
    TEST FOR A RIGHT DNPEVHHESIS - IF NUNE FOUND THE CARD IS IGNOPED.
    J = INDEX(CHAR(IBG:,タ7-I,DAPENP)
    ```


\(\qquad\)



    IF =INNEX(IHAR, LCHAR, PRMR,2)
    RULE IS A PUSH-DOW RULE GONTAINIVG A SEQUEWSE OF RULE NAMEG.
OLAEE THE DULES ON THE PUSHON STAGK
        CALL PUSH(CHAR,I-I)
        GO TO 3
C BEGIN INTERPREIIVG THE PULE
        \(N B E G=I B R E A K+2\)
    FIND THE RIGHT PAREN ENIING THE rO-TO SEGTION OF THE OULE
        NENQ = INDEX (CHAR (NBEG), LCHAR-NSEG+1, OAPENP)

\(C\)
\(C\)
\(C\) FIND THE SOMMA WHICH MAY 3E IN THE GO-TD SEOTION
        NCOM \(=\) INDEX \(\{C H A R(N B E G)\), NCNT, CDHAA)
        IFCNOOM.NEEO) GO JO 5
C NO COMYA FOUND, SO ONLY OVE GO-TO NAME. SET -FNAME- AND -TNAME-
IF(NONT.GT.NAMLIM) NINT = NAMLIM
\(\underset{C}{C}\) PACK THE FIRST RULE NAME INTO -TNAME-
        CALL PACK (工HAR (IBEG), TNAME, INCNT)
        GOMME \(\overline{=} 10\) TNAME
```

C TWO NAMES PRESENT. SET -TNAME- TO THE FIRST AND -FNAYE- TO THE
anco
SECOVD

```


```

        CALL PAGKEHAR (NRE
        NOGT = NENJ - NGUM - 1 B IF (NONT.GT. NAMLIM) NONT=NAMLTA
    ${ }_{C}^{C}$ PACK THE SECOVD RULE NAME INTO -FNANE-
GALL PACKiChAR(NBEGI, FNAMF, NLNT)
C BEGIN BREAKING DJWIN THE BOUY SECTIJH OF THE DULE

```

```

© x NOTE(3)
C
C THE FOLLOAING CODE DEFINE THE VAKIJUS NAYS IHAT INTFRPRETATION OF A
C RULE BOOY MAY SOME IOEANE END
C CONTROL COMFS HEPE IF NO ERPJRS HAVE JCUURREU, AMD ALL GPERATIOMS ON
C THEMEFT SIOETF THE BJYY WERE SJGCLSSFULLY UAROTFD RUTATSELF
601 IFIRNAME.NE, ENJ.AND. RNAME.EO. INAME GO TO 10
601 RNAKEAL TNAME $-G O$ TJ 4
C SUNTROL CJMES HERE IF SOME JPERATION ON THE LEFT SIDE HAS FAILEG
602 It (RNAME. NE, ENJ.AND. RMAYE.ER.FNAME) GU TD 10
RNAME = FNAMEGOU TO 4
C COHTROL CJMES HERE WHEY AN ERROR OCOURE
775 WRITE (NJUTAD. 775 ) VNAME S GT TU 672

```

```

777 WrIt

```


```

C. CHEGK FGR / ENDING THE NEXT VARIADLE NAME OR ASSOCIAIIVE JPERATOP
C
110

```


```

C CHECK FOR THE * (THE I-O JPERATOQ) IN FQONT OF THE VARIABLE NAYE

```

```

$12 \quad N B G=N S G+15$ NGMF $=N C N T-1$

```

```

13 IFICHAR(NBGONE.SHAQP) GPTO14
IEVAL = TRUE. G GOTO 12
CHECK FOR + INUIGATING ASSOCIATIVE JPERATOR
IF (OHARGNB=E) EQ.ANPERS) 50 TO 10

```

```

    PACK THE VARIABLE NAME INTO - VINAME-
        CALL HACK(GHAR(NBG), VNAYE, NONT)
    ***NTE(2)
C
IFIISIDE.EQ.1.OR.IREAM GO TO 19

```

```

16 DO 17 IOP=1,3
C COOAVO- IS AN ARRAY WHIGH IS INITINLIZEO IN SUBROUTINE -SETOIST-
IF(CHAR(NFEG+1).NE.GJMNO:IJP)) GO TO 17

```

```

17 IFITOPGGTIS CALL GETNU.I(NTRAUK,CHARINUEG+2), 1, LO B GT TO 37
C
$C$
$C$ INCORRECT FORY OF AN ASSOSIATIVE MEMURY CALL

```

```

80000
__- IS THE LENGTH OF JNE SECTTON

```

```

***NOTE(4)
C

```


```

    I=TNDEXICHARGISTART+L
    SENO THE JURRENT SEGTIJN OF BJUY TO FUNLIION -IPATRH-
    NBEG=ISTART+L S I=IPATRN(TOP,ISIART,L) # GO TO (599,502,775,777),I
    PATTERN IS CUMPLETED, JO IO APPRUPKIATE SLCTIUN OF COJIMS
    **NNJTE(5)
C99 JO2 = IJP+ i, 5G0TTO (500,010,611,612), J0F
600 IF(ISIOE.E2.0) rO TO 11
C SALL THE EVALUATOR SENOIMG IT THL STRING OF CHAPAETERS OUNTATNEO IN
C IF(IEVAL) CALL EVAL(TEMP,LTEMP)
C PACK THE OHARACTERS IN ARRAY -TEAKO (STORED ONE OER WJRJ! INTO
CALL PACK(TEMP,SIORE(1,LOS-4),GTEATO) \& LSTORE(LOC-4) = LTC:AB
TEST IF CUTPUT OF PIGHT WANDSSIDLGL.E. OIGHT HANJ SIJF OF EQUAL
IF(TRACE) WRITE(NOUTAS,ZU4) VNGME, (TEMP(J),j=1,LTEMO)
C IS PUNCHING OF IHE SANAE REUUIPED

```

```

    FUNATIOV IOATRN(IOP,ISTART,L)
    C
***NOTE(1)
COMMON/SWTSHS/IVAL{OS:,LPNOH,IEVAL,INUT,ISTOR,TREAG,ISJNE,NVARB

```






```

    INTEGER DEFSYM,TEMP,NORK,UOLLAR,RNAME, LAD,OHAR,QUORE
    ```

```

    LOGICAL TSTOP
    IPATON=1
    INITIALIZE FOR PATTEPN LOOP
-IEND- INOICATES THE POSTTION IN THE GHARAUTER STRING LUCATED IN
ARRAY -CHAR- JF THE ENIING SLASH FOR THE PRESLIVG SECTION DF
OPERATORS BLING PROCESSED GY -IPATKN!-
TIDRIVE- INOICATES THE FIPST POSITION OF A FATTERNOP=OATOR IN
THE SHAKACTER STRING SENT TO -IPATRN-
FNBEUG INDICATES THE PJSITION IN -GHAR- AFTEK THE ENUING SLASH
-NVB- INDICATES THE NUGBER OF THL CURRENT PSEUDO DESISTER TN USE
IEND=ISTAQT+L-1 IDRTVE=ISTAQT S MOEG=ISTART+L
ISTJP=.FALSE.S INOR<=1 :NVB=NVAOS+1
THIS IS THE PATTERN LOJP. EVERY TIME WE ARE REAJY FOR ANOTHER CHUNK
LOUK FOR THE FIRIT PLUS SIGN IN THL OIFRATOQ STPING

```
34 IPLUS = INJEX(SHAR:IJPIVE),IENU-IORIVE,FLUD)
34 IPLUS = INJEX(SHAR:IJPIVE),IENU-IORIVE,FLUD)
***VJTE(2)
***VJTE(2)
    IF(IPLUJ.NE.J) GO TO 35
    IF(IPLUJ.NE.J) GO TO 35
    NJ + SIGN CAN BF FOUND AFTEO THE NEKT OHUNK OF PATTERN THTS
    INDICAIES THE ENO OF THE PATTERN
    SET - I LUS- IO OVE MORE THAN NUMBEK OF UHARAOTERS BETWEEN SLASHES
        IPAUS \(=\) IEND \(-\operatorname{IORIVE+1}\)
    SET END OF PATTERN INDI二ATOP
        ISTOP = .JPUE.
C**NUTE(3)
        IFITLUS.E2.1) \(G O\) TO 33
GO TO 36
C SHECK FOR OUOTE AT BEGINNING OF STRINR
35 IF (CHAR(IDRIVE).NE: DJOTE) GJ TO उE
C LOOK FOR SECOVD QUOTE
        IQUOTE \(=\) INDEX (CHARIIDRIVE+1), IENU-IUOIVE-L,QUOTE) +?

        IF(IPLUS.GE:IQUOTE) 30 TO 35
    \(C\) GUECK FOR NO FOLLDNING PLUS SIGNS AFTFR THE ONE FOUND INRETNEEN
\(C\) QUOTES (E.G. IVA+3¥ /)
        IF (IOLUS+IURIVE-1.EQ. EENJ) ISTOP = •T?UF.
        -JSTRT- INOICATEJ THE DOSITION OF THE FIZST PATTERA OPERATOR IN
        JSTRT = IDPIVE
```

C - USTOP- INOIGATES THE OOSITIUN OF THE LAST PATTERN OPEPATME
JSTOP = TPLUS + ITPIVE - 1
-IORIVE- INDTOATES THE EQSITIDA OF IHE NEXT OATTERN OPERATOR IN THE
CJRKENT SECTIUN OF PATIEON
IDRIVE = IDPIVC + IP_US
$C$
$C$
$C$
$C$ ACHARE GONTAINE FIRST IATGERN OPFRATOR OR FIRST DHAKAUTER OF FIPST
JCHAR = CHAR (JSTRT)
CHNJTE(4)
C
ICHAR $=$ LCS (JU゙HAR, 6 ).AND. 773 L = IVAL(IOHA?)

```


```

333 IURIVE = IJRIVE + i 5 GJTう 36
C LEFT SIDE PATTERN MATCHINT OHERATION
S61 GOTJ $481,777,57,333,65,777,75,77,777), L$
C LEFT SIUE, ASSOCIATLVE FINT OPERATION
362 GU TO 1777,53, $1,1,333,777,777,62,777,7771, L$
C LEFT SIDE, ASSOCIATIVE AQEESS OPGRATION
363 GO 「O (777, E0, 777, 333,777,777,777,777,777), L
C RIGHT SIDE, CJMPJSITION OPEPATTON
C 564 GO TO $677,51,777,333,777,41,37,33,7771, L$
C RIGHT SIUE, ASSOGIATIVE STORE OPERASION
365 GOTO (777,54,777,333,777,777,369,777,777), L

```
```

C PROCESS RIGHT SIDE LOMPOSITION STRLNGS
C
**NOTE(5)
C SROCESS QUOTEO STRINGS FOF ASSOCTATIVL DTORE OPERATISN
C -NST- KEEPS TRACR OF THE PARTTCULAR ENENGNT OF THF SURRENT NGTUPLE
CBENG CONSIDERED (T IAT IS. -NST- CAN EDNAL 1, 2, 3 OQ 4)
JEFINE THE STRING AJ PAYT OF AN IMTJPLF IN THE ASSOSLATIVE MEMODY
369 NST=NST+1 % NTUP(NST)=DEFSYM(CHAR(JSTPT+1),IPLUS-3) \& GN TO 3J
C DROCESS QUOTES STRING こOMPOSIILON OPERATOR
: -NCHR- CONTAINS THE LEVGTH OF TH= QUOTEJ STRLNG
GALCULATION OF - NDIFF- ENSURES WOMOFF IHAN \&N CHARACTERS AFE FOMPOGFD

```

```

    NCHR=IPLUS-3 5 NOIFF=LINLIMELTFMP
    IF(NGHR.GT.VDIFF) NCHR=NDIFF
    C MOVE THE RENUIREJ UHARACTERS FROA THF OPGPATOR STRING TO THE STOLAE
C BEING JOMSOS=OAND RESEI
CALL MOVE (CHAR(JSTPT+1),TEMP(LTEAP+1),MCHR)
LTEMP=LTEMP+NCHP \& GJ TO 33
C PROCESS \& FOLLOWEJ DY A.A INTEGEP
C THE INTEGER FJLLOWING THE \& JPERATOK IS FOUN!j ANJ PLA:ED IN -I-
C
C**VJTE(7)
C
I = I - 1
C IG -I- EXJEEUS -LINLIM- IT IS RESES YO -LIMLIM-
IF!i.OT.LINLIM) I=-INLI'M

```

```

C IF THE NUMBER OF GHARASTERS RERUESTEU IS FREATEK THAN THE NUARES
C SQESENTLY IN THE STAING IN PSFUNO REGIOTER -I-ATHEN BLANKS ARE
C TODES JN THE LEFTSIGE JF
C IF\{L:GE.M) GO TO 382
$L I M=M-L$
$00381, J=1, L I M$
381 TEMP $(J+L T E M P)=1 H$
C OONCATENATE THF STRING IN PSEUDO REGISTEN-I- TJ THAT IN -TEMR-

```

```

${ }_{C}^{C}$ AN ELN,M OPERATOR WAS ENCOUITTERED
$\stackrel{C}{3} 83$
LF\&.GE.M) $\mathrm{LO}=\mathrm{MO} 385$
$L I M=M-L$
CALL HOVE (WORK (I, I), TEMP (LTEMP +1),L)
DO $334 \mathrm{~J}=1$,LIM
C. BLANKS ARE AOOED TO THE RIGHT SIDE OF THE CURPENT COMPUSEU STRLNG
384 TEYPILTEMP+L+J: $=1 \mathrm{H}$
384 GOTOJ3G
335 CALL MJVE(WJRK (1, I), TLMP(LTEMP+1), :i)
G RESET THE NUMBER OF CHARAETLRS IN THE RESULIENG SOAROSEO-STPING

```

```

30
F NJTE(8)
$\stackrel{C}{C}$
PROCESS A RIGHT SIDE ASSUCIATIVE STORE. FUR EXAMPLE +F/1+z+5/
OBTAIN THE PSEUDO REGISTE? NUMBEN REFEPENOED ANU STOKE IT IN -T-
COO CALL GFTNUM(I,CHAX (JSTPT), JSTOR-JSTPT, 1)
C INCREMENT THE NTUPLE PJSITION IN WHISH THL GOMTENTS OF PSEUUO
C REGISTER - I- WILL BE STJRTJ, ANO STORE IT IN TAES OOOITTGN

```
```

        NST=NST+1 & NTJP(NST)=DEFSYM(WORK(1,I),LWORK\I): F %O TO 33
    PPOCESS THE RIGHT SIOE COMDOSITIMN OPERATOR CONSISTLNG OR A PSEJJN
    REGISTER NUMBEP.
    GALL GETNUY(I, CHAR(JSTRT),JSTOP-JSTRT,1)
    IF MORE CHARA:TERS ARE TO ZE PLASEO IN THE COMPUSEO STRING THAV ARE
    ALLOWED (I.ESTHE STOING NUULUEXSESO -LINLIM- CHANACTEOSS THE
    ```

```

    NCHR=LNORK(I) S NOIF==LINLIH-LTEMP S LF(NOHS:ST.NMLFF) NDHR=NJIFF
    CALL,MOVE(GORK(1,I), FEMEILTEKN+1) -NGHP)
    ```

```

    WORK ON PATTERN MAJCHING FOP LEFT SLUE OF OULE BMOY
    BEGIN PROSESSING OPERATORS FJR FINO ANO ACCESS
    PROCESS ASSOCIATIVE ACBESS
    NST = NST + + 
    GALL GETNUMINTUP(NST),EHAR(JSTRT),JSTOP-JSTRT,N) $ GOTO 33
    PROCESS ASSOCIATIVE FIVI REQUEST DEALING IIIH A UOLLAR SIGN
    NST=NST+1 & NTUP(NST)=J & GO TO 33
    OROCESS ASDOCIATIVE FIND RFQUEST UEALTNG WITH A LITEPAL
    IPLUS-3 CJNTAINS THE NJMBEK OF GHARAUTERS IN THE LITERAL STRING
    NST=NST+1 & NTJP(NST) =LOJSYM(CHAR(JSTPT*1),IPLUS-3) & OJ TO o5
    JROGESS ASSOGIATIVE FIVT PEQUEST DEALTNG WITH-A.PSLUDD REGISTER
    NUMBER
    CALL GETNUM(I,VHAR(NSTRT):JSTOP-JSTRT,1)
    GHECK IF THF دSEUDU RE'ITSTER GONTAINS A ONLLAR SIGN
    IF(WOrK(1,I).EQ,JOLLA?) GO TO 61
    NST=NST&1'D NTJP(NST)=LOCSYM(WUNK(1,I),LWORKIT))
    ```
```

65 IF(NTUP(NST).LQ.j) GJ TO 5U2 \$ GOTO 33
WORK ON - OPERATOR
***NJTE(G)
C
COBTAIN THE NUMBER FOLLOWINT THE UOT MNO STORE IT IV -T -
66 GALL GETNUY(I,GHARGJSTRT+1},JSTOR-JSTDT-1,1)
NCHR = MIMO(8O-LWORKRI), JSTOP- JST:T+1)
J_ LGORK(I) + MOVE{CHAR(JSTRT-1), WوRK(J,T),MCHR)
CALL MOJE(WORK(1,I),SHAR(JSTPT-1),LWORK(I) +iNCHR)
JSIOP=USTON+LNORK(I) S NEND=NENO+LWNFK(I) S RNAME=ENO \$ GO TO 3:
C WJRK ON DECOMPOSITION JPEPATORS GEGLNNIGG WITH B
C
C7 NVARB = NVARB + 1
C TESTIF THE DPERATOR ISGSIMPLY A DOLLAR SIGN BY ITSELF OR ONE OF IHE
C
IF(JSTOP-JSTRT.NE.1) GOTO59
G**NOTE(10)
C
C IF -ISTOP- IS TRUE THEV THERE ARE NO MORE OPERATORS IN THE GURQENT
C SF OPERSTOPETMSNGG
IF(.NUT.ISTOP) GO TO 58
C RECALLTHHAT STRINGS BEING OPERATED UN AQE STUREJINGTHE ARPAY-TFMP-
C NITHYHEIR LEVGTHS IN-LTEMDE
LWORK(NVARB) = LTEMP - IWORK + 1
CALL HOVE(TEMP(IWORKI,WOF$1,NVARB),LWORK(NVARS))
C**NOTE(11)
C
```
```
        GOTJ 33
C**NOTE(12)
C
    WORK(1,NVARG)=JSHAR S LWORK(NVARFJ=1-5-GO-FO-G-S
    THE JOLLAR SIGN DLITERAL OPERAIOR IEGGO SAABO#) ANJ IHE USLLAR STGH
        O\mp@code{MR GXAMIMEO HED}
        IF(CHAR(JJTRT+1).NE.QUOTE) GO TO 71
    START NURK ON $ FOLLONED &Y QUOTEO STTING
C**NOTE(13)
        -IST- IS A TEYPORARY POINTER TO THE GURRENT POSITION IN THE TMPIJT
        SiRINo
        INITIALIZE NUMBER OF CHARASTERS IN GURPEIT PSEUDO REGISTER TO ZEOO
        IIERIS THE NUMBER OF CHARAOTERS LN IHE LITERAL FULLJWIMS IHE O
            IST=U $ LWORK{NVARES=0 F I=IPLUS-4
        TESI IF PRESENT POSITION IN LNPUT STRING IS GREATER THAN THE NUMBER
        OF CHARAUTERS IN INPUT STRING
            IF\INORK+IST+I-j.GT.LTEMP! GO TO 75
        COMPARE -I- SHARAUTERS STARTING FRUM THE CURKENT IHPUT STRING
            IFIINOEX(TEYP(IWORK+IST:, L,GHAR(JSTRT+2:,I).NE.1) GO TO 75
C**NOTE(14)
C
    J=LWORK(NVARS) +1 $ CALL MOVE(CHAR(JSTr:T+2),WORK(J,NMARB), I)
```

```
    PROCESS
```

START WURK ON THE JOLLAR SIGN FOLLOWED 3Y AN INTEGER
START WURK ON THE JOLLAR SIGN FOLLOWED 3Y AN INTEGER
OBTAIN IHE NUMBER FOLLOWING THE DOLLAR STGN ANT STOOE IT IN -I-
OBTAIN IHE NUMBER FOLLOWING THE DOLLAR STGN ANT STOOE IT IN -I-
    GALL GETNUY(I,GHAR(JSTPT&1),JSTOr-JSTOT-1,A)
    GALL GETNUY(I,GHAR(JSTPT&1),JSTOr-JSTOT-1,A)
    IF THE CURRENT PJSITIOV SSTMREO IN -TNOKK-I IN THE IHHUT STKING PLUS
    IF THE CURRENT PJSITIOV SSTMREO IN -TNOKK-I IN THE IHHUT STKING PLUS
    IHE NUYBER OF KEMAININJ CHAPAUTE-S TO BR MAICMCO OTHIS NUUBLR STOPED
    IHE NUYBER OF KEMAININJ CHAPAUTE-S TO BR MAICMCO OTHIS NUUBLR STOPED
    IN -ITIIS GREATER THAV THE TUTAL LENGTH OF THE INPUT STRING ISIOJSD
    IN -ITIIS GREATER THAV THE TUTAL LENGTH OF THE INPUT STRING ISIOJSD
    IF(I+IWJRK-1.GT.LIEM') GO TO 6.j2
    IF(I+IWJRK-1.GT.LIEM') GO TO 6.j2
    MOVE THE - I- CHARAUTERS SPECIFIEU BY THE DOLLAR - TNTESER OPFRATOP
    MOVE THE - I- CHARAUTERS SPECIFIEU BY THE DOLLAR - TNTESER OPFRATOP
    FPOM THL SURRENT INPUT STQING INIO THE CUQRENT PSEIJO RFGOSTYO.
    FPOM THL SURRENT INPUT STQING INIO THE CUQRENT PSEIJO RFGOSTYO.
    CALL MOVE(TEAP(INORKI,WORK(1,NVARB),I) S LHORK(NVAR3)=I B GOTO 75
    CALL MOVE(TEAP(INORKI,WORK(1,NVARB),I) S LHORK(NVAR3)=I B GOTO 75
    WORK UV & FOLLONEJ BY AN INJEGE?
    WORK UV & FOLLONEJ BY AN INJEGE?
    JFTAIN THE NUMSE? AFTER THE \downarrow AND PLAEE IT IN -I-
    JFTAIN THE NUMSE? AFTER THE \downarrow AND PLAEE IT IN -I-
    NVARB=NVARR+1 S CALL GETNUM(I,CHAR(JSTRT+1:,JSIOP-JSTRT-1,1)
    NVARB=NVARR+1 S CALL GETNUM(I,CHAR(JSTRT+1:,JSIOP-JSTRT-1,1)
    DETERMINE IF THE OURRENFPOSITION IM THE INPUT STRING GSTORED TN
    DETERMINE IF THE OURRENFPOSITION IM THE INPUT STRING GSTORED TN
    -IWORK-S IS PASSEU THE UESIRED COLUMN NIMBER GSTOREO IN-I-S
    -IWORK-S IS PASSEU THE UESIRED COLUMN NIMBER GSTOREO IN-I-S
    IF(INORK.GE.I) GU TO 74
    IF(INORK.GE.I) GU TO 74
    IF THE TESIRED COLUMN VUYBER IS GREATER THAN THE TOTAL LENGTH OF TRF
    IF THE TESIRED COLUMN VUYBER IS GREATER THAN THE TOTAL LENGTH OF TRF
    IF(LTLMO.LT.I-1) GO iU 502
    IF(LTLMO.LT.I-1) GO iU 502
I-IWJRK GIVFS THE NUMBZR OF UHARALTERS TO BE MOVEJ FROM THE IVPUT
I-IWJRK GIVFS THE NUMBZR OF UHARALTERS TO BE MOVEJ FROM THE IVPUT
STRTNG TO THE CURRENTBSEUBO REGISIEQ
STRTNG TO THE CURRENTBSEUBO REGISIEQ
    CALL MOVE(IEMP(IWORK),WOKK(1,NVA<E!,I-LWORK)
    CALL MOVE(IEMP(IWORK),WOKK(1,NVA<E!,I-LWORK)
THE NUMDER OF QHARAUTEPS TOVEO IS PLALEO IN -LWORK{NVA??)-
THE NUMDER OF QHARAUTEPS TOVEO IS PLALEO IN -LWORK{NVA??)-
    LWORK(NVARQ) = I - IWJRK $ 60 TO 7F
    LWORK(NVARQ) = I - IWJRK $ 60 TO 7F
SONTROL COMES HERE TF THE CURRENI POSITION IN THE INPUT STRINGTS

    IWORK \(=\mathrm{I}$ \& LWURK (NVARB) $=0$ G GO TO 76
WORK ON LITERALS
THE NJMBEP OF GHARAGTERS INBETWEEN THE RUOTES IS GIVEN BY IFLUJ-3
NVARB=NVARB+1- $\Rightarrow$ LWORK (NVARF) $=1 P L U S-3$
MOVE THE YATIHEJ CHARAこTERS INTO THE GIPRENT PSEUJO REGISTER
CALL MOVE(CHAK (JSTRTH1), WOPK (1, NVARQ), LWORK (NVARB)) S SOTO TS
THE FOLLONINS CODE WILL FLND THE LEFY-MOST STRING WHIJH WILL MATOH
A LITERAL FROY THE COLLGTION OF LITERALS SIOSEUVBEER A VAPIABLE
IVCREMENT THE PSEUNO REGISTEP FUMBEP
PACK AND LOOK UP THE VAYIABLE NAME
NVARB=NVARB+1 © CALL PACK(CHAR (USTKT), I, JSTJO-JSTPT)
IF FAE NAME CANNDT RE GUUNG IN THE IICIIGNARF AN ERROR HAS
OCCURRED
LOC = LOCATE (I,OICT) S IF (LOC.EQ.O) GU TO 775
OBTAIN THE NUMBER OF CHARAGTE?S IN THE STRING REFERENCED ANT OLAGF
JCHAR $=$ LSTORE (LOC-4)
UNPACK THE COVTENTS INTO THE 80 NOPD ARRAY -EXTRA-
CALL UNDACK(STORE(1, LOこ-4), 二XTRA, JLHAR)
FIND THE PAIR OF RIGHT PRRENS AT THE ENU OF THE GOLFOTLON OF
IF TWG RIJHT دARENTHESES ARE NOT FUWND, AI ERRUR-HAG-DCOURRFD
```-PRNR IS IN THE SOMMON BLOSK -RESOVO- AND IS IM^EOIATELY FOLLOWFD     BY -3ARENR-. BOTH THESE VAKIASLES ARE INITLALIZEJ IN SUBOOUTINE     -SETJIST-     JEND = INDEX(EXTRA,JSHAR,PPNR,2) B IF(JEND.EQ. 3) GO TO 77? ***NOTE(15) -IST- IS A CHARACTER POSITION POINTER IN THE LITERAL COLLEOTION     OATIFRN STRIVG A UU ALWAYS INOTCATES THE FINST CHARALTEP POSTTIUN OF     THE lIFERAL NJN JEING JSEU FUQ MATCHING         IST = 2 NFND = LTEMP - INORK + 2     FIND TKE NUOTE AT THE END OF THE NEXT LITFRA:     IF NO MORE QUOTES CAN 3E FOUND THE LITERALS IN THE COLLFOTION     PATTERIN HAVE ALL BEEN TESTED     NQ = INOEX(EXTRA(IST), JEND-IST,QUOTE) S IF(NQ.EO.0) GO TO 83     JCHAR = NQ - 1     SEL IF THE LITERAL CAN BE FOUNJ IN THE STRING SLING MATOHET     IQ = INTEX(TEMP(INORK),LTEYD - IWORK + 1,gXIRA(IST),JOHAR)     GILTE SONTAIVS THE LITERAL STRING POSITION OF THE LITFRAL JUST     SET IHE POINIER TO THE FIRST POSITION OF THE NEXT LITEQNL IN THE     COLLECTION PATTERN     IF A YATCH IS NOT FOUNO IIQ=UI OR THERE IS STIEG A POSSIBTLITY OF A     AGAIN AT دTATEMFVT %?     ILT = IST & IST = IST + NU B IF(IO.EO.O.OR.IT.GL.NFND) GO TO 8?     LITERAL FOUNJ TO THE LEFT OF ALL PPEVICUSLY FOUVJ LTTEOALS     STORE IHE MATBHEJ LITERAL IN THE PRESENT DSEUOONEGTSTER-REFERENOET,```
```CO WITH THE NUMBEP OF GHARANTERS IT HAS IN -LWORK-     CALL MOVE(EXTRA(ILT), WJRK(1,NVARB),JCHAP)         LHORK(NVARB)= JCHAR S NFNU = ICS GOIT ?? C COUN3 &3 IF(NFNO.EQ.LTEMP-IWORK+2) GOTO 6O2 & GOTO 7%     THE FOLLOWINS COJE TAKES SARE OF CLLAN UD AEIEP ANY OF THE     OPEPATOPS GIVEN AELOWARE EXFOUIED&     S FOLLOWES BY A QUOTEDSSNTHG     * FOLLOWED GY ANI INTEGE?     LITEaAL     DETERMINE IF THERE ARE MOEE OPERATORS TO FOLLON         IF(.NOT.ISTOP) GO TO 77 ***NOTE(15)     IST = LIEMP - LWORK(NVARB) + 1         NFNO = ISTM-INORK + I         IF(INDEX(TEMP(IST),LNORK(NVARB),WORK(L,NVAPB),LWORK(NVARQIO.NE.11         1GGOT0750     THE POSITION IN IHE INJUT STRING WHERE THE GURQENT MATUH WAS MAJE IS     PLACED IN -NFND-     NFNO = INDEX(TEMP(IWORK),LTEMP-IWORK+1,WORK\1,NVAQB),LNORK(NVAQZI)     THE NULL STRING IS MATJHED IF LWOPK(NVARB)=?         IF(LWORK(NVAPU).EO.J) NFND = 1         IF(NFNU.EQ.O.UR.(NVB.EQ.NVARB.ANU.NFNO.NE.1)\ SO TO 5ח2     TESTGTHE NUABER UF MATIHFS MADE INUICATET BY THE NUMBEO OF PGEUOO     IF(NVARY.LE.1) GO TO 8O```
```Cin*vote(17) C IF(NORK(1,NVARB-1) .NE.DOLLAR) GO TO 79```

```    LWORK(NVAPB-1) =NFNO - 1         CALL MOVEGEMD(IWORK), WORK(1,MVARE-1),(WUOK(NVARZ-1)) C*FNOTE(18) G9 IF(NFNO.NE.1) GOTO502 C THE PRESENT POSITION POINEER FOR THE INPUT STRIMG IS RESET C     IWORK = IWORK + NFNU + LWORK(NVARB) - 1     THIS IS THE END JF THE PATTERN LOOP         IF(.NOT.ISTOP) GO TO }3         REIURN 602 IPATQN=? L RETURN 777 IPATRN=3 $ ROTURN I```

## SURROUTINE SETJICT（I）

```
THE SUBOOUTINE - SETDICT- IS NEVERCALIFO FROH ANOTHER NUUIINE
GTHIS UF COURSE IS GUE TO THE FAGT THAT NO EXLUPTIDNSTATEMENTS
OCCUR): UNLY THE ENTRG POINT -RDLEX- IS-GALLEO-FROA FHE FUNSTION
-Loaj-.
THISIS A MACHINE ANDGGYSTEG JEPGNDENT RUUTTNE TO SET UF
    COMMON/EWTCHS/IVAL (SJ),LPURH,ICVAL,TOUT,ISIOP,IDESU, IDIDE,NVAO?
```



```
    1 NPWSH,READL, ENU, EQUL,QUNTE, PLUSPARENLGREAK,P?YZ,OARTNR,COMMA,
    2 ATSIGN,PERIOD,DERCNT,AMDERS,UOLLAR,ASTPSK, SHAPP, COMND(z)
```




```
    2LOHAS,TEMO(80), LIEMP,NTUP(4,NST, EXIDA(OBS,NAMLIM.LTNEIA
    LOGISAL LPNOH
-NANLM- IS THEGENGTH,IAIT (IN NUMBER OF OHARAGTERS) OF DULE NA:AES
```



```
-LINLIM- IS THE INPUT-JUTOUT CHARALTEP STRING LIMIT
    uAata NA,MLIM,LINLIM/10,80/
    UATA EQJAL.QUOTE,PLUS,PIRENL,PARLHR,COHMA/1H=,1HA,1H+,1H(,1H),1H,/
    DATA ATSIGN,PERIDD,OERNT,AMPERS,DOLLAO/1H4,14.,1HE,14+,1H3/
```



```
    -S-, -F-AND -A- REFER TO THE ASSOCMATIVE MEMURY OOMMANOS -STORE-,
-find- anu -AこCEjS- RESPECTIVEly
    DAIA CO,AND/1HS,IHF,1HA/
    DATA BEGIN, 三NO,EOH,ESHOFF/7HNESTADT, 3H-NO,4HEUHO, 5HNJECHO/
```



```
    DATA FNOH, VPNH,LFNCH, PEAULISHOUNOH:THMOPUNCH, FALSE.,GHEEAOLXIN-
    DATA IVAL\25*1,10*2,5*3, 子, 3,4.9,5,5,3*9,7,4*9,8,5#01
    NAYE-IST/DAIA/ECHO,PARENL,PARENP,ETH,CCHOFF,BIGI:, EJFF,CHAR,DNAME,
    1 TNTAP,NOUTAP, TRACE, VAMLIM
    RETUPN
    ENTRY DJLEX
PERFJRM A FORTRAN -NAMELIST- DENO
```



SUBPJUTINE TNITAL

```
C
```



```
        COHMON/ANFO/LFSEE,LOSIRO,IBASE
```



```
    1,jujNk!+
```



```
    1,Lw0Pk(j)?L5102E(257)
        Logioal EOTo, t zaut
        IMEGER DIET, X,J0F,HASH,SYM301
        DATA ECHO,TRACE,INTAJ,NJUAAP%TRUE., FAESE.,D.5/
    -itoon is used as the index to ampay -pushdiv- in subrjutine -avih-
    ITOP = 0
    THE JARIABLES -IFREE-, -IBASE-: -LHASH-, NXFRE-, AND THE ARRAY
    IFREE = XLOSF(LIST)
    UO1 I=1,3.399
    LISIITS= IFREG+'I_
    LIST(40.0)=3
    LHASH = 500
    OO2 I=1,LHASH
    HASH(I)}=
    NXTFRE= XLOOF(SYMBO_)
    THE ARPAY -DICT- IS USEO IN FUNCTION -lUCATE- FOR RULE NAME
    STorage
    DIOT(1)=257
    BOH T=2,261
    OICI(I)=0
    EETUPN
    END
```

```
        SUBROUTINE PUSH(CHAR,IM1)
C
C
**NOTE(1)
O
    COMMON/STORU/OTOT:251),WOOK(3u,9),SIORE(8,257),PUSHDV(100), ITOP
    1,WWTK(9),GTOSE(257)
        INTEGER COMMA, SHAR(2)
        GATA COMMA/1H,/
C
C FTM1- OOINTO TOGTHESN
    ILSSTN1 = IM1 1
CHTHE TO LOUP ZOUNTS OUT IHE TOTAL NUMBER OF OHARASTEYS TM THF STOING
```



```
C DO 5 J=1,IM1
C
        NXT = I - J
C SEARCH FOR A GOMAA SEPENATIWG TWO OR HORE PULE NAAES IN THE STRHNG
C
    SEARCH FOR A SOMAA SEPESAIING TWO OR HORE PULE NAMES IN THE STRDNGG
        IF(CHAR(NXT).NE.UOMMA) S? TO 5
C
***NOTE(2)
C
IF(ILST.EQ.NXT) GO TO }
C IF -ITOR-IS EOUHL TO 1O0, II IS NUT INORLMENTED ANUEACH QOLE NAME
```



```
C
    IF(ITOP.NE.1UU) ITOP = [TON + 1
C C -NCNT IS SET TO THE NJMBER OF CHARACTERS INTHE QULE NAME. IF THTS
```

```
        NCNT = ILST - NXT NGNT = NT.10
```

$C$
$C$
$C$ THE RULE WAME STOPED UNDAGKEJ IN -CHAO- IS OAEKED IATO THE-MEXT
CALL PAOK(CHARINXT+1), PUSHON(ITOP), NCNT)
-ILST- IS SEI TO PUINT TJ THE LAST UHAEAETER OF THE NEXT JULE NAME
BEING EXAMINED
CUSTEVEXT- 1
C~*NJTE (3)
C NJTE
IF(ILST.EQ.O) RETUON
$C$
$C$
$C$ ENE SAME JPERATIONS AS AROVE APE OEPEATEJ FOQ THE LAST OULE INME
$\stackrel{C}{C}$
IF(ITUP-NE.100) ITOP $=$ TTOP +1

CALLPA
RETS

```
    INTEGGR FUNETIUN FINJIN,NTUNL,IFOLOW)
    COMMON/ASSJOFL HASH,HASHESOOI,NXTFRE,SYMSOL(50O)
    LLOC = INUEX(CHAR,N,INTEGR,3)
    IFIILOC.EO.J) GO TO*
    W3IT = -FALSE.
    LGHAQ=ILOS+?
    GO T? 2
TESt For a suproutine adll statEMENt
    ICALL = INJEX(SHAR,N,CALL,5)
    IF(ISALL.EQ.0) 50 JO 5
IF THERE ARE NO JRGUMEVIS INTHE SUSROUTINE GAEGJTATEIENT, THE
    IF(IVOEX(SHAR(IUALL+5),N-4-ICALL,FARENL).NF.!) 今ソ T? 5
    GALL EXECUTE
    ZETURN
    ICHARS = ICALL + 4
    IICHAK-IS SET TU THE OOSITION OF THE EQUALS SISN AND - M- TO THE
    TOTAL STRING LENGTH
    ICHAP = IEQ
    ASSIGN=0
THE FOLLONING SESTION JF COOTNG IUP IO OTATEAENT LASFL 15S EXAAINES
THE INJUT STRING FOR SJESIAL CHARAUTENS INCLUDIHG BLANK, 3LUS
MENUS, ASTERISK, SLASH, OPCNINOPHRENTHZEIS, CLOSIVG PARENTHESTS
ANU SUMMA. EAUH OF THESE CHARACT EBS HAS B, N OREVIOUSLY STOPED TA
```



```
USE OF A JATA STAIEMENT
    NBEG=0
    LM=?
    -LEVEL- IS USED TO INDIGATE THE LEVEL OR NESTIN's OF PRAOKETSQ EACH
    IIE A LEFT SARENTHESIS IS FNOUUNTEOEO, -LEVEL- IS INCPEAENTEJ 3Y
    IAMT EASH TIME A RIGHJ PARFNTHESIS IS'ENOOUNTEREJ IT IS
    U-CF=MMNTEOBY1
```

```
        LEVEL = 0
        LF=LLGT.1.10J) GOTO 777
        INCREMENT THE STPING POSITION OOINTEQ
        ICHAR = ICHAR + 1
        TEST IF THE EVTIRE INPUT STRING HAS REEN EXAGTNEU
        IF(ICHAR.GT.N) GO TO 40
        STOPE THE CURRENT CHARACTER POINTED TO BY -ICHAR- IH THE VAPAABLE
        TEST = SHARIICHARI
C. DETERNINE IF THE CURREVT CHARAUTER LS A.NY OF THUSE STORFU IN ARRAY
    -SYGR-AN, IF SU. GO IJ TME SEUTION OF PROGRAMMING JFALIMS UIGHGHAT
    SHAKASTER
        OQ 1LTI=1,ROYM3(T)) 2J TO(15,16,20,23,25,27,28,29),T
    IF THE CURQENT GHARACIER IS NOT NINE OF FHOSF STVREN IN -SYMB-
    THEN A TEST IS MADE FOR A PERIOU OR A DIGIT FROG TSRO TU YTME.
```



```
    MAUE AGAIN
        IF(FLAG) GOTOS 10
    IF A PERIJO (INE DECIMAL POLNT) OR A DIUIT FRU:1 7ERO IJ MIME IS
        IF(TEST.EQ.PERIUD.OR.(TEST.GE.1HO.ANU.TEST.LE.1HO)) VUAASW=.TRUE.
    -FLAG- IS SLT TO TRUE. INOTCATING THE TEST FUR A NUMBFR HAS BEFN
    MADE ONCE AIVU NEEDNOT 3E MADE AGAIN
    FLAG = .TPUE.
```

    -NBES- IS SET TO THE CHARAOTER POSITIDN WAEDE THE NUMBER STARTS
    NBEG = ICHAR
    THE NEXT SHARAOTER IS VJN EXAMINEO
        GOTO 10
    ```


```

    IN SEGIION 1.3.2.1 OF THIS REPORT UUT YHEOE ARE ST,HANITYESN
    ```


```

    THE FOLLONING NAY:
    SJUPCE=1 * UNARY +
    SOUROE=2 -> UNARY -
    ```

```

    300R=3 * F % ?
    Snum=4 * FT采
    SOURZE=E ->SIN
    SOUROE=7 -> COF
    SOURSE=8 -> TAN
    SOURJF=9*ATAV
    SOUOL=10 T* =XP
    G)URO-11 + nLUG
    SJU人OE=16 ALOG10
    SOURSE=15 A SXRIT SURSJRTPTED VARIABLE TMAE
    SOUGNE=14 * FLQST SUBSZRTPTED VARIABLE NAME
    SOURE=15 * SFCOVO SUBSCRTMTED VARIABLE NAMF
    ```

```

    SOUROE=18 - FIFTH SURSBRIPTED VADIABLE WAME
    -SHIER- IS USEJ TO UISTINGUISH IHE FOLLOMINS:
    SHIER=-3 叔OP
    \triangleHIER=-2 A AOBRESS
    SHIER=-1 -> REAL
    SHIFs=0 & INTEGE?
    SHTLR=1 & OPENIN, B?AC<ET
    SHIER=2 }->\mathrm{ ClOSIN: व`AU<ET
    SHICR=2 }-> CLOSINO QPALKOT
    SHIER=3 & BINH?Y + ANO -
    SHIER=4 ** 4NO / ANO

```
```

SHIER=5 * ** AND MOD
SHIFR=S P UNARY JPERATORS, FUNCTTONS ANU SUQSCRIPTEO VAPIABLES
SHIER=7, 60.:MA
WHEN SHIER=6, -SOURCE- DLTERMINES AHICH UNARY UPERATORS, FUMOTTONS

```

```

-OHIER- IS USEU TU STORZ THE UPERAIOQ HIFRARCHY ANO HAS VALUES
ASSIGNCD (FRJM - Z TO +7) IN EXAUTLY THE SAME MANNOR AJ IS DGYZ
WITH-SHIEP-
GEOT- IS EQUIVALENCEO TG -SOUQUE- AT THE ROUIUNTNG OE THE ROJCOAM

```


```

TROCESS A SLAVK
IF(FLAG) CALL NUMBERICHAR,NBEG,ICHAO)
ROCESS A PLJj
IF(.NOT.FLAGS GO TO 17
TEST FOR A PLUS EXPONLVT (E.G. 10.E+5)
IFICHAR{ICHAQ-1).EQ.1HE.AND.NUASS:G: GU TO 10
OBATIN THE NUMBER FOLLOWING THE PLUS SIGV ANO STDPE IT TN THE
ARKAY - SOURCE-O =ACH TIAE A NUMRER IS REWUIRED THE SURROUTIWE
-NUMSER-IS JSED TU USTGINNTT
CALL NUYBLR(CHAR,NBFS,ICHAR)
TEST FOR JNARY OPERATION
IF L=1 ONLY ONE GHARACTER HAS BEEN ENDUUNTERGO SO WE AKL DEALTNG
NITH A JNARY PLUS OK MINUS
IF(L.EQ.1) GO TO 2?
IF EITHFR OF THE FOLGONING CONOITIONS ARE TRUE WE ARE DEALING NTIH
a uNARY PLUS OR IINUS

```
```

        IF(SHIER\L-i).GT.2.OR.SHIER(L-1).EQ.1) GOTH 22
    PROGESS MINUS
    IF -FLAG- IS NUT TRUE NF ARE OEALING WITH A VARIABLE NAME
        IF(.NOT.FLAG) GO TO 21
    IEST FJR A NEGATIVE EXONENT (E.G. 1U.E-j)
        IF(CHAQ(ICHAR-1), EQ.{HE.ANT.NUMZSN) GOTO 10
        GALL NUMBE?(CHAR,NGEG,ITHAN)
        SOUNCE!L)=?
        GO TO 18
        SHIER(L)=6
        GO 10 9 - 
    PROCESS ASTERISK OR DOJBLE ASTFPISK
        IF(FLAG) GALL NJMBERIGHAR,NBEG,IGHARI
    QETERMINE WHETHER MULTIPLICATIOH IONE ASTERISK: OP EXPONFVTIATIUN
    M ASTERIS<S)
        IF(SHAR(ICHAR+1).NE.1H*) GO TO 24
        ICHAP= ISHAR+1 +i
        SOUBEF(L)=5
        SHIER(L)=5
    PKOCESS SINGLE ASTERISK
        SOURGF(L)=3
        SHIEROM
    C PROCESS SLASH
25 IF(FLAU), CALL NUMUER(CHAR,NREU,ICHAO)
G

```
```

    PROCESS LEFT PARENTHESIS
        IF(FLAO) CALL NUMUER(CHAR,NBEG,ICHAR)
        SHLER(L)LEV音LLI
    PQUSESS RIGHT PARENTHESIS
    O}8\mathrm{ IF(FLAG) LALL NUHGER(OHHA,NBFG,ICHAR)
IF(FLAG)64L
GEVELJ = LEVELL - 1
C PROCESS COMMA
29 IF(FLAG) GALL NUMBER(SHAP,INEO,IOHAR)
EACH TIME A JOMAA IS ENCOUNTEREU TT IS PEPLAGEO BY THC CHARALTER
STPING J,GANJ IN THIS WAY EVALUATION OF EXPRESSIONS IO FORIREO 子Y
AREVTHFSTS
SHIER(L)=2}=
SHIEP(L+2)=1
SOUPCE(L+1)=1
GU = TO + +
C
AT THIS POINT THE SECOND PASS AS DESCRIYEO IN SECTIDN 1.3.2.1 BEGINS
IF(FLAG) CALL NJMBERIGHAP,NBEG,ICHAR)
AN ERYOR EXISTS IF ONLY NNF JPGPATOR HAS BEEN PIOKEQ JP OR IF THEDE
IF(L.EQ.1.OR.LEVEL.NE.0) GO TO 777

```

```

    THE CODING FRJM THIS PDINT TO THE ENS OF THE SUBROUTINE ARRANGES
    THE INPUT STRING IN PREFIX POLTSH FOPM TD FSTAGLISH PREQEDENGES
    ```
```

CG OF OPERATJRS ANO EVALUATEJ THE PESULT
I}=

```

```

C IVITIALIZE FIRST ELEMENT OF OPERATOR HIERAROHY ARRAY
OHIE?(1)= - -0
CH TEST FJR ANGERKO? OR A NUMBLR WHICH IS EITHER AN ACJRESS, A OEAL
IF(SHIER(I).LT.1) GOTO 42
41 IFISHIER(I).LT.D) GO TO 4?
C TEST FOR A OLOSING BRASKET
IF(SHIER(I).EQ.2) 50 TO 45
C PLACE THE OPFRATOR OR SUUSRPIPTEJ VARIABEE NAME TN THE OPERATOR
C STACE ANU ITS HIERARCH% LN TAF ARNAYYONHIER-
OPSTSK(J)= SOURCE(I)
OHIER(J) = SHIER(I)
C -JOP- KEEPS TRABN OF IGE NUMBER IFRUM 1-v: DF THE SUBSこQLOTED
J0P=0>S1OK(J)-13
C TEST FOR THE OCCURRENRE OF A SUBSCRIPTEJ VARIABLE ANO SIORE ITS
C STACK ZOSITION (FJR PREFIX PJLISHRROREDENTATEOND IN THE AROAY
-argloc-
IF(OHIER(J).EQ.S.AND.OPSTCK(J).GT.1Z) ARGLOC(JOP)=K
I=I I + 1
GO TO 4, 1
C TEST FOR A PEAL NUMEFR
42 IF(SHIE:(I).EQ.-1) G) TO 43
LOM}=20USEE(I

```
    FLUT \((K)=F L O T(I)\)
    SHIER(K) = SHIER(I)
    \(K=K+1\)
    601045
    \(\begin{aligned} J & =J-1 \\ I & =1\end{aligned}\)
    TEST IF THE OOERATOR AT THE TUP JF THE STACK II.E. THE ONE

    IF: OfIEQ(J-1)。GE.SHIER(I)) GO TO 51

C OBTAIN THE CHARALTER CJD- RLOOESENTATINN OF TAE IVTEUEQ MUQEEN




    CALL GETCHR(CHAR(NSAY+1), WOHR,FLOT(K-:), 0)
    THE NUMBER OF CHARAGTERS IN THE LNPUT STRING IS NJW INDREASTO BY
    -NCHR-
    \(N=N S A V+N O H 2\)
\(I F(I S U Q E Q \cdot 0) R E R U R N\)
\(N=N+1\)
    IF AN EQUALS SISN IS PRESENT IN THE INPUY STOING, THE JOLLAR SIGN
CHARASTGR IS ADUED TO THE ENU OF THE STRING FOR EXAMDLF, T=1
BEGOMES I=1S
    CHAR(N) \(=1+B\)
    -STORNL IS AN ENTRY POINT IN THE SUZKUNTINE -GGTIL- IMIS
    SUBROUTLNE IS USEJ FOR THE STUQAGE DNO RETRTEVAL DF NUMLRIC OATA =E
    TO OR PROJUEEO LY THE EVAEUATOR
    GALLSTOANL(GHAR,N,SOUPSE (K-1), FLOT(K-1), SHIEO(K-1))
    TEST FOR A BINARY OR UVARY OPFRATION..
```

$C$
51
$C$
$C$
$C$
$C$
IF(OHIER(J-1).9T.5) 301053
PROCESS A BINARY UPEPATIR. THE PARTICULAR OPEKATOR TO RE DOOOESAED
IS JTORED IN -ITRAN-
ITRAV = OPSTEN(J-1)

```


```

    Convov/iNFJIFres, LL(1), TBASE
    DIMENSIJN N15K(4), MASK(4)
    LOGTOHE CLOSEO
    IMTEGER HASH
    INTEGEV CONT
    INTEGLR XLONF
    DIMENSION IPET (9), NOPEN(9), IWHIGH(9, \#), MTUPL(2)
    पATA HASHC/137,243,415j, 751427,4230395,
    UATA MMJk/1,3,7,15\%
    1)ATA \(\because A S K / 1,2,4,81\)
    FIND \(=3\)
    NFOPM =
    IRETIFJ(OW) = 1
    ISTR \(=1734 j=?\)
    CLOSED \(17342{ }^{+}\). TRUE.
    \(j=0\)
    \(00,2 I=1, N\)
    IF(ITUPL (I) EQ.J) GO TO 1
    NFORH= NFOPM +MASKRT).
    ISTR \(=\) ISTR + NTUPLIITr-AAStC(I)
    GU 102
    1 CLJSEU=.FALSE.
jniHIJH +1 1. OLON, J) $=I$
CONIINUE
NOPE $\mathrm{A}(\mathrm{IFOLOW})=\mathrm{J}$
JADRES=,
LFELASH:JADRESS
Nit $=0$
IF (CLUSEJ) $v_{4}=8$
If(CLUSEU)N4
IF!IOSOGT•NE.I)(L:) 30 TO 5
LOE = LVLE:
$\bar{I}=\overline{\text { BUNTK (LOS }}$

```
```

    IF(OLOSED) 30 TO 4
    IF{ID(I):NE.NFJRA GJ ro }
    I = SOVF(LNKL(I))
    DU 5 M=1,N
    ```

```

    CONTINU:
    FINO = 1
    IF(*V2J.CLOsED) IRET(IFOLOW) = LOS
    KETUPN
    LUS = LNKO\-')
    GO = UNNT(LJS)
    G013?
    ENTRY औ̈ncesS
    L = IFET(IFOLOW)
    IF(L.NE. 0) GOTO T
    FIND=0
    FIND=
    L = SOMT:L
JO= SONT!NNKL\L!
DO ST=1,N
C YJVE OJT N SYMBOLS TO VARIABLC STORE
K=NPART(J,IWHICH(IFOLOW,I))
KCONT = CONT (K)
LSYMB = LNKL(KGONT) - IBASE
NSHAR = IDIKOUNTI
NFGNSHA? LT \& NHJ: GJ TO 8
NCrAN = NCHA
M= iNTUSLII)
GALL UMPACK(LLL(LSYMB),WORK(1,N),NCHAR)
CONTINIJE
IRET(IFOLOW) = LNKR(I_)
F[NO=1
RET\?N
RENTOYNSTOFE
ENINY SIOFF
IFIN.LE:4% GO TO 22
FINR =
BU2S I=1,V
IFINTUPL(I).tQ.0) GOTO21
CONTINUE

```
GFDRM \(=\) NMSK (N)
LOSEQ \(=8\) TRUE
IDSOGT \(=8 \mathrm{~N}\)
ISTR \(=17345+\mathrm{V}\)
\(0025 \quad \mathrm{~T}=1 \mathrm{~N}\)
\(K K K=\) NEOQU. ANJ.MASKIII

CONTINUE

    \(L=\) XLOJF (HASHGJAJES)
    LCO:NT = HASH (JAD? LS)
    IF(LSUNT.NE.0) GO To 20
    GCELL \(=1\)
    IF (ITSO;T.VE.TO(LCONT)) GO TO 30
    I = NKL (LJONT)
    ICONF = CONTI
    JOUNT \(=\) ICOVT
    LैF(SLUSE日) 30 TO 27
    IF (IU (ISUNT) NE,NFOQM) GOTO 30
    ICONT = CONT:LNKLIICONTI:

    KKK = NEORM.ANJ.MASK(M)
    IF \(\{K K K, E Q \cdot U\}\) GJ TO 29
    IF NTUPL (M). NE.NFART (JCONT, M)) GO TO \(\because 0\)
    GONEINU
    IFíLOyED GO TO 2
    NCELL \(=\) NUCELL \((x)\)
    CALL STRIWD(NFORM,LUJOY,LNKR (ICONT), NSTLH)
    GAL SIPINO \((-1,-1, N C E L L, T)\)
    NFOPM = NFJRM - 1
    IUSOGT = iv
    CLOSEO = FALSE.
    IF (NFORM.IVE. 5 ) TO TO 24
    FJNO =
    RETURN
    LNXT \(=\) LHKP (LGONT)
    IF:LNXT.EQ.O) GO TO 31
    \(L=L N X I\)
    LUJNT \(=\) CONT (L)
    GOTO 26
    NCELL NUSELL \((x)\)
    CALL STRJNJ(-1, -1,NCELL,L)
    IFIGLOSEO)GOTOS3
```

FUNCTION LOSSY:A(CHAR,NGHAOS
GOMMON/INFU/IFREE,LDS(1),IBASE
GOMHDN/ASSOE`LHASH,HASH{SUUS,NXTFRE,SYMOOL (5Un)
INTEGLR CHAR(?),HASH
LUGIC4L FLAG
NIEG\&R CON
TNTEGER XLDOF
FLGGOR=FALSE.
FLAG= =0
TUSOGT =NOHAR .OP. 40UOS
2 OOME I=1.NCHAD
NAME = LCS (NAME, 1) LLXS(SHAQ(I),54)
ILJS=140)({LSS(NANE,23:NAME}.ANO.777777777777773.LHASH)\&1
L = XLCUF(HASH(ILOC:)
LCJiNT= HASHGILOS!
IF(LOUNT.NE.0) GO TO 5
If(rlaj) GJ T0 3
LOSS%=1=0
EEYURN
CALL STRINJ(TOSOGI,NXTFRE,N,L)
CALL DACK(CHAR,LUC(NXTFRE-IBASF),NOHAB)
NXTFRE = NXTFOE + (NSHAR+9)/10
LOCSYM= L
LOGSYM
IF(IJ(LNONT).NE.IUSOST) GO IO g
IWHAर三= INHAR
ILOC= LNKL(LCONT)
J = ?
K=1
IF(INHAR.LT.10) GO TO 7
CALL PACK(CHAR(K),NAYE,10)
ICHAR = ILHAR - 10
IF(NAME.NE.LUC(ILOC-IBASE+J)) GOTO 7
K=K+10
G0= rJ t
IF!IEHAR.EQ.D) gO TO 4
CALL PALK(CHAQ(K), NAYE,IOHAR)
IFIMAME.EQ.LOC(ILOC-IBASE+J) GU TO 4
LNXT = NKR(LCUNT)
IF(LiNXT:LO.U)
LrgMNXX:
LCONT = CONTIL)
LCONT = CONT (L)
IOTSNS

```

```

            SUBROUTINE EVAL(CHAR,N)
    C
CHFNOTE(1)
COMAONAKEBEJ/K3EGIN,<

```

```

    1,UUSNK(4)
    ```

```

    1 OPSTCX(1U0):SAVE(301,L,NUMSSW,FLAU,TEST,AM
        DTMEYSIJN FLOT(1JO)
        ERJIVAL=NCE(FLJT(1),jojOCE(1))
    JNTEGES SOJRGE,SHIER,JPSTEK,OHIER,SIVE,AQULOO:5I
    INTEGER LHAR(1JOM, EQJAL,AJSIGN
    INTEGTR PLGL(5), INTFS只(R),OALL(5)
    INTEGRR PAZENL,PAKENP,UREAK,DLUS
    INEGGLR PERIOU,OUOTE
    INTLOEP TEST,SYM:S(8)
    LO_IGAL N:TI, F LAG, NUY 35:4
    OATA PEAL/IHR,IHE,1HA,1HL.1H
    UAIA INIEGR/IHI,IHN,1HT,IHE,1HG,1HE,1HN,1H/
    DATA CALL/IHS, IHA, 1HL, 1HL,IH/
    DATA PARENL,PARLNP, \UAL,BREAK,PLUS/1H(,1H),1H=,1H\leq,1H+/
    UATA OEQIOS,QUOFE/1H.,1H%/
    DATA SYME/1H,1H+,1H-,1H*,1H/, 1H(,1H);1H,%
    C THE FIRST SESIION OF CJUTNG IN -GVAL - (UY-TN STAEUENF LABEL B)

```

```

    JECLARATION, AN ASSIGNMENT STATEHENT, A SUBROUTINE GALL, OR A
    ```


```

    OF THESE I
        NSAV =00
        ILALL = 0
    TEST FOR AN EQUALS SIGV IN THE INOUT SIOING
            IEO = INDEX(CHAR,N,EQUAL)
    IF ONE IS NOT FOUNO cOVTINUE
    ```
```

    IF(IEQ.EQ.O) GO TO 1
    STORE THE POSITIJN OF THE EUUALS SIGN FUUND IN THE STRING TM
    -NSAV-
    NSAV = IEQ
    TEST FOR AN OPENING DARENTHESIS INOIGATIVG A SUBSORIPTEO VAOIABLE
IFIIVJEX(CHAR,IEN,PARENL).E2.O) GOTOS
ASSIGN=1

```

```

    ICHAP = 0
    M- POINTS TO THE LAST CHAPACTEP 3EFONE THE EOUALS SIGN
M=ILQ-1
SINCE AN ASSIGNMENT STATEMEYT WAS FUUNU GNO FUKTHER TESTING FO?
GO TO 8
TEST FJR THE JEGLARATION QEAL
ILOC=INDEX(O.AAR,N,REAL,5)
-WGITEISGSET TOGITRUE. FOR A REAL DECLARATTON AND TO .FALSE. FOR ANG

```

```

    ICHAR = IL
    M=N
    G0108
    TEST FOR THE DECZARATIJN INTEGEO
    TEST IF THE TWO UQERANDS TO BE USEU IN THE GINARY OPERATION ARE SOTH
    ```
```

JPERATOP ENCONNTEREO
IF(SHIER(K-2).EQ.J.AVT.SHIER(K-1).EQ.0) GO FO(81,32,03,84,05,35,
187,88,83,91,91,92%,ITPAN
C
I IF(OPSTOK(J-1).EQ.5.4NO.SHIEQ(K-2).EQ.-1.ANO.SHIEP(K-1).EO.7)
THE FOLLOWING LODP BEA_S AITH MIXED MODR OPEPAMTS. 3OIN OHEQANIS
ARE YAJE रEAL (IF ONESS AN INTEGEP AND THE OTHEZPEALI AND

```

```

    ON REALS
        OOS2II=1,?
        SHIER(K-II)= -1
        FLOT(K-II)=SOURCE(<-II)
    covTINUE
    ITAA,4 = OPSTCK(J-1) + 5
    TEST IF THE TWQ OPERANOS TN BE UOED IN THE BINAPY OPERATION AOF BOTH
    REAL. IF SO,GO TO THE SECTION OF CODING THAT DEALS WITHTHE
    JPESATJO ENCOUNTEREO
        IF(SHIER(K-2),EQ.-1.AND.SHIER(K-1).EQ.-1) GO r2(31,32,83,84,35,86,
        187,88,09,Y4,91,921,IT,NAN
    SINOE A TEST FOK ALL OPERATIOHS HAS BEEN OONE, AN EROOP HAS
    SINCE ALL OPERATIONS HAVE REEN ILSTLD FOR, AN ERQU? AHS OCCUPREO IF
    THE PROGRAM 2EACHES JHIS POINT
    MRITE(NOUTAD,773)(CHAP(I),I=1,N:
    FORAAT (*OEXROR IN EVALUATION OF ALGEGNAIC EXORESSTON,*QJA1)
    RETURN
    PROCESS A UNARY JPERAJJQ, A BUILT-IN FUNJTION TK A SUBSCOLJTEO
    VAPIABLE
    IF(OPSTJK(J-1).OT.13) GO TO 5y
    ```

```

IS CARRIES OUT HONEVER IF EITHER OF THE ABOVE GASES IS NUT TJUE
TEN THE OPERAND IS AUTOMATTGALIY CHANGOJ TJ TYRE PGAL SINC, CUE MF
THE JPERATIOVS BEING PERFORMEUON IS GTHESE INCUUSG STN, SOS, TAN,
ATAN, EXP, ALUU, ALOG13, O? SDRTI REXUIRES A O:SL ANOUGENT
IF(OPSTCK(J-1).LE.5.JQ.SHIER(K-i).NE.0) GJ TO 5T1.
GHANGE THE AQGUMENT TO TYPE REAL AND EHANGE ITS OOPRESDONDTMG
H[EPAPSHY
FLJT(K-1)= SOUROE(K-1)
-ITRAN- DETE<MINES WHIOH OPERATION IS TO DE PERFORMSD
ITPAN = OPSTCK(J-1)
60 T0 (51,52,53,64,62,56,57,63,59,70,71,72,73:,ITKAN
THE FOLLONING STATEMENT IS USED IN CONJUNCTION WITH THF UNADY +
JOERAIJR (SEE STATEAENT 51)
v=J - 1
THE NEXT OPERATOR ON THE STAOK IS NDW EXAMINEO
GO TO 47
SUBSCRIPTED VARIABLES ANO SUBROUTINE CALLS ARE HANDmEO HEDE
-MM- IS SET TO THE SUBSORIPTEU \forallANIABLE BETNG EYAIINET
MM =OPSTCK(J-1) - 13
DETERMINE IF A SU3ROUTINE GALL HAS BEEN MADE
IF(I.NE.L.OR.IOALL.NE.17 GO TO 50
THE SUBROJTINE -EXEOUTE- IS CALLFD TO LUAN THE DESIRED SUGRUUTINE
FROM THE SUMS LIBRARY
THE SUZQOUTINE NAAE IS STODFD TN -NAMES-
THE POSITION IN THE INPUT STRING OF THE FIRST NRGUMENT OF THE
GALL IS SIOKED I'N -SOURCE(K3EGIN)
THE HIERARCHY ASSIGNED TO IHE FLRST ARGUMENT OF THE CALL TS STOREO
IN -SHIER(KPEGIN)-

```
            CHLL EXECUTE(NAMESIMY),SOUROE:NBEGIN),FLOT(KOEGIN), SHIER(KBEGIN),
        1 K-KBEGINI
        RETUPN
    PROCESS SUBSCRIPTED VARIABLES
        KEYD = K - \ + 
    UNPACK THE FIRST NAME INTO THE ARPAY -SAVE-
        CALL UNPACK(NAMES (MM), SAVE,1口)
    ANY BGANKS BETNEEN THE SUBSCRIPTLO YARIABLE NAME AND THE UPENTNG
    LEFT PARENTHESIS ARE OYTTTED
        Q2 57 I5=2,12
        IFISQVEIIS\.EQ.1H 1 30 TO 58
        SANE (1SI=PARFNL
        NFOS = ISSK't 1
    ANY INTEGER SUBSLRIPTS ARE GHANGED TO TYOE REAL
        IF(SHIFR(IS) NE.0) SJURCEIIS)=FLOT(IS)
    THE OHARACTER COJE FOR THE SUSSURIOT VALUE IS OGTAINEG ANO DLACED
        THE STRING SIUरcO IV -SAVE-
        CALL GETCHR(SAVE(NPOS),NCHR,SOUKCE{ISI, IJ
C A EOMMA IS INSERIED BETNEEN EACH SUBSCRIPT AINO A CLOSINO OIGHT
59 SAVE(NPOS-1) = SYY3(8)
        SAVE(NPJS-1) = PARENR
        NPOS = NPOS - 1
C DETERMTNE IF AN ASSIGNTENT IS TO उE MADF
    IF(I.NE.L.UR.ASSIGN.VE.1) T0 TO 60..
```

```
\(\begin{array}{ll}C \\ C & \text { DETEREMTNE IF AN ARRAY JECLARATION IS TO BE PROGESSEU (E. S. REAL }\end{array}\)
        IF?ILOC.EQ.0) GO TO 595.
    AN ARRAY LECLARATION HAS BEEN FNCOUNTERED AND THUS SPAEE MUDT Q:
    allocated for it.
    -ALOCAT- IS AN EVTRY PJINT IN THE SUBRCUTINE -FETNL-
    CGLL ALJCAT(SAVE,NPOS,I,J,WBIT)
    TEST WHETHZ A REAL OR INEGER OECLARATTJU HAS BEFN HADE-AND MOVE
        IF (WBIT) GO TO 391
        CALL MOVE (INTEUP, CHAR, 3)
        NCHR \(=9\)
\(G O T O 592\)
591 CALL MOVE(REAL,CHAP,5)
        NOHR \(=5\)
\(C\)
\(C\)
\(C\)
\(C\)
\(5 y\)
32 CALL MOVE(SAVE,CHAR(VCHR), NPOS)
        RETUPN
C NJ TYPE STATEMENT WAS YADE - WE ARE JEALING WITHTHE AMAE OF A
C SUBSORIPTED VAरIABLE FJLLOWED BY AN AQGUMFNT LIST
595 CALL MOVE(SAVE,CHAR,NPOS)
C AN EQUALS SIGN IS PLACEJ IN THE STOING
C CHAR(NSAV) \(=\) EQUAL
C THE VALUE TO BE STORED IN THIS SUBSCRIPTED VARIABE IS NUW
C DETERMINED
    GU TO 5
C RETRIEVE A VALUE FROM EVALUATOR SIORACE
```

É CALL GETNLISAVE,NPOS,SOUPGE(KBEGIN), FLOT (KBEGTN), SHIER(KREGTN))
$C$
$C$
$C$ TEST FOR AN ERROR CONDITION
GFISHIER TKBEGIN:.GE.-2) GO TO 54
C UNARY JOERATIONS
${ }_{C}^{C}$ Cunary olus

$C$
$C$
$C$ UNARY yINJS FJR TYPE IVTEGER AND REAL

GOTO 54
SOURGE $(k-1)=$-SOURE $(K-1)$
Float operation

SHTE $(k-1)=-1$
GU
54
$C$
$C$
$C$
$C$ FIX JPFNATION
${ }_{6}^{C} \quad \operatorname{IF}(S H I E R(K-1) \cdot N E \cdot-1)$ GO 1054
$1 F\left(S H E R(K-1)=F E O^{-1}(K-1)\right.$
SHTER $(\alpha-1)$
SHIER $\left(K_{5-1)}=0\right.$
GO
$C$
$C$
$C$ ABS OPERATIUN FOR TYPE INTETER AND RFAL
${ }_{6}^{6}$ IF (SHIER(K-1).EQ.U) 50 TO 631

651 SOUROE $(<-1)=$ IABS (SOUQOE (K-1)) S GOTD 54

FLOT(K-1)=SNN(FLOTGK-1)
FLOT(K-1)=SNN(FLOTGK-1)
FLOT(K-1)= =OS(FLOT(K-1))
FLOT(K-1)= =OS(FLOT(K-1))
FLOT(K-1)= =AN(FLOT(K-1))
FLOT(K-1)= =AN(FLOT(K-1))
FLT(K-1)=ATN, = (KGOT(K-1)
FLT(K-1)=ATN, = (KGOT(K-1)
FLOT(K-1) = EXO(FLOTSK-1)
FLOT(K-1) = EXO(FLOTSK-1)
FLOT(K-1)=ALUG(FLOT(K-1)
FLOT(K-1)=ALUG(FLOT(K-1)
FLUT(K-1)=ALDS1Q(FLOT(K-1))
FLUT(K-1)=ALDS1Q(FLOT(K-1))
FLOT {K-1)=SQPT(FLUT:K-1)
FLOT {K-1)=SQPT(FLUT:K-1)
FLJT(K-2)=FLJT(<-2)**SOUP\E (K-1) un TO 54
FLJT(K-2)=FLJT(<-2)**SOUP\E (K-1) un TO 54







$F L O 1(K-2)=F L O T(K-2)+F L \cup T(K-1)$
$F L O T(K-2)=F L O T(K-c)=F L O T(K-1)$
FLOT (K-?
FLOT (K- K
FLJT $\left(K-\sum\right)$
FLDT $(K-\rangle)$

$F L J T(K-2)=A G O J(F L O I(K-2), F L U T(K-1))$
END

SUBROUTINE NUM $3 E R$（IHAR，NBEG，IEHAR）
SJBROUTINE－NUMBER－IS CALLED FROM SUBPOUTINE－VAL－ONLY

（1）GHARACTES GOTED NURESE MTA
（2）万ETERMINE WHIFH OF THE SUIL （IF ANY）

COMMJN／ONTROL／ECHO，TRAU゙E，JUNK（11），INTMF，NOUTAP
1，JJJNK（4）
（1）
1 OPSTGK（10B），SAVE（RO），L，NUABSW•FLAG，TEST．MA
OIMENSIDNFLOT（100）
EQUIVALENG＝1FLUT（1），SOUOCF（1）：
INTEGER SHIKん，SOURCE，YEST，ЗHAP（2），SAVE
LOG EJAL FLAG，NJMOSW
INTERE FUAM
INTESER FIGME（12）

$13 H E X P, 3 H L U G, 5 H L O G 10,4 H S Q R T /$
JOTAIN THE WJMBER OF CHARAUTERS PASSED TO THIS SUBXOUTYUE
$N C H A R=I C H A R-N B E G$
JETERMINE IF THE VALUE OF A NUMBER IS REUUIPED
IF（．NOT．NUMBSW）GOTJ 3
DETERMINE IF THE VALUE REQUIPED IS INTEGER OR REAL

1 NE．O）GO TO 1
CALL GETNUM（SOJRCE（L），CHAR（WBFG），WCHÄR， 1 ）
SHIER（L）＝ 0
GO Y 2
GALL GETNUM（FLOT（L），SHAR（NBEG），NCHAK，3）
SHIE？$L=-1$
$L=\bar{F}{ }^{2}+\frac{1}{\text { FALSE．}}$
KETUPN

```
C DACK THE VARIABLE OR BJILT-IN FUINTIUN NAME IVTO THE VAPIABLE
    CALL PACK (CHAR (NSEG), FNAM, NGHAZ)
    DETERMINE LF A BUILT-IV FUNCTION NAMF MAS BFEN CALLET
    \(00,5 \quad N F=1,12\)
    IF (FNAM. NE. FNAME\{NF) GU TO 5
    IF NF=1, THE MUJ- FUNZTIDN IS REOUIREO
    IF (NF NE. 11 GO TO 4
    SHIER(L) \(=5\)
SOUF
    60 YO 2
    \(S H I F R(L)=6\)
    SOJKCh \(\mathrm{CL}=\mathrm{NF}+1\)
    GU TO 2
    NUW TREAT SUBSCRIPTEO ANU UNSUBSCRIPTED JARIABLES
    TREAT SUBSGRIPTEO VARAITLES
    IFITEST.NE.1H() GOTO 5
    IF MORE THAN FIVE SUBSQRIOTED VARIABLE NAMES HAVE BEEN USED IG AN
    EXPRESSION, AN ERROR IS SIGNALLFD
    IF (MM.G1.5) GO TO 777
    NAMES (MM) \(=\) FNA 4
    SOUPCF (L) \(=13+M M\)
    SHIER(L) = 5
    GOTO2
C TREAT UNSUBSCRIPTEU VARIASLES
    CALL GETNL (LHAR(NBEG), NGHAR,SOURCE(L),FLOT(L), SHIER(L))
    IF (SHIER (L).GE.-2) GJTO T
    The value of the variagle puUld not be foinh in evaluatno
    SIORAGE AVO THUJ A VALJE OF ZERO IS AUTT:ATIGALLY.ASSIGNEA-TO - T
```

WRITE (NOUTAP,7) FNAM
7 FORMATT* THE VARIABLE FA10* HAS BEEN ASSIGNEU A VALUE OF ?ERO.*) SOURCF (L) = ?
SHIE (L) $=0$ ?
777 WR1f: inJuTAP,773)
778 FORAETFOERROR, ALGFBRAIC EXPRESION CONTAINS MIRE THAN 5 OUSSORZO
ITEJ VARIABLE NAMES.*)

| $\mathrm{MM}=5$ |
| :---: |
| FO |
| 10 |

EMO

```
FUNCTIOV INQICESISTRING,LENGTH, DOPE)
INTEGER STRING (1), DOR (1), MESAGF (?
LUGIGAL ENJSW
DATA AESAGEMTHERROR IN INDTCFS
1
```



```
IF (ENDSN) GJ TO
\(I P T=I O T A\) LSTCOMAZLSTSODA+LCOMHA
```



```
IF! GOMMA. VE. 6 GOTj?
```



```
IF (LCOA1AA.ER.0) GO TO \&
LNOSW = TPUE.
IF (.NOT. ENDOM 万O TO 品
MULY = -GUL 5 GO TO 31
```




```
IF (INDIX:GF.H(11.T.UR.INJIX.LT. D) 60 TO
```



```
CAL WRCARU(1ESAGE, 17 B INDICES=-10OFF S RFIURN
EN
```

IZE）
$\begin{array}{cc}\ln u & -\infty \\ \infty & \cdots\end{array}$

3
ت口
豕
 i＝ain

r（1，ths
zawor
$\rightarrow r^{\prime-x}$

かis には10
Mrtorros


FUNOTIDN FIXEP（FX）
${ }^{x}$
112
以óa
いいつ
zットは正
＊ーがい

```
        SUBRJUTINE GETNLISTRING,LENGTH,FIXO,FLOT,SHIERJ
        COMMO:/INFJ/IFREE,ILJC(1),IJAS
    INTEGEX ST 2ING(1),FIXS,FLOT,SHIER,STOOTCT(1G5),INF?{iJ1},UOVK(1jM)
```



```
    RIMENSIJN YESAG1(4), पESAGZ(4)
    LOGICAL FIRSTM,ALODSN,STOOSW, EMMSN
    UATA JFREE,USIZE,STUSIZ,VARLIM/1,170,101,1n/
    CATA MESAGQYSBHEROR IV NUMERICSTOUAGROE RETVIGVAL./
```



```
    HATA FI<STM/ TrJE./
    DAYA MARK/1HS/
    STORSN=.FA-SE. 5 ALOJ JN=.FALSE. S ISTMT=1 F LNGTH=LENGTH
    IF{:NOT.FIRSTM G的T, ?
    0O11 I=2,ISIZ
```



```
    LPAR=INGEX(STRING,LNGIH,1H() & IF(LDAS.NE.T) LNSTH=LOAP-1
    IF?STEING(ISTPI).NEO1ARK) GO TO 3
    ISTRT=TSTST+1 S LNGT+=LNGTH-1
    IF(LNGTH.GT.VA<LIM) -NGTHEVAKLIM
    CmLL PACRISTRINU(ISTRT),NAOE,LINTHd
    LOG=LOCNYE(NAME,STOUICT); IFPLOS.EQ.)1 GO TO 9
    IF(ALOOSW) RETjON
    FLAG`j= LKS(INFO(LOL-4),30).ANT.3G
    IF(SOR SORNFO(LOU-4),30).ANT.3日
    IF(:NOT.STURSN) GU TO 4S
    WE ARE DEALING WITH A FIXEO POINT LONSTANT
    ISAVE=FIXO S IF(FLAGS.AND.13) ISAVE=FLOATERQFIXO) GO TO 5
We are dealing with a flohting point congtant
    ISAVE=FIXER(FLOT) & IF:FLAGS.AND.17) ISAVE=FLOT
    INX=INFO(LOC-4),ANO.7777773
    IF(FLAGS.GT,1) 50 TO 6
    IF:L`AQ.NE.O) GO JO%
    IFGNOT.STUSSN1 GO T? 51
    IF(STDIVGIISTOT-1?.NE.AAOK) GU TO 5?
    FIXI=XLJCFYUUNKIINOXI; OHIER=-2 ERETURN
    FIXI=XLGCF IUUNKI NOXIGS
    LF(FLAGSGNLOJ),GUSTSTSS
    FIXU=UUVK(INOX) & SHIFQ=0 $ RETURN
    FLJT=UUVK(INOX) $ SHI ER=-1 & RETUPN
```




```
        SUBROUTINE GETNUM(B,BUFF,MOHR,KTYP)
C SHIS SUBROUIINE IS CALLEQGGROM FUNCTION -IBOQY-GGUNCIION -IPATRN-,
C
***NOTE(1)
C*NJTE(2)
C
        DIYEVSION FMAT (3),TEUP(2), BUFF(2)
        OATA FMAT/5H(I20),5H(O2D),8H(E2U.121/
        FORMAT11H(,I2,2HX,,T2,3HA11)
    THE NUMDER OF CHARAGFERS TO BE ENCODED IS-STORED IN -MCHR-
    THE NUMBER OF CHARAGTERS NEEDEG FOR A FULL WORD II.E. 2O OCTAL
C CHARACTERSS IS STORED IN -MX-
        MX = 20- MCHR
C*FNJTE(3)
C
        ENSODE (10,1,XMAT) MX,MGHR
        ENCOOE(20,XMAT,TEMP)(BUFF(M),M=1,MCHR)
C -KTYP- DETERMINES WHICH TYPE OF OUTPUT FORMAT IS TO BE USED;
    XMAT = FMAT{KTYP)
        QECOJE{2U,XMAT,TEMP) 8
        REIURN
```

```
        SUBRJUTINE GETGHR(CHAR,NEHAR,NUMB,KTYP)
C
C
C
INTEGER XMAT,CHAR(NCHAR),FMAT(3),TEMP\2),BUFF(20)
    DATA FMAT/5H(I20),5H(0203,3H(E20.12)/
C DETERMINE WHIOH TYPE OF FORMAT IS TC BE USEO FOR ENCOOTNG. THIS IS
```



```
C (KTYP=1%,OCTAL(KTYP=2) OR REAL(KTYP=3)
    (KTYP= ', NCTAL(KTYP
C***NOTE(2)
    ENCODE{2O,XMAT,TEMP) NUMB
        CALL UNPAC<(TEMP,BUF=,20)
        OO 1 I=1,20
C**VJTE(3)
C
IF(BUFFII).NE.1H) GJ TO 2
CONTINUE
2 NCHARO}=21-
    CALL MOVE (BUFF(I),GHAR,NCHAR)
    RETURN
    RENO
```

susroutine exegute

```
THIS SUBROUTINE IS CAL_ED FROM SUBROUTINE -EVAL- ONLY
```

    THE PURPOSE OF -EXEGUTE- IS TO CALL THE GOMPASS ROUTINE LOADIT
    WHIOH IS USE TO JYNATIGALLY LOAO FORTRAN PKOGRAMS FROM THE COMS
    LIBRARY DURING THE EXESUIION OF COMSI AND PROUIDE IT WITH THE
    PROPER INFOPYATION ISTJRED IV THE COMMON BLOCKS -KEBEG- ANO
    - ALGEBR-) FOR THE GENERATION OF CALLING SEQUEIVEES TO THE REQUIRED
    LIOKARY PROGRAMS
        COMMON/KEBEG/KBEGIN,K
    COMON/ALGESR/NAMES\{J, SOUREE (IDO), SHIER(100), OHIER(100),
1 OPSTCK (10U), SAVE: BOE, L, NUMBSW,FLAG,TEST,MM
DIMEVSIJN FGOT (100)
INTEGER SHIER, SOURCE, OPSTCK,OHIER
EQUIVALENCEIFLOT(i),SOUPGE(i)
CALL LOADIT
RETURN
RED
this Subroutine is galled from funciton -LOAd- ano function -Ibody -
-RUCARO- IS USES TO READ IN $8 O$ COLUMNS OF INFOPMATION FRQM AN
ivut sarj. This ingluzes the reading of botr stran rules and data
COMMON/GNTROL/ECHO,TRAJE, JUNKS11D, INTAP, NOUTAP
1, JJJNK(4)
LOGICAL ECHO
INTEGER COJE (1)
REAJIINTAP, 100) (CODEII: $I=1,81$
end of file test
IF(EOF,INTAP) 2.1
IF THE (EGHO) IS TURNED ON, THE INFORMATION READ IN IS IMMEDIATELY
IFIEGHO) WRITE(NOUTAP,101)(CODE(I), I $=1,3)$
RETURN
-NOUTAP- AND - INTAP- ARE INITIALIZED IN SUBROUTINE -INITIAL-
WRITE (NOUTAP,102) INTAP
STOP
100 FORMAI(BA10)
101 FORMAT (3H INPUT...,8A10)


```
        SUBROUTINE WRCARD & BU=F,LENGTH:
C THIS SUBROUTINE IS CALLED FROM FUNCTION -IBODY-,FUNCTION -INDICES-
    THE MAIN PURPOSE OF -WRGARD- IS TO PROYIDE A ROUTINE FOR OUTPUTTING
    =RROR MESSAGES WITHOUT HAVINS TO USE -WRITE- AND -FORMAT- STATEMENIS
    EACH TIME AN ERROR IN A PARTICULAR ROUTINE OCCURS
    COMMON/ENTRJL/ECHO,TRASE,UUNKII1J,INTAP,NOUTAP
    1,JJJNKILS
    INTEGER BUFF(8)
    SJORE THE NUMBER OF ARJUMENTS IN THE CALL TO -WRCARO- II.E. ONE
    OR TNOS IN - NAQGS-
    NARGS=NUMP(VARGS)
C**NJTE(1)
C IF{NARGS.GT.1) LNGTH=(LENGTH+9)/10
WRITE(NOUTAP,1){BUFF(I),I=1,LNGTH)
    FORMAT\1X,8A10)
    REIURN
    ENO
```

```
        FUNGTIOY LJCATE{NAME,DICT)
C
C**NOTE(1)
C -DICT- IS AN ARRAY TO 3E USED AS A DICTIONARY. -NAME- IS THE SYMBOZ
    TO BE LOOKED UP
    SONTENTS OF DICT(1) = LENGTH OF -DICT- MINUS 4
    GONTENTS JF OICT(2) = TOTAL NUMEER OF ENTRIES PRESENTLY IN -DICT-
    ONTENTS GF BEEN STOPEO
    GONTENTS OF JICT(4) = YAXIMUM DEPIH AT WHICH ANY ENTRY HAS BEEN
    INITIAL CONTENTS OF DICT(5) THROUGH OICT(DICT(1)+4)= 2ERO
            INTEGER OICT(2)
            LOGICAL FLAG
        SET -LIMIT- TO THE MAXIMUM DIGTIONARY LENGTH
            LIMIT = DICT(1)
#**NOTE(2)
            LOC=MOD((LSS(NAME,23I +NAME). AND.7777777777777777S.LIMIT)
C**NOTE(3)
            DO 5 I=1,LIMIT
        SINCE THE MINIMUNVALUE OF -LOC- IS ZERO, THE FIRST AVAILABLE
        LOCATION FOR EITHER STJRAGE OR RETRIEVAL IS LOC+5
            IF(OICT(LOC+5).NE.0) GOTO 4
        A OTRUE. FLAG INDICATES STORAGE ANO A ,FALSE. FLAG INDICATES
            IF(FLAG) GO TO 2
            LOCATE=0
```

```
C
    DICT(LOC+5) = NAME
INCREMENT THE TOTAL NUYBER OF ENTRIES
    BTCT(2) = DICT(2) + + 1
IF CURRENT DEPTH IS gREATER THAN ANY PREVIOUS dEFTH, thE VALUE DF
    IFIIOGT.DICT(4)) DICT(4)= = 
    LEFALE = LOS + 5
    IF{DICT(LOC+5).EQ.NANEI GO TO 3
    LOC = LOG + 1
    IF -LOS- EQUALS 257, EITHER THE WHOLE DICTIDNARY HAS BEEN SEARCNEO
    FOR THE RETRIEYALOFA RULENAME, OR THE WHOLE OIOTIONARY IS FULL
    IFOLOC.EQ.LIMIT) LOC = 0
    CONTINUE
    PRINT 100
    &RINY 100 % INTIONARY =ULL, EXECUTION TERMINATEO.*)
    FOR STORAGE OF RULE NAYES A GALl to the ENTRY pOINT -DEFINE- IS MADE
    AND the fLAG IS SET TO .TRUE.
    ENTRY DEFINE
    FLAG = -TRUE.
    END
```

```
        FUNCTION INDEX(A,N1,3,NM2)
```



```
        IM1 = = I=2,N - 
C ONCE THE FIRST
C IN -A- ANO -G CHARACTERS GOMAREGSEBEEN MATCHED, SUCCEETING CHARARTERS
C INAGAEYANGOEEE INREA
    IFRA(IM1 + J).NE.B(J)) GO TO 10
5 COVITNUE
    A SUCGESSFUL SEARGH
    INDEX = I
    RETURN
    CONTINUE
1 0
C C AN UNSUCCESSFUL SEARCH
11 INDEX = 0
    ONOEX=0
    ENO
```

```
CUBROUTINE PAGE 
C
C COMMON/GNTROL/ECHO,TRACE,JUNK(L1), INTAP,NOUTAP
        1,S\NNK(4)
        LOGICAL EIRSTMMPEL/.TRUE., 0.0/
    IEST IF FOR THIS PARTIZULAR RUN, SUBROUTINE-PAGE- HAS SEEN GALLEG
        IF(.NOT,FIRSTM) GO TO 1
        CASLDATE(DAY)
        IPAGE = O.FALSE.
C -SECONO- IS A SYSIEM RJUTINE RETURNING AS ITS VALUE, IN -S-, THE
```



```
        CALL SECONO(S)
    GALCULATE THE OIFFERENBE IN TME BETWEEN THIS CALL TO THE SUBROUTINE
    -SECOND- AND THE LAST こALL
        CFEL=S-ACPEL
    set - ACPEl- to jhe Current value of -S- TO ge uSED next time around
        ACPEL=S IPAGE + 1
C WRITE JUT THE TITLE WITH THE ELAPSED CP TIME ANQ ThE pagE NUMbER
WRITE(NOUTAP,100) DAP,NPEL,IPAGE
100 FORMATFISTRAN INTERPRETER ON*,A1U,14X,*ELAPSED CP TIME=*,FE.3,
    1 15X,%PAGE*,I3,1HO)
        RETURN
            ENO
```

```
        SUSROUTINE PACK(A,B,VUMG)
G THE SUBROUTINE -PACK- IS CALLED FROM FUNGTIINN -LOAD-G SUBROUTINE
C -INTERD-. FUNSTION-TBJDY-, FUNCTION-IPATRN-, SUBROUTINE
    -PUSH-, FUNCTION -LOCSNA,'SUBROUTINE -NUMBER- ANO SUBROUTINE
    -GETNL-
f%*NOTE(1)
    DIMENSION A(2),B:2)
    N= 80
C JETERMINE THE NUMBER O= ARGUMENTS THIS ROUTINE WAS GALLEO WITH
    IF(NUMP(X).GT.2) N = NUMB
C THE FOLLONING TEST IS YECESSARY SINCE THE ENCODING OF ZERO OR LESS
C GHARACIERS GAUSES AN EXECUTION ERROR
    IF:N.LE.DIRETURN
1 ENCJTE{N,1,3)(A(I),I=1,N)
FOPMAT(8OA1)
    RETURN
    END
```

```
        SUBRJUTINE UNPACK(A,B,NUMB)
C SUBPOUTINE -UNPAGK- IS CALLED FROM FUNCTION -LOAD-, SUBROUTINE
```



```
**SEE NOTE(1) OF SJBROUTINE -PAGK-
    DIMENSION A(2),B(2)
        N=80
C JETERMINE THE NUMBER OF ARGUMENTS IN THE CALL TO THIS ROUTINE
    - ERINE THE NUMBER OF ARGUNENTS IN THE CALL TO THIS ROUTINE
    IF(NUMP(X).ST,2) N=NUMB
    THE FOLLONING TEST IS VELESSARY SINCE THE DECODING OF ZERO OR LESS
    SHARASTERS GAUSES AN EXEOUTION ERROR
    IF(N.LE.0)RETURN
    UESOOE(N,1,A) ( 3(I),I=1,N)
    FORMAT (BOAI:
    RETURN
    END
```

```
        SUBROUTINE MOVE(A,B,V)
C SUBROUTINE -MOVE- IS CALLED FROM FUNGTION -IPATRN-, SUBROUTINE
    -EVAL- ANO SUSROUTINE GETCHR-
    OLNENSION A!2:-B(2)
    move the elements of array -a- into array -b-
```



```
    RETURN
    ENO
```

INTEGER FUN二TION CONTINI COAMON/INFJIFREE, LO: (1), IBASE CONT = LOC (N-I BASES)
RETURN
END

| INTEGER RETURN END |
| :---: |
|  |  |
|  |  |

$$
\begin{aligned}
& \text { INTEGER FUNSTIUN LNKL (N) } \\
& \text { LNKLZ } \\
& \text { RETURN } \\
& \text { END }
\end{aligned}
$$

SUQROUTINE STRIND:I,N,K,N)
COMMON/TNFO/IFREE,LOEIITTBASE
INTEGER CONT


$K K=K$
$I F K K \cdot E 2-1) K K=L N K R(C O N T(N))$

LOC(N-IBASE) = LLSIII,48).OR•LLSIJJ.30).OR. (KK.ANO.7777773)
RETUPN
END

SUBROUTINE ST4IND (NTJPL,N,NDEST)
COMAON/NFOMFNEE, LOS(II,IBASE
DIMENSION NTUPLGZ:
IDAT $=$ ?

1 IPAT = IPAT DR. LLS(NEXT:15*(4-I))
LOCNOEST-IBASEi = ISAA
REVURN
END

INTESER FUNOTION NPARTIN,I)
NPART $=\operatorname{LRS}(N, 15 *(4-I)) . A N D .77777 B$
RETURN
END

INTEGER FUNSTION NUCELL (X)
COMMJN/INFO/IFREE, LO. (1), IBASE
IF\{IFREE EQED
NUSELL $=$ IFQEE
AFEE
RESURN
RETURN
11 FORHATA* FREE LIST EXHAUSTED.*)
STOP
Nu





* RUN COMPILER:


```
        IDENT .OADIT
```



```
    ONA E&EESEPEZATEFROM THL TOMS PRUGRAM
    LIV<IGE OF ARG;MENTJ IS ALJG NERFUPMEO - ALL ARGUMENTS ADE PASSE, jY
    AJURESS (I.E. IHE AJDRESS JF A TEMPORARY LOCATION CONTAINING THE
    Z RESENT VALUE JF THE APSUMENT)
    NOTE (1) THE FILE ON WHIGH IHE USER OEFINEO SUBROUTINE IS TO उE
            (2) LOCATED ES CALLEO FEOMSLIGRER IS PERFOOMEQ RY -LOAOIT-
    ITANGE IN THE EXPANSION OF IHESE MAGROS MAYE CAUSE RELOSIONT-GOTOGYAIL
        LIST % ; 
LOADIT VATA 4
* /ALGEGO/ CONTAINS THE ARRAYS -NAMES(5)-, -SOURCE(1U0) - AND
ML USE /ALGEBR/
* /KEBEG/ CONTAINS THE VARIABLES -KREGIN-ANO-K-
3L2 USE % MEGEG/
* THE MAORO WRITE IRACEBASK IF JESIREO
WRITE MACRO J,R.
```




```
* ADORESS: IF RY INQIRECT ADURESS, THE DTRECT ADORESS IS OBTHTNED ANDGY 
TRANSEERREW TO THE PROPER LOCATIONEXPEGTEO BY THE SURROUTINE IE EY
QIRECT AODRESS, THE ADORESS IS PASSED AS IS TO THE PROPER LOCATION
expected ey tha sugroutine
SETAB
    MAC₹O J
F
* PICK UP THE VALUE IN -SHIERIJ)- AND PUT IT IN XL
    SA4 SHIER+J
* AOD 2 TO this value
    IX0 }\times0+\times
    OEIERMINF WHETHER THE VALUE IN -SHIERI:I-IS -2 OR NOT. IF IT IS - IN
BEING PASSED BY DI只CT QUORESS
    NZ X0,S3*J
SEI X2 TO THE CONTENTS JF -SOURCE UJ- WHICH IS THE ADORESS OF THE
TEMPURARY GONTAINING THE PRESENT VALUE OF THE ARGUMEITT BEING
CONSIDEPED
    SA2 SOURCE*J
SET THE CORRESPONDING B REGISTER TO THIS ADERESS
    SE+J K2
* SET THE CORRESPONDING B REGISTER TO THE CONTENTS OF -SOURCE(J) -
SBrJ SBHJ SOURGE+J
    XZ CONTAINS THE NUMBER IF ARGUMENTS BEYOND THE SIXTH IN THE USEO
* DEFINEO SUBROUTINE
LABL->J SX3 X1-J
* TEST IF ALl OF THE ARGUYEVTS IN THE CALL HAVE BEEN CONSIDERED
```

```
    ZR X3,FIN
    ENOM
    THE AOORESS QLI REFFRS TO -NAMES(1)-, ML 1+5 REFERS TO -SOUREF(1)- 
SOURCE SET BL 1+4
SHIER SET BLI+104
    XI CONTAINS THE NAME OF THE USER DEFINED SUBROUTINE bEING CALLFD
    ILEFT JUSTIFIED WITH BLANK FTILI
    SA1 
    A LOGATION -SNAME - IS CREATED TO REFERENRE THE USER DEFINED
    SUBROUTINE NAME
    SAG =SSNAME
    THE FOLLOWING SFCTION OF PROGRAMMING UP TO LABEL DONE REPLACES THE
    BLANK FILLIIN XI BY ZFRO FTLL
            SB3 24
* PLACE NAME WITH BLANK FILL INTO X2
                            SA? SNAME
* CREATE A MASK IN XO TO PULL OUT CHARAGTERS
LOOP1 MXO 6
* LEFT CIRCULAR SHIFT MASK BY B3 BITS AND PLACE IT IN XO
    LXO 83. 人O
* MASK OUT THE FIRST CHARACTER INTO }\times
    B\times3
* RIGHT END OFF SHIFT GHARAGTER IN X3 RY B4 AITS LEAVING IF THE LOWED 6
- RIGHT END OFF SHIFT GHARAGTER IN X3 AY B4 AITS LEAVING IF THE LOWED-6-
```

* BITS of $\times 3$


```
* SAR ENTR+1
* XG IS SET TO THE ADORESS OF THE VFO ERROP TRAGEBACK WORD OF THE ABGVE
    SN4 X2-1
* x IS SET TO THE AuJRESS WHERE FHE SEvENTH ARGUMENT hill gF placed
    IX2 X4-X3
    THE SECTION OF GOOTNG UN TO -FIN- PLACES THE ADORESS OF THE SEVFNTH
    AROUMENT, EIGHTH ARG MEVI ANE SO OH INTO GONSECUTIVE LOCAIIONS
    BEFORE THE ENTRY POINT OF THE SUBROUTINE BEING CALLED IACCOROING
*TJ RUN-COMPASS FORTRAN lINKAGE*
LOOP2 
* THE FOLLOWING SIX STATENENTS ARE ALMOST IDENITGAL TO THE MACRO
    Sx0 
    I\times0 X0* X5
    NZ <0,S3X
    NA1 
3\times5
THE CONTENTS OF XG ARE DLACED AT THE PROPER ADORESS THAT THE CALLEO
*
* THE NEXT CJNSECUTIYE ADJRESS IS ogTAINED
SKIP S<2 
* tEst if all. the arguments of thf call have been taken care of
```

```
    NZ X5,LOOP2
** XI CONTAINS THE OOUING FOR A RETURN JUMP INSTRUCIION IN THE UPPER SO
* BITS OF THE KORD
FIN SA1 RJ
* x2 contains the name of the user defineo subroutine to be called
    SA2 EyTR&1
* LEFT CIRCULAR SHIFT X6 BY 30 BITS
    LX6 30
* X5 cONTAINS A RETURN JUMP INSTRUCTION TO THE NAME OF THE USER DEFINEO
SUBROUTINE
    BX6 X6+ X1
```



```
    SAS CALL
AT THIS POINT A RETURN gUBD IS CARPIED OUT AND THE USER DEFTNED
    SJBROUTTNE WILL BE EXECJTED. UPON RETIJRN TO -LOADIT- THE PROGRAM-
* IMMEOIATELY RETURNS GO SUQPOUTINE -EXECUTE
CALL
    OATA 
* The following are load vacros used in user initiateo loading ouping
* EXECUTISN
PADOP LDREQ BEGIN
* MAP,X GIVES A COMPLETE MAP OF ALl THE ENTRY POINTS
    LDREQ MAP,X
* SLOAD LOAJS THE ROUTINE WHOSE NAME IS SIORED IN -SNAME-_FROM IHE
```

```
* FILE -COMSLIB-
ENTRA LDREQ SLOAD,GOMSLIB,ISNAMES
* SATISFY IS USED TO SATIF: UNSATIFIED EXIERNALS DURING.THE USER LOAD.........
LDREQ SATISFY,(民UYZP3)
* Entry returns the entra point of the uscr loadeo routine
ENTR LQREQ ENTRY,ISNAMEI
    LQREQ END
    HADBOTO //// END OF LIST////
```

APPENDIX G

## CONTROL CARDS FOR RUNNING A COMS JOB

$\operatorname{DECK}$ (1.)

```
JOB CARD
ATTACH(COMSLIB,COMSLIB,ID=COMSPROG,PW=A)
RUN(S)
COMPASS (S==LDRTEXT)
REWIND,OUMPUT.
LGO.
END OF RECORD
    YCOMS FORTRAN PROGRAM
END OF RECORD
        J_OADIT COMPASS PROGRAM
END OF RECORD
        STRAN PROGRAM STATEMENTS
END OF FILE
```

Note (I) With the RUN-FORTRAN Compiler a COMPASS program which requires the loading of a system library (in this case the LDRTEXT library which contains loader macros), must be assembled with a separate control card.

Note (2) The above method of running a COMS job is simple but is dependent on the reading of almost 3000 cards. The experienced CDC 6400 user should set up a permanent file to hold the object code in the following way:

```
JOB CARD
REQUEST,LGO,*PF.
RUN(S)
CATALOG(LGO,COMS,ID=COMSPROG,RP=999,XR=B)
END OF RECORD
    COMS FORTRAN PROGRAM
END OF FILE
```

With the above deck, running a job entails:

DECK (3)

## JOB CARD

ATTACH (COMSLIB, COMSLIB, ID=COMSPROG, PW=A)
ATTACH ( $Y$, COMS , ID=COMSPROG, $P W=B$ )
COMPASS ( $S=$ LDRTEXT)
LOAD (X)
LGO.
END OF RECORD
LOADIT COMPASS PROGRPM
END OF RECORD
STRAN PROGRAM STATEMENTS
END OF FILE

Note (3) If any namelist reads are done from COMS library programs, the namelist data is placed amongst the STRAN program statements.

Note (4) Decks (1) and (2) assume the program library has been previousiy read in and cataloged according to the deck set-ups shown in Figure 1.6.

Note (5) If and when COMS is adapted to run under the FTNFORTRAN compiler, the system library LDRTEXT can

```
be loaded without a separate COMPASS control card
as shown below:
```

DECK (4)

```
JOB CARD
ATTACH (COMSLIB,COMSLIB,ID=COMSPROG,PW=A)
FTN (S=THDRTEXT)
REWIND,OUTPUT.
LGO.
END OF RECORD
    COMS FORTRAN PROGRAM
    LOADIT COMPASS PROGRAM
END OF RECORD
    STRAN PROGRAM STATEMENTS
END OF FILE
```


## A Sample Coroutine Program

The program shown below is based on the flowcharts given in Figures 2.2 and 2.3. It is written in Fortran with an accompanying assembly language routine cor used to handle the bilateral coroutine linkage. The data used is shown following the program. As can be seen, implicit switching is accomplished by the position of calls made from one coroutine to another. The reader is not to be mislead by the use of "subroutine" header cards, as these exist only for the benefit of the Forcran compiler and do not imply subroutine type linkage at all. The program is almost self explanatory through its comments but particular sections of COR needing more detailed discussion have note references to the material below.

Details of the Compass Subroutine COR

Note (1)
The compass subroutine COR can presently handle linkage for two Fortran coroutines. This number is easily extended by making changes to two cards of the program. The first is the ENTRY card which specifies the
number of entry poirts for coroutines in COR. To increase this number to say eight from the present two, one would replace the blank between COR2 and COR3 in the current ENTRY card with a comma, and replace the comna between COR8 and COR9 with a blank. The second card to change is the call to the macro BUIID which presently looks like

BUILD CORTN, $(1,2), 3,4,5,6,7,8,9,10$
For eight coroutines this would be changed to
BUILD CORTN, ( $1,2,3,4,5,6,7,8), 9,10$
The only limit on the number of coroutines one could use is the available core of the machine.

Note (2)
The macro BUIID is used when a call to another coroutine is made from inside the coroutine curcently being executed. Its job is to obtain the name of the calling coroutine and the address in this coroutine following the call. This address is then stored in the block SAVE where it will be picked up by any succeeding calls made from other coroutines to the current coroutine.

## Note (3)

The coding in the next few statements has the following effect. SA2 Xl-1 will place the address of the actual call to this coroutine in A2, and the word contain-
ing the call in X 2 . It is important to note that a CALL statement (i.e. the 60 bit word) generated by the FortranRUN compiler contains the following code:

1) a return jump (01) to the called routine in the upper 30 bits of the word
2) a jump instruction (which is never executed) to the header address of the routine the call was made from (i.e. the address of the VFD word containing the routine's name) in the lower 30 bits of the word.

Thus the instruction SA2 $X 2$ will place the lower 18 bits (because it is a "set" instruction) of the CALL word in A2 (these bits contain the address of the VFD word) and the contents of the VFD word in $X 2$. In particular, if say coroutine 2 was called from coroutine l, the octal contents of X 2 will be

$$
\mathrm{X} 2=\underset{\mathrm{CORTR}}{0} \mathrm{O} 172224163400000000
$$

At this point a mask is formed in the lower six bits of XO and the contents of register X 2 is right shifted 24 bits resulting in

$$
\begin{array}{r}
\mathrm{x} 2=00000000031722241634 \\
\text { CORTN I }
\end{array}
$$

The last six bits containing the coroutine number are masked in XO for the purpose of setting up a word in the block SAVE which will hold the return address to the calling coroutine if a call is made to it by any other coroutine.

The point here is that the program, because it is leaving one coroutine to enter another, must remember where to re-enter this coroutine and have this information available in a common location for all other coroutines to reference. Using the particular example above, the reentry address, currently in Xl , is placed into X 6 by SX6 Xl and thence placed in the first word of the block SAVE by SA6 REF-28+x0 (where $x 0=34_{8}=28_{10}$ ).

Data cards used for the coroutine program:

```
DECLRTMR...**DIMENSION A(5),B(100)**
DECIRTN...**INTEGER A,B*****COMMON A.**
ASSIGN...**IZ=5096****Y=3.2****Q=1.763****B (1)=(Y+Q)**
CALLGUB...**CALI XYZ (A,B,Y)**
CALC...**SUM=B(5)+SQRT(Y*IZ)-A(1)**
INPUT...**READ (5,2)C,D,QTIME**
FORMAT...**2FORMAT(3F20.6)**
DATA...**5.6.18.7,20.92****ENDDATA**
CALLFUNC...**CALI F(C)**
END...**ENDOFPROGRAM**
```



UNUSFO COMDILER SDACE
$0134 U T$ $\qquad$








$\qquad$

```
INPUT CARD= RECLRTN:O**TTMENSTON A(5),D(1.JO:**
DINFNSION A(5), B(10)IE
```



```
INTESER A,O
```



```
y= z?O
Y=3.? =
Q=1.702 
Q(1; = (Y+0) 三
```

$\qquad$

```
INOIT CARN= CALLSUB...**OALL XYZ(A,B,Y)**
CALL XYZ:A,Z,Y)三
JNPUT CARQ= CALSMO**SUM=3(5)+SQRT(Y*TZ)-A(1)**
INPUTCART= TNPUT...*PEAO15,?\C,O,OTIMFF%
INPUT CAPD= FORMAT..**2FORMAT(3F2N.6)**
2FOPMAT(3F20.5)=
INOUT CAQD= DATA..**5. S,18.7,20.9?##**TNDOATD**
FND,19GAT,20.9?=
INPUT CARח= CALL FJNC..**CALLF(C)**
CALL F(C)=
INOUT CARN= FND...*FFND OF PSOTRRAM**E=
440304X %7/7 ENO OF LTST/7/1/
```


[^0]:    ${ }^{1}$ Some of these software systems include SKETCHPAD (Sutherland, 1963), Map (Kaplow, 1966), ANAL 68 (Welsh, 1967), ICES (Roos, 1967) and SIR AND STUDENT (Raphael and Bobrow, 1964).

[^1]:    ${ }^{1}$ The original version of COMS has a second method of communication involving the passing of NAMEIIST data input di-

[^2]:    ${ }^{1}$ Formal parameters are identifiers in a subroutine which are replaced by other identifiers or expressions when the subroutine is called. For example in the Fortran statement SUBROUTINE $A(X, Y), X$ and $Y$ are formal parameters. Actual parameters are those listed in the subroutine call. For example, in the Fortran statement CALL $A(B, C * D), B$ and $C * D$ are the actual parameters.

[^3]:    ${ }^{2}$ Such an operating system has been partically developed by E . Draughton as part of an experimentation with Soapsuds [6].

