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Abstract

Neurons throughout the auditory pathway respond selectively to the frequency and ampli-

tude of sound. In the auditory midbrain there exists a class of neurons that are also selective

to the duration of sound. These duration-tuned neurons (DTNs) provide a potential neural

mechanism underlying temporal processing in the central nervous system. Temporal pro-

cessing is necessary for human speech, discriminating species-specific acoustic signals as

well as echolocation. This dissertation aims to explore the role and underlying mechanisms

of DTNs through single-unit in vivo electrophysiological recordings in the auditory mid-

brain of the big brown bat. The durations that DTNs are selective to in echolocating and

non-echolocating species are first compared to the durations of each species vocalizations.

This comparison reveals that the durations DTNs respond best to correlates to the durations

of echolocation calls in echolocating species and to species-specific communication calls in

non-echolocating species. The ability of DTNs in the bat to respond to stimulus parameters

thought to be important for echolocation processing, such as pairs of pulses and binau-

ral sound localization cues, are subsequently tested. The responses of DTNs to a paired

tone spike suppressing paradigm presented monaurally and binaurally are also compared to

characterize the role each ear plays in recruiting inhibition known to be involved in dura-

tion tuning. The results show that DTNs are able to respond to pairs of pulses at a timescale

relevant to bat echolocation, and a majority also responded selectively to binaural sound

localizing cues. Nearly half (48%) of DTNs did not show spike suppression to an ipsilater-

ally presented suppressing tone. When ipsilaterally evoked spike suppression occurred, the

effect was significantly smaller than the suppression evoked by a contralateral suppressing

tone. These findings provide evidence that DTNs may play a role in echolocation in bats as

DTNs are able to respond to the outgoing pulse and returning echoes and localize the echo

source and that the neural mechanism underlying duration tuning is monaural in nature.
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1 Introduction

The ability to process temporal information in an auditory signal is beneficial and likely a

feature of the auditory system of all hearing animals. In humans, for example, temporal

processing of auditory signals is important for speech recognition (Denes, 1955; Shannon

et al., 1995). Temporal processing also allows humans to communicate with one another at

great distances through the use of technology and morse code. In morse code, differences

in the duration of tones and the interval between tones represent letters and numbers to form

words and sentences (Mauk and Buonomano, 2004). Processing temporal information is

also important for sound localization. Neural processing of differences in the time of arrival

of sound reaching each ear allows humans, and other animals, to localize the source of the

sound (Rayleigh, 1907) as sounds coming from the left of the listener would reach the left

ear before the right ear.

Discrimination of temporal parameters of vocalizations can provide reproductive bene-

fits to the animal. Crickets have been shown to be able to identify, and prefer, calling songs

that match the songs of their conspecifics over calling songs of other cricket species (Pol-

lack and Hoy, 1979). The female pacific tree frog can also discriminate conspecific calling

calls from the calls of other frog species by evaluating temporal cues such as call duration

and pulse rate. The female pacific tree frog also appears to prefer conspecific calling songs

that are longer in duration, even when total signal energy is taken into account by reducing

the duration of individual pulses within the call. These long duration calls are thought to

signal the males’ fitness as longer duration calls require a greater energy investment on the

part of the male (Klump and Gerhardt, 1987).

Echolocating bats are an ideal example of the benefit imparted from the ability to pro-

cess temporal information in an auditory signal. Echolocation is an active auditory process

in which the echolocating animal emits a sound pulse and listens for the returning echoes.

1



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

By comparing the time between the outgoing pulse and the returning echoes, bats are able

to infer the distance between themselves and the target that caused the echo (Simmons,

1973; O’Neill and Suga, 1979; Dear et al., 1993; Au, 2000). Echolocation is thought to

provide a number of benefits to the echolocating bat, including the ability to operate in the

absence of light for both hunting and roosting, the ability to compete against other aerial

insectivores and even for communication with conspecifics (for review, see Fenton, 1984).

In the auditory midbrain (inferior colliculus; IC) there exists a class of neurons known

as duration-tuned neurons (DTNs). Typical auditory neurons respond selectively to the fre-

quency and amplitude of the auditory stimulus. These so-called DTNs response characteris-

tics are set apart from typical auditory neurons by their selective response to the duration of

the auditory stimulus, in addition to their selectivity to frequency and amplitude. Duration-

tuned neurons are found across vertebrates, including mammals in which they are studied

most extensively and provide a potential neural mechanism for temporal processing. The IC

is the first auditory nucleus in the auditory pathway where DTNs are found to exist (e.g. Jen

and Schlegel, 1982; Pinheiro et al., 1991; Casseday et al., 1994). Duration-tuned neurons

have also been observed in ascending auditory nuclei including the auditory thalamus (He,

2002) and the auditory cortex (Galazyuk and Feng, 1997; He et al., 1997). The IC receives

excitatory and inhibitory synaptic afferents from almost all descending and ascending au-

ditory nuclei. The underlying neural circuitry involved in duration selectivity is thought

to involve an interplay of excitatory and inhibitory synaptic inputs offset in time (Casse-

day et al., 1994; Covey et al., 1996; Casseday et al., 2000; Faure et al., 2003; Aubie et al.,

2009, 2012). In vivo extracellular recordings of DTNs combined with inhibitory receptor

antagonists (e.g. bicuculline and strychnine; GABAA and glycine receptor antagonists, re-

spectively) have demonstrated the importance of synaptic inhibition for duration tuning,

as a majority of DTNs lose their duration selectivity when inhibition is blocked (Casseday

et al., 1994; Jen and Feng, 1999; Casseday et al., 2000). Whole-cell patch-clamp recordings

2
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have also demonstrated that inhibition is important for duration selectivity, with inhibition

typically preceding excitation (Covey et al., 1996; Tan and Borst, 2007; Leary et al., 2008).

Paired tone presentation combined with in vivo extracellular recordings have also provided

evidence that DTNs receive excitatory and inhibitory synaptic inputs offset in time with

inhibition preceding excitation (Faure et al., 2003).

The majority of research conducted on DTNs has focused primarily on neural responses

to monaural (one ear) or free-field (contralateral-biased) stimulation. Dichotic stimulation

proper has not been employed on DTNs, with the exception of two reports on the response

properties of DTNs in the IC of the mouse (Brand et al., 2000) and bat (Covey and Faure,

2005). Other studies that focus on general characteristics of the IC have demonstrated that

neurons in the IC respond to binaural stimulation (e.g. Lu and Jen, 2003). Furthermore,

the IC receives afferents from a number of auditory nuclei bilaterally (Zook and Casseday,

1982). It stands to reason, therefore, that DTNs in the IC receive binaural innervation. The

extent to which this is the case, and its effect on DTNs, has yet to be characterized. In the

real world, as opposed to the laboratory setting, sounds typically stimulate both ears so it

is important to understand the response properties of DTNs to both monaural and binaural

stimulation.

Although they were discovered almost fifty years ago, the exact function(s) of DTNs

to hearing is(are) unknown. This dissertation aims to further our understanding of DTNs

found in the auditory midbrain with a primary focus on attempting to elucidate the possible

role(s) DTNs play in hearing and a secondary focus on exploring the mechanism underlying

duration selectivity. This dissertation relies primarily on single-unit extracellular neural

data obtained from the auditory midbrain of the echolocating big brown bat, Eptesicus

fuscus; however the implications of this work likely extend to non-echolocating animals,

including humans.

Chapter 2 reviews the mechanisms underlying, and response properties of, DTNs across

3
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echolocating and non-echolocating vertebrates. This chapter serves to bring the reader up

to speed on the duration tuning literature and highlights the various neural mechanisms that

are thought to be involved in creating duration-tuned neural responses. Here the hypothesis

that DTNs are involved in echolocation in echolocating species and involved in processing

communication signals in non-echolocating species is explored by comparing the durations

that DTNs respond best to with the durations of species-specific vocalizations.

Chapter 3 quantifies the ability of DTNs and non-DTNs in the IC of the big brown bat

to respond to pairs of excitatory pulses. These pairs of excitatory pulses can be thought of

as echolocation pulse-echo pairs. By varying the interpulse interval of the two pulses, we

are able to measure the minimum time separation required for the neuron to respond to the

second pulse at 50% of the spiking response to the first pulse. This minimum time is known

as the recovery cycle time. Previous studies have shown that neural recovery cycle times can

be shortened by blocking synaptic inhibition and we exploit this fact to indirectly measure

inhibition in DTN and non-DTN IC populations through their recovery cycle times. Here

we show that a subset of DTNs appear to recruit increased synaptic inhibition, as predicted

by mechanisms thought to underlie duration selectivity. We also show that DTNs are able

to respond to pairs of pulses at a range of time courses that mimic biologically relevant

pulse-echo delays in echolocation. This finding suggests that DTNs in the bat are able to

respond to echolocation pulse-echo pairs, strengthening the argument that DTNs might be

involved in the processing of echolocation calls.

Chapter 4 measures the relative contribution of sound inputs to each ear in forming

duration selectivity in the IC. This is accomplished by presenting an excitatory tone and a

non-excitatory suppression tone in a paired tone stimulus paradigm similar to Faure et al.

(2003), while varying the ear that is stimulated by the non-excitatory suppression tone.

Previous studies on DTNs have shown that inhibition is important in forming duration-

selective responses and that the inhibition underlying duration selectivity typically lasts as
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long as, or longer than, the duration of the stimulus (Casseday et al., 1994, 2000; Covey

et al., 1996; Fuzessery and Hall, 1999; Faure et al., 2003). In the binaural condition, where

the excitatory tone and non-excitatory suppression tone were presented to separate ears,

we find that about half of DTNs did not exhibit measurable inhibition. For those DTNs

that do show measurable inhibition in the binaural condition, the inhibition recruited in the

monaural condition is almost always stronger. We also show that the inhibition recruited

monaurally always lasts as long as, or longer than, the duration of the stimulus that evokes

it, but in the binaural condition the inhibition is almost always shorter than the duration

of the inhibitory stimulus. Together, these results provide evidence that the mechanisms

underlying the formation of duration selectivity in the IC are monaural in nature. These

results also demonstrate that a sub-population of DTNs respond to binaural stimulation and

therefore may function in sound localization.

Chapter 5 explores the response of DTNs in the big brown bat to binaural sound local-

ization cues thought to be important for sound localization in echolocation. The ability to

localize the source of the echo allows the echolocating animal to identify the position of

a target in both azimuth and elevation. Combined with the distance information obtained

through a neural analysis that compares the time between the outgoing pulse and returning

echo, the echolocating animal is able to precisely locate a target in three-dimensional space.

Here we characterize the neural responses of DTNs and non-DTNs to binaural differences

in sound pressure level and time of arrival at each ear. We find that responses to differences

in sound pressure level are most prominent in the IC and that DTNs are just as likely, if

not more so, as non-DTNs to respond selectively to sound localization cues. The fact that

DTNs are able to respond selectively to sound localization cues, combined with the ability

of DTNs to respond to pairs of pulses, provides evidence for the hypothesis that DTNs play

a role in processing echolocation calls in echolocating species.

The final chapter of this dissertation discusses the implications of the findings of the pre-
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vious chapters with regards to duration tuning in the auditory midbrain. The potential role

that DTNs play in processing echolocation calls in echolocating species is discussed along

with other potential roles that DTNs may serve in both echolocating and non-echolocating

species.
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2 Duration Tuning in the Auditory Midbrain of

Echolocating and Non-Echolocating Vertebrates

2.1 Abstract

Neurons tuned for stimulus duration were first discovered in the auditory midbrain of frogs.

Duration-tuned neurons (DTNs) have since been reported from the central auditory sys-

tem of both echolocating and non-echolocating mammals, and from the central visual sys-

tem of cats. We hypothesize that the functional significance of auditory duration tuning

likely varies between species with different evolutionary histories, sensory ecologies, and

bioacoustic constraints. For example, in non-echolocating animals such as frogs and mice

the temporal filtering properties of auditory DTNs may function to discriminate species-

specific communication sounds. In echolocating bats duration tuning may also be used

to create cells with highly selective responses for specific rates of frequency modulation

(FM) and/or pulse-echo delays. The ability to echolocate appears to have selected for high

temporal acuity in the duration tuning curves of inferior colliculus neurons in bats. Our un-

derstanding of the neural mechanisms underlying sound duration selectivity has improved

substantially since DTNs were first discovered almost 50 years ago, but additional research

is required for a comprehensive understanding of the functional role and the behavioural

significance that duration tuning plays in sensory systems.
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2.2 Introduction

Extracting temporal information from sensory input is vital for acoustic processing. Acous-

tic communication (Pollack and Hoy, 1979), sound localization (Knudsen and Konishi,

1979; Carr and Konishi, 1990) and speech recognition (Shannon et al., 1995) all rely on

the processing of temporal information. Echolocating bats and dolphins are two groups of

mammals that rely on exquisite temporal processing of acoustic information for detection,

identification, and localization of airborne and underwater targets, respectively (Thomas

et al., 2004). Echolocation (biosonar) is an active auditory process in which an animal

emits a sound (pulse) and then listens to reflection(s) of that sound (echo) to create neural

images of its surrounding. For example, bats and dolphins use the time interval between an

outgoing sound pulse and its returning echo to infer distance (range) to a target (Simmons,

1973; O’Neill and Suga, 1979; Dear et al., 1993; Au, 2000).

In both bats and dolphins, the outgoing calls are typically loud, short duration, spectrally

complex signals. Figure 2.1 shows example echolocation calls recorded from two species of

insectivorous bats that employ different signaling strategies. The big brown bat (Eptesicus

fuscus, family Vespertilionidae; Fig 2.1a) is a temperate North American species that emits

downward frequency modulated (FM) signals and uses low duty cycle echolocation (duty

cycle = ratio of call duration to interpulse interval). The unidentified mustached/naked-

backed bat (Pteronotus sp., family Mormoopidae; Fig 2.1b) is a Neotropical species that

emits signals containing a combination of constant frequency (CF) tones and FM elements

and uses higher duty cycle echolocation. The recording of the Pterontus sp. also shows a

terminal feeding buzz and nicely illustrates the rapid increase in pulse repetition rate and

decrease in signal duration that occurs during an attempted prey capture (Griffin et al., 1960;

Kalko and Schnitzler, 1989). The ability to process temporally and spectrally complex

signals in rapid succession makes the echolocating bat an ideal animal model for studying
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mechanisms of temporal processing in the central auditory system.

Within the auditory midbrain (inferior colliculus) of echolocating bats there exists a

class of cells known as duration-tuned neurons (DTNs) whose neurophysiological responses

are characterized by selectivity for stimulus duration (Pinheiro et al., 1991; Casseday et al.,

1994; Covey et al., 1996; Ehrlich et al., 1997; Fuzessery and Hall, 1999; Casseday et al.,

2000; Faure et al., 2003; Mora and Kössl, 2004; Fremouw et al., 2005). Auditory DTNs

have also been reported from the inferior colliculus of non-echolocating mammals, includ-

ing rats (Pérez-González et al., 2006), mice (Brand et al., 2000; Xia et al., 2000), guinea

pigs (Wang et al., 2006), and chinchillas (Chen, 1998). Moreover, DTNs have been reported

from the auditory thalamus of guinea pigs (He, 2002) and the auditory and visual cortex of

cats (Duysens et al., 1996; He et al., 1997). Auditory DTNs also exist in the midbrain of

frogs (Gooler and Feng, 1992; Leary et al., 2008) where they were first discovered (Potter,

1965; Narins and Capranica, 1980).

Neurons tuned to the duration of a stimulus are found in more than one class of ver-

tebrate, in multiple sensory modalities, and in both echolocating and non-echolocating

mammals. Therefore, the ability to echolocate cannot be a prerequisite for the evolution

of duration selectivity in the mammalian central auditory system; however, this does not

preclude a functional role for duration tuning in the neural basis of echolocation.

This review synthesizes the known electrophysiological response properties and under-

lying cellular mechanisms responsible for creating DTNs in the auditory midbrain of frogs

(torus semicircularis) and mammals (inferior colliculus; IC), as evidenced by electrophys-

iological (extracellular and intracellular) recording, application of neuropharmacological

agents that block synaptic inhibition combined with extracellular recording, and by com-

putational modeling studies. We then focus and speculate on the potential roles of duration

selectivity in hearing and echolocation by bats. Finally, we suggest future studies that we

feel will further elucidate the neural mechanisms of duration selectivity and help shape our
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understanding of the role(s) DTNs play in temporal and sensory processing by the central

nervous system (CNS).

2.3 Electrophysiology of duration tuning

2.3.1 Response classes

Auditory DTNs can be classified into one of three electrophysiological response profiles

(Fig. 2.2). A cells classification is determined by the relative number of spikes evoked

across all stimulus durations (Jen and Zhou, 1999; Faure et al., 2003). The stimulus dura-

tion with the maximum response is defined as best duration. Ideally, the duration tuning

response class should be determined with signals at (or near) the cells best excitatory fre-

quency. The names of the response classes (for better or worse) are analogous to the shapes

of frequency filters in resonant electrical circuits. (1) Shortpass DTNs (Fig. 2.2a) have

spike counts that peak at best duration and drop to ≤50% of the peak in response to longer

duration signals. (2) Bandpass DTNs (Fig. 2.2b) also show peak spiking in response to best

duration sounds but have reduced spike counts that drop to ≤50% of the peak at durations

both shorter and longer than best duration. (3) Longpass DTNs (Fig. 2.2c) do not have a

best duration and respond only when the duration of a best excitatory frequency stimulus

exceeds some minimum duration, with little or no spiking in response to shorter duration

signals. One in vivo study reported a minority of cells that fell into a fourth category of

band-reject (multi-peaked) duration tuning (Mora and Kössl, 2004). Band-reject DTNs

have strong spiking at multiple stimulus durations and a minimum (or null) response to a

band of signal durations in-between. The existence of plausible biological mechanisms to

produce band-reject DTNs has been proposed (Mora and Kössl, 2004; Aubie et al., 2009).

Three additional studies have reported band-reject duration tuning. In two cases, the cells

responded weakly and prior to signal offset, bringing into question how the cell could de-
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termine stimulus duration (Pérez-González et al., 2006; Luo et al., 2008). In the third case,

classification of band-reject tuning was dependent on the temporal width of the spike anal-

ysis window (Wang et al., 2006).

Computationally, shortpass, bandpass and band-reject DTNs are the most interesting

because the specificity of their spiking response cannot be explained by simple integra-

tion of stimulus energy. The temporal tuning of shortpass, bandpass and band-reject DTNs

must involve a complex interaction of excitatory and inhibitory synaptic inputs and intrinsic

cellular properties (see Mechanisms of duration tuning). Although the spiking responses

of longpass DTNs can be similar to typical auditory neurons that integrate stimulus en-

ergy (e.g. Kiang, 1965), there are important differences. In a longpass DTN proper, the

cells first-spike latency and minimum duration necessary to elicit spiking do not continue

to decrease as signal energy (amplitude) increases (Brand et al., 2000; Faure et al., 2003;

Pérez-González et al., 2006). This is in contrast to the decrease in first-spike latency ob-

served for sounds of increasing stimulus energy that is typical of invertebrate (e.g. Mörchen

et al., 1978) and vertebrate auditory neurons (e.g. Rose et al., 1963). Some longpass DTNs

require longer minimum durations and have longer first-spike latencies at higher stimulus

amplitudes, resulting in a paradoxical latency shift of the spiking response (e.g. Covey et al.,

1996; Faure et al., 2003; Pérez-González et al., 2006).

2.3.2 Response properties

Spontaneous firing rates of DTNs are typically low, a feature common to IC neurons in

general (bat: Ehrlich et al. 1997; Jen and Feng 1999; mouse: Brand et al. 2000; Xia et al.

2000). Shortpass and bandpass DTNs in bats exhibit phasic spiking, with most cells re-

sponding with first-spike latencies that follow stimulus offset (e.g. Casseday et al. 1994;

Ehrlich et al. 1997; Fuzessery and Hall 1999; Casseday et al. 2000; Faure et al. 2003; but

see Luo et al. 2008). Longpass DTNs typically exhibit tonic or primary-like spiking and
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have spikes that occur during the ongoing portion of the stimulus (Chen, 1998; Brand et al.,

2000; Faure et al., 2003; Mora and Kössl, 2004; Luo et al., 2008). Faure et al. (2003) re-

ported that first-spike latencies of shortpass and bandpass DTNs in the IC of E. fuscus were

always longer than best duration, and that different neurons tuned to the same best duration

had a wide range of first-spike latencies. Moreover, cells that responded with a burst of two

or more spikes had burst durations (last-spike latency minus first-spike latency) that were

greater than the cells best duration.

Auditory neurons in the mammalian IC are tonotopically organized (Rose et al., 1963)

and DTNs are no exception; the best excitatory frequency of E. fuscus DTNs systematically

increase with electrode penetration depth in a dorsal-lateral to ventral-medial direction (Pin-

heiro et al., 1991; Jen and Wu, 2006; Wu and Jen, 2008). Jen and Wu (2006) reported a

correlation between neuronal best duration and best excitatory frequency in the IC of E.

fuscus, with cells tuned to shorter best durations more likely to have lower best excitatory

frequencies. This suggests a potential spatial map of duration selectivity running parallel

with the tonotopic axis; however, this correlation has not been reported in other studies of

DTNs in the bat (Pinheiro et al., 1991; Ehrlich et al., 1997; Faure et al., 2003; Luo et al.,

2008).

Although DTNs share similar response profiles across species, the range of neuronal

best durations and the width of temporal tuning varies between species with different audi-

tory and signaling constraints. For example, shortpass DTNs in both frogs and mammals

are typically tuned to shorter best durations and have narrower duration tuning curves than

bandpass DTNs tuned to similar best durations from the same species (e.g. Fuzessery and

Hall, 1999; Faure et al., 2003; Mora and Kössl, 2004; Fremouw et al., 2005; Leary et al.,

2008; Luo et al., 2008; Wu and Jen, 2008). Longpass duration tuning appears to be more

common in non-echolocating mammals such as rodents and cats (He et al., 1997; Chen,

1998; Brand et al., 2000), whereas shortpass and bandpass tuning is frequently observed in
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the IC of bats (Faure et al., 2003). Interestingly, the shortpass and bandpass duration tun-

ing curves of echolocating bats tend to be more narrowly tuned than in non-echolocating

mammals (Table 2.1). This suggests that the ability to echolocate may have selected for

cells with more restricted temporal tuning profiles, perhaps as an evolutionary adaption to

facilitate rapid processing of short duration pulses and echoes (Fremouw et al., 2005).

The spiking responses and temporal response specificity of duration tuning are largely

tolerant to changes in stimulus amplitude (Zhou and Jen, 2001; Fremouw et al., 2005).

Fremouw et al. (2005) reported amplitude tolerance in spike number and temporal tuning

profile for stimulus level changes up to 50 dB. First-spike latencies also remained fairly

constant across sound pressure levels (SPLs). Figure 2.2 demonstrates amplitude tolerance

in spike count across a 20 dB (x10) change in SPL. For each example neuron shown, there

was no significant difference in first-spike latency at +10 dB and +30 dB (re threshold).

2.4 Mechanisms of duration tuning

The auditory midbrain is the first stage in the central auditory pathway where DTNs have

been found in both frogs (torus semicircularis) and mammals (IC). To date, DTNs have

not been reported from the auditory periphery or from the lower brainstem central nuclei

(i.e. cochlear nucleus, medial nucleus of the trapezoid body, olivary complex, nuclei of the

lateral lemniscus). This suggests that duration tuning is an emergent electrophysiological

response property that is created in the auditory midbrain. Neurons selective for stimu-

lus duration have also been reported from the auditory thalamus (He, 2002) and cortex in

mammals (Galazyuk and Feng, 1997; He et al., 1997; Razak and Fuzessery, 2006).

Within the IC, duration selectivity is putatively created through the convergence and

temporal interaction of excitatory and inhibitory synaptic inputs that are offset in time

(Casseday et al., 1994; Ehrlich et al., 1997; Fuzessery and Hall, 1999; Casseday et al.,
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2000; Faure et al., 2003; Mora and Kössl, 2004; Covey and Faure, 2005; Fremouw et al.,

2005). The importance of inhibition on duration tuning can be revealed with experiments

using pharmacological antagonists that block inhibitory neurotransmitters. When inhibition

acting on a DTN is diminished or blocked, a cells duration selectivity is severely reduced

(broadened) or abolished (Casseday et al., 1994; Fuzessery and Hall, 1999; Jen and Feng,

1999; Casseday et al., 2000; Jen and Wu, 2005; Yin et al., 2008). These studies combined

with limited evidence from intracellular recordings (e.g. Covey et al., 1996) indicate that

duration tuning is created de novo in the IC and is not a response property that is inherited

(relayed) from lower brainstem auditory nuclei. The mechanisms responsible for DTNs in

the auditory thalamus and cortex are still unknown.

In theory, any central auditory neuron could exhibit duration tuning if the relative tim-

ing and/or strength of its sound-evoked excitatory and inhibitory synaptic inputs varied as

a function of stimulus duration. Evidence obtained from extracellular (Narins and Capran-

ica, 1980; Gooler and Feng, 1992; Casseday et al., 1994; Ehrlich et al., 1997; Chen, 1998;

Fuzessery and Hall, 1999; Brand et al., 2000; Casseday et al., 2000; Zhou and Jen, 2001;

Faure et al., 2003; Fremouw et al., 2005; Pérez-González et al., 2006; Wang et al., 2006) and

intracellular recordings (Covey et al., 1996; Leary et al., 2008) along with computational

modeling studies (Singh and Mountain, 1997; Hooper et al., 2002; Aubie et al., 2009) have

proposed two basic mechanisms that are theorized to underlie duration-tuned neural cir-

cuits. Although the details of the proposed mechanisms differ between animal species and

duration tuning response classes, all may be classified as either coincidence detection or

anti-coincidence mechanisms.

2.4.1 Coincidence detection mechanisms

Coincidence detection mechanisms rely on the simultaneous occurrence (coincidence) of at

least two excitatory (depolarizing) events (Narins and Capranica, 1980). The first excitatory
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event is linked to stimulus onset (ONE) and the second is linked to stimulus offset (OFFE).

On their own, each excitatory event is insufficient to push the membrane potential of the

DTN above spike threshold; however, when the ONE and OFFE events coincide, excitation

is augmented and spikes are evoked from the DTN. The coincidence detection mechanism

predicts that first-spike latencies of DTNs will track stimulus offset (i.e. spiking occurs

at a constant latency relative to stimulus offset) because spikes can be evoked only on or

after the arrival of the OFFE event. Offset responses are frequently observed from in vivo

recordings of DTNs in bats (e.g. Fuzessery and Hall, 1999; Faure et al., 2003).

Different classes of duration tuning can emerge from the coincidence detection mech-

anism by delaying the latency of the ONE event relative to stimulus onset. Short delays

produce shortpass tuning because the ONE and OFFE events will only coincide at the

shortest stimulus durations (Fig. 2.3a); however, bandpass duration tuning results when

the latency of the ONE event is delayed such that the OFFE event occurs before the ONE

event when the stimulus duration is short (Fig. 2.3b). Band-reject duration tuning could

arise if the OFFE event is subthreshold for short stimulus durations and thus requires co-

incidence with the ONE event to evoke spikes but then becomes suprathreshold at longer

stimulus durations (Aubie et al., 2009). Alternatively, band-reject tuning could result form

the coincidence of multiple onset-evoked excitations with different temporal delays (Mora

and Kössl, 2004).

Stimulus evoked inhibition acting on the DTN plays an important role in modulating the

strength and timing of the coincident excitations and has been observed in vivo via whole-

cell recordings of DTNs in the midbrains of frogs (Leary et al., 2008) and bats (Covey

et al., 1996). Indeed, sound evoked inhibition may be required for duration selectivity

as iontophoretic application of the GABAA antagonist bicuculline abolishes or broadens

duration tuning in 60-80% of DTNs in the bat (Casseday et al., 1994; Fuzessery and Hall,

1999; Jen and Feng, 1999; Casseday et al., 2000; Jen and Wu, 2005). Application of the
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glycine antagonist strychnine also diminishes duration selectivity, albeit to a lesser extent

(Casseday et al., 2000).

Based on evidence from intracellular whole-cell patch clamp recordings (Covey et al.,

1996; Leary et al., 2008) and single-unit extracellular recordings combined with paired-tone

stimulation (Faure et al., 2003; Covey and Faure, 2005), we know that inhibition acting on

a DTN usually precedes excitation. We also know that the inhibition lasts as long or longer

than the duration of the stimulus. Inhibition sharpens duration selectivity by decreasing

the temporal window of coincidence, thus ensuring that isolated excitatory events remain

subthreshold (Aubie et al., 2009). Inhibitory effects can also accumulate over repeated

stimulus presentations. For example, DTNs respond with fewer spikes to successive pulses

in rapidly presented pulse trains, resulting in increased temporal selectivity. Application of

the GABAA antagonist bicuculline abolishes both of these effects (Jen and Wu, 2005).

2.4.2 Anti-coincidence mechansisms

An anti-coincidence mechanism was hypothesized to account for the responses of some

shortpass DTNs and requires at least one excitatory (depolarizing) and one inhibitory (hy-

perpolarizing) event (Fuzessery and Hall, 1999). The depolarizing excitatory event may be

either onset- or offset-evoked, and the hyperpolarizing event is a sustained onset-evoked in-

hibition (SUSI) lasting for at least the duration of the stimulus. The excitation is suprathresh-

old and is capable of producing spikes on its own, but can be rendered subthreshold when

coincident with inhibition.

In one version of the anti-coincidence mechanism, short duration sounds evoke spikes

in the DTN when the latency of an ONE event is delayed so that it occurs after the end

of the SUSI . At longer stimulus durations, the duration of the SUSI event increases and

eventually overlaps with the ONE event rendering it subthreshold (Fig. 2.3c). This mecha-

nism predicts constant first-spike latencies across stimulus duration (re stimulus onset) be-
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cause the ONE event arrives at the same latency regardless of stimulus duration. Relatively

constant first-spike latencies have been observed in some in vivo recordings of shortpass

DTNs (Fuzessery and Hall, 1999). Hypothetically, the sustained inhibition could cause

small increases in first-spike latency at the longest excitatory durations as the SUSI event

encroaches upon the ONE event (Aubie et al., 2009).

In an alternative version of the anti-coincidence mechanism, short duration sounds can

also evoke spikes in the DTN when the latency of an OFFE event is shorter than the latency

of the SUSI event. At longer stimulus durations, the OFFE event arrives later in time and is

eventually overlapped and rendered subthreshold by the sustained SUSI event (Fig. 2.3d).

This version of the anti-coincidence model of short-pass duration tuning predicts that first-

spike latencies will follow stimulus offset because, like in the coincidence detection model,

spikes are evoked by the OFFE event.

2.4.3 Neural circuit implementations

The CNS could implement coincidence-detection and anti-coincidence mechanisms of du-

ration tuning in a variety of ways. Excitatory inputs to the IC are primarily from gluta-

matergic neurons (Covey et al., 1996; Ma et al., 2002) whereas inhibitory inputs are from

GABAergic and/or glycinergic neurons (Casseday et al., 2000). Transient onset-evoked re-

sponses are observed in brainstem nuclei with projections to the IC as early as the cochlear

nucleus (Haplea et al., 1994) as well as the medial superior olive (Grothe et al., 1997, 2001)

and the nuclei of the lateral lemniscus (Covey and Casseday, 1991; Vater et al., 1997). A

transient onset response might be produced by neurons with low- and high-threshold K+

currents that evoke a single spike per stimulus regardless of amplitude or duration (Sivara-

makrishnan and Oliver, 2001) or with excitation that slightly precedes inhibition (Nelson

and Erulkar, 1963; Le Beau et al., 1996). Offset responding neurons with excitatory projec-

tions to the IC are found in the medial superior olive and could provide the offset-evoked
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excitation predicted by the coincidence detection mechanism (Grothe et al., 2001). Alter-

natively, the DTN could produce offset-evoked excitation intrinsically via post-inhibitory

rebound mediated by hyperpolarization-activated currents (Sivaramakrishnan and Oliver,

2001; Hooper et al., 2002; Koch and Grothe, 2003; Sun and Wu, 2008). Because the am-

plitude of a rebound depolarization increases with the duration of hyperpolarization (Sun

and Wu, 2008), neurons with post-inhibitory rebound could plausibly underlie band-reject

DTNs if the rebound depolarization is subthreshold at short stimulus durations but becomes

suprathreshold at long stimulus durations. Post-inhibitory rebound has the critical ability to

mark the offset of temporal events and is thus a probable component of temporal process-

ing in general. Offset components are predicted in both general mechanisms of duration

tuning and post-inhibitory rebounds are predicted to mark the offset of preferred duration

intervals for interval selective neurons in weakly electric fish (Large and Crawford, 2002).

Sources of stimulus evoked sustained inhibition might originate from the nuclei of the lat-

eral lemniscus where both GABAergic and glycinergic neurons project to the IC (Covey

and Casseday, 1991; Vater et al., 1997). The arrival of excitation and inhibition to a cell

can be delayed relative to stimulus onset through delay lines created by varying axon length

and diameter (Carr and Konishi, 1990; Seidl et al., 2010) and/or receptor activation times

(e.g. AMPA versus NMDA receptors; Sanchez et al., 2007). Alternatively, currents can be

delayed intrinsically by the DTN itself via membrane ion channels that activate slowly over

the course of a stimulus (Hooper et al., 2002).

Using computational models of neural circuits, Aubie et al. (2009) confirmed the bio-

logical plausibility of several previously proposed conceptual mechanisms of duration tun-

ing. These computational models reproduced a wide range of in vivo response character-

istics, including best duration tuning, response classes, spike counts, first-spike latencies,

level tolerance to changes in signal amplitude, and the effects of applying antagonists of

inhibitory neurotransmitters to DTNs.
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It is important to note that the coincidence and anti-coincidence mechanisms are not

necessarily mutually exclusive in a duration-tuned neural circuit. For example, a hybrid

mechanism could require the coincidence of onset- and offset-evoked excitations as well

as anti-coincidence with sustained inhibition to evoke spiking in a DTN. The full gamut of

duration tuning mechanisms employed by the CNS is likely composed of a host of such

hybrid mechanisms. This variation could account for the wide variability of best durations,

spike counts, and first-spike latencies observed both within and across species.

2.5 Duration tuning and echolocation

The echolocation calls of bats are highly diverse and species-specific (Jones and Teeling,

2006). Echolocation works by comparing temporal and spectral differences between out-

going pulses and reflected echoes to infer information about the size, shape, position, tex-

ture and velocity of objects in the environment (Simmons, 1973; O’Neill and Suga, 1979;

Neuweiler, 1984; Suga and Horikawa, 1986; Neuweiler, 1990; Dear et al., 1993; Veselka

et al., 2010). Echolocating bats adjust both their signal structure and calling behaviour to

meet the acoustical and perceptual demands associated with detecting targets in different

environments and foraging tasks (Simmons and Stein, 1980; Neuweiler, 1984, 1990; Faure

and Barclay, 1994). The signals are composed of CF, FM and/or a combination of CF +

FM acoustic elements that can vary in duration (Fig. 2.1). Equally diverse is the temporal

pattern of call emission when bats are foraging, landing, commuting, and interacting with

conspecifics. For example, in free flight E. fuscus emit search phase calls up to 20 ms in

duration with interpulse intervals ranging from 20 to >100 ms, but during target capture

it decreases its call duration and interpulse interval to <1 ms and <10 ms, respectively

(Surlykke and Moss, 2000; Petrites et al., 2009).

The contribution of duration tuning to hearing and echolocation by bats is still unknown,
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but the available evidence suggests that DTNs play a functional role. The best duration and

range of temporal selectivity of DTNs in bats closely mirrors the range of echolocation

call durations (Table 2.1). Moreover, a disproportionately high number of DTNs in the IC

of E. fuscus and Molossus molossus have best excitatory frequencies within the range of

the fundamental FM acoustic element used in echolocation (Pinheiro et al., 1991; Faure

et al., 2003; Mora and Kössl, 2004). In low duty cycle bats like E. fuscus, spike counts and

first-spike latencies of DTNs at best duration are quite tolerant to large changes in stimulus

amplitude (Zhou and Jen, 2001; Fremouw et al., 2005), whereas in high duty cycle species

like M. molossus and R. pusillus, DTNs show more variation in amplitude tolerance (Mora

and Kössl, 2004; Luo et al., 2008). This suggests that amplitude tolerance of DTNs in

bats may vary between species that emit different echolocation call types and that employ

different signaling strategies. If DTNs operated in neural circuits that detected the delay

between pulses and echoes, amplitude tolerance ensures that the magnitude and latency

of DTN firing would remain stable when responding to loud outgoing vocalizations and

weaker returning echoes. Duration-tuned neurons with similar best durations but different

first-spike latencies could function as delay lines for higher auditory centers. For example,

if the response of a delay-tuned neuron in the auditory thalamus (Olsen and Suga, 1991) or

auditory cortex (Tanaka et al., 1992) depended on the coincidence of inputs from DTNs in

the IC, then this circuit could detect the delay between two sounds with specific durations

(Faure et al., 2003; Covey and Faure, 2005). More specific and complex response properties

would emerge by including additional DTNs tuned to similar (different) frequencies and

amplitudes.

Integrating temporal information across varying interstimulus intervals is particularly

relevant to echolocation because bats naturally experience large variation in the timing of

pulses and echoes during target pursuit (Griffin et al., 1960; Simmons, 1973; Kalko and

Schnitzler, 1989; Surlykke and Moss, 2000; Moss and Surlykke, 2001). Some bat DTNs
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maintain or sharpen their temporal specificity when they are repeatedly stimulated with

pairs of best duration tones resembling pulse-echo pairs in echolocation (Jen and Zhou,

1999; Jen and Wu, 2005; Wu and Jen, 2008). This suggests that DTNs might function as

a filtering mechanism for isolating specific durations and frequencies in pulses and echoes.

Bat DTNs with short best durations have shorter recovery times in response to best dura-

tion pulse-echo pairs than cells with longer best durations (Wang et al., 2008, 2010). Such

responses might be expected if DTNs play a role in echolocation because both call dura-

tion and interpulse interval decrease as the bat moves from the search (long call durations,

long pulse-echo delays) to the approach (intermediate call durations and pulse-echo delays)

and finally to the terminal phase (short duration calls, short pulse-echo delays) of hunting

(Kalko and Schnitzler, 1989). Decreased call durations during insect pursuit are illustrated

for the Pteronotus sp. in Figure 2.1b.

Preliminary computational studies and single-unit recordings from the IC of E. fuscus

performed by the authors suggest that DTNs may also contribute to hearing and echolo-

cation when tested with sounds shorter than best duration. Take, for example, a bandpass

neuron with a best duration of 5 ms. By definition, the cell responds maximally to 5 ms

suprathreshold sounds, but the same cell may show little (or no) response to shorter sounds

of the same frequency and energy (e.g. see Fig. 4b in Faure et al., 2003). Presenting the

same bandpass cell with pairs of 2 ms signals (i.e. pulse-echo pairs at a non-responsive

duration) also results in a weak response; however, the response is stronger when the inter-

pulse interval is shortened so that the combined duration of the pulse+gap+echo is close

to the neuronal best duration. We hypothesize that when the interval between the onset

of the outgoing echolocation pulse (Signal 1) and the offset of the returning echo (Signal

2) is close to neuronal best duration, and when the pulse-echo interval is shorter than the

recovery time of the cell (recovery time defined as the minimum interval for the response

to Signal 2 to be ≥50% of the response to Signal 1), then the pulse-echo pair would effec-
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tively be perceived by the cell as a single, unified stimulus. This mechanism of temporal

integration predicts that the DTN will respond at the offset of the echo. It also predicts

that cells with longer best durations will respond to longer pulse-echo gaps, and thus be

useful in detecting more distant targets than cells with short best durations. Because the

pulse-echo gap must be sufficiently short to prevent the DTN from fully recovering, DTNs

could be especially useful for detecting pulse-echo delays shorter than 8 to 30 ms, which is

the range preferred by delay-tuned neurons in the auditory midbrain of E. fuscus (Dear and

Suga, 1995).

So far we have emphasized how the responses of DTNs could serve as temporal filters in

auditory processing, but it is important to remember that DTNs are also tuned in frequency

and have V-shaped, U-shaped, and O-shaped excitatory frequency response curves just like

other types of central auditory neurons (e.g. Sutter, 2000). This makes the response of a

DTN extremely specific because the neuron will only fire action potentials when it hears a

sound that is of the correct frequency, duration, and amplitude. Therefore, midbrain DTNs

have the capacity to act as spectrotemporal filters for auditory information processing. Pop-

ulations of DTNs with different best excitatory frequencies, excitatory frequency response

areas, best durations, and temporal tuning response areas could act as inputs to the equiv-

alent of a neural spectrogram and provide the brain with highly specific information about

the auditory environment. We speculate that such spectrotemporal filters would be very

useful for hearing in general and echolocation by bats.

2.6 Future studies

Considerable effort has been devoted to understanding the neural mechanisms underlying

auditory duration selectivity since DTNs were first discovered from the midbrain of frogs

(Potter, 1965; Narins and Capranica, 1980) and then later in bats (Casseday et al., 1994).
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Although the exact function that DTNs play in hearing is unknown, the general range of

neuronal best durations within a species correlates well with the range of vocalization du-

rations. Table 2.1 summarizes the range of best duration tuning exhibited by DTNs in frogs

and mammals, and also shows the range of durations for typical species-specific vocal-

izations. In both echolocating and non-echolocating species, the range of neuronal best

duration tuning in DTNs correlates fairly well with the range of vocalization durations

of species-specific echolocation and communication / social signals. For example, in FM

bats that use low duty cycle echolocation, call durations are typically <10 ms and they

have shortpass and bandpass DTNs that are typically tuned to <10 ms (e.g. E. fuscus, A.

pallidus, M. lucifugus). High duty cycle bats that emit a combination of CF-FM acoustic

elements usually have call durations>10 ms (e.g. M. molossus and R. pusillus) and possess

cells tuned to longer best durations. The concordance between neuronal best durations and

echolocation signal duration suggests that DTNs play an active role in echolocation. Frogs

with best durations ranging from 4 to 50 ms emit communication sounds in rapid sequence

that range from 8 to 17 ms. Mouse DTNs have best durations that typically range from 8 to

80 ms and this correlates well with the durations of typical communication calls that vary

from 8 to 100 ms in pups and 8 to 75 ms in adults. Rat DTNs range from 4 to 128 ms in best

duration and have social/communication calls with durations ranging from 80 to 140 ms in

pups and 20 to 80 ms in adults (with some adult calls lasting >300 ms). In the chinchilla,

guinea pig and cat, best duration neuronal tuning tends to be shorter than the duration of

species-specific vocalizations; however, in these species DTNs may still be used to detect

and discriminate specific call elements within the longer duration sounds. It is also possible

that duration selectivity is not the primary function of DTNs.

The majority of research on duration tuning has used CF tones to measure responses

from DTNs, and this makes sense given how duration tuning as a neurophysiological re-

sponse type is defined. A few studies have reported midbrain DTNs that respond best to
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FM sweeps containing the cells best excitatory frequency response area (Casseday et al.,

1994; Ehrlich et al., 1997; Fuzessery and Hall, 1999; Casseday et al., 2000; Fuzessery et al.,

2006) or to combinations of CF tones + FM sweeps (Luo et al., 2008); however, it is un-

clear if duration selectivity for a DTN is as functionally significant as the selectivity for FM

sweep rate. As the duration of a constant bandwidth FM signal increases, the duration of

specific frequency bands within the signal also lengthen resulting in a slower rate of mod-

ulation through a cells excitatory frequency response area. When FM DTNs are stimulated

with FM sweeps systematically varied in duration, it is possible that these cells are simply

responding to specific rates of FM rather than signal duration per se (Fuzessery et al., 2006).

Complex interactions between subthreshold excitatory and inhibitory synaptic inputs

play a major role in determining what signals best stimulate an auditory neuron. While

a number of intracellular recordings have been obtained from auditory midbrain neurons

(Kuwada et al., 1997; Pedemonte et al., 1997; Voytenko and Galazyuk, 2007; Xie et al.,

2007; Peterson et al., 2008; Voytenko and Galazyuk, 2008; Xie et al., 2008; Gittelman

et al., 2009; Li et al., 2010) intracellular responses of auditory midbrain neurons to varying

durations of pure tones have only once been reported (Covey et al., 1996). Additional intra-

cellular studies are needed to fully characterize the synaptic inputs and intrinsic properties

of DTNs to further our understanding of the neural basis of duration selectivity.

The major neuroanatomical projections to and from the IC have been described for a

number of mammalian species, including bats (Winer and Schreiner, 2005), but the specific

projections that create cells with different electrophysiological response properties in the

IC remain unknown. The synaptic inputs to and the projections of midbrain DTNs have yet

to be described. Intracellular filling of DTNs with anterograde and retrograde tracers would

reveal the auditory nuclei that create duration selective cells in the IC. Cell fill and tracing

studies would also yield detailed circuit information. For example, do midbrain DTNs send

their projections first to the auditory thalamus or do they project directly to primary auditory
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cortex? Are inputs from specific brainstem nuclei necessary to create cells with different

classes of duration selectivity? Knowing which cells and auditory nuclei project to DTNs

in the IC, and where DTNs send their outputs is vital for deciphering the role that duration

tuning plays in hearing and more specifically in echolocation by bats.

Finally, midbrain auditory DTNs in amphibians and mammals share many of the same

underlying neural mechanisms even though the cells themselves likely fulfill different pro-

cessing roles. For example, temporally selective cells in frogs may be tuned to the duration

of communication calls or the intervals between repeated pulses in a train (Edwards et al.,

2002; Leary et al., 2008), whereas DTNs in bats may respond best to pairs of pulse-echo

sounds consisting of multiple acoustic elements (Jen and Wu, 2005). Midbrain neurons in

the posterior exterolateral nucleus of mormyrid electric fish likely encode different tem-

poral patterns of electric organ discharges by differences in the dynamics of short-term

synaptic plasticity in excitatory and inhibitory input pathways (Carlson, 2009). Additional

behavioural, electrophysiological and computational studies comparing duration tuning and

other mechanisms of temporal selectivity across species are needed to understand how

species-specific constraints have shaped the evolution of temporal processing in echolo-

cating and non-echolocating vertebrates.
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Table 2.1: Neuronal best duration tuning in amphibians and mammals compared with typi-
cal species-specific acoustic vocalization durations. Neuronal data reported as the range of
best durations of shortpass and bandpass DTNs in each species. Because the range of tem-
poral tuning in a DTN is usually larger than its best duration, this would increase overlap
between neuronal tuning and vocalization durations.

Species Brain Neuronal best duration Vocalization duration
region

Frog
R. pipiens and TS 4-50 ms (PT) (Leary et al., 2008) 8-17 ms at 32-39.9 pulses/s

H. regilla (Mecham 1971; R. pipiens)
R. pipiens TS 25-280 ms (PT) (Gooler and Feng, 1992)
R. catesbeiana TS 25-40 ms (PT) (Potter, 1965) 800 ms (Capranica, 1968)

Mouse
M. musculus IC 6-80 ms (PT) (Brand et al., 2000) Adults: ca. 8-75 ms

3-300 ms (PT) (Xia et al., 2000) Pups: ca. 8-100 ms (Liu et al., 2003)
Rat

R. norvegicus IC 4-128 ms (PT) Adults ∼20-80 ms and >300 ms
Respond up to 1̃60 ms (Pérez-González et al., 2006) Pups: ∼80-140 ms (Knutson et al., 2002)

Chinchilla IC 20-60 ms (PT) (Chen, 1998) ∼15->400 ms (Hunyady, 2008)
Guinea pig IC <8-128 ms (PT) (Wang et al., 2006) ∼100+ ms (Wang et al., 2006)

MGB 200 ms (PT)a (He, 2002)
Cat

F. domesticus AC 50-200 ms (PT) (He et al., 1997) 400-1,600 ms (Brown et al. 1978)
Bat

E. fuscus IC 1-8 ms (PT) (Faure et al., 2003) <1-20 ms (echolocation)
IC 1-7 ms (PT) Primarily ∼1 ms (Simmons, 1989)

2-20 ms (FM) (Ehrlich et al., 1997)
IC 1-20 ms (PT) (Pinheiro et al., 1991)

A. pallidus IC 0.5-7 ms (PT and FM) (Fuzessery and Hall, 1999) 1.5-6 ms (echolocation) (Fuzessery et al., 1993)
M. lucifugus AC <10 ms (PT) (Galazyuk and Feng, 1997) 0.5-20 ms (echolocation) (Galazyuk and Feng, 1997)

40-120 ms (social) (Melendez et al., 2006)
M. molossus IC 1-25 ms (PT and noise)b (Mora and Kössl, 2004) ∼10 ms (echolocation) (Kössl et al., 1999)
R. pusillus IC ∼5-40 ms (PT) 16.8-58 ms (echolocation) (Luo et al., 2008)

∼5-60 ms (PT+FM) (Luo et al., 2008)
AC auditory cortex, FM frequency modulated, IC inferior colliculus, MGB medial geniculate body, PT pure tone,
TS torus semicircularis
a He (2002) found only 1 DTN (bandpass) out of 20 cells tested for duration selectivity
b Mora and Kössl (2004) report offset responding DTNs with two distinct best durations, a feature thus far unique to M. molossus
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Figure 2.1: Echolocation calling sequences from two species of bats that employ different
signaling strategies. (a) The low duty cycle echolocation calls of Eptesicus fuscus are down-
ward frequency modulated (FM) sweeps. The calls consist of a fundamental FM element
with one harmonic and most of the call energy is contained within the fundamental. The
average call duration is 4.68 ms (range = 3.13 to 7.04 ms). (b) The higher duty cycle echolo-
cation calls of Pteronotus sp. during insect pursuit consist of an initial constant-frequency
(CF) component followed by a downward FM sweep. Unlike E. fuscus, most of the energy
in the calls of the Pteronotus sp. is concentrated in the first or second harmonic. Note the
terminal buzz sequence with decreased call duration and shortened interpulse intervals as
the bat closes in on an insect target. Inset: magnified 10 ms views comparing the duration
of a search phase call with two terminal buzz calls.
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Figure 2.2: Example DTNs in the IC of E. fuscus. (a) Shortpass neuron, (b) bandpass
neuron, and (c) longpass neuron. Top row; dot raster displays illustrating the timing of
action potentials in response to best excitatory frequency tone pulses randomly varied in
duration at +30 dB above threshold. Bottom row; mean ± standard error (SE) spikes per
stimulus as a function of signal duration for best excitatory frequency tones presented at
+10 dB, +20 and +30 dB above threshold. (a) Mean ± standard deviation (SD) first-
spike latency at best duration (1 ms) = 9.76±0.25 ms and 9.83±0.25 ms at +10 dB and
+30 dB (re threshold), respectively (p = 0.305; t17 = 1.057). (b) Mean ± SD first-spike
latency at best duration (2 ms) = 23.52±1.07 ms and 23.62±0.89 ms at +10 dB and +30
dB, respectively (p = 0.836; t16 = 0.210). (c) Mean ± SD first-spike latency at 30 ms =
35.25±4.59 ms and 32.06±5.93 ms at +10 dB and +30 dB, respectively (p = 0.151; t24 =
1.484). (a) 10 trials per stimulus; (b, c) 15 trials per stimulus.
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Figure 2.3 (following page): Conceptual models of (a, b) coincidence detection and (c, d)
anti-coincidence mechanisms of duration tuning. Each panel contains three traces that il-
lustrate the hypothetical membrane potential of a DTN resulting from the summation of ex-
citatory and inhibitory synaptic inputs to the cell at three different stimulus durations (black
bars). Excitatory events are illustrated as positive deflections and inhibitory events as neg-
ative deflections relative to the baseline resting potential (solid line with arrow to illustrate
time). The all-or-none spiking threshold of the DTN is illustrated as a dotted line. Onset-
evoked excitatory events are labelled as ONE , offset-evoked excitatory events are labeled
as OFFE , and sustained onset-evoked inhibitory events are labeled as SUSI . (a) Coinci-
dence detection shortpass duration tuning. Spikes are evoked only at the shortest stimulus
duration when the subthreshold ONE and the subthreshold OFFE events coincide. (b) Co-
incidence detection bandpass duration tuning. The subthreshold ONE is delayed so that
spikes are evoked only at the intermediate stimulus duration when the subthreshold ONE

and the subthreshold OFFE events coincide. (c) Anti-coincidence shortpass duration tuning
with onset-evoked excitation. Spikes are evoked only at the shortest stimulus duration when
the suprathreshold ONE occurs sufficiently after the offset of SUSI . (d) Anti-coincidence
shortpass duration tuning with offset-evoked excitation. Spikes are evoked only at the short-
est stimulus duration when the suprathreshold OFFE occurs sufficiently before the onset of
SUSI .
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3 Recovery Cycle Times of Inferior Colliculus Neurons in

the Awake Bat Measured With Spike Counts and

Latencies

3.1 Abstract

Neural responses in the mammalian auditory midbrain (inferior colliculus; IC) arise from

complex interactions of synaptic excitation, inhibition and intrinsic properties of the cell.

Temporally selective duration-tuned neurons (DTNs) in the IC are hypothesized to arise

through the convergence of excitatory and inhibitory synaptic inputs offset in time. Synaptic

inhibition can be inferred from extracellular recordings by presenting pairs of pulses (paired

tone stimulation) and comparing the evoked responses of the cell to each pulse. We obtained

single unit recordings from the IC of the awake big brown bat (Eptesicus fuscus) and used

paired tone stimulation to measure the recovery cycle times of DTNs and non-temporally

selective auditory neurons. By systematically varying the interpulse interval (IPI) of the

paired tone stimulus, we determined the minimum IPI required for a neuron’s spike count

or its spike latency (first- or last-spike latency) in response to the second tone to recover

to within ≥50% of the cell’s baseline count or to within 1 SD of it’s baseline latency in

response to the first tone. Recovery times of shortpass DTNs were significantly shorter than

those of bandpass DTNs, and recovery times of bandpass DTNs were longer than allpass

neurons not selective for stimulus duration. Recovery times measured with spike counts

were positively correlated with those measured with spike latencies. Recovery times were

also correlated with first-spike latency. These findings, combined with previous studies on

duration tuning in the IC, suggest that persistent inhibition is a defining characteristic of

DTNs. Herein we discuss measuring recovery times of neurons with spike counts and
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latencies. We also highlight how persistent inhibition could determine neural recovery

times and serve as a potential mechanism underlying the precedence effect in humans.

Finally, we explore implications of recovery times for DTNs in the context of bat hearing

and echolocation.
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3.2 Introduction

The ability to extract temporal information from an acoustic signal is important for pro-

cessing human speech (Denes, 1955), discriminating species-specific communication calls

(Pollack and Hoy, 1979), localizing sounds (Knudsen and Konishi, 1979; Carr and Konishi,

1990), and echolocation by bats (Simmons, 1971, 1979; Suga and O’Neill, 1979; O’Neill

and Suga, 1982). Neurons with spiking responses selective for signal duration, known

as duration-tuned neurons (DTNs), provide one neural mechanism for encoding temporal

information. Duration-tuned neurons have been observed across a variety of vertebrate

species and taxa including frogs (Potter, 1965; Gooler and Feng, 1992; Leary et al., 2008),

chinchillas (Chen, 1998), guinea pigs (Wang et al., 2006), mice (Brand et al., 2000; Xia

et al., 2000; Tan and Borst, 2007), rats (Pérez-González et al., 2006), cats (He et al., 1997)

and bats (Jen and Schlegel, 1982; Pinheiro et al., 1991; Casseday et al., 1994; Ehrlich et al.,

1997; Fuzessery and Hall, 1999; Faure et al., 2003; Mora and Kössl, 2004; Luo et al.,

2008). Because DTNs have also been found in the visual cortex of cats (Duysens et al.,

1996), this suggests that neural mechanisms of duration selectivity may be similar across

sensory modalities. The physiological response properties and underlying neural mech-

anisms of auditory DTNs have been studied most extensively in echolocating bats. The

biological function(s) of DTNs to hearing is(are) unknown; however, the range of neural

best durations (BD) within a species (BD = stimulus duration that causes maximum spik-

ing) correlates with the range of vocalization durations of species-specific communication

sounds in non-echolocating vertebrates and with biosonar pulse durations in echolocating

bats (for reviews, see Sayegh et al., 2011; Jen et al., 2012).

Duration tuning in the mammalian inferior colliculus (IC) is hypothesized to arise from

the convergence and temporal interaction of excitatory and inhibitory synaptic inputs arriv-

ing at the neuron (Casseday et al., 1994; Covey et al., 1996; Casseday et al., 2000; Faure
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et al., 2003; Aubie et al., 2009). Biologically plausible computational models of DTNs

support the hypothesis that neural mechanisms of duration selectivity may be shared across

vertebrates (Aubie et al., 2012). A number of studies have demonstrated that neural inhi-

bition is necessary for creating DTNs in the IC. For example, focal application of GABAA

and/or glycine receptor antagonists have been shown to greatly diminish and/or eliminate

the spiking responses of DTNs (Fuzessery and Hall, 1999; Jen and Feng, 1999), with the

blocking of GABAA receptors having the greatest effect on temporal tuning and duration

selectivity (Casseday et al., 2000). Whole-cell intracellular patch clamp recordings (Covey

et al., 1996; Tan and Borst, 2007; Leary et al., 2008) and/or single-unit extracellular record-

ings combined with paired tone stimulation (Faure et al., 2003) have revealed that inhibitory

inputs to DTNs usually precede excitatory inputs, and that the inhibition lasts from 5 to 150

ms after stimulus offset. Hence, DTNs receive inhibition that leads excitation. This inhi-

bition also persists for as long or longer than the duration of the stimulus that evoked it.

We know that inhibition occurs in some types of IC neurons that are not tuned to stimu-

lus duration (Faingold et al., 1991; Pollak and Park, 1993; Torterolo et al., 1995; Kuwada

et al., 1997; Pedemonte et al., 1997; Klug et al., 1999), and in these cells inhibition can

persist for as long as 100 ms after stimulus offset (Yin, 1994; Covey et al., 1996; Litovsky

and Delgutte, 2002). Owing to the importance of inhibition in creating the temporal tuning

profile and response properties of DTNs, we hypothesized that the leading and persistent

inhibition evoked by each signal in a paired tone stimulus could temporally interact and

sum, resulting in DTNs exhibiting longer recovery cycle times than non-DTNs. Herein we

test this hypothesis.

The recovery time of an evoked neural response can be measured with paired pulse

stimulation (Grinnell, 1963). Often the stimulus is a pair of equal amplitude pure tones

set to the cell’s characteristic or best excitatory frequency (BEF) and presented at varying

interpulse intervals (IPIs). Some studies have used pairs of acoustic clicks presented at
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varying interstimulus delays (Fitzpatrick et al., 1995; Litovsky and Yin, 1998a; Litovsky

and Delgutte, 2002), while others have used pairs of frequency modulated (FM) sweeps

or variable amplitude tones to mimic the loud outgoing vocalizations and faint returning

echoes used for echolocation by bats (Grinnell, 1963; Suga, 1964; Friend et al., 1966; Pollak

et al., 1977a,b; Lu et al., 1997; Wang et al., 2010). A cell’s recovery time is measured

by determining the minimum IPI required for the spiking response evoked by the second

stimulus (R2) to recover within a specified level of the spiking response evoked by the first

stimulus (R1). The most common and unbiased criterion for measuring recovery time is

to report the IPI where the R2/R1 ratio is ≥0.5. Note that this measure is normally based

enitrely on spike counts. To the best of our knowledge, no previous study has measured

neural recovery times with a spike latency criterion.

Previous studies in bats reported that spike count recovery cycle times of IC neurons are

highly variable, ranging anywhere from 4 to 200 ms (Suga, 1964; Friend et al., 1966; Suga

and Schlegel, 1973; Pollak et al., 1977b; Lu et al., 1997; Tang et al., 2011). The recovery

cycle times of many DTNs are shortest when the pulse and echo durations are set to the

cell’s BD and presented at biologically relevant pulse-echo amplitude differences (Wang

et al., 2008, 2010). The frequency selectivity of DTNs has also been reported to sharpen

when the pulse and echo are presented at BD (Wu and Jen, 2008b). These findings suggest

that the responses of DTNs may be specialized for processing loud outgoing echolocation

pulses and fainter returning echos. Because DTNs are found in both echolocating and non-

echolocating mammals, the ability to echolocate cannot be a prerequisite for the evolution

of auditory duration selectivity (Sayegh et al., 2011). Nevertheless, this does not preclude

a more specialized functional role for DTNs in hearing and echolocation by bats.

Recovery cycle times also provide a way to observe the effects of synaptic inhibition

to a neuron. Application of bicucculine, a GABAA receptor antagonist, has been shown to

shorten the recovery times of IC neurons (Lu et al., 1997; Zhou and Jen, 2003), suggesting
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that inhibitory inputs control the minimum time needed for response recovery. In this study,

we measured and compared the recovery cycle times of DTNs and non-DTNs using both

spike count and spike latency measures as a way to further our understanding about the

strength and time course of the leading and persistent inhibition that is responsible for the

creation of auditory midbrain microcircuits sensitive to temporal acoustic features.

3.3 Methods

3.3.1 Surgical procedures

Electrophysiological data were obtained from 33 adult big brown bats (Eptesicus fuscus) of

both sexes that were housed in a husbandry facility where colony temperature and lighting

varied according to ambient conditions (Faure et al., 2009). To facilitate multiple record-

ings and to precisely replicate the position of the bat’s head between sessions, a stainless

steel post was glued to the skull. Prior to the head-posting surgery, bats were given a sub-

cutaneous injection of buprenorphine (0.03 mL; 1:9 mixture of 0.3 mg/mL Temgesic and

sterile water; 0.045 mg/kg). For the surgery, bats were first placed in an anesthesia induc-

tion chamber (12 x 10 x 10 cm) where they inhaled a 1 to 5% isofluorane:oxygen gaseous

mixture (flow rate: 1 L/min). Anesthetized bats were then placed in a foam-lined body

restraint within a stereotaxic alignment system (David Kopf Instruments Model 1900) fit-

ted with a custom mask for gas inhalation. The hair covering the skull was shaved and

the underlying skin was swabbed with Betadine R© disinfectant. Local anesthetic (0.2 mL

bupivicaine; 5 mg/mL) was injected subcutaneously prior to making a midline incision in

the scalp. The temporal muscles were reflected, the skull was scraped clean and swabbed

with 70% ethanol, and a post was glued to the skull overlying the cortex with cyanoacry-

late adhesive (Henkel Loctite Corporation) cured with liquid acrylic hardener (Zipkicker;

Pacer Technology R©). A chlorided silver wire, attached to the head post, was placed under
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the temporal muscles and served as the reference electrode. Recordings began 1 to 4 days

after surgery. Each bat was used in 1 to 8 sessions lasting ca. 4 to 8 hrs each on separate

days. Recordings were terminated if a bat showed signs of discomfort (e.g. struggling body

movements). Between sessions, the electrode penetration site was covered with a piece

of contact lens and Gelfoam R© coated in Polysporin R©. Bats were housed individually in a

temperature- and humidity-controlled room and were given ad libitum access to food and

water. All procedures were approved by the McMaster University Animal Research Ethics

Board and were in accordance with the Canadian Council on Animal Care.

3.3.2 Electrophysiological recordings

Recordings were conducted inside a double-walled, sound attenuating booth with electrical

shielding (Industrial Acoustics Co., Inc.). Prior to recording, each bat was given a subcu-

taneous injection of a neuroleptic (0.3 mL; 1:1 mixture of 0.05 mg/mL fentanyl citrate and

2.5 mg/mL Inapsine [droperidol]; 19.1 mg/kg). Bats were then placed in a foam-lined body

restraint that was suspended by springs within a small animal stereotaxic frame that was

customized for bats (ASI Instruments) and mounted atop of an air vibration table (TMC

Migro-g). The bat’s head was immobilized by securing the headpost to a stainless steel

rod attached to a manipulator (ASI Instruments) mounted on the stereotaxic frame. The

dorsal surface of the IC was exposed for recording by making a small hole in the skull and

dura mater with a scalpel. Single-unit extracellular recordings were made with thin-wall

borosilicate glass microelectrodes with a capillary filament (o.d. = 1.2 mm; A-M Systems,

Inc.) and filled with 3M NaCl. Typical electrode resistances ranged from 10 to 30 MΩ.

Electrodes were positioned over the dorsal surface of the IC with manual manipulators

(ASI Instruments), and advanced into the brain with a stepping hydraulic micropositioner

(David Kopf Instruments Model 2650). Action potentials were recorded with a Neuroprobe

amplifier (A-M Systems Model 1600) whose 10x output was bandpass filtered and further
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amplified (500 to 1000x) by a Tucker Davis Technologies spike pre-conditioner (TDT PC1;

lowpass fc = 7 kHz; high-pass fc = 300 Hz). Spike times were logged on a computer by

passing the PC1 output to a spike discriminator (TDT SD1) and then an event timer (TDT

ET1) synchronized to a timing generator (TDT TG6). Electrodes were visually aimed at

the dorsal surface of the IC and all recordings are assumed to be from the central nucleus

of the inferior colliculus (ICc).

3.3.3 Stimulus generation and data collection

Stimulus generation and on-line data collection were controlled with custom software that

displayed spike times as dot raster displays ordered by the acoustic parameter that was ran-

domized during unit testing (see Faure et al., 2003). Briefly, pure tone pulses were digitally

generated with a two-channel array processor (TDT Apos II; 357 kHz sampling rate) opti-

cally interfaced to two digital-to-analog (D/A) converters (TDT DA3-2) whose individual

outputs were fed to a low-pass anti-aliasing filter (TDT FT6-2; fc = 120 kHz), two pro-

grammable attenuators (TDT PA5) and two signal mixers (TDT SM5) with equal weight-

ing. The output of each mixer was fed to a manual attenuator (Leader LAT-45) before final

amplification (Krohn-Hite Model 7500). All stimuli were presented monaurally, contralat-

eral to the IC being recorded, using a Brüel & Kjær (B&K) 1
4

inch condenser microphone

(Type 4939; protective grid on) modified for use as a loudspeaker with a transmitting adap-

tor (B&K Type UA-9020) to correct for nonlinearities in the transfer function (Frederiksen,

1977). The loudspeaker was positioned ca. 1 mm in front of the external auditory meatus.

The output of each speaker, measured with a B&K Type 4138 1
8

inch condenser microphone

(90o incidence; grid off) connected to a measuring amplifier (B&K Type 2606) and band-

pass filter (K-H Model 3500), was quantified with a sound calibrator (B&K Type 4231) and

expressed in decibels sound pressure level (dB SPL re 20 µPa) equivalent to the peak am-

plitude of continuous tones of the same frequency (Stapells et al., 1982). The loudspeaker
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transfer functions were flat ±6 dB from 28 to 118 kHz, and there was at least 30 dB atten-

uation at the ear opposite the source (Ehrlich et al., 1997). All stimuli had rise/fall times of

0.4 or 0.5 ms shaped with a square cosine function and were presented at a trial stimulation

rate of 3 Hz.

Single units were found by searching with short duration pure tones and/or downward

FM sweeps. Upon unit isolation, we determined the cell’s best excitatory frequency (BEF),

acoustic threshold, first-spike latency (FSL) and last-spike latency (LSL) re signal onset,

and for DTNs we also determined the best duration (BD) and duration-selective response

class (i.e. shortpass, bandpass or longpass DTNs; see Faure et al., 2003; Fremouw et al.,

2005). In all cases, neural response parameters were determined by systematically varying

the frequency, attenuation or duration of the stimulus in blocks, with 10-20 stimulus repe-

titions per randomized step in each block. Following the paired tone stimulation paradigm

of Faure et al. (2003), we presented cells with pairs of BEF tone pulses. The onset of the

first pulse (P1) was fixed in time relative to the onset of recording; the onset of the second

pulse (P2) was systematically varied. The stimulus IPI was defined as the time between

the onset of P1 and the onset of P2. For DTNs the durations of P1 and P2 were set to the

cell’s BD, whereas for non-DTNs the paired tone duration was randomly chosen from 1

to 9 ms. Because P1 and P2 were matched in stimulus frequency, duration, amplitude and

phase at all IPIs presented, whenever the two tones temporally overlapped they summed to

form a single composite tone with a +6 dB amplitude pedestal, the duration of which was

determined by the amount of overlap.

3.3.4 Measuring recovery times

We tested 73 IC neurons with paired tone stimulation and generated 132 data files: 59 cells

were tested at both +10 dB and +20 dB above threshold (118 files), and 14 cells were tested

at only +10 dB above threshold. The IPI between P1 and P2 was randomly varied, typically

51



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

in 2 ms steps (115 of 132 files; 87%); however, two files used 1 ms steps, 1 file used 2.5 ms

steps, 1 file used 4 ms steps, and 13 files used 5 ms steps.

Baseline data and windowing responses For each file, we measured the baseline FSL

and baseline LSL in response to tone P1 for the 10 trials with the longest IPIs. We did

this to minimize the influence of tone P2 on the measurement of the Baseline Response

R1 re P1 (see Fig. 3.1A). We used 20 stimulus repetitions at each IPI to calculate a mean

± standard deviation (SD) FSL and LSL (re P1). We then averaged the 10 means and 10

SDs to calculate a grand mean ± average SD baseline FSL and baseline LSL (re P1) for

each file. The baseline FSL and baseline LSL were used to define the P1 and P2 analysis

windows. The P1 analysis window started at the onset of P1 + baseline FSL − 2 SDs and

ended at the onset of P1 + baseline LSL + 2 SDs. The P2 analysis window started at the

onset of P2 + baseline FSL − 2 SDs and ended at the onset of P2 + baseline LSL + 2

SDs. Spikes were assumed to be evoked by P1 if they fell into the P1 analysis window,

and spikes were assumed to be evoked by P2 if they fell into the P2 analysis window. For

trials where the IPI was small and the P1 and P2 analysis windows overlapped—when the

onset of P1 + baseline LSL + 2 SDs was > the onset of P2 + baseline FSL − 2 SDs,

thus making it difficult to confidently assign spikes as being evoked by either P1 or P2—we

used a single, combined analysis window to measure the evoked response. The combined

analysis window started from the onset of P1 + baseline FSL − 2 SDs and ended at the

onset of P2 + baseline LSL + 2 SDs.

Spike count recovery We used the P1 and P2 analysis windows (described above) to

count spikes and measure spike latencies evoked by tones P1 and P2, respectively, and

to calculate the response criteria for measuring recovery cycle times. We did this so that

evoked responses were compared with equal duration analysis windows. Assuming spike
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latencies are normally distributed, then at 2 SDs wide the P1 and P2 analysis windows

should capture ≥95% of evoked responses. The P1 analysis window was used to measure

the Baseline spiking Response R1 evoked by tone P1. The P2 analysis window was used

to measure the spiking Response R2 evoked by tone P2 (Fig. 3.1A). At each IPI, we cal-

culated a R2/Baseline R1 ratio of response (Fig. 3.1B). The R2 spike count was defined

as having “recovered” when this ratio was ≥0.5—that is, when the spike count evoked by

P2 recovered to within 50% of the baseline spike count evoked by P1. For trials where the

IPI was small and the P1 and P2 analysis windows overlapped, the spike count ratio of re-

sponse was calculated by first counting the number of spikes that fell into the combined P1

+ P2 analysis window and then subtracting the Baseline Response R1 spike count before

dividing this value by the Baseline Response R1 spike count, which is similar to the method

used by Suga (1964) to deal with response overlap.

Some cells showed variation (ringing) in their spike count ratio of response function, so

we developed two algorithms to measure recovery times from the functions. The algorithms

assess response recovery starting from different ends of the function (Fig. 3.1B). The short-

to-long method assesses the function starting from the shortest IPIs on the left and moving

toward the longest IPIs on the right. Using this technique, the recovery time of a cell was

defined as the smallest IPI where the ratio of response function crossed and remained ≥0.5

for at least two consecutive IPIs (see * in Fig. 3.1B). In a small subset of files (9/132, 6.8%),

we observed a brief facilitation in the ratio of response function at short IPIs, followed by a

decrease below 0.5 at intermediate IPIs, and then an increase above 0.5 at longer IPIs (e.g.

Fig. 3.6C,D). For these files, the recovery time was defined as the smallest IPI where the

spike count ratio of response function remained ≥0.5 for most of the remaining points at

longer IPIs (based on visual inspection by 2 observers), which is similar to the method used

by Fitzpatrick et al. (1995). The long-to-short method assesses the spike count recovery

function starting from the longest IPIs on the right and moving toward the shortest IPIs on
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the left. With this technique the recovery time of a cell was defined as the largest IPI where

the spike count ratio of response function was≥0.5 if at least two consecutive data points at

smaller IPIs were <0.5 (see † in Fig. 3.1B), or if most data points at shorter IPIs remained

below 0.5 (based on visual inspection by 2 observers).

Spike latency recovery In most data files we noticed an increase in the FSL or LSL

(or both) of the evoked response (re P2) at short IPIs, and then a return to baseline R1

latencies at longer IPIs (e.g. Fig. 3.1C,D). We used this latency change as an alternative

method for determining the recovery times of IC neurons. Using the Baseline Response R1

FSL and LSL data (re P1) for each file, we measured response recovery with spike latencies

using a±1 SD criterion. We then employed similar short-to-long and long-to-short analysis

algorithms to measure spike latency recovery times. The short-to-long method starts with

the shortest IPI on the left where the R2 latency had increased to >1 SD above the Baseline

Response R1 latency, and moving right it selects the shortest subsequent IPI where the R2

latency returns and remains within 1 SD of baseline for at least two consecutive IPIs (see

* in Fig. 3.1C,D). The long-to-short method starts from the longest IPI on the right and

moving left it determines the shortest subsequent IPI where the R2 latency falls within 1

SD of baseline if at least two consecutive points at shorter IPIs were >1 SD of baseline

(see † in Fig. 3.1C,D). A number of data files did not show a ±1 SD change in FSL (8/132,

6.1%) or LSL (56/132, 42.4%), and for these cases it was not possible to measure a spike

latency recovery time.

3.3.5 Data analysis

Unless stated otherwise, all data are reported as the mean ± standard error (SE). Parameter

correlations were calculated with linear regression in Python (SciPy module) and relation-

ships are reported as the coefficient of determination (R2 and p-values). Unless explicitly
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testing for factor effects, we grouped recovery time values across cell types (bandpass,

shortpass, allpass) at both +10 dB and +20 dB (re threshold). We used the linear and non-

linear mixed-effects models analysis-of-variance (ANOVA) package written in R to test for

effects of cell type, analysis method, and relative amplitude on recovery cycle times, FSLs,

and LSLs, with cell type and relative amplitude as fixed factors and cell ID as a random

factor (Pinheiro and Bates, 2000).

3.4 Results

3.4.1 Response properties

Duration-tuned neurons can be categorized into one of three response classes based on the

shape of the duration tuning function (Sayegh et al., 2011). Bandpass DTNs respond max-

imally at BD, with spike counts that eventually fall to ≤50% of the maximum at durations

both longer and shorter than BD. Shortpass DTNs also respond maximally at BD, with

spike counts that eventually fall to ≤50% of the maximum at durations longer than BD but

not shorter. The spiking responses of shortpass and bandpass DTNs are typically transient

and offset-evoked, with FSL (re stimulus onset) increasing with stimulus duration (Faure

et al., 2003). Longpass DTNs do not have a BD; instead, they respond only when the

stimulus duration exceeds some minimum duration (Faure et al., 2003; Aubie et al., 2009;

Sayegh et al., 2011). Longpass DTNs differ from typical sensory neurons in that they do

not show a decrease in FSL with increasing stimulus amplitude that is typical of neurons

that integrate stimulus energy (Brand et al., 2000; Faure et al., 2003; Pérez-González et al.,

2006). Longpass DTNs were not used in this report. By definition, allpass neurons are

not duration-selective and therefore do not have a BD. Allpass neurons spike in response

to all signal durations that contain sufficient stimulus energy. The response pattern of all-

pass neurons can be transient or sustained, with spikes typically occurring at a constant
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(onset-evoked) FSL re stimulus onset.

We obtained single unit extracellular recordings from 73 IC neurons. Of these, 16 (22%)

were shortpass DTNs, 18 (25%) were bandpass DTNs, and 39 (53%) were not duration-

selective (i.e. allpass neurons). Recovery times were determined at +10 dB for all cells and

at +20 dB re threshold for 59 cells (14 shortpass, 13 bandpass, and 32 allpass).

Traveling dorsal to ventral in direction, the BEF of cells systematically increased as the

depth of the recording electrode was advanced into the IC (R2=0.57, p�0.001; data not

shown). This tonotopic relationship held true within all cell types and response classes (all-

pass R2=0.65, p�0.001; shortpass R2=0.56, p�0.001; and bandpass R2=0.41, p<0.001).

There was no correlation between neuronal BD and electrode depth (Fig. 3.2A), but there

was a significant negative correlation between BD and BEF (Fig. 3.2B). There was also no

correlation between BEF and the mean baseline spike count at +10 dB (R2=0.030, p=0.15),

but at +20 dB (re threshold) there was a weak, positive correlation (R2=0.068, p=0.046).

We measured the average spike latency (re stimulus onset) at each level above threshold

(Table 3.1) and found that FSL (F=2.12, p=0.13) and LSL (F=0.17, p=0.84) did not vary

as a function of response class. Mean FSLs decreased with a +10 dB increase in stimu-

lus amplitude (F=7.46, p=0.0084), but there was no change in LSL (F=0.0016, p=0.97).

Neurons with higher BEFs had shorter FSLs (Fig. 3.3A,B). There was also a negative cor-

relation between BEF and LSL (Fig. 3.3C,D). Neurons with longer FSLs (but not LSLs)

were distributed more dorsally in the IC at shallower electrode depths (data not shown).

3.4.2 Recovery cycle times

Figure 3.4 illustrates the response characteristics of a bandpass DTN to presentations of

variable duration BEF tones (Fig. 3.4A,B) and to pairs of BEF and BD tones varied in IPI

(Fig. 3.4C,D). This cell responded to 24 kHz tone durations between 1 and 8 ms, with a

maximum of ca. 2 spikes per stimulus at a BD of 4 ms. Because the cell’s FSL increased
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with stimulus duration it was characterized as offset responding. When stimulated with

pairs of BD tones that were randomly varied in IPI, spike counts in response to tone P2

became suppressed (Fig. 3.4D) and the spike latency (both FSL and LSL) was delayed at

short IPIs (Fig. 3.4E,F). Evidence that neural inhibition alters the responses can be seen

in Figure 3.4C during and following the period of response overlap. At an IPI of 2 ms,

the leading inhibition evoked by each stimulus sums and this appears to lengthen the cell’s

FSL without drastically altering its spike count. At IPIs from 4 to ca. 36 ms, the persistent

inhibition evoked by P1 appears to interact with the leading inhibition evoked by P2 and this

suppresses the spike count and delays the FSL of the response evoked by P2. Eventually,

the spike count and latencies recover to within baseline values, although subtle effects of

persistent inhibition can still be observed at long IPIs because the mean FSL (re P2) does

not begin to overlap the mean FSL (re P1) until an IPI of 76 ms. Indeed, for this cell it is

clear that FSL takes longer to recover than LSL. The recovery time of the cell, as determined

from the spike count ratio of response function, was similar for the short-to-long (42 ms)

and long-to-short (38 ms) analysis methods. The recovery time of the cell, as determined

from the FSL function (re P2), returned to within 1 SD of baseline at 56 ms using both

the short-to-long and long-to-short methods (Fig. 3.4E). The recovery time of the cell, as

determined from LSL function (re P2), returned to within 1 SD of baseline at 20 ms using

both methods (Fig. 3.4F).

Figure 3.5 illustrates the response characteristics of a shortpass DTN to presentations

of variable duration BEF tones (Fig. 3.5A,B) and to pairs of BEF and BD tones varied

in IPI (Fig. 3.5C,D). This cell responded to 38 kHz tone durations between 1 and 4 ms,

with a maximum of ca. 1.9 spikes per stimulus at a BD of 2 ms. The FSL of the cell also

increased with stimulus duration and followed stimulus offset. When stimulated with pairs

of BD ms tones that were randomly varied in IPI, the spike count in response to tone P2

became suppressed (Fig. 3.5D) and both the FSL and LSL were delayed at short IPIs (Fig.
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3.5E,F). Eventually, the spike count and latencies recovered to within baseline values. The

effect of neural inhibition can be seen in Figure 3.5C during and following the period of

response overlap. At an IPI of 2 ms, when the paired BD stimulus was effectively a single 4

ms tone with a brief amplitude modulation at its midpoint (caused by the fall-and-rise times

of each stimulus), the leading inhibition evoked by each stimulus sums and this appears to

decrease the spike count and lengthen the FSL (re P2). At IPIs from 4 to ca. 40 ms, the

persistent inhibition evoked by P1 appears to interact with the leading inhibition evoked by

P2 and this suppresses the spike count and delays the FSL of the response evoked by P2.

The recovery time of the cell, as determined from the spike count ratio of response function,

was 46 ms for both the short-to-long and long-to-short analysis methods. The recovery time

of the cell, as determined from the FSL function (re P2), returned to within 1 SD of baseline

at an IPI of 20 ms for both analysis methods (Fig. 3.5E). The recovery time of the cell, as

determined from the LSL function (re P2), returned to within 1 SD of baseline at an IPI of

14 ms with the short-to-long method, and we were unable to measure a recovery time with

the long-to-short method because LSL did not deviate by >1 SD for two consecutive IPIs

(Fig. 3.5F). Notice again that subtle effects of persistent inhibition can be observed in the

paired tone responses because the mean FSL and mean LSL (re P2) do not begin to overlap

the mean FSL and mean LSL (re P1) until IPIs longer than the measured recovery times.

Again, FSL takes longer to recover than LSL.

Figure 3.6 illustrates the response characteristics of an allpass neuron to presentations

of 28 kHz BEF tones that were randomly varied in duration (Fig. 3.6A,B) and to pairs of

BEF tones varied in IPI (Fig. 3.6C,D). For this cell, spike counts remained within 50% of

the maximum response at all durations tested. Because FSL did not change with stimulus

duration, the cell was characterized as onset responding. When the cell was stimulated with

3 ms tone pairs that were randomly varied in IPI (Fig. 3.6C), a brief facilitatory response

was observed at IPIs from 2-10 ms before the spike count (re P2) became suppressed at
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intermediate IPIs (Fig. 3.6D). Paired tone stimulation only slightly delayed FSLs re P2

(Fig. 3.6E), and LSLs re P2 were unaffected (Fig. 3.6F). The recovery time of the cell, as

determined from the spike count ratio of response function, was 54 ms using both the short-

to-long and long-to-short analysis methods. The recovery time of the cell, as determined

from the FSL function (re P2), returned to within 1 SD of baseline at an IPI of 14 ms using

the short-to-long method, and at 22 ms using the long-to-short method (Fig. 3.6E). We were

unable to measure a recovery time with LSL because it did not deviate by >1 SD at any IPI

tested (Fig. 3.6F).

3.4.3 Recovery cycles measured with spike counts and latencies

For the majority of cells and data files (92 of 132 files; 70%), recovery cycle times mea-

sured with the short-to-long and long-to-short analysis algorithms yielded identical values.

Indeed, recovery times determined with the two algorithms were highly correlated at both

+10 dB (Fig. 3.7) and +20 dB (data not shown) above threshold for spike counts (Fig.

3.7A), FSL (Fig. 3.7B) and LSL measures (Fig. 3.7C). Of the remaining 40 files that were

not in agreement, 15 had recovery times that differed by ≤4 ms (absolute value). When

the two methods for determining recovery times did not agree, the long-to-short method

generally yielded longer values than the short-to-long method, as evidenced by the number

of points falling above the unity lines in Figure 3.7.

Table 3.2 lists the mean ± SE 50% spike count recovery times determined with both

analysis algorithms as a function of neural response class and level above threshold. Us-

ing the short-to-long method, non-duration-selective neurons and shortpass DTNs had the

shortest recovery times, and bandpass DTNs had significantly longer recovery times (short-

to-long spike recovery time: F=4.31, p=0.017). When we analyzed the data measured with

the long-to-short technique, the differences in recovery cycle times across neural response

classes were no longer significant (long-to-short spike recovery time: F=1.68, p=0.1942);
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however, a statistically significant difference in recovery cycle times between neural re-

sponse classes re-emerged when the data were re-analyzed using the average recovery cy-

cle time of the short-to-long and long-to-short algorithms (average spike recovery time:

F=3.23, p=0.046). There was no effect of tone amplitude (level above threshold) on re-

covery times measured with either spike count algorithm (short-to-long: F=0.063, p=0.80;

long-to-short: F=0.20 p=0.65).

Tables 3.3 and 3.4 list the mean ± SE spike latency recovery times as a function of

neural response class and level above threshold using the short-to-long and the long-to-short

analysis methods. Overall, there was no main effect of response class or tone amplitude on

FSL (Table 3.3) or LSL (Table 3.4) recovery times. Bandpass DTNs had significantly longer

FSL recovery times with the long-to-short method (long-to-short FSL recovery: F=3.90

p=0.026). For the remainder of this paper, we present recovery times as the average of the

short-to-long and long-to-short analysis algorithms for both spike counts and spike latencies

unless we were unable to obtain an average, in which case the algorithm that provided a

value was used.

Previous studies on the recovery cycle times of auditory neurons have used only spike

counts as the dependent measure (Suga, 1964; Friend et al., 1966; Suga and Schlegel, 1973;

Pollak et al., 1977b; Lu et al., 1997). In our dataset, we were able to measure recovery times

with a 50% change in spike count for all 132 data files at +10 dB and +20 dB (re threshold).

And for a majority of cells we were able to measure recovery time with a 1 SD change

in FSL (n=124 files) and LSL (n=75 files). Recovery times measured with a spike count

criterion were positively correlated with recovery times measured with a FSL (Fig. 3.8A,B)

and LSL (Fig. 3.8C,D) criterion at both +10 dB and +20 dB (re threshold). There was also a

positive correlation between recovery times measured with a FSL and LSL criterion at +10

dB (Fig. 3.8E) and +20 dB above threshold (Fig. 3.8F). Upon closer inspection, we found

no obvious bias for recovery times measured with spike counts and FSLs because similar
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numbers of points fell above and below the unity lines at both levels above threshold (Fig.

3.8A,B); however, recovery times measured with spike counts and FSLs tended to be longer

than those measured with LSLs, as evidenced by a greater number of points falling below

the unity lines in the scatterplots (Fig. 3.8C-E).

In a further analysis we compared recovery times measured with spike counts, FSLs

and LSLs but only in cells that provided values for all three measures (Table 3.5). Using

this subset of data, the positive correlation between spike count and FSL recovery times

remained and became stronger (R2=0.27, p<0.001, n=42). Measuring recovery times with

a LSL criterion was a limiting factor for inclusion in this restricted subset of data, hence the

correlations between spike count and LSL recovery times and between LSL and FSL re-

covery times were identical to those in Figure 3.8C-F. Using a repeated measures ANOVA,

we found a significant main effect of the response parameter used to measure neural re-

covery (spike count, FSL, LSL: F=15.02, p�0.001). Recovery times determined with a

1 SD change in LSL were significantly shorter than recovery times measured with a 50%

change in spike count or with a 1 SD change in FSL (Table 3.5). Moreover, there was

now a significant main effect of stimulus amplitude, with recovery times decreasing at the

higher stimulus level above threshold (+10 dB and +20 dB: F=5.28, p=0.024). There was

no significant interaction between any main effects (analyses not shown).

3.4.4 Recovery cycles and response properties

At +10 dB (re threshold), stimulus duration was not correlated with recovery cycle time,

regardless of cell type (data not shown), but at +20 dB there was a positive correlation

between stimulus duration and the spike count recovery time (Fig. 3.9A). There was no

correlation between stimulus duration and FSL recovery time (Fig. 3.9B) or LSL recovery

time (Fig. 3.9C) at either level above threshold. When allpass neurons were removed

from the analysis there was still no correlation between BD and the spike count recovery

61



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

cycle time at +10 dB (R2=0.023, p=0.39, n=34), and the positive correlation at +20 dB

became stronger (R2=0.16, p=0.044, n=26). Neural BEFs did not correlate with spike count

recovery times at either +10 dB (R2=0.0019, p=0.72) or +20 dB (R2=0.0095, p=0.46) above

threshold (data not shown). There was also no correlation between the spike count recovery

time of a cell and its baseline spike count at both +10 dB (R2=0.019, p=0.25) and +20 dB

(R2=0.00024, p=0.91) above threshold (data not shown).

Neurons with short FSLs typically had short spike count recovery times, and this result

held true at both +10 dB (Fig. 3.10A) and +20 dB above threshold (data not shown). At

+10 dB (re threshold), neurons with short FSLs also had short FSL (Fig. 3.10B) and LSL

recovery times (Fig. 3.10C), but at +20 dB (re threshold) the correlations were no longer

significant (data not shown).

3.5 Discussion

3.5.1 Recovery cycles and spike latencies

Spike counts and latencies are basic response properties commonly reported in electrophys-

iological papers. And while changes in both can be used to assess response features, such

as the onset and duration of synaptic inhibition in DTNs (Faure et al., 2003) or the pres-

ence of neuromodulators in midbrain microcircuits (Hurley and Pollak, 2005), often studies

report only a change in spike count even though numerous electrophysiological and com-

putational papers have shown that spike latency is as (if not more) important at encoding

stimulus specific and related information at all levels of the central auditory system (Mid-

dlebrooks et al., 1994; Klug et al., 2000; Brugge et al., 2001; Furukawa and Middlebrooks,

2002; Heil, 2004; Nelken et al., 2005). Fontaine and Peremans (2009) argue that a spike-

timing code (as opposed to a spike rate or count code) is more appropriate for processing

the short duration echolocation signals emitted by bats. Neural FSLs may also be used as
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an alternative to spike counts/rates when rapid responses are required (Grothe and Klump,

2000; VanRullen et al., 2005), and are critical to mechanisms underlying sound localization

(Joris et al., 1998).

In this study, we compared recovery cycle times measured with spike counts and spike

latencies. We do not know which measures are more pertinent for assessing neural response

recovery and/or its relevance to perception because both spike count and timing codes can

be used independently to represent stimulus features (VanRullen et al., 2005). The relative

importance, if any, will depend on which parameter(s) is(are) most important for encoding

and transmitting stimulus specific information in the central nervous system. Because our

analyses employed dissimilar criteria for assessing response recovery (50% spike count

versus 1 SD latency change), the sets of results may not be directly comparable. Despite

this caveat, recovery times measured with spike counts were reasonably well correlated

with those measured with spike latencies (Fig. 3.8). Nevertheless, some neurons with

small spike count recovery times had large spike latency recovery times (and vice versa),

suggesting that some factors governing spike count recovery differ from those governing

spike latency recovery. When we restricted our analysis and examined only those cells

that provided recovery times with spike count, FSL and LSL, the correlations between

the recovery times remained (or strengthened). Recovery times measured with LSL were

significantly shorter than those measured with spike counts and FSL in the same cells (Table

3.5). Altogether, the results suggest that spike latencies can be employed as an alternative

measure of response recovery. We encourage researchers to continue developing additional

analyses that exploit changes in spike latency.

Inhibition is thought to play a role in determining FSL and the duration of recovery

times of central auditory neurons. Bicucculine (GABAA receptor antagonist) application

shortens the recovery times of most IC neurons (Lu et al., 1997; Zhou and Jen, 2003) and

also shorten FSLs (Park and Pollak, 1993; Lu et al., 1997). The effect of inhibition on FSL
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has been disputed. It has been suggested that a reduction in FSL can be attributed to offset

responding neurons changing to onset responding neurons when inhibition is removed or

its effects are blocked because this causes FSL to shorten by the duration of the stimulus

(Fuzessery et al., 2003). Intracellular recordings from the IC of the big brown bat reveal

the presence of an onset-evoked hyperpolarization in the majority of units studied (Covey

et al., 1996; Voytenko and Galazyuk, 2008), suggesting that onset-evoked inhibition plays a

role in governing first-spike timing. In this study we found that neurons with shorter FSLs

had shorter recovery times, a relationship that also exists for sound localizing neurons in

the IC of the awake rabbit (Fitzpatrick et al., 1995). Together, these findings support the

hypothesis that factors influencing the duration of recovery cycles and the timing of FSLs

are related.

3.5.2 Effect of stimulus amplitude and BEF on FSL and recovery times

As in previous studies, we found that FSLs of DTNs and non-DTNs in the IC of the bat de-

creased with increasing electrode depth (Park and Pollak, 1993; Fuzessery et al., 2003) and

increasing BEFs (Haplea et al., 1994; Fuzessery et al., 2003). Neural FSLs also decreased

with increasing stimulus amplitude (Table 3.3; Heil, 2004; Tan et al., 2008). We found no

correlation between neuronal BEFs and spike count recovery times at either +10 dB or +20

dB (re threshold). This result differs from a previous study that found a strong negative cor-

relation between these variables in the IC of the bat (Zhou and Jen, 2003). Gross electrode

recordings from the bat’s auditory brainstem revealed that stimulation with higher acoustic

frequencies resulted in faster response recovery (Grinnell, 1963). Given that FSL is also

negatively correlated with BEF (Fig. 3.3; Haplea et al., 1994; Fuzessery et al., 2003), if a

negative correlation exists between BEF and spike count recovery time then we might ex-

pect a similar correlation between FSL and spike count recovery time. In the present study,

we were unable to detect a correlation between BEF and the spike count recovery time at

64



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

either level above threshold. Therefore, the positive relationship that we observed between

spike count recovery time and FSL cannot be explained by a covariance with BEF.

Some studies have used pairs of unequal amplitude tones to determine the recovery cy-

cle characteristics of IC neurons. For example, Friend et al. (1966) found that recovery

times shortened as the intensity of stimulus P1 was decreased relative to P2. This result

is consistent with the hypothesis that inhibition evoked by P1 was easier to overcome by

increased excitation evoked by the relatively higher intensity P2 stimulus. Moreover, the

effect of stimulus amplitude on spike count recovery times co-varies with stimulus dura-

tion (Wang et al., 2008, 2010). Using gross electrode recordings in the bat brainstem in

response to equal amplitude tones, Grinnell (1963) reported more rapid neural recovery

for stimuli of reduced intensity—a finding that is opposite to our results. In the present

study, recovery times in the population of DTNs and non-DTNs remained stable over a 10

dB change in SPL in response to pairs of equal amplitude tones (Tables 3.2-3.4); however,

when we restricted our analysis to look only at those cells with recovery times measured

with spike count and latency criteria, recovery times shortened from +10 to +20 dB (re

threshold) regardless of the recovery parameter examined (Table 3.5). This suggests that

neural excitation may have increased relative to inhibition at higher levels above threshold.

Additional studies employing a wider range of stimulus amplitudes are needed to determine

if the recovery times of DTNs are tolerant over the same dynamic range (40-50 dB) as the

amplitude tolerance of duration tuning (Zhou and Jen, 2001; Fremouw et al., 2005).

3.5.3 Spatial mapping of best duration

We found no correlation between neuronal BD and the depth of the recording electrode in

the population of DTNs tested (Fig. 3.2). This result agrees with a number of previous

studies that found no spatial organization of DTNs in the ICc of the bat (Pinheiro et al.,

1991; Ehrlich et al., 1997; Faure et al., 2003; Luo et al., 2008). In contrast, other studies
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have reported a significant positive correlation between BD and BEF (Jen and Wu, 2006;

Wu and Jen, 2006, 2008b), suggesting the possibility that the ICc of the bat contains a spa-

tial map of duration tuning. In the present study, we found a significant negative correlation

between BD and BEF (Fig. 3.2)—a relationship in the opposite direction of three previous

reports. Given the inconsistency of the result within and across laboratories, we conclude

there is no strong evidence to support the hypothesis that a spatial map of duration tuning

exists in the IC of the bat.

3.5.4 Biological significance of recovery times

Recovery cycle times of IC neurons in the cat (Yin, 1994; Litovsky and Yin, 1998a,b),

rabbit (Fitzpatrick et al., 1995, 1999) and barn owl (Keller and Takahashi, 1996) have been

suggested as a potential neural mechanism underlying the precedence effect for humans lis-

tening in reverberant environments (for review, see Litovsky et al., 1999). The precedence

effect is a binaural psychoacoustical phenomenon that describes the sound localization per-

formance of participants listening to pairs of sounds separated by an interval (e.g. pulse

and reflected echo). When two sounds have a brief IPI (<1 ms; Wallach et al., 1949),

participants detect a single sound located in a position midway between the sources (i.e.,

summing localization). When two sounds are presented with a longer delay (1-5 ms IPI for

single clicks; ≤35-70 ms IPI for other complex sounds; Wallach et al., 1949), participants

localize the source in the direction of the first sound. Because the first arriving wavefront

takes precedence in sound localization, the precedence effect is also known as the law of

the first wavefront. Recovery cycle times measured from auditory neurons in the ICc of

the bat (Tables 3.2-3.4) broadly correlate with the range of IPIs over which the precedence

effect occurs in humans. A behavioural correlate of the precedence effect has been stud-

ied in cats (3-16 ms; Cranford and Oberholtzer, 1976), rats (0.25-16 ms; Kelly, 1974), and

crickets (4-75 ms; Wyttenbach and Hoy, 1993). While it seems reasonable to assume that
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echolocating bats also experience a precedence effect during acoustic orientation and prey

detection, psychoacoustical experiments on two species of gleaning bats suggest they may

not (Schuchmann et al., 2006).

Our results demonstrate that recovery cycle times of midbrain auditory neurons in the

bat, which have been explored mainly in the context of echolocation (for review, see Jen

et al., 2012), are quite similar to those measured from the IC of other vertebrates (Yin,

1994; Fitzpatrick et al., 1995; Keller and Takahashi, 1996). This suggests that factors gov-

erning the recovery cycle times of central auditory neurons are similar in echolocating and

non-echolocating species. It also reinforces the utility of bats as an animal model for un-

derstanding general principles of mammalian hearing and auditory physiology despite the

fact that bats echolocate and are “hearing specialists”. The function(s) of DTNs to hearing

and echolocation is(are) still unknown; however, the range of neural BDs and the temporal

bandwidth of duration tuning are generally matched to the range of vocalization durations

in echolocating bats (Sayegh et al., 2011). If DTNs play a direct role in echolocation, then

one might predict they should exhibit short recovery times so that the same neuron could re-

spond to both loud outgoing vocalizations and later returning echoes. Alternatively, owing

to the importance of leading and persistent inhibition in creating temporally selective neural

responses, one could also predict that the inhibition evoked by each pulse in a paired tone

stimulus would temporally interact and sum, resulting in DTNs exhibiting longer recovery

cycle times than non-DTNs. Our results support the latter prediction: bandpass DTNs had

significantly longer recovery times than shortpass DTNs and allpass neurons. In contrast,

a recent study examining auditory neurons in the IC of the echolocating bat Pipistrellus

abramus found no significant difference in the recovery times of DTNs and allpass neurons

(Wang et al., 2010).

If DTNs function in echo ranging, then the recovery cycle time would play an important

role in determining the minimum target distance over which a neuron could respond. The
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recovery time can be viewed as equivalent to the two-way travel time of the bat’s outgoing

sound and returning echo. Assuming a recovery cycle time for a DTN of 36 ms, this would

be equivalent to a one-way travel time of 18 ms (speed of sound in air = 344 mm/ms) and

would correspond to a target distance of 6.19 m (344 mm/ms*18 ms). Neurons with shorter

(longer) recovery cycles would have shorter (longer) minimum target detection distances

because these cells could respond more rapidly (slowly) to successive sound presentations

such as pulse-echo pairs. For example, a neuron with a recovery time of 2 ms could fire

action potentials in response to both the pulse and echo at a minimum distance of 34.4

cm (344 mm/ms*1 ms), whereas a neuron with a recovery time of 100 ms could encode a

minimum target distance of 17.2 m (344 mm/ms*50 ms).

In theory, the recovery time of a DTN, in combination with BD, could determine per-

ceptual integration time and cause a cell to be tuned to detect small pulse-echo delays and

short target distances. For example, assume a bandpass DTN with a BD of 5 ms is stim-

ulated with pulse and echo biosonar sounds lasting 2 ms each. Although the cell may not

spike in response to either the pulse (P1) or the echo (P2) when presented alone, simply

because the durations of both signals are shorter than the cell’s BD, the neuron might re-

spond to the stimulus pair if presented at a short IPI of 1 ms representing a target at 17.2

cm (344 mm/ms*0.5 ms). In this case, the DTN may respond to the pulse-echo pair as a

single, unified (i.e. fused) stimulus because the combined 2 ms pulse + 1 ms gap + 2 ms

echo duration is close to the neuronal BD (Sayegh et al., 2011). By extending this line

of reasoning we would predict that neurons with short BDs would be tuned to short target

distances, and neurons with longer BDs would be tuned to longer target distances. This

is because cells with long BDs may be able to tolerate a wider range of silence between

pulse-echo pairs at sub-optimal durations. In support of this novel hypothesis, which is dis-

tinct but not mutually exclusive from the idea that DTNs are tuned to the duration of single

relevant sounds, we found a weak but positive correlation between stimulus duration and
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spike count recovery time at +20 dB above threshold (Fig. 3.9B), but there was no correla-

tion between stimulus duration and spike latency recovery times. Grinnell (1963) observed

an increase in recovery time as the duration of the P1 (but not P2) stimulus increased. Jen

et al. (2012) reported that spike count recovery times of DTNs increased with the duration

of the pulse-echo stimulus; however, this effect does not hold for equal amplitude stimulus

pairs and occurs only in some neurons at specific pulse-echo amplitude differences (Wang

et al., 2008). In contrast, Pollak et al. (1977a) found recovery times of IC auditory neurons

increased at short (<2 ms) stimulus durations. These conflicting reports point to the need

for future studies to test the hypothesis that DTNs can respond to pairs of tones presented

at sub-optimal durations (i.e. not at BD) and separated by relatively short gaps of silence.

In a small subset of cells we observed a brief facilitation in the spike count ratio of recov-

ery function at short IPIs (Fig. 3.6C,D). These neurons could be delay-tuned combination-

sensitive cells that respond best at short echo delays (O’Neill and Suga, 1982; Portfors and

Wenstrup, 1999). The range of recovery times that we observed for both DTNs and non-

DTNs in the ICc of E. fuscus nicely corresponds to the range of pulse-to-pulse intervals

(repetition rates) used by foraging bats during the search (50-100 ms), approach (10-50 ms)

and terminal feeding buzz (4-7 ms) phases of hunting (Griffin et al., 1960). The subset of

DTNs with facilitatory responses at short IPIs may be especially well-suited for echoloca-

tion at short target distances.

3.5.5 Recovery cycles and neural inhibition

Faure et al. (2003) used paired tone stimulation to measure the onset and duration of the

leading and persistent inhibition that creates DTNs in the IC of the bat. In that study, P1

was set to the neuron’s BD and P2 was set to a longer, non-excitatory duration. In the

present study, we used pairs of excitatory tones to measure and compare the recovery cycle

times of DTNs with non-DTNs, and found that bandpass DTNs had significantly longer
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recovery times than non-DTNs using spike count recovery and one measure of spike latency

recovery. These results also highlight the importance of neural inhibition to duration tuning.

Previous studies have suggested that the strength and time course of GABAergic inhibition

can account for some variation in the recovery cycles of DTNs. Blocking GABAergic

inhibition with bicucculine shortened recovery times in a majority of IC cells (Lu et al.,

1997; Zhou and Jen, 2003). Presenting stimuli that mimicked pulse-echo pairs at short IPIs

also sharpened duration-selectivity (Wu and Jen, 2006; Jen and Wu, 2008) and frequency-

selectivity (Wu and Jen, 2008a,b); in the latter two examples, the sharpening of the response

evoked by the “echo” was thought to have arisen from the recruitment and persistence of

inhibition evoked by the “pulse”.

During paired tone stimulation, if the inhibition evoked by stimulus P1 encroaches upon

the excitation evoked by stimulus P2 then recovery times of cells with persistent inhibition

are expected to be longer than in cells with less or no persistent inhibition. We might also

expect FSLs (re signal onset) to increase because spikes evoked by P2 could be delayed

by persistent inhibition evoked by P1. Meanwhile, neuronal LSLs (re P2) may largely be

unaffected. In general, our results support the hypothesis that recovery cycle times are

determined, at least in part, by the inhibition evoked by tone P1 that persists and influences

the spiking responses evoked by tone P2. We also found that FSLs (re P2) were more likely

to deviate by >1 SD from baseline than LSLs (re P2), a finding that is consistent with the

effects of persistent inhibition.

Recovery times measured in IC neurons are on the order of tens of milliseconds and

therefore cannot be due to a neuron’s absolute and/or relative refractory periods caused

by post-spiking increases in potassium permeability and inactivation of sodium channels

because these effects typically last only a few milliseconds (Hodgkin, 1951; Hodgkin and

Huxley, 1952). Stimulus repetition rate can also affect the measurement of recovery times.

In the ICc of the bat, increasing stimulus repetition rate increases the observed FSL and
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minimum threshold (Jen and Chen, 1998), increases directional selectivity (Zhou and Jen,

2004), and alters duration selectivity (Jen and Zhou, 1999; Jen and Wu, 2005; Zhou and Jen,

2006). In theory, increasing the stimulus repetition rate increases the recovery cycle time

of a neuron because persistent inhibition evoked by one stimulus trial influences responses

evoked on the subsequent trial. In our study, stimulus repetition rate cannot explain differ-

ences in the recovery cycle times between DTNs and non-DTNs because all of the data were

collected at the same rate (3 Hz). We believe that differences in the recovery times between

DTNs and non-DTNs were caused, in part, by inhibition lasting longer than the duration of

the P1 tone that evoked it. This persistent inhibition would sum with the leading inhibition

evoked by tone P2, resulting in DTNs exhibiting longer recovery times than a random se-

lection of other types of IC neurons not tuned to stimulus duration. Other factors can also

affect neural recovery times, including the length of the axons that provide synaptic input

(axonal delay; Smith et al., 1993), the time course of temporal facilitation and depression

of excitatory and inhibitory synapses (e.g. neurotransmitter depletion; Zucker and Regehr,

2002), receptor desensitization (Raman and Trussell, 1992; Raman et al., 1994), presy-

naptic modulation of inhibition via intracellular calcium accumulation (Lu and Trussell,

2000) and/or GABAB receptors (Ma et al., 2002), and intrinsic cellular properties such as

subthreshold sound-evoked oscillations (Hechavarrı́a et al., 2011). Additional studies are

needed to shed light on the mechanisms that shape and govern the recovery cycle times of

mammalian central auditory neurons.

3.6 Summary

1. Spike counts are traditionally used to measure the recovery cycle times of neurons.

Herein we demonstrate that spike latencies may also be used to measure response

recovery. In general, recovery times measured with spike counts were positively cor-
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related with recovery times measured with spike latencies, although recovery times

measured with a 1 SD change in LSL (re baseline latency) were significantly shorter

than recovery times measured with a 50% change in spike count (re baseline count)

or with a 1 SD change in FSL (re baseline latency).

2. Previous studies have shown that neural inhibition is necessary for creating DTNs in

the IC of the bat. Because DTNs are known to have inhibition that persists for as

long or longer than the duration of the stimulus evoking the inhibition, we predicted

that DTNs would have longer recovery times than non-DTNs. Recovery times of

bandpass DTNs obtained with spike counts and one measure of FSL recovery were

longer than recovery times of shortpass DTNs and non-DTNs.

3. Increasing the amplitude of the paired tone stimulus from +10 to +20 dB (re thresh-

old) did not shorten recovery times in the population of cells tested, indicating that

recovery kinetics of IC neurons in the bat are tolerant to a +10 dB change in stimulus

amplitude. When we restricted our analysis to the subset of neurons that provided

recovery time values measured with spike counts, FSLs, and LSLs, we found that

increasing stimulus amplitude shortened recovery times in the same cells. Additional

studies employing a wider range of stimulus levels are needed to fully characterize

the effect of stimulus amplitude on the recovery times of IC neurons.

4. Neurons with short FSLs had shorter recovery times than cells with longer FSLs.

Inhibition is an important determinant of the recovery cycle time and FSL of DTNs

and non-DTNs. Our results demonstrate that the neural mechanisms controlling FSL

and recovery cycle kinetics may be related.
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Table 3.1: Mean± SE first- and last-spike latency as a function of cell type and level above
threshold. The average baseline R1 latency at +10 and +20 dB (re threshold) was used as
the input for each cell.

Cell Type n Spike Latency (ms) +10 dB n Spike Latency (ms) +20 dB
First-spike Latency

Allpass 39 15.42 ± 0.98 32 13.20 ± 0.96
Bandpass 18 18.33 ± 1.30 13 16.86 ± 1.28
Shortpass 16 14.32 ± 1.57 14 12.76 ± 1.24

Last-spike Latency
Allpass 39 20.37 ± 1.43 32 18.42 ± 1.58

Bandpass 18 21.34 ± 1.75 13 20.71 ± 1.79
Shortpass 16 19.57 ± 2.49 14 16.00 ± 2.08

Table 3.2: Mean ± SE spike count recovery time (and range) as a function of cell type and
level above threshold measured with the short-to-long and long-to-short analysis methods.
Recovery measured as the IPI where the spike count in response to P2 was ≥50% of the
baseline spike count (re P1).

Cell Type n Recovery Time (ms) +10 dB n Recovery Time (ms) +20 dB
Short-to-Long Method

Allpass 39 20.13 ± 2.93 (2-100) 32 17.50 ± 2.14 (0-54)
Bandpass 18 34.83 ± 5.82 (10-105) 13 23.54 ± 3.23 (6-42)
Shortpass 16 23.00 ± 3.81 (2-54) 14 18.79 ± 3.87 (2-54)

Long-to-Short Method
Allpass 39 25.97 ± 4.05 (0-148) 32 20.91 ± 3.17 (0-76)

Bandpass 18 36.94 ± 5.64 (10-105) 13 26.15 ± 3.70 (6-44)
Shortpass 16 25.75 ± 4.49 (2-68) 14 20.21 ± 4.00 (2-50)
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Table 3.3: Mean ± SE first-spike latency (FSL) recovery time (and range) as a function
of cell type and level above threshold, measured with the short-to-long and long-to-short
analysis methods. Recovery time measured as the IPI where the FSL in response to P2
returned to within 1 SD of the baseline FSL (re P1).

Cell Type n Recovery Time (ms) +10 dB n Recovery Time (ms) +20 dB
Short-to-Long Method

Allpass 36 20.64 ± 2.35 (4-58) 28 17.50 ± 2.05 (5-42)
Bandpass 17 23.65 ± 4.26 (2-66) 13 23.08 ± 5.36 (4-68)
Shortpass 16 21.56 ± 3.85 (4-50) 14 26.71 ± 6.40 (4-80)

Long-to-Short Method
Allpass 29 23.52 ± 2.76 (8-60) 21 23.48 ± 2.52 (8-52)

Bandpass 14 41.14 ± 7.35 (10-110) 11 26.00 ± 5.67 (8-64)
Shortpass 14 34.50 ± 5.62 (10-70) 12 33.83 ± 6.76 (6-72)

Table 3.4: Mean ± SE last-spike latency (LSL) recovery time (and range) as a function
of cell type and level above threshold, measured with the short-to-long and long-to-short
analysis methods. Recovery time measured as the IPI where the LSL in response to P2
returned to within 1 SD of the baseline LSL (re P1).

Cell Type n Recovery Time (ms) +10 dB n Recovery Time (ms) +20 dB
Short-to-Long Method

Allpass 20 13.65 ± 1.90 (4-45) 15 11.33 ± 2.09 (2-34)
Bandpass 13 18.08 ± 3.29 (2-45) 9 17.33 ± 3.46 (4-40)
Shortpass 9 15.33 ± 3.74 (4-42) 9 13.11 ± 1.74 (6-20)

Long-to-Short Method
Allpass 15 18.40 ± 4.29 (6-58) 7 21.29 ± 5.45 (10-52)

Bandpass 6 42.67 ± 14.82 (12-110) 7 20.57 ± 4.31 (4-40)
Shortpass 9 16.44 ± 3.75 (6-42) 7 14.29 ± 4.52 (6-40)

Table 3.5: Mean± SE recovery times as a function of the measured recovery parameter and
level above threshold. Only cells with recovery times measured with all three parameters
were included (n = 42: +10 dB; n = 34: +20 dB).

Recovery Parameter Recovery Time (ms) + 10 dB Recovery Time (ms) + 20 dB
Spike Count 33.38 ± 3.83 22.88 ± 2.30

FSL 25.14 ± 2.64 21.74 ± 2.82
LSL 17.99 ± 2.05 13.91 ± 1.61
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Figure 3.1 (following page): Measuring recovery cycle times of IC neurons. (A) Dot raster
display of an in vivo shortpass DTN in response to paired tone stimulation at varying IPIs.
The red bars represent the onset, duration, and offset of the first tone pulse (P1), and the
blue bars represent the onset, duration, and offset of the second tone pulse (P2). Stimuli
P1 and P2 were set to the cell’s BEF and, if duration-tuned, BD. The timing of action
potentials are illustrated as black dots. We calculated the mean ± SD baseline FSL and
baseline LSL in response to P1 over the 10 longest IPIs from the onset of P1 to the onset of
P2. Baseline latencies were used to define the P1 and P2 analysis windows (grey regions)
used for assigning spikes as being evoked by stimulus P1 or P2, and for calculating the
Baseline Response R1. The P1 analysis window began at the onset of P1 + baseline FSL−
2 SDs and ended at the onset of P1 + mean LSL + 2 SDs (re P1). The P2 analysis window
began at the onset of P2 + baseline FSL − 2 SDs and ended at the onset of P2 + mean
LSL + 2 SDs (re P2), and was used to measure the responses evoked by P2 (Response R2).
For trials where the P1 and P2 analysis windows overlapped, a single analysis window was
defined starting from the onset of P1 + baseline FSL − 2 SDs and ending at the onset of
P2 + baseline LSL + 2 SDs. (B) Recovery times measured with spike count. The ordinate
shows the spike count ratio of response (R2/Baseline R1) as a function of stimulus IPI. The
dotted line at 0.5 represents the 50% spike count recovery threshold. The asterisk (*) at
12 ms illustrates the recovery time of the cell determined with the short-to-long method,
and the dagger (†) at 40 ms represents the recovery time of the same cell determined with
the long-to-short method. (C,D) Recovery times measured with spike latency. The red line
with closed symbols represents spike latency (re P1), and the blue line with open symbols
represents spike latency (re P2). The dotted lines represent ± 1 SD relative to the mean
baseline FSL or baseline LSL (see A). (C) Mean FSL (re P1 and P2) as a function of IPI.
The asterisk (*) at 70 ms illustrates the FSL recovery time measured with the short-to-long
method, and the dagger (†) at 70 ms represents the FSL recovery time of the same cell
determined with the long-to-short method. (D) Mean LSL (re P1 and P2) as a function of
IPI. The asterisk (*) at 16 ms illustrates the LSL recovery time of the cell measured with
the short-to-long method, and the dagger (†) at 40 ms represents the LSL recovery time of
the same cell determined with the long-to-short method. In this example, FSL took longer
to recover than LSL. MU044.04.09: BEF, 47 kHz; BD, 2 ms; threshold, 33.5 dB SPL;
amplitude +20 dB re threshold; 20 repetitions per IPI step.
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Figure 3.2: Temporal tuning and spatial topography or tonotopy in the IC. (A) There was
no correlation between neuronal BD and the depth of the recording electrode (R2=0.070,
p=0.13). Note the broken abscissa. (B) There was a negative correlation between neuronal
BD and BEF (R2=0.20, p=0.0081).
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Figure 3.3: Spike latency and tonotopy in the IC. (A,B) First-spike latency as a function
of BEF. Neurons with lower BEFs had longer average FSLs at both (A) +10 dB (R2=0.18,
p=0.00019) and (B) +20 dB (R2=0.21, p=0.00031) re threshold. (C,D) Last-spike latency
as a function of BEF. Neurons with lower BEFs had longer average LSLs at both (C) +10
dB (R2=0.087, p=0.011) and (D) +20 dB (R2=0.070, p=0.044) re threshold.
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Figure 3.4 (following page): Response and recovery in a bandpass DTN. (A) Dot raster
display of spiking in a bandpass DTN in response to variable duration BEF tones. (B)
Mean ± SE spikes per stimulus as a function of stimulus duration. This cell had a BD of
4 ms. (C) Dot raster display illustrating spiking in response to pairs of BD tones presented
at variable IPIs. The shaded gray regions illustrate the customized P1 and P2 analysis
windows bounded by ±2 SDs from the baseline FSL and baseline LSL of the cell (see Fig.
3.1). (D) Spike count ratio of response as a function of IPI. Evoked spiking in response to P2
recovers to within 50% of baseline (dotted line) in response to P1 at 42 ms using the short-
to-long method (*), and at 38 ms using the long-to-short method (†). (E) Mean FSL and
(F) mean LSL as a function of IPI for responses evoked by P1 (red closed symbols) and P2
(blue open symbols). (E) The cell’s FSL (re P2) returns to within 1 SD of baseline at 56 ms
using both the short-to-long and long-to-short methods, whereas (F) the LSL (re P2) returns
to within 1 SD of baseline at 20 ms using both the short-to-long and long-to-short methods.
Latencies determined after windowing responses with the cell-specific P1 and P2 analysis
windows. Dotted lines represent ±1 SD relative to baseline latency (re P1). Missing values
represent IPIs where no spikes fell into the analysis window. (A,B) MU036.01.06: BEF,
24 kHz; threshold, 27 dB SPL; amplitude +20 dB re threshold; 15 repetitions per stimulus.
(C-F) MU036.01.31: BEF, 24 kHz; threshold, 27 dB SPL; amplitude +20 dB re threshold;
20 repetitions per IPI step.
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Figure 3.5 (following page): Response and recovery in a shortpass DTN. (A) Dot raster
display of spiking in a shortpass DTN in response to variable duration BEF tones. (B)
Mean ± SE spikes per stimulus as a function of stimulus duration. This cell had a BD of
2 ms. (C) Dot raster display illustrating spiking in response to pairs of BD tones presented
at variable IPIs. The shaded gray regions illustrate the customized P1 and P2 analysis
windows bounded by ±2 SDs from the baseline FSL and baseline LSL of the cell (see Fig.
3.1). (D) Spike count ratio of response as a function of IPI. Spiking in response to tone
P2 recovers to within 50% of baseline (dotted line) in response to P1 at 46 ms using both
the short-to-long (*) and long-to-short (†) method. (E) Mean FSL and (F) mean LSL as
a function of IPI for responses evoked by tone P1 (red closed symbols) and tone P2 (blue
open symbols). (E) The cell’s FSL (re P2) returns to within 1 SD of baseline at 20 ms using
both the short-to-long and long-to-short methods, whereas (F) the LSL (re P2) returns to
within 1 SD of baseline at 14 ms using the short-to-long method. No recovery time value
was obtained with the long-to-short method because there was not two consecutive IPIs
where the function deviated by >1 SD from the baseline LSL. Latencies determined after
windowing spikes with the cell-specific P1 and P2 analysis windows. Dotted lines represent
±1 SD relative to baseline latency (re P1). Missing values represent IPIs where no spikes
fell into the analysis window. (A,B) MU036.02.06: BEF, 38 kHz; threshold, 48 dB SPL;
amplitude +20 dB re threshold; 15 repetitions per stimulus. (C-F) MU036.02.12: BEF, 38
kHz; threshold, 48 dB SPL; amplitude +20 dB re threshold; 20 repetitions per IPI step.

93



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

C D

A B MU036.02
Freq = 38 kHz
Thresh = 48 dB SPL
Level = +20 dB

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2
R

at
io

of
R

es
po

ns
e

(R
2/

R
1)

0 10 20 30 40 50 60 70 80

Interpulse Interval (ms)

†
*

*

*

E F

0

10

20

30

40

50

60

70

80

In
te

rp
ul

se
In

te
rv

al
(m

s)

0 25 50 75 100

Time (ms)

1

3

5

7

9

11

13

15

S
tim

ul
us

D
ur

at
io

n
(m

s)

0 5 10 15 20 25

Time (ms)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

M
ea

n
S

pi
ke

s
P
er

S
tim

ul
us

1 3 5 7 9 11 13 15

Stimulus Duration (ms)

†

15

16

17

18

19

M
ea

n
F
S

L
(m

s)

0 10 20 30 40 50 60 70 80

Interpulse Interval (ms)

FSL re P1
FSL re P2

15

16

17

18

19

M
ea

n
LS

L
(m

s)

0 10 20 30 40 50 60 70 80

Interpulse Interval (ms)

LSL re P1
LSL re P2

94



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

Figure 3.6 (following page): Response and recovery in a non-DTN. (A) Dot raster display
of spiking in an allpass neuron in response to variable duration BEF tones. (B) Mean ±
SE spikes per stimulus as a function of stimulus duration. By definition, allpass neurons do
not have a BD. (C) Dot raster display illustrating spiking in response to pairs of 3 ms tones
presented at variable IPIs. The shaded gray regions illustrate the customized P1 and P2
analysis windows bounded by ±2 SDs from the baseline FSL and baseline LSL of the cell
(see Fig. 3.1). (D) Spike count ratio of response as a function of IPI. Spiking in response
to tone P2 recovers to within 50% of baseline (dotted line) in response to P1 at 54 ms using
both the short-to-long (*) and long-to-short (†) method. (E) Mean FSL and (F) mean LSL
as a function of IPI for responses evoked by tone P1 (red closed symbols) and tone P2 (blue
open symbols). (E) The cell’s FSL (re P2) returns to within 1 SD of baseline at 14 ms using
the short-to-long method and at 22 ms using the long-to-short method, whereas (F) the LSL
(re P2) function did not deviate by >1 SD from baseline at any IPI, hence no recovery time
value was obtained. Latencies determined after windowing spikes with the cell-specific P1
and P2 analysis windows. Dotted lines represent±1 SD relative to baseline latency (re P1).
(A,B) MU036.02.06: BEF, 38 kHz; threshold, 48 dB SPL; amplitude +20 dB re threshold;
15 repetitions per stimulus. (C-F) MU036.02.12: BEF, 38 kHz; threshold, 48 dB SPL;
amplitude +20 dB re threshold; 20 repetitions per IPI step.
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Figure 3.7: Comparison of recovery time measures. Each panel shows recovery times of IC
neurons at +10 dB (re threshold) measured with the short-to-long (abscissa) and long-to-
short (ordinate) analysis methods based on (A) spike count, (B) FSL and (C) LSL criteria.
The two methods are in agreement when points fall along the dotted unity line y = x.
Recovery times were positively correlated at +10 dB (A: R2=0.77, p�0.001; B: R2=0.30,
p�0.001; C: R2=0.22, p=0.0089) and at +20 dB (data not shown) above threshold. The
sample size (n) and number of points that fall above, below (but not on) the unity line are:
(A) n=73, 14 above, 9 below; (B) n=57, 19 above, 7 below; and (C) n=30, 6 above, 7 below.
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Figure 3.8 (following page): Comparison of mean recovery times measured with spike
counts and spike latencies. Each panel shows the average recovery times of IC neurons at
+10 dB (left) and +20 dB (right) re threshold. Recovery times are in agreement when points
fall along the dotted unity line y = x. (A,B) There was a positive correlation between the
mean 50% spike count and mean FSL recovery time in DTNs and non-DTNs at (A) +10
dB (R2=0.17, p<0.001) and (B) +20 dB (R2=0.21, p<0.001) re threshold. (C,D) There was
a positive correlation between the mean spike count and mean LSL recovery time at (C)
+10 dB (R2=0.28, p<0.001) and (D) +20 dB (R2=0.35, p<0.001) re threshold. (E,F) There
was a positive correlation between FSL and LSL recovery times at (E) +10 dB (R2=0.32,
p�0.001) and (F) +20 dB (R2=0.41, p�0.001) re threshold. The sample size (n) and
number of points that fall above, below (but not on) the unity line are: (A) n=69, 28 above,
39 below; (B) n=55, 26 above, 24 below; (C) n=42, 6 above, 35 below; (D) n=34, 8 above,
25 below; (E) n=42, 4 above, 25 below; and (F) n=34, 4 above, 17 below.
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Figure 3.9: Mean recovery time as a function of stimulus duration at +20 dB above thresh-
old. (A) Average 50% spike count recovery times as a function of paired tone stimulus
duration. Spike count recovery times were positively correlated with stimulus duration
(R2=0.081, p=0.029). (B) Average FSL and (C) average LSL recovery times as a function
of paired tone stimulus duration. Stimulus duration was not correlated with FSL (R2=0.030,
p=0.20) or LSL recovery times (R2=0.012, p=0.54). Spike count, FSL and LSL recovery
times were also not correlated with stimulus duration at +10 dB (re threshold). For DTNs
stimulus duration was set to BD, whereas for allpass neurons stimulus duration was ran-
domly chosen between 1 and 9 ms.
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Figure 3.10: Mean recovery time as a function of FSL at +10 dB above threshold. (A)
Average 50% spike count recovery times as a function of FSL. Neurons with longer FSLs
had longer spike count recovery times (R2=0.16, p<0.001, n=73). (B) Average FSL and
(C) average LSL recovery times as a function of FSL. Neurons with longer FSLs had longer
FSL (R2=0.089, p=0.013, n=69) and LSL recovery times (R2=0.28, p<0.001, n=42). Spike
count recovery times were also correlated with mean FSL at +20 dB (re threshold), but there
was no correlation with FSL or LSL recovery times and mean FSL at +20 dB (re threshold).
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4 Monaural and Binaural Neural Inhibition Underlying

Duration-Selective Responses in the Inferior Colliculus

4.1 Abstract

Duration-tuned neurons (DTNs) from the auditory midbrain of amphibians and mammals

are known to arise from the temporal interplay of excitatory and inhibitory synaptic inputs.

Previous studies have shown that the neural inhibition that is responsible for creating DTNs

precedes excitation (i.e. leading inhibition), and that this inhibition lasts as long or longer

than the duration of the stimulus (i.e. persistent inhibition); however, the relative contribu-

tion of each ear in creating duration-tuned circuits is unknown. Previous studies have used

either monotic or binaural free-field acoustic stimulation (contralateral hemifield) to record

the electrophysiological responses of DTNs. Here we used monotic and dichotic stimu-

lation to present DTNs from the inferior colliculus (IC) of the big brown bat with pairs

of characteristic frequency tones—a short best duration (BD) excitatory tone and a longer

duration non-excitatory (NE) tone—that were varied in interstimulus interval. In both con-

ditions, the BD tone was presented to the contralateral ear. In the monotic condition the

NE tone was also presented to the contralateral ear, whereas in the dichotic condition the

NE tone was presented to the ipsilateral ear. In the monotic condition when the BD and

NE tones were presented sufficiently close in time, the NE tone always suppressed spiking

evoked by the BD tone. In contrast, in the dichotic condition about half of DTNs tested

did not show spike suppression in response to the ipsilateral NE tone. Of those DTNs with

spike suppression in both the monotic and dichotic condition, we found that the latency of

the inhibition evoked by NE tone was shorter and the duration of the inhibition was longer

for monotic stimulation. In other words, during monotic stimulation of the contralateral
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ear we found clear evidence that DTNs receive an inhibitory synaptic input that precedes

an excitatory synaptic input to the same neuron, whereas during dichotic stimulation in-

hibitory inputs to the DTN recruited by the ipsilateral ear were slower, weaker and shorter

in duration than the inhibitory inputs recruited from the contralateral ear. These findings

indicate that the neural mechanism(s) and circuits that create DTNs in the IC are monaural.
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4.2 Introduction

The auditory midbrain or inferior colliculus (IC) is the first nucleus in the central auditory

pathway that contains neurons with responses that are selective for the duration of an audi-

tory stimulus. These duration-tuned neurons (DTNs) have been found in the IC of a variety

of vertebrates. Although DTNs are primarily studied in bats and are likely important for

echolocation, they have also been reported from the auditory midbrain of non-echolocating

amphibians and mammals (for review see Sayegh et al., 2011). Therefore, the role DTNs

serve in normal hearing cannot be exclusive to echolocation. Although their exact func-

tion(s) remain unclear, DTNs provide a potential neural mechanism for processing tempo-

ral features of sound in human speech (Denes, 1955) and species-specific communication

sounds (Pollack and Hoy, 1979; Bohn et al., 2008; Gadziola et al., 2012).

From a neural circuit standpoint, DTNs are interesting because their temporally se-

lective responses do not simply represent the integration of stimulus energy like auditory

afferents and other sensory neurons (Kiang, 1965). For example, shortpass and bandpass

DTNs decrease their spiking as stimulus duration is lengthened beyond the cell’s best du-

ration (BD) even though increasing signal duration increases stimulus energy (energy =

power ∗ time; Yost 2007). Previous intracellular (Covey et al., 1996; Tan and Borst, 2007;

Leary et al., 2008) and extracellular (Casseday et al., 1994, 2000; Ehrlich et al., 1997; Chen,

1998; Faure et al., 2003) recordings from DTNs have led to the hypothesis that the neu-

ral mechanism(s) responsible for duration selectivity involve the interaction of excitatory

and inhibitory synaptic inputs that are offset in time, and various mechanisms that exploit

the temporal interaction of excitatory and inhibitory synaptic inputs have been proposed

(Casseday et al., 1994, 2000; Fuzessery and Hall, 1999; Aubie et al., 2009; Sayegh et al.,

2011). Indeed, computational models of the mechanisms can reproduce the in vivo spik-

ing responses of DTNs in both echolocating bats and non-echolocating vertebrates (Aubie
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et al., 2009, 2012).

Paired tone stimulation combined with single-unit extracellular recordings has previ-

ously been employed to characterize the strength and timecourse of inhibitory inputs to

DTNs (Faure et al., 2003). These experiments were conducted using monotic stimuli pre-

sented to the contralateral ear. To characterize the relative contributions that each ear plays

in forming and modifying duration selective responses, we employed both monotic and di-

chotic paired tone stimulation, with one tone set to the neuron’s best duration (BD) and the

other tone set to a longer, non-excitatory duration (NE). In both conditions the BD tone

was presented to the contralateral ear. In the monotic condition, the NE tone was also pre-

sented to the contralateral (excitatory) ear, whereas in the dichotic condition the NE tone

was presented to the ipsilateral (inhibitory) ear. Using this stimulus paradigm we found

that monotic paired tone stimulation always results in DTNs showing spike suppression

via inhibition recruited by the NE tone, whereas during dichotic paired tone stimulation

about half of the DTNs did not show spike suppression in response to the NE tone. These

results support the conclusion that the underlying neural mechanisms that create DTNs in

the mammalian IC are primarily monaural. For the remaining half of DTNs with spike

suppression in the dichotic condition caused by the presentation of the NE tone, the evoked

inhibition was weaker in strength, shorter in duration and delayed relative to the inhibition

evoked during monotic stimulation. These findings suggest that DTNs can receive two dis-

tinct types of synaptic inhibition. The first type is monaural in nature, recruited from the

contralateral ear, and is responsible for creating the temporally-selective responses charac-

teristic of DTNs. The second type of inhibition is recruited from the ipsilateral ear and is

likely similar to the binaural inhibition evoked in other type of IC neurons that aid in sound

localization.
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4.3 Materials and Methods

4.3.1 Surgical procedures

Methods for surgical procedures and electrophysiological recordings have been described

previously (Aubie et al., 2012; Sayegh et al., 2012). Briefly, electrophysiological recordings

were obtained from 15 big brown bats (Eptesicus fuscus) of both sexes at the University of

Washington and McMaster University. To facilitate multiple recordings from individual an-

imals and to precisely replicate the position of the bat’s head between recording sessions, a

stainless steel post was glued to the skull. Prior to the head-posting surgery, bats were given

a subcutaneous injection of buprenorphine (0.03 mL; 0.025 mg/kg). For surgery, bats were

first placed in an anesthesia induction chamber (12 x 10 x 10 cm) where they inhaled a 1 to

5% isofluorane:oxygen mixture (1 L/min). Anesthetized bats were then placed in a foam-

lined body restraint within a model 1900 stereotaxic alignment system with a custom bite

bar or gas mask (David Kopf Instruments) for continuous isofluorane inhalation. The hair

covering the skull was cropped and the skin disinfected with Betadine R© surgical scrub. Lo-

cal anesthetic (0.2 mL bupivicaine; 5 mg/mL) was injected subcutaneously prior to making

a midline incision in the scalp. The temporal muscles were reflected, the skull was scraped

clean and swabbed with 70-100% ethanol, and the post was glued to the skull overlying the

cortex with cyanoacrylate superglue (Henkel Loctite Corporation) cured with liquid acrylic

hardener (Zipkicker; Pacer Technology). A chlorided silver wire attached to the head post

was placed under the temporal muscles and served as the reference electrode. Recordings

began 1 to 4 days after surgery. Each bat was used in 1 to 8 sessions lasting 6 to 8 hrs

each. Recordings were terminated if a bat showed signs of discomfort. Between sessions,

the electrode penetration site was covered with a piece of contact lens and Gelfoam coated

in Polysporin R©. Bats were housed individually in a temperature- and humidity-controlled

room. All procedures were approved by the University of Washington Laboratory Animal
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Care and Use Committee or the McMaster University Animal Research Ethics Board and

were in accordance with guidelines published by the Canadian Council on Animal Care.

4.3.2 Electrophysiological recordings

Electrophysiological recordings were conducted inside a double-walled, sound attenuating

booth with electrical shielding (Industrial Acoustics Co., Inc.). Prior to recording, each

bat was given a subcutaneous injection of neuroleptic (0.3 mL; 1:1 mixture of 0.05 mg/mL

fentanyl citrate and 2.5 mg/mL droperidol; 19.1 mg/kg). Bats were then placed in a foam-

lined body restraint that was suspended by springs within a small animal stereotaxic frame

customized for bats (ASI Instruments) mounted atop an air vibration table (TMC Micro-g).

The bat’s head was immobilized by securing the headpost to a stainless steel rod attached

to a micromanipulator (ASI Instruments) mounted on the stereotaxic frame. The dorsal sur-

face of the IC was exposed for recording by making a small hole in the skull and dura mater

with a scalpel. Single-unit extracellular recordings were made with thin-wall borosilicate

glass microelectrodes with a capillary filament (o.d. = 1.2 mm; A-M Systems, Inc.) and

filled with 3M NaCl. Typical electrodes resistances ranged from 10 to 30 MΩ. Electrodes

were manually positioned over the dorsal surface of the IC with a manipulator (ASI Instru-

ments) and advanced into the brain with a stepping hydraulic micropositioner (Kopf Model

2650). Action potentials were recorded with a Neuroprobe amplifier (A-M Systems Model

1600) whose 10x output was bandpass filtered and further amplified (500 to 1000x) by a

Tucker Davis Technologies spike pre-conditioner (TDT PC1; lowpass fc = 7 kHz; high-

pass fc = 300 Hz). Spike times were logged on a computer by passing the PC1 output to

a spike discriminator (TDT SD1) and then an event timer (TDT ET1) synchronized to a

timing generator (TDT TG6).
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4.3.3 Stimulus generation and data collection

Stimulus generation and on-line data collection were controlled with custom software that

displayed spike-times as peristimulus dot raster displays (rastergrams) ordered by the acous-

tic parameter that was varied (see Faure et al., 2003). Sound pulses were digitally generated

with a two-channel array processor (TDT Apos II; 357 kHz sampling rate) optically inter-

faced to two digital-to-analog (D/A) converters (TDT DA3-2) whose individual outputs

were fed to a low-pass anti-aliasing filter (TDT FT6-2; fc = 120 kHz), two programmable

attenuators (TDT PA5) and two signal mixers (TDT SM5) with equal weighting. The out-

put of each mixer was fed to a manual attenuator (Leader LAT-45) before final amplification

(Krohn-Hite Model 7500). Auditory stimuli were presented with a pair of Brüel & Kjær

1
4

inch condenser microphones (Type 4939; protective grid on), modified for use as loud-

speakers with a transmitting adaptor (B&K Type UA-9020) to correct for nonlinearities in

the transfer function (Frederiksen, 1977). Each loudspeaker was positioned ca. 1 mm in

front of the external auditory meatus. The output of each speaker, measured with a B&K

Type 4138 1
8

inch condenser microphone (90o incidence; grid off) connected to a measur-

ing amplifier (B&K Type 2606) and bandpass filter (K-H Model 3500), was quantified with

a sound calibrator (B&K Type 4231) and expressed in decibels sound pressure level (dB

SPL re 20 µPa) equivalent to the peak amplitude of continuous tones of the same carrier

frequency. The loudspeaker transfer function was flat±6 dB from 28 to 118 kHz, and there

was ca. 30 dB attenuation at the ear opposite the source (Ehrlich et al., 1997). All stim-

uli had rise/fall times of 0.4 ms shaped with a square cosine function and were presented

at a rate of 3 Hz. Search stimuli were presented monaurally, contralateral to the IC being

recorded. Single units were found by presenting short duration pure tones and/or downward

frequency modulated sweeps. Upon unit isolation, we determined each cell’s characteris-

tic frequency, minimum threshold, first-spike latency (re signal onset), and for DTNs we
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also determined the cell’s best duration and duration filter response class (i.e. shortpass,

bandpass or longpass DTN; for definitions see Faure et al., 2003; Fremouw et al., 2005).

Following the paired tone stimulation paradigm of Faure et al. (2003), we presented

DTNs with pairs of characteristic frequency tones that differed in their duration and inter-

stimulus interval (ISI). One tone in the pair was set to the cell’s best duration (BD tone;

DBD) and the other tone was set to a longer, non-excitatory duration (NE tone; DNE). The

onset time of the NE tone was fixed between trials, whereas the onset time of the roving

BD tone was randomly varied in 2 ms steps. Because the BD and NE tones were matched

in frequency and phase at all ISIs, whenever the two tones overlapped they summed to

form a single composite tone with a +6 dB amplitude pedestal, the duration of which was

determined by the amount of temporal overlap.

For each cell, we measured the latency and duration of the inhibition evoked by the NE

tone during monotic and dichotic paired tone stimulation. In both conditions, the BD tone

was presented to the contralateral (excitatory) ear. In the monotic condition, the NE tone

was electronically mixed and also presented to the contralateral ear, whereas in the dichotic

condition the NE tone was split and presented to the ipsilateral (inhibitory) ear while the

BD tone was presented to the contralateral (excitatory) ear. In this way we were able to

measure and compare the strength of inhibition evoked by the NE tone through monaural

and binaural central auditory pathways. Unless stated otherwise, the BD and NE tones

were matched in frequency, amplitude and phase at all ISIs. The frequency of the BD and

NE tones was set to the cell’s characteristic frequency. The duration of the NE tone was

typically 10x the duration of the BD tone duration. The amplitude of the BD tone was

typically set to +10 dB (re threshold) and the amplitude of the NE tone was set to +0, +10

or +20 dB (re BD tone).
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4.3.4 Data analysis

Unless stated otherwise, all data are reported as the mean± standard error (SE) of the mean.

Data were tested for normality and homogeneity of variances with a Shapiro-Wilk and

Levene’s test before further statistical testing. Parametric tests were employed when data

were normally distributed with equal variances; otherwise, an equivalent non-parametric

test was used. The proportion of DTNs with inhibition in the monotic and dichotic condition

were compared with a Fisher’s exact test. Comparisons of the onset, offset and relative

timing of inhibition were conducted with a two-sample t-test or a Mann-Whitney U test.

Comparisons of the latency and timecourse of inhibition evoked in the monotic and dichotic

conditions, as well as the durations of inhibition measured with spike counts and latencies,

were conducted with a paired t-test or a Wilcoxon signed-rank test. Linear regressions were

calculated to evaluate the relationship of BD, first spike latency and leading inhibition. The

effect of increasing the amplitude of the NE tone in the dichotic condition was evaluated

with a Friedman test. All statistical analyses were performed in SPSS or Python (SciPy)

and employed an experiment-wise error rate of α = 0.05.

4.4 Results

4.4.1 Determining the timecourse of inhibition

Example spiking responses from a bandpass DTN tested with monotic paired tone stimula-

tion using equal amplitude BD and NE tones are shown in Figure 4.1, along with details of

how the onset (T1) and offset (T2) of spike suppression was measured using changes in the

cell’s spike count, first spike latency (FSL) and/or last spike latency (LSL). Note the gap in

the cell’s response when the BD and NE tones were presented at sufficiently small ISIs. The

circled responses represent the 10 trials with the largest ISIs, when the BD tone preceded
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the NE tone, that were used to calculate the mean ± standard deviation (SD) baseline spike

count and baseline spike latencies (Figure 4.1A). For the example cell shown, the baseline

spike count was 1.70 ± 1.02 spikes per stimulus, the baseline FSL (Lfirst) was 13.85 ±

1.19 ms (re BD tone onset) and the baseline LSL (Llast) was 16.09 ± 1.40 ms (re BD tone

onset).

For each cell we plotted the average spike count, FSL and LSL as a function of the

gap between the offset of the BD tone and the onset of the NE tone (e.g. Figure 4.1B-D),

and then used changes in the evoked response to measure the onset (latency) and time-

course (duration) of the spike suppression caused by the sustained inhibition evoked by the

stationary NE tone. Using mean spikes per stimulus, the onset (T1) of spike suppression

was determined as the first data point where spiking decreased to ≤50% of the baseline

spike count as long as the consecutive data point was also ≤50% of the baseline count (see

Sayegh et al., 2012). The offset (T2) of spike suppression was determined to be the longest

ISI, starting from T1, where the spike count remained ≤50% of baseline if the two next

consecutive data points were >50% of the baseline count. Using these spike count criteria,

T1 = -3 ms and T2 = 37 ms (Figure 4.1B). Using mean spike latencies, the onset (T1) of

spike suppression was determined as the first data point where the latency increased or de-

creased by >1 SD from the baseline latency as long as the next data point had also deviated

by >1 SD (re baseline latency). The offset (T2) of spike suppression was determined as

the longest ISI, starting from T1, where the spike latency had increased or decreased by >1

SD from the baseline latency if the two next consecutive data points were within ±1 SD of

baseline. Using these criteria on the cell’s FSL, T1 = 25 ms and T2 = 37 ms (Figure 4.1C).

Using the same criteria for assessing changes in LSL, T1 = -5 ms and T2 = 37 ms (Figure

4.1D).

For the bandpass DTN shown in Figure 4.1, the final value for T1 was -5 ms and was

chosen from the LSL measure, and the final value for T2 was -37 ms because there was

111



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

consensus across the spike count and latency measures (see Comparing the timecourse of

inhibition measured with spike counts and latencies). Upon selecting the final values for T1

and T2, the effective start (Tstart) and end (Tend) times of the inhibition evoked by the NE

tone were calculated as

Tstart = T1 + Llast −DBD (4.1)

and

Tend = T2 + Lfirst −DBD, (4.2)

where Llast is the baseline last spike latency, Lfirst is the baseline first spike latency, and

DBD is the duration of the BD tone. The duration of inhibition was calculated as Tend -

Tstart. A neuron was said to have leading inhibition when the latency of NE tone evoked

inhibition was shorter than the cell’s excitatory first spike latency (i.e. Tstart < Lfirst).

A neuron was said to have persistent inhibition when the duration of the NE tone evoked

inhibition was longer than the duration of the NE tone (i.e. Tend - Tstart > DNE). For

the bandpass neuron in Figure 4.1, Tstart = 8.09 ms and Tend = 47.85 ms, resulting in an

effective duration of inhibition of 39.76 ms. The cell has 5.76 ms of leading inhibition

because the latency of the inhibition evoked by the NE tone (Tstart = 8.09 ms) was shorter

than the cell’s excitatory baseline FSL (Lfirst = 13.85 ms). The cell also has 9.76 ms of

persistent inhibition because the duration of inhibition (Tend - Tstart = 39.76 ms) was longer

than the duration of the NE tone (DNE = 30 ms).
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4.4.2 Comparing the timecourse of inhibition measured with spike counts and

latencies

The final values for T1 and T2 were selected using the criterion that best reflected the time

course of the inhibition evoked by the NE tone. In this way, T1 and T2 could be chosen

from a combination of spike count and/or spike latency measures. Doing so permitted us

to more accurately quantify the suppressive effects of the NE tone on the spiking responses

evoked by the BD tone (Faure et al., 2003). In cases where cells responded with only a

single spike per stimulus (i.e. Lfirst = Llast), or in instances where the spike count of the

cell was clearly suppressed even though Lfirst or Llast (or both) remained within ±1 SD

of baseline, a change in spike count was typically used for selecting T1 and T2 because

this criterion more accurately reflected the time course of spike suppression. For cells that

responded with more than one spike per stimulus, or in instances where the spike count of

the cell had recovered to within 50% of baseline even though Lfirst or Llast (or both) were

still clearly deviated by >1 SD from baseline, a change in spike latency was typically used

for selecting T1 and T2 because a latency criterion more accurately reflected the time course

of spike suppression. In cases where the mean spike count or latency had not returned to

within 50% or ±1 SD of baseline, respectively, over the range of ISIs presented (monotic

condition: n = 10 cells; dichotic condition: n = 0 cells), T2 was conservatively estimated as

the longest ISI tested Faure et al. (2003).

We tested 42 DTNs from the IC of the big brown bat with monotic and dichotic paired

tone stimulation. In the monotic condition, there was consensus for the final T1 value

between spike count and latency measures in 17 of 42 cells (40.4%). In the remaining 25

cells, spike counts were used in 17 cases and spike latencies were used in 8 cases (7 with

LSL; 1 with FSL). The mean± SD spike count for the 17 cells that employed a spike count

criterion for T1 was 1.17 ± 0.42 spikes per stimulus and for the 8 cells that employed a
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spike latency criterion it was 1.88 ± 0.63 spikes per stimulus, and the spike counts in these

two groups were significantly different (Mann-Whitney U = 120.00, p = 0.01). For the

final value of T2, spike count and latency measures were in agreement in only 5 of 42 cells

(11.9%). For the remaining 37 cells, spike counts were used in 20 cases and spike latencies

were used in 17 cases (14 with FSL; 3 with LSL). The mean ± SD spike count for the

20 cells that employed a spike count criterion for T2 was 1.14 ± 0.39 spikes per stimulus

and for the 17 cells that employed a spike latency criterion it was 1.84 ± 0.58 spikes per

stimulus, and the spike counts in these two groups were also significantly different (t(35) =

-4.319, p� 0.001).

In the dichotic condition, there was consensus for the final T1 value using spike count

and latency measures in only 3 of 20 cells (15.0%). In the remaining 17 cells, spike counts

were used in 9 cases and spike latencies were used in 8 cases (3 with LSL; 4 with FSL;

1 consensus). The mean ± SD spike count for the 9 cells that employed a spike count

criterion for T1 was 1.29 ± 0.51 spikes per stimulus and for the 8 cells that used a spike

latency criterion it was 2.27 ± 0.69 spikes per stimulus, and the spike counts in these

two groups were significantly different (Mann-Whitney U = 62.00, p = 0.011). For the

final value of T2, spike count and latency measures were in agreement for 5 of 20 cells

(25.0%). In the remaining 15 cells, spike counts were used in 5 cases and spike latencies

were used in 10 cases (8 with FSL; 1 with LSL; 1 consensus). The mean ± SD spike count

for the 5 cells that employed a spike count criterion was 1.44 ± 0.65 spikes per stimulus

and for the 10 cells that employed a spike latency criterion it was 1.63 ± 0.76 spikes per

stimulus; however, the spike counts in these two groups of cells were not significantly

different (Mann-Whitney U = 27.00, p = 1.00).

To verify the validity of using changes in spike latency to quantify the timecourse of

the inhibition evoked by the NE tone, we compared the duration of inhibition (Tend - Tstart)

measured with spike counts and spike latencies for monotic and dichotic paired tone stim-
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ulation. Of 42 DTNs tested in the monotic condition, we obtained a duration of inhibition

measure with both spike counts and latencies in 37 cells (88.1%). For these neurons, the

mean± SD duration of inhibition measured with spike counts was 37.32± 15.51 ms and it

was 35.75 ± 15.35 ms when measured with spike latencies, and the difference between the

measures was not statistically significant (t(36) = 0.644, p = 0.524). Moreover, our main

effect that monotic paired tone stimulation results in significantly longer durations of inhi-

bition compared to dichotic paired tone stimulation held true when we reanalyzed the data

using only changes in spike count (t(18) = 7.055, p� 0.001).

4.4.3 Inhibition evoked with monotic and dichotic paired tone stimulation

Figure 4.2 shows example responses from a shortpass DTN tested with monotic and di-

chotic paired tone stimulation using equal amplitude BD and NE tones. Spike suppression

was observed in this cell for monotic paired tone stimulation but was absent for dichotic

paired tone stimulation. In the monotic condition when the 1 ms BD tone and the 10 ms

NE tone were broadcast to the contralateral ear (Figure 4.2A) there was a pronounced sup-

pression in the response that reduced the spike count (Figure 4.2B) and caused a significant

change in both the FSL and LSL of the cell (Figure 4.2C,D). The final value for T1 = 1

ms and was derived from a change in spike count; the final value for T2 = 49 ms and was

derived from a change in FSL. The effective duration of spike suppression was calculated to

be 47.21 ms. Note that this neuron did not have leading inhibition because Lfirst = 8.81 ms

and Tstart = 9.60 ms, thus inhibition lagged excitation by 0.79 ms; however, the excitatory

and inhibitory inputs to the cell may also have been coincident because the difference in

latency between excitation and inhibition was within the measurement resolution (2 ms) of

the paired tone stimulus. The cell did have strong persistent inhibition, revealed by changes

in both its spike count (Figure 4.2B) and FSL (Figure 4.2C), because the duration of spike

suppression lasted 37.21 ms longer than the 10 ms NE tone.
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In the dichotic condition, when the BD tone was presented to the contralateral ear and

the NE tone was presented to the ipsilateral ear, the NE tone failed to cause spike suppres-

sion in the neuron (Figure 4.2E). At all ISIs tested, the spike count remained well above

50% of the baseline count (Figure 4.2F), and both the FSL and LSL did not deviate by >1

SD from the cell’s baseline latencies over two consecutive ISIs (Figure 4.2G,H).

In the overall population of cells tested, 42 of 42 DTNs (100%) exhibited spike suppres-

sion during monotic paired tone stimulation, whereas only 20 of 42 cells (47.6%) exhibited

spike suppression during dichotic paired tone stimulation. This difference was highly sig-

nificant (Fisher’s exact test, p < 0.0001). These data support the hypothesis that the inhibi-

tion and neural circuits that are responsible for creating the temporally selective responses

of DTNs are purely monaural in nature because half of the DTNs we tested showed no

evidence of inhibition recruited by stimulation of the ipsilateral ear.

We measured the baseline FSL (Lfirst re BD tone onset) and latency of inhibition

evoked by the NE tone (Tstart re NE tone onset) for each DTN tested with monotic and

dichotic paired tone stimulation, and calculated the difference in latency (Lfirst - Tstart) to

determine if the onset of inhibition preceded, was simultaneous with, or followed excita-

tion. A positive difference indicates inhibition leads excitation; a negative difference indi-

cates inhibition lags excitation. The histograms in Figure 4.3 show the number of DTNs

with leading and lagging inhibition for monotic and dichotic paired tone stimulation when

the BD and NE tones were equal in amplitude (but not in energy). Leading inhibition was

observed in 34 of 42 (80.95%) cells in the monotic condition (Figure 4.3A), whereas only

4 of 20 (20%) cells showed leading inhibition in the dichotic condition (Figure 4.3B). The

difference in the proportion of DTNs with leading inhibition in the monotic and dichotic

conditions was highly significant (Fisher’s exact test, p < 0.0001) because the majority of

cells in the dichotic condition exhibited lagging inhibition. That is, the FSL of the cell was

shorter than the latency of inhibition evoked by the NE tone. The mean ± SD latency dif-
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ference of Lfirst minus Tstart for cells tested in the monotic condition was 3.55 ± 3.92 ms,

whereas it was -1.52 ± 2.91 ms for cells tested in the dichotic condition, and the difference

between the two distributions was statistically significant (Figure 4.3). These data reveal

that the inhibitory inputs recruited by stimulation of the contralateral ear during monotic

stimulation have a shorter latency to the DTN than the inhibitory inputs recruited by the

ipsilateral ear during dichotic stimulation.

The histograms in Figure 4.4 illustrate the timecourse of the inhibition evoked by the

NE tone during monotic and dichotic paired tone stimulation. The plots show the duration

of inhibition minus the duration of the NE tone that evoked the inhibition (i.e. Tend -

Tstart - DNE). A positive difference indicates persistent inhibition because the duration of

inhibition evoked by the NE tone was longer than the duration of the NE tone; a negative

difference indicates that the inhibition evoked by the NE tone was shorter than the duration

of the NE tone. We observed persistent inhibition in 100% (42 of 42) of DTNs tested

in the monotic condition. In some cells spike suppression lasted >50 ms after the offset

of the NE tone (Figure 4.4A). In the dichotic condition, only 20 of 42 neurons exhibited

inhibition evoked by the NE tone, and the total duration of inhibition was usually shorter

than the duration of the NE tone that evoked it (Figure 4.4B). Indeed, persistent inhibition

was only observed in 5 of 20 DTNs in the dichotic condition, and the difference in the

proportion of cells with persistent inhibition in the monotic and dichotic conditions was

highly significant (Fisher’s exact test, p < 0.0001). These data reveal that the timecourse of

the inhibition recruited by the contralateral ear during monotic stimulation was longer than

the duration of inhibition recruited by the ipsilateral ear during dichotic stimulation.

4.4.4 Comparing monotic and dichotic inhibitory responses

To highlight the differences that monotic and dichotic paired tone stimulation had on the la-

tency and timecourse of the inhibition evoked by the NE tone, we conducted a detailed
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paired analysis on the responses of 20 DTNs with inhibition measured in both condi-

tions. The latency of inhibition (Tstart) evoked during monotic stimulation was signifi-

cantly shorter than the latency of inhibition evoked during dichotic stimulation in the same

cell (Figure 4.5A). Moreover, the duration of inhibition (Tend - Tstart) evoked in the monotic

condition was significantly longer than the duration of inhibition evoked in the dichotic con-

dition in the same cell (Figure 4.5B). When we subtracted the latency of inhibition from the

baseline FSL, most DTNs showed leading inhibition in the monotic condition but showed

lagging inhibition in the dichotic condition (Figure 4.5C). We also compared the duration

of inhibition relative to the duration of the NE tone that evoked the inhibition (Tend - Tstart

- DNE) and found that all DTNs had persistent inhibition in the monotic condition whereas

few cells had persistent inhibition in the dichotic condition (Figure 4.5D). Altogether, these

data suggest that DTNs can receive two distinct types of inhibitory inputs: one that is fast

and long-lasting, evoked by stimulation of the contralateral ear, and is responsible for cre-

ating the temporally selective responses characteristic of DTNs, and another that is slower

and shorter-lasting, evoked by stimulation of the ipsilateral ear, and that modifies the spik-

ing response of the cells.

4.4.5 Relation of leading/lagging inhibition to BD, FSL and duration filter

characteristic

Conceptual and computational models of DTNs predict that the BD and range of dura-

tion selectivity will depend, in part, on the amount of time that inhibition leads excitation

(Casseday et al., 1994, 2000; Aubie et al., 2009, 2012). A previous study reported a positive

relation between the amount of leading inhibition and BD in a sample of DTNs tested with

monotic paired tone stimulation. That same study also reported a positive relation between

the amount of leading inhibition and FSL (Faure et al., 2003).

We measured the latency of inhibition evoked by the NE tone during monotic and di-
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chotic paired tone stimulation and subtracted this time from the baseline FSL of each cell

to evaluate the relationship of leading/lagging inhibition to the BD, FSL and duration filter

characteristic in the monotic and dichotic conditions (Figure 4.6). In the monotic condition,

the amount of leading inhibition increased significantly in DTNs tuned to longer BDs (Fig-

ure 4.6A). Leading inhibition was also significantly larger in bandpass DTNs than shortpass

DTNs (bandpass = 4.60± 0.94 ms; shortpass = 1.60± 0.89 ms; Mann-Whitney U = 81.00,

p � 0.001). These findings replicate the results of Faure et al. (2003). In contrast, there

was no relation between leading/lagging inhibition and BD when the latency of the NE tone

evoked inhibition was measured in the dichotic condition (Figure 4.6B). Moreover, there

was no significant difference in the amount of leading/lagging inhibition between bandpass

and shortpass DTNs (bandpass = -1.92 ± 1.08 ms; shortpass = 1.60 ± 0.89 ms; t(18) =

0.443, p = 0.663).

In the monotic condition, there was a significant positive relation between leading in-

hibition and the baseline FSL of DTNs; cells with short FSLs had smaller durations of

leading inhibition and cells with long FSLs had longer durations of leading inhibition (Fig-

ure 4.6C). This finding was also reported by Faure et al. (2003); however, there was no

significant difference in FSL between bandpass and shortpass DTNs (bandpass = 14.39 ±

1.05 ms; shortpass = 13.45 ± 1.15 ms; Mann-Whitney U = 174.00, p = 0.247). In the di-

chotic condition, there was no relation between leading/lagging inhibition and the baseline

FSL (Figure 4.6D). There was also no difference in FSL between bandpass and shortpass

DTNs (bandpass = 13.74 ± 1.05 ms; shortpass = 13.33 ± 1.39 ms; Mann-Whitney U =

172.00, p = 0.227). Taken together, these data support the hypothesis that the inhibitory

inputs responsible for shaping the BD, FSL and duration filter characteristic of DTNs are

evoked monaurally through stimulation of the contralateral ear, whereas the inhibitory in-

puts evoked through stimulation of the ipsilateral ear, when present, are not a major deter-

minant of BD, FSL and duration tuning response class.
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4.4.6 Effect of increasing NE tone amplitude in the dichotic condition

Finally, we explored the effect of increasing the amplitude of the NE tone during dichotic

paired tone stimulation. In this experiment, the amplitude of the BD tone in the contralateral

ear was fixed, typically at +10 to +20 dB above threshold, while the amplitude of the NE

tone in the ipsilateral ear was varied from +0, +10 or +20 dB re BD tone (Figure 4.7A). We

limited the dichotic amplitude difference of the NE tone to +20 dB (re BD tone) to reduce

the likelihood of suppressing BD tone evoked spikes via stimulation of the contralateral ear

through acoustic crosstalk (Ehrlich et al., 1997). Of 21 DTNs tested, only 4 exhibited spike

suppression in the dichotic condition when the BD and NE tones were equal in amplitude.

When the amplitude of the NE tone was increased to +10 dB (re BD tone), 9 of 21 cells

showed spike suppression. When the amplitude of the NE tone was increased to +20 dB

(re BD tone), 16 of 21 neurons showed suppression. Figure 4.7B shows example spiking

responses from a shortpass DTN as the amplitude of the NE tone was increased during di-

chotic stimulation. This cell did not show ipsilateral evoked inhibition until the amplitude

of the NE tone was +20 dB (re BD tone). In this example response suppression was evalu-

ated with a change in spike count, but similar suppressive effects were observed when we

examined changes in the cell’s FSL and LSL (latency data not shown). Figure 4.7C shows

example spiking responses from a bandpass DTN as the amplitude of the NE tone was in-

creased during dichotic stimulation. This cell did not show ipsilateral evoked inhibition at

any amplitude of the NE tone as the mean spikes per stimulus, FSL and LSL all remained

relatively constant (latency data not shown). We measured the duration of inhibition for

each cell at each NE tone amplitude; cells with no suppression were assigned a duration of

inhibition of 0 ms. A non-parametric equivalent to a repeated measures ANOVA (Friedman

test) revealed there was a significant increase in the duration of inhibition evoked by the NE

tone as the amplitude of the NE tone was increased in the ipsilateral ear (Figure 4.7D).
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4.5 Discussion

4.5.1 Inhibitory inputs that create duration-tuned neurons are monaural

A number of neural circuit models, backed by electrophysiological studies, have proposed

potential biological mechanisms to explain the creation of duration-selective responses in

the vertebrate central auditory system. Although there are variations to the models, most

rely on the interaction of excitatory and inhibitory synaptic inputs (Casseday et al., 1994,

2000; Covey et al., 1996; Fuzessery and Hall, 1999; Faure et al., 2003; Aubie et al., 2009;

Sayegh et al., 2012). One key feature of these models is that DTNs receive a sustained

inhibitory input that lasts as long or longer than the duration of the stimulus evoking the

inhibition. Additionally, the models combined with limited evidence from whole-cell patch

clamp recordings (Covey et al., 1996; Leary et al., 2008), reveal that DTNs have inhibitory

inputs that precede their excitatory inputs.

Extracellular electrophysiology typically only allows researchers to observe the expres-

sion and/or suppression of excitatory action potentials. In this study we used paired tone

stimulation, combined with single unit recordings, to directly infer about the latency and

duration of the inhibition acting on DTNs. This technique works for DTNs because the

stimulus paradigm uses an excitatory BD tone that reliably evokes spiking, and a second

NE tone that reliably suppresses action potentials evoked by the BD tone (Figure 4.1). Here

we report that all DTNs exhibited spike suppression during monotic paired tone stimulation

when the BD and NE tones were presented to the contralateral ear, whereas half of DTNs

showed no spike suppression during dichotic paired tone stimulation when the BD tone

was presented to the contralateral ear and the NE tone was presented to the ipsilateral ear

(Figures 4.2-4.4). In the monotic condition, the latency of inhibition evoked by the NE tone

was shorter than the cell’s FSL, a finding that supports the hypothesis that inhibitory inputs

to DTNs precede excitatory inputs. Only half of DTNs tested showed spike suppression in
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the dichotic condition, and of those most had latencies of inhibition evoked by the NE tone

that were longer than the cell’s excitatory FSL, revealing that inhibition typically lagged

excitation in the dichotic condition (Figure 4.5). All DTNs had sustained inhibition in the

monotic condition that lasted as long or longer than the duration of the NE tone, whereas

in the dichotic condition the duration of inhibition was almost always shorter than the du-

ration of the NE tone that evoked the inhibition (Figures 4.4,4.5). These findings indicate

that the neural circuits and mechanism(s) that create duration-selective cells in the auditory

midbrain are primarily monaural. When ipsilateral inhibition was evoked, it was weaker,

slower and shorter in duration than the contralateral inhibition to the same cell (Figure 4.5).

Taken together, these results indicate that the synaptic inhibition that is recruited through

monaural, contralateral auditory pathways is responsible for creating DTNs in the mam-

malian IC.

4.5.2 Effect of increasing NE tone amplitude in the dichotic condition

The inferior colliculus receives converging bilateral inputs from a number of auditory nu-

clei (Adams, 1979; Zook and Casseday, 1982), so it is natural to expect that neural inputs

evoked from each ear play a role in the response characteristics of IC neurons. In a pre-

vious report on the binaural interaction of IC neurons in the big brown bat, approximately

60% of cells showed evidence that the contralateral ear provided an excitatory input and

the ipsilateral ear provided an inhibitory input (Lu and Jen, 2003). In the present study,

52% of DTNs received an inhibitory input responsible for creating the duration-tuned re-

sponse via stimulation of the contralateral ear but were not influenced by stimulation of

the ipsilateral ear, whereas 48% of DTNs received inhibitory inputs via stimulation of both

the contralateral and ipsilateral ears. Using dichotic paired tone stimulation we were able

to recruit an ipsilaterally-evoked inhibition in some cells by increasing the amplitude of

the ipsilateral NE tone relative to the contralateral BD tone (Figure 4.7). Increasing the
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amplitude of the NE tone up to +20 dB (re BD tone) induced spike suppression in 12 of

17 neurons that previously had not shown spike suppression when the amplitude of the ip-

silateral NE tone was equal to the amplitude of the contralateral BD tone. One possible

explanation is that increasing the amplitude of the ipsilateral NE tone induced spike sup-

pression via stimulation of the contralateral ear through acoustic crosstalk; however, this

seems unlikely as another study using identical loudspeakers reported >30 dB of attenua-

tion between the ears (Ehrlich et al., 1997), which is well above the +20 dB interaural level

difference that we employed with our dichotic stimuli. The potential for acoustic crosstalk

actually strengthens our hypothesis that the circuitry underlying the formation of DTNs is

monaural in nature. This is because inadvertent stimulation of the contralateral ear through

acoustic crosstalk should have recruited additional inhibition in response to the NE tone in

the dichotic condition. This did not occur.

4.5.3 Role of inhibition recruited by the ipsilateral ear

A known function of ipsilaterally-evoked inhibition to binaural hearing is for sound lo-

calization (Faure and Hoy, 2000). One way to compute the location of a sound source is

to compare the difference in sound pressure level at each ear—the interaural level differ-

ence (ILD). Localization with ILD cues is especially important at high frequencies because

sounds with short wavelengths more easily reflect off a listener’s head and this causes the

formation of a sound shadow, with the signal being louder in the near ear and attenuated in

the far ear (Rayleigh, 1907). For echolocating bats, ILD cues are important for localizing

targets in the azimuth (Shimozawa et al., 1974; Simmons et al., 1983). The lateral superior

olive (LSO) is the first nucleus in the mammalian central auditory pathway that contains

binaural neurons sensitive to ILD cues. Principal cells of the LSO receive an excitatory in-

put from the cochlear nucleus of the ipsilateral ear and an inhibitory input from the cochlear

nucleus of the contralateral ear (via the ipsilateral medial nucleus of the trapezoid body),
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and the strength of these inputs varies with the sound level at each ear (Boudreau and Tsu-

chitani, 1968; Goldberg and Brown, 1968; Tollin and Yin, 2002,b). Because LSO afferents

project to the IC (Zook and Casseday, 1982), binaural inhibition observed at the level of

the midbrain reflect processing that has occurred in the LSO; however, there is growing

evidence that ILD sensitivity is recalculated in the IC in a subset of cells (Kuwada et al.,

1997; Li et al., 2010; Pollak, 2012).

Our results clearly demonstrate that the inhibition responsible for creating the temporally-

selective responses of DTNs originates from monaural central auditory pathways. This in-

hibition is recruited by stimulating the contralateral ear, is strong and onset-evoked, is fast

and precedes excitation to the DTN, and it is sustained for as long or longer than the dura-

tion of the stimulus (Faure et al., 2003). When inhibition was recruited via stimulation of

the ipsilateral ear, for the majority of DTNs this onset-evoked inhibition was weaker and

longer in latency than either the contralaterally-evoked inhibition or excitation (Figure 4.5).

These findings immediately raise two important questions. Why do monaural neurons ex-

ist at the level of the auditory midbrain, and what role do DTNs serve in normal hearing?

The fact that nearly half of DTNs tested with dichotic paired tone stimulation did not show

spike suppression when the ipsilateral ear was stimulated strongly suggests that these cells

have large spatial receptive fields with poor acuity for localizing sources in the contralateral

hemifield. The remaining half of DTNs showed spike suppression, mainly when the ipsi-

lateral NE tone was +10 to +20 dB louder than the contralateral BD tone (Figure 4.7), and

we predict that these cells will have smaller receptive fields with a sharper spatial acuity for

localizing sound sources in the contralateral hemifield.

Altogether, our results demonstrate that DTNs in the mammalian IC can receive at least

two distinct types of inhibitory inputs. The first type is present in every cell, is evoked by

stimulation of the contralateral ear, and is responsible for creating the temporally-selective

responses characteristic of DTNs. The second type of inhibition occurs in approximately

124



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

half of DTNs, is evoked by stimulation of the ipsilateral ear, and its biological function is

unknown. We speculate that this ipsilaterally-evoked inhibition could modulate the strength

and timing of contralaterally-evoked spikes and hence these cells may play a role in sound

localization. If true, then DTNs could act as spatio-spectro-temporal filters in normal hear-

ing. In the IC of bats, DTNs are known to receive two types of inhibitory neurotransmitters,

GABA and glycine (Casseday et al., 2000). While it is tempting to speculate that the two

types of inhibitory inputs to DTNs reported in this study are using different neurotransmit-

ters, for now this hypothesis awaits further investigation.

4.5.4 Monotic and dichotic temporal masking

The paired tone stimulation paradigm we employed on DTNs in the IC of the bat mir-

rors the design of auditory temporal masking experiments in human psychophysics (Faure

et al., 2003). The reduction in spiking that occurred when the BD tone preceded the NE

tone is the neural equivalent to backward masking and was caused by the leading inhibition

evoked by the NE tone suppressing spikes evoked by the BD tone. Similarly, the reduction

in spiking that occurred when the BD and NE tones overlapped in time to form a single

composite tone with an amplitude pedestal is the neural equivalent to simultaneous mask-

ing and was caused by the sustained inhibition evoked by the NE tone suppressing spikes

evoked by the BD tone. The reduction in spiking that occurred when the BD tone followed

the NE tone is the neural equivalent to forward masking and was caused by the persistent

inhibition evoked by the NE tone suppressing spikes evoked by the BD tone. Interestingly,

psychophysical studies have shown that forward and backward masking lasts longer when

humans are presented with monotic compared to dichotic stimuli (Elliott, 1962a,b). This

behavioural finding mirrors our single-cell neurophysiological results: DTNs tested with

monotic paired tone stimulation had greater amounts of leading, sustained and persistent

inhibition than the same cells tested with dichotic paired tone stimulation (Figure 4.5). The
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importance of these results to normal hearing is that leading, sustained and persistent in-

hibition are neural mechanisms that can help to explain temporal masking phenomena in

human psychophysics.
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Figure 4.1 (following page): Measuring the timecourse of inhibition with paired tone stim-
ulation. (A) Dot raster display illustrating how changes in the number and timing of action
potentials were used to calculate the onset (T1) and offset (T2) of the inhibition evoked by
the NE tone with the equations given at the bottom. The BD and NE tones and are illus-
trated with black bars, with short bars representing the roving 3 ms BD tone and a single
long bar representing the stationary 30 ms NE tone. On every trial the cell was presented
with a BD and NE tone that were randomly varied in ISI (for clarity, the NE tone is drawn
only once at the bottom), and there were 15 stimulus repetitions per ISI tested. The grey
box indicates the range of times over which the BD and NE tones were temporally contigu-
ous or overlapping. Note the gap in the cell’s response when the BD and NE tones were
sufficiently close in time. Circled responses are the 10 trials that were used to calculate the
mean ± SD baseline spike count (1.70 ± 1.02 spikes per stimulus), baseline FSL (Lfirst =
13.85 ± 1.19 ms re BD tone onset), and the baseline LSL (Llast = 16.09 ± 1.40 ms re BD
tone onset). For this cell, the first ISI with a significant deviation from the baseline spike
count or latency was T1 = -5 ms (determined by LSL), and the longest ISI with a signif-
icant deviation from the baseline spike count or latency was T2 = 37 ms (consensus from
all measures). The calculated inhibition start time (Tstart) was 8.09 ms and the inhibition
end time (Tend) was 47.85 ms, resulting in an effective duration of inhibition of 39.76 ms.
The cell has 5.76 ms of leading inhibition and 9.76 ms of persistent inhibition (see text).
(B) Mean ± SE spikes per stimulus as a function of the offset of the BD tone relative to the
onset of the NE tone. The dotted line represents 50% of the baseline spiking count. The
leftmost open circle is the first ISI where the spike count drops to ≤50% of baseline with
a consecutive data point also ≤50% of baseline; this point represents the onset of spike
suppression measured with spike counts (T1 = -3 ms). The rightmost open circle represents
the longest ISI, starting from T1, where the spike count was ≤50% of baseline and with
the two next consecutive data points also >50% of baseline; this point represents the offset
of spike suppression measured with spike counts (T2 = 37 ms). (C) Mean ± SE FSL as
a function of the offset of the BD tone relative to the onset of the NE tone. Dotted lines
represent ±1 SD re baseline FSL. The leftmost open circle is the first ISI with a FSL that
deviates by >1 SD from baseline with a consecutive data point also >1 SD from baseline;
this point represents the onset of spike suppression measured with FSL (T1 = 25 ms). The
rightmost open circle is the longest ISI, starting from T1, where the FSL deviates by >1
SD from baseline with the two next consecutive data points within 1 SD of baseline; this
point represents the offset of spike suppression measured with FSL (T2 = 37 ms). (D) Mean
± SE LSL as a function of the offset of the BD tone relative to the onset of the NE tone.
Dotted lines represent ±1 SD re baseline LSL. The leftmost open circle is the first ISI with
a LSL that deviates by >1 SD from baseline with a consecutive data point also >1 SD from
baseline; this point represents the onset of spike suppression measured with LSL (T1 = -5
ms). The rightmost open circle is the longest ISI, starting from T1, where the FSL deviates
by >1 SD from baseline with the two next consecutive data points within 1 SD of baseline;
this point represents the offset of spike suppression measured with LSL (T2 = 37 ms).
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Figure 4.2 (following page): Comparing monotic and dichotic paired tone stimulation. Dot
raster display illustrating the spiking responses of a shortpass DTN to monotic (left) and
dichotic (right) paired tone stimulation. (A) Spike suppression occurs when the 1 ms BD
tone and 10 ms NE tone were presented sufficiently close in time. (B) Mean ± SE spikes
per stimulus as a function of the ISI between the BD and NE tones. The first ISI where the
spike count was ≤50% of baseline was T1 = 1 ms. The longest IPI where the spike count
was≤50% of baseline spike count was T2 = 49 ms. (C) Mean± SE FSL as a function of the
ISI between the BD and NE tones. The shortest ISI where the FSL deviated by>1 SD from
baseline was T1 = 3 ms and the longest ISI where the FSL deviated by>1 SD from baseline
was T2 = 49 ms. (D) Mean± SE LSL as a function of the ISI between the BD and NE tone.
The shortest and longest ISIs where the LSL deviated by >1 SD from baseline was T1 =
T2 = 3 ms. In the monotic condition, the shortest T1 time was 1 ms, calculated with spike
counts, and the longest T2 time was 49 ms, calculated with FSL. (E) Dot raster display
illustrating the responses of the same DTN to dichotic paired tone stimulation. There was
no significant reduction in the (F) spike count, (G) FSL or (H) LSL throughout all ISIs
tested. This example shows that there was no ipsilateral-evoked inhibition, therefore the
inhibition that creates the duration-selective response in this neuron was purely monaural.
In this example the latency of inhibition measured lagged behind the excitatory FSL by 0.79
ms, and the inhibition persisted for 37.21 ms after the offset of the NE tone that evoked it.
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Figure 4.3: Distribution of the difference between the excitatory FSL and the latency of
inhibition evoked by the NE tone for DTNs tested with monotic and dichotic paired tone
stimulation. Cells with a positive latency difference are illustrated with solid bars and rep-
resent neurons where the onset of inhibition preceded the baseline FSL (i.e. leading inhibi-
tion). Cells with a negative latency difference are illustrated with open bars and represent
neurons where the onset of inhibition followed the baseline FSL (i.e. lagging inhibition).
(A) A majority of DTNs tested with monotic paired tone showed leading inhibition. (B) A
majority of DTNs tested with dichotic paired tone stimulation showed lagging inhibition.
The distribution of Lfirst - Tstart for the monotic and dichotic conditions was significantly
different (Mann-Whitney U = 742.00, p� 0.001).
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Figure 4.4: Distribution of the difference between the duration of inhibition evoked by
the NE tone and the NE tone duration for DTNs tested with monotic and dichotic paired
tone stimulation. Cells with a positive latency difference are illustrated with solid bars
and represent neurons where the duration of inhibition was longer than the duration of
the NE tone that evoked the inhibition (i.e. persistent inhibition). Cells with a negative
latency difference are illustrated with open bars and represent neurons where the duration
of inhibition was shorter than the duration of the NE tone that evoked the inhibition (A)
Every DTN tested with monotic paired tone stimulation showed persistent inhibition (i.e.
the duration of inhibition was longer than the duration of the NE tone presented to the
contralateral ear). (B) The majority of DTNs tested with dichotic paired tone stimulation
showed durations of inhibition that were shorter than the duration of the NE tone presented
to the ipsilateral ear. The distribution of Tend - Tstart - DNE for the monotic and dichotic
conditions was significantly different (Mann-Whitney U = 787.00, p� 0.001).
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Figure 4.5: Comparing the latency and duration of inhibition evoked in DTNs by monotic
and dichotic paired tone stimulation. Only cells that exhibited measurable inhibition in
both the monotic and dichotic conditions were included in this paired analysis (n = 20).
For each panel, the inhibition recruited monaurally is plotted on the x-axis and the inhibi-
tion recruited binaurally is plotted on the y-axis. The dotted lines is the unity line (y=x)
and indicates the point monaural inhibition = binaural inhibition. (A) The latency of inhi-
bition (Tstart) recruited by the NE tone was significantly longer in the dichotic condition
(Wilcoxon signed-rank test Z = -3.845, p� 0.001), as evidenced by the majority of points
falling above the unity line. (B) The duration of inhibition (Tend - Tstart) evoked by the
NE tone was significantly longer in the monotic condition (t(19) = 4.605, p � 0.001),
as evidenced by the majority of points falling below the unity line). (C) Leading inhibition
(Lfirst - Tstart) was significantly longer for DTNs tested in the monotic condition (Wilcoxon
signed-rank test Z = -3.920, p� 0.001). (D) Persistent inhibition (Tend - Tstart - DNE) was
significantly longer for DTNs tested in the monotic condition (t(19) = 6.934, p� 0.001).
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Figure 4.6: Relation of leading inhibition to BD, FSL and duration filter characteristic
measured with monotic and dichotic paired tone stimulation. (A) The amount of time that
inhibition leads excitation, as measured with monotic paired tone stimulation, increases in
DTNs tuned to longer BDs (r2 = 0.62; p � 0.001; n = 42). (B) In contrast, there was no
relation between leading inhibition and BD in DTNs where the latency of NE tone evoked
inhibition was measured with dichotic paired tone stimulation (r2 = 0.01; p = 0.67; n = 20).
(C) The amount of time that inhibition leads excitation, as measured with with monotic
paired tone stimulation, also increases in DTNs with longer baseline FSLs (r2 = 0.46; p�
0.001; n = 42); however, (D) there was no relation between leading inhibition and baseline
FSL in DTNs where the latency of NE tone evoked inhibition was measured with dichotic
paired tone stimulation (r2 = 0.18; p = 0.065; n = 20).
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Figure 4.7 (following page): Effect of increasing the amplitude of the ipsilateral NE tone
during dichotic paired tone stimulation. (A) Schematic of the stimulus paradigm. A con-
stant amplitude BD tone was presented to the contralateral (excitatory) ear and a variable
amplitude NE tone was presented to the ipsilateral ear (dB increase not to scale). (B) Mean
± SE spikes per stimulus as a function of the ISI between the BD and NE tones when the
amplitude of the NE tone was +0 top, +10 middle and +20 dB bottom re BD tone. For this
shortpass DTN there was no effect of increasing the amplitude of the ipsilateral stimulus
on BD tone evoked responses until the NE tone was +20 dB re BD tone. DBD = 2 ms; DNE

= 20 ms; Frequency = 32 kHz; Threshold = 32.5 dB SPL; BD tone amplitude = +10 dB re
threshold; Repetitions per stimulus = 20. (C) Mean ± SE spikes per stimulus as a function
of the ISI between the BD and NE tones when the amplitude of the NE tone was +0 top,
+10 middle and +20 dB bottom re BD tone. For this bandpass DTN there was no effect of
increasing the amplitude of the ipsilateral stimulus on BD tone evoked responses. DBD =
2 ms; DNE = 20 ms; Frequency = 23 kHz; Threshold = 33 dB SPL; BD tone amplitude =
+10 dB re threshold; Repetitions per stimulus = 20. (D) Mean + SE duration of inhibition
evoked by the ipsilateral NE tone when the amplitude of the NE tone was +0, +10 and +20
dB re BD tone. Increasing the amplitude of the NE tone caused a significant increase on
the duration of inhibition evoked through ipsilateral central auditory pathways (Friedman
test χ2(2, N = 21) = 24.947, p� 0.001).
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5 Dichotic Sound Localization Properties of

Duration-Tuned Neurons in the IC of the Big Brown

Bat

5.1 Abstract

Electrophysiological studies on duration-tuned neurons (DTNs) in the auditory midbrain

(inferior colliculus; IC) have typically used monaural or free-field stimulation focused on

the contralateral ear. The proposed mechanisms, inferred from electrophysiological record-

ings, that underlie duration selectivity do not take binaural stimulation into account. The IC

receives convergent input from lower auditory nuclei that process sound from each ear and

therefore many neurons in the IC respond to binaural stimulation. Furthermore, DTNs are

found in both echolocating and non-echolocating vertebrates and the function(s) that DTNs

play in hearing is(are) unknown. One hypothesis is that DTNs are involved in processing

echolocation calls in echolocating species and communication calls in non-echolocating

species. Processing binaural sound localization cues is thought to be important in echolo-

cation for determining target location. Here we explore some binaural properties of DTNs

and compare them to non-DTNs in the IC by measuring responses to dichotic sound lo-

calization cues by varying the relative stimulus amplitude presented to each ear (interaural

level difference; ILD) and varying the relative time of arrival of the stimulus to each ear

(interaural time difference). We then compare the binaural direction-dependent responses

of DTNs to non-duration selective neurons in the IC in an attempt to elucidate the role that

each ear plays in duration-tuning and the function of DTNs in hearing. We found that a

majority of neurons, both DTNs and non-DTNs, in the IC were selective to sound localiza-

tion stimuli with an emphasis on selectivity to ILDs. Duration-tuned neurons also showed
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slightly more ILD selectivity in comparison to non-DTNs. This study provides evidence

that DTNs are especially suited to process echolocation calls in the bat. We also discuss the

potential role that DTNs might play as spectrotemporal filters in auditory stream segrega-

tion in both the bat and in non-echolocating animals.
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5.2 Introduction

Neurons throughout the auditory pathway respond selectively to the frequency and am-

plitude of auditory stimuli. A class of neurons found in the auditory midbrain (inferior

colliculus; IC) has been shown to respond to a third auditory parameter: the duration of

the auditory stimulus. These so-called duration-tuned neurons (DTNs) have first been ob-

served in the frog (Potter, 1965; Narins and Capranica, 1980), but most thoroughly studied

in bat species (Pinheiro et al., 1991; Casseday et al., 1994; Ehrlich et al., 1997; Fuzessery

and Hall, 1999; Casseday et al., 2000; Faure et al., 2003; Mora and Kössl, 2004). The

presence of DTNs in bats and the finding that their temporal tuning generally matches the

duration of echolocation calls has naturally led to the hypothesis that DTNs are involved

in echolocation (Ehrlich et al., 1997; Sayegh et al., 2011). Duration-tuned neurons are also

found in non-echolocating species (mouse: Brand et al. 2000; Xia et al. 2000, rat: Pérez-

González et al. 2006, chinchilla: Chen 1998, guinea pig: Wang et al. 2006, cat:He et al.

1997) tuned to species-specific vocalization durations. Therefore DTNs must play a role

outside of echolocation, at least in non-echolocating species. The temporal acuity demands

of an echolocating system may have driven the sharpness of duration-tuning in bat DTNs

over evolutionary time when compared to sharpness of tuning in non-echolocating species.

For a review of duration-tuning across echolocating and non-echolocating vertebrates see

Sayegh et al. (2011).

Bats echolocate by vocalizing a biosonar pulse and listening to the returning echoes

generated when the biosonar pulse collides with an object. By comparing the time between

the onset of the outgoing biosonar pulse and the incoming echoes, the distance between the

bat and the object that returned the echo can be calculated neurally (Griffin, 1958; Simmons,

1973). Bats can also glean information about the texture of the object returning the echoes

through spectral cues (Simmons et al., 1974; Habersetzer and Vogler, 1983). Some bats
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can also detect moving targets by exploiting the physical phenomenon known as Doppler

shift (Simmons, 1974). Binaural comparison of the returning echoes reaching each ear is

thought to provide cues for localizing target location in azimuth (Shimozawa et al., 1974;

Simmons et al., 1983) and spectral cues are exploited for localizing the target in elevation

(Wotton et al., 1995; Wotton and Simmons, 2000). Other studies suggest a combination of

binaural and spectral cues are involved in localizing targets both in azimuth and elevation

(Grinnell and Grinnell, 1965; Fuzessery and Pollak, 1984; Aytekin et al., 2004).

Two binaural cues for azimuthal sound localization are interaural level difference (ILD)

and interaural time difference (ITD) (Rayleigh, 1907). When sound originates from a

source directly in front of an observer (midline), the amplitude (sound pressure level) of

the sound will be equal in both ears. Similarly, the time it takes for the sound to travel to

each ear will also be equal. When a sound source is moved to the left of midline, the left

ear will receive a larger amplitude sound compared to the right ear and the sound will also

reach the left ear before the right ear. The case is opposite for a sound source located to

the right of midline. The differences between the level and timing of the sound in each ear

can then be used by the central nervous system to compute location of the sound source.

ILD and ITD cues are first processed in the superior olivary complex. In mammals, ITD

cues are first processed in the medial superior olive (Goldberg and Brown, 1969; Yin and

Chan, 1990) and ILD cues are first processed in the lateral superior olive (Boudreau and

Tsuchitani, 1968; Park et al., 1996; Tollin and Yin, 2002; Tollin, 2003). Both regions send

afferents to the IC (Zook and Casseday, 1982), where ILD seems to also be recalculated in

a subset of neurons (Li et al., 2010; Pollak, 2012).

According to the duplex theory of sound localization, ILD cues dominate the localiza-

tion of high-frequency sounds whereas ITD cues dominate the localization of low-frequency

sounds (Rayleigh, 1907). As bat echolocation calls are primarily ultrasonic, we would ex-

pect bats to favour ILD cues over ITD cues for sound localization. A behavioural study on
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the discrimination ability of Eptesicus fuscus (Koay et al., 1998) to differentiate left-source

sounds from right-source sounds supports this hypothesis. Our study therefore focused on

ILD tuning over ITD, though we explore potential tuning to both cues when possible.

Studies on duration-tuning in the IC have typically used monaural stimulation presented

to the contralateral ear (e.g. Fremouw et al., 2005; Pérez-González et al., 2006) or a free-

field speaker positioned in the direction of the contralateral sound field (e.g. Jen and Feng,

1999; Jen and Wu, 2006). Prior to this dissertation only two reports in the IC of the mouse

and bat has employed dichotic stimulus presentations to elucidate the effect of binaural

stimulation on duration-selectivity (Brand et al., 2000; Covey and Faure, 2005). Here

we attempt to elucidate the function of DTNs by comparing the response physiology of

temporally-selective DTNs and non-temporally-selective neurons to binaural sound local-

izing cues such as ILD and ITD. If bat DTNs serve a function in echolocation, as the range

of temporal tuning and best durations of bat DTNs would suggest, then we expect to find

that DTNs are selective to sound localizing cues.

5.3 Methods

5.3.1 Surgical procedures

Electrophysiological recordings were obtained from both male and female big brown bats,

Eptesicus fuscus. To facilitate multiple recordings and to precisely replicate the position

of the bat’s head between sessions, a stainless steel post was glued to the skull. Prior to

the head-posting surgery, bats were given a subcutaneous injection of buprenorphine (0.03

mL; 0.025 mg/kg). For surgery, bats were first placed in an anaesthesia induction cham-

ber (12 x 10 x 10 cm) where they inhaled a 1 to 5% isofluorane:oxygen mixture (1 L/min).

Anesthetized bats were then placed in a foam-lined body restraint within a stereotaxic align-

ment system with a custom mask for continuous isoflurane inhalation (David Kopf Instru-
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ments Model 1900). The hair covering the skull was shaved and the skin disinfected with

Betadine R© surgical scrub. Local anesthetic (0.2 mL bupivicaine; 5 mg/mL) was injected

subcutaneously prior to making a midline incision in the scalp. The temporal muscles were

reflected, the skull was scraped clean and swabbed with ethanol, and the post was glued to

the skull overlying the cortex with cyanoacrylate superglue (Henkel Loctite Corporation)

cured with liquid acrylic hardener (Zipkicker; Pacer Technology). A chlorided silver wire

attached to the head post was placed under the temporal muscles and served as the reference

electrode. Recordings began 1 to 4 days after surgery. Each bat was used in 1 to 8 sessions

lasting ca. 6 to 8 hrs. Recordings were terminated if a bat showed signs of discomfort.

Between sessions, the electrode penetration site was covered with a piece of contact lens

and Gelfoam coated in Polysporin R©. Bats were housed individually in a temperature- and

humidity-controlled room. All procedures were approved by the McMaster University An-

imal Research Ethics Board and were in accordance with the Canadian Council on Animal

Care.

5.3.2 Electrophysiological recordings

Electrophysiological recordings were conducted inside a double-walled, sound attenuating

booth with electrical shielding (Industrial Acoustics Co., Inc.). Prior to recording, each bat

was given a subcutaneous injection of a neuroleptic (0.3 mL; 1:1 mixture of 0.05 mg/mL

fentanyl citrate and 2.5 mg/mL droperidol; 19.1 mg/kg). Bats were then placed in a foam-

lined body restraint that was suspended by springs within a small animal stereotaxic frame

customized for bats (ASI Instruments) mounted atop of an air vibration table (TMC Migro-

g). The bat’s head was immobilized by securing the headpost to a stainless steel rod attached

to a manipulator (ASI Instruments) mounted on the stereotaxic frame. The dorsal surface of

the IC was exposed for recording by making a small hole in the skull and dura mater using a

scalpel and a sharpened wire. Single-unit extracellular recordings were made with thin-wall
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borosilicate glass microelectrodes with a capillary filament (o.d. = 1.2 mm; A-M Systems,

Inc.) and filled with 3M NaCl. Typical electrodes resistances ranged from 10 to 30 MΩ.

Electrodes were positioned over the dorsal surface of the IC with manual manipulators (ASI

Instruments), and were advanced into the brain with a stepping hydraulic micropositioner

(Kopf Model 2650). Action potentials were recorded with a Neuroprobe amplifier (A-M

Systems Model 1600) whose 10x output was bandpass filtered and further amplified (500

to 1000x) by a Tucker Davis Technologies spike pre-conditioner (TDT PC1; lowpass fc =

7 kHz; high-pass fc = 300 Hz). Spike times were logged on a computer by passing the PC1

output to a spike discriminator (TDT SD1) and an event timer (TDT ET1) synchronized to

a timing generator (TDT TG6).

5.3.3 Stimulus generation and data collection

Stimulus generation and on-line data collection were controlled with custom software that

displayed spike-times as dot raster displays ordered by the acoustic parameter that was var-

ied (see Faure et al., 2003). Briefly, sound pulses (e.g. pure tones) were digitally generated

with a two-channel array processor (TDT Apos II; 357 kHz sampling rate) optically in-

terfaced to two digital-to-analog (D/A) converters (TDT DA3-2) whose individual outputs

were fed to a low-pass anti-aliasing filter (TDT FT6-2; fc = 120 kHz), two programmable

attenuators (TDT PA5) and two signal mixers (TDT SM5) with equal weighting. The out-

put of each mixer was fed to a manual attenuator (Leader LAT-45) before final amplification

(Krohn-Hite Model 7500). Unless stated otherwise, all stimuli were presented monaurally,

contralateral to the IC being recorded, using a Brüel & Kjær 1
4

inch condenser microphone

(Type 4939; protective grid on), modified for use as a loudspeaker with a transmitting adap-

tor (B&K Type UA-9020) to correct for nonlinearities in the transfer function (Frederiksen,

1977). The loudspeaker was positioned ca. 1 mm in front of the external auditory meatus.

The output of the speaker, measured with a B&K Type 4138 1
8

inch condenser microphone
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(90o incidence; grid off) connected to a measuring amplifier (B&K Type 2606) and band-

pass filter (K-H Model 3500), was quantified with a sound calibrator (B&K Type 4231) and

expressed as decibels sound pressure level (dB SPL re 20 µPa) equivalent to the peak am-

plitude of continuous tones of the same frequency. The loudspeaker transfer function was

flat ±6 dB from 28 to 118 kHz, and there was at least 30 dB attenuation at the ear opposite

the source (Ehrlich et al., 1997). For presentation of dichotic stimuli, two matched Brüel

& Kjær 1
4

inch condenser microphones were used. All stimuli had rise/fall times of 0.4 ms

shaped with a square cosine function and were presented at a rate of 3 Hz.

Single units were found by searching with short duration pure tones and/or downward

FM sweeps. Upon isolation, we determined each cell’s best excitatory frequency (BEF),

spike threshold, first-spike latency (re signal onset), and for DTNs the cell’s best duration

(BD) and duration selective response class (i.e. shortpass, bandpass or longpass; see Faure

et al. 2003; Fremouw et al. 2005).

5.3.4 Measuring neural responses to sound localization cues

After determining basic monaural response characteristics, we recorded the response of

each neuron to varying binaural cues (ILD/ITD). We presented each cell with an excitatory

tone at the neuron’s BEF, and in the case of DTNs the signal duration was set to the BD

of the cell. When measuring the ILD response of a cell, the amplitude of the contralateral

stimulus was kept at +10 dB re threshold while the amplitude of the ipsilateral stimulus was

varied in 5 dB steps from -30 dB to +30 dB re contralateral stimulus. We then increased

the level of the contralateral stimulus to +20 dB re threshold, and again varied the intensity

of the ipsilateral ear in 5 dB steps from -30 dB to +30 dB re contralateral stimulus. When

measuring the ITD response of a cell, both the contralateral and ipsilateral stimuli were kept

at +10 dB threshold. The onset time of the contralateral stimulus was kept constant while

the onset of the ipsilateral stimulus was varied in 10 µs steps from -250 µs to 250 µs relative
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to the contralateral stimulus. We also measured the ITD function when the stimuli were +20

dB re threshold. The spiking response of each cell to varying binaural cues (ILD/ITD) was

normalized by dividing the spiking response by the peak spiking response. This was done

so that we could directly compare the response across cells. For completeness, the range of

peak spiking responses as a function of cell type is provided in Table 5.1 for ILD cues and

Table 5.2 for ITD cues.

For neurons that exhibited a monotonic response to ILD and/or ITD stimuli we fitted a

four-parameter sigmoid function in a manner similar to Tollin et al. (2008) and Karcz et al.

(2012) using the following equation:

F (x) = ((A−D)/(1 + ((x/C)B))) +D, (5.1)

where x is the ILD or ITD value, A is the minimum asymptote, B is the slope factor, C

is the inflection point and D is the maximum asymptote. Using the fitted curves, we then

determined the ILD50 and ITD50 point as the ILD/ITD cue eliciting 50% of the maximum

spiking response (Wise and Irvine, 1985; Park and Pollak, 1993). We also examined the

slope factor (Eq. 5.1 - B variable) to compare the ILD and ITD slopes of DTNs to other

non-duration-selective neurons in the IC.

5.4 Results

5.4.1 Response properties

We obtained single unit extracellular recordings of 55 IC neurons from 4 male and 17

female big brown bats. Of these, 28 neurons responded selectively to stimulus duration

(28/55; 51% DTNs), while 27 neurons were not duration-selective (27/55; 49% non-DTNs).

Duration-tuned neurons were further divided into three categories based on their duration-
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tuning responses. Bandpass DTNs respond maximally to a best duration (BD), and the

spiking response of these neurons drops to below 50% of maximum spike count at durations

both longer and shorter than BD. Shortpass DTNs are similar to bandpass neurons in that

they respond maximally to a BD stimulus, but their spiking response only drops below 50%

of maximum at durations longer but not shorter than the BD (minimum stimulus duration

tested = 1 ms). Longpass DTNs do not have a BD and spike only when the stimulus duration

meets or exceeds some minimum duration. Longpass neurons are separate from typical

sensory integrating neurons in that they do not respond to stimuli with higher amplitudes

(and thus more energy) with more spikes per stimulus and/or a shortening of first-spike

latency (Brand et al., 2000; Faure et al., 2003; Pérez-González et al., 2006). In our dataset

of 28 DTNs, 20 cells were shortpass, 6 cells were bandpass and 2 cells were longpass.

Our non-DTN category consisted of neurons with a spiking response that always remained

above 50% of maximum at all durations tested (typically 1 to 25 ms). These non-duration-

selective neurons typically responded in a phasic fashion, spiking in response to the onset

and/or offset of the stimulus (21/27 neurons; 19 onset responding cells, 2 onset and offset

responding cells), or had a sustained response throughout the duration of the stimulus (6/27

neurons).

We observed three general binaural response properties in the population of IC neurons

tested. All neurons showed an excitatory response (E) to stimuli presented to the ear con-

tralateral to the recording site. Stimulation of the ear ipsilateral to the recording site elicited

either an excitatory response (E), an inhibitory response (I), or no response (O). Of 55 IC

neurons tested, 36 cells (65.5%) showed an EI response (excitation to contralateral ear, in-

hibition to ipsilateral ear), 11 cells (20.0%) showed an EE response and 7 cells (12.7%)

showed an EO response.
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5.4.2 ILD selectivity

We observed variation of three response profiles when we presented IC neurons with bin-

aural ILD stimuli (Figure 5.1). A number of neurons did not show any selectivity to ILD

stimuli as evidenced by the spiking response never dropping below 50% of the maximum

(13 of 54 cells at +10 dB; 14 of 47 cells at +20 dB; example DTN, Figure 5.1A). Other neu-

rons had a peaked (maximum) response to a specific ILD value that dropped below 50%

of the maximum at positive (contralateral ear louder) and negative (ipsilateral ear louder)

ILDs (6 of 54 cells at +10 dB; 5 of 47 cells at +20 dB; example DTN, Figure 5.1B). The

final and the most common response type was a monotonic (or near-monotonic) response

with eventual saturation to changing ILD values (34 of 54 cells at +10 dB; 28 of 47 cells

at +20 dB; example non-DTN, Figure 5.1C). The distribution of ILD response types sep-

arated by duration selectivity is reported in Table 5.3. The ILD function is measured as

the stimulus level in the contralateral ear minus the stimulus level in the ipsilateral ear. A

monotonic-responding neuron was considered contralateral-favouring if its ILD function

increased toward positive values. A monotonic-responding cell was considered ipsilateral-

favouring if its ILD function increased as the ILD stimulus became increasingly negative.

To compare the ILD selectivity of monotonic responding neurons, we fit a four-parameter

sigmoid function to each curve and compared the half maximal spiking response (ILD50)

and slope factor (See gray curve in Figure 5.1C and Equation 5.1).

Figure 5.2 presents individual neuron responses and the population averages to changing

ILD stimuli for both DTNs and non-DTNs. The stimulus level presented to the contralateral

ear was fixed at +10 dB (Figure 5.2A,B) or +20 dB re threshold (Figure 5.2C,D), while the

stimulus level presented to the ipsilateral ear was varied in 5 dB steps to form binaural

ILD stimuli that varied from +30 dB to -30 dB (ILD cue = contralateral stimulus level

- ipsilateral stimulus level). The gray region represents the range of biologically relevant
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ILD values for an adult Eptesicus fuscus (Jen and Chen, 1988). Only neurons that displayed

a monotonic or near-monotonic response to varying ILDs were included in this figure and

subsequent analyses.

Table 5.3 compares the response parameters of DTNs and non-DTNs tested with ILD

stimuli. On average both DTNs and non-DTNs were located at similar electrode depths

(dorsal-ventral direction), and had similar acoustic thresholds; however, DTNs exhibited

significantly higher BEFs. Table 5.3 also presents the input/output (I/O) response types of

DTN and non-DTNs to ILD stimuli. We found that both DTNs and non-DTNs had a similar

distribution of ILD-selective and non-ILD selective neurons at +10 dB re threshold (Fisher’s

exact test, p = 0.5256); however, DTNs were more likely than non-DTNs to be selective

for ILDs at +20 dB re threshold (Fisher’s exact test, p = 0.0533). To determine the extent

to which BEF could account for differences in ILD selectivity between DTNs and non-

DTNs, we averaged the BEF of ILD-selective and non-ILD selective neurons regardless of

the cell’s duration tuning selectivity and found that both groups had similar BEFs (ILD-

selective: 45.0 kHz±2.39, non-ILD-selective: 44.5 kHz±2.90, p=0.9060). Both DTNs and

non-DTNs that had monotonic or near-monotonic responses to ILD cues (see Figure 5.2)

had similar ILD50 points (Figure 5.3A,B) and slope factors (Figure 5.3C,D) at both +10 dB

and +20 dB re threshold.

5.4.3 ITD selectivity

The biologically relevant range of ITDs in the big brown bat are determined by the time

it takes for a sound wave to travel from one ear to the other. We measured the interaural

distance of five bats and found that it was 12.08± 0.84 mm. The largest possible ITD occurs

for a sound stimulus at 90◦ to the left or right and can be calculated using the formula

ITD =
d

c
, (5.2)
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where d is the interaural distance and c is the speed of sound. Assuming a speed of sound

of 344 m/s, and given a mean interaural distance of 12.08 mm, the maximum ITD would be

35.12 µs. Maximum ITD values are larger if the Woodworth formula is used to calculate

the travel time around a spherical head

ITD =
r

c
(sinθ + θ), (5.3)

where r is the spherical radius, c is the speed of sound and θ is the azimuthal sound source

angle (Woodworth, 1938). The maximum ITD calculated with the Woodworth equation

was 45.14 µs. Therefore, we rounded our estimate of the maximal biologically relevant

ITD range to be ±50 µs to account for any additional ITD-amplification potentially caused

by the snout and/or pinna as well as to account for variation in the head size of bats.

We observed five response profiles when IC neurons were tested with dichotic ITD

stimuli (Figure 5.4). The most common response profile to ITD stimuli recorded was non-

selective, characterized by the spiking response never dropping below 50% of the maximum

spike count (24 of 45 cells at +10 dB; 15 of 33 cells at +20 dB; example DTN, Figure 5.4A).

The least common profile recorded was a peaked response, characterized by a maximum in

spiking that dropped below 50% of the maximum at more positive and negative ITD values

(1 of 45 cells at +10 dB; 0 of 33 cells at +20 dB; example DTN, Figure 5.4B). We also

observed neurons with a monotonic-like profile, characterized by increasing spike counts

as the ITD increased (6 of 45 cells at +10 dB; 7 of 33 cells at +20 dB; example DTN, Figure

5.4C). The monotonic/peaked ITD profile was similar to a monotonic-like ITD response,

but the ITD response peaked at a limited range of ITDs before the spiking response dropped

at more negative ITDs (2 of 45 cells at +10 dB; 3 of 33 cells at +20 dB; example DTN,

Figure 5.4D). The final response profile we observed was a cyclical spiking response to

increasing ITD cues (12 of 45 cells at +10 dB; 8 of 33 cells at +20 dB; example non-DTN,
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Figure 5.4E). A cyclical response was characterized by repeating peaks and troughs where

the troughs regularly dropped below 50% of the maximum spike count. We also calculated

and plotted an ITD50 and slope factor of the fitted four-parameter sigmoid function for

neurons that showed a monotonic response to ITD stimuli (Figure 5.4F). One unit was not

included in this plot as the neuron did not respond to ITD stimuli until the contralateral

stimulus lead by +500 µs, which is well outside the biologically relevant range.

Table 5.4 compares the response parameters of DTNs and non-DTNs tested with ITD

stimuli. On average, both DTNs and non-DTNs were found at similar electrode depths and

had similar acoustic spike thresholds. Cells that were duration-tuned were more likely to

have a higher BEF (p=0.0322) than non-DTNs. When we compared the two neuron groups

selectivity to ITD-stimuli (monotonic, peaked, a combination of the two, or cyclical) versus

non-selectivity with a Fisher’s exact test we found both groups had a similar level of ITD

selectivity at both +10 dB and +20 dB above threshold.

5.5 Discussion

Our results show that DTNs in the IC of the big brown bat selectively respond to binaural

sound localization cues such as interaural level differences and interaural time of arrival

differences. Duration-tuned neurons were as likely as non-temporally-selective neurons in

the IC to respond selectively to sound localization cues. This finding suggests that DTNs

respond selectively not only to duration, frequency and amplitude but also to the direction

of the sound source. Combined with previous findings that DTNs are able to respond to

both outgoing pulses and returning echoes (Sayegh et al., 2012), our results strengthen

the hypothesis that DTNs in the bat play a role in processing echolocation calls and their

returning echoes.

154



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

5.5.1 ILD selectivity

The biologically relevant range of ILD values in the big brown bat are determined by the

sound shadow created by the size of the bats’ head and the amplification of the signal by

the pinnae. This head-related transfer function is dependent on stimulus frequency as lower

frequency sounds have longer wavelengths and will diffract more easily around the head

creating smaller ILDs. Amplification of the external signal by the pinnae is also frequency

dependent (Obrist et al., 1993). By placing a small microphone in the ear of a bat and

presenting sounds at varying locations we can begin to form a picture of the biologically

relevant ILD values to the bat. Koay et al. (1998) found that for a speaker placed 30 degrees

from midline, the corresponding ILD was 10 dB for a 32 kHz sound. With a speaker placed

90 degrees from midline, Jen and Chen (1988) found the corresponding ILD to be around

15 dB for 25 kHz and 20-25 dB for sounds of higher frequencies (45-85 kHz). In the

IC neurons we tested with monotonic response functions to ILD stimuli (Figure 5.2), the

steepest slope of mean the population curve was within the biologically relevant ILD range.

We also found that the ILD50 values for both DTNs and non-DTNs had a slight ipsilateral

bias (negative average ILD50; Figure 5.3A,B), a finding consistent with electrophysiology

data from the IC of the Mexican free-tailed bat (Park, 1998; Park et al., 2004). If the slope

of the ILD response is important for determining sound source location, then these findings

suggest that these neurons are most sensitive to differences in sound sources located around

the ipsilateral side of the midline.

5.5.2 ITD selectivity

Previous studies examining the ITD selectivity of bat central auditory neurons have used

larger stimulus step sizes and tested a larger range of values (Harnischfeger et al., 1985;

Pollak, 1988; Fuzessery, 1997). We opted to test for ITD selectivity using smaller step
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sizes (10 µs) within a range that included the biologically relevant ITD cues as well as ITD

cues that lie outside of the biologically relevant range. We found that IC neurons in the

big brown bat could be categorized in a similar fashion to neurons found in the IC of the

pallid bat (Fuzessery, 1997). Our distribution of ITD-selective neurons in the monotonic,

peaked and cyclical categories were similar to those reported by Fuzessery (1997). For

example, peaked ITD selectivity (Figure 5.4B) was quite rare, with only one neuron falling

into that category in both studies. Cyclical neurons were more common (Figure 5.4E), but it

is unclear what role cyclical neurons play in bat sound localization as the spiking response

varied greatly and unpredictably with small changes in ITDs. Perhaps cyclical neurons play

a role in discriminating sound sources separated by very small time delays corresponding

to short distances or angles of separation (Simmons, 1973; Simmons et al., 1983). Another

common type was the monotonic response, where increasing the stimulus ITD resulted in

an increase in spike count (Figure 5.4C). Similar to our analysis on ILD selectivity, we

fit the monotonic response with a four-parameter sigmoid function to determine the ITD50

and slope factors. We found that nearly half of the ITD50 values (Figure 5.4F) fell within

the biological ITD range. This finding, combined with a lack of neurons with peaked ITD

selectivity, suggests that the slope of the ITD response function through the biologically

relevant range is most important for sound localization (McAlpine et al., 2001; Grothe,

2003; Hancock and Delgutte, 2004).

5.5.3 Time-intensity trade-off

We attempted to characterize the ILD and ITD selectivity of DTNs in the IC of Eptesi-

cus fuscus in isolation. That is, when we varied the ILD of a stimulus, the ITD was held

constant at 0 µs (source located directly in front, 0◦). Similarly, when we varied the ITD

of a stimulus, the ILD was held constant at 0 dB (source located directly in front, 0◦).

When bats are actively echolocating in the real world, ITD and ILD are concordant with
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one another along with other sound localizing cues (e.g. head-related transfer function). A

concordant combination of all sound localization cues might alter the response properties of

direction-selective neurons in the IC; however both the duplex theory of sound localization

(Rayleigh, 1907) and a behavioural study on the discrimination of sound-localizing cues in

the big brown bat (Koay et al., 1998) suggest that the bat primarily relies on ILD cues for

localizing high-frequency sounds. Perhaps surprisingly, our data suggest that a subset of

neurons in the IC of the big brown bat are able to process ITD information at high frequen-

cies. Other studies on ILD and ITD selectivity in bats have revealed that some ITD stimuli

can modulate the response of neurons to ILD cues, and that stimulus ILDs can modulate the

response of cells to ITDs (Harnischfeger et al., 1985; Pollak, 1988; Fuzessery, 1997). In

Molossus ater, this time-intensity trade-off was found to range between 8-50 µs/dB (Har-

nischfeger et al., 1985), in Tadarida brasiliensis the trade-off averaged 47 µs/dB (Pollak,

1988) and in Antrozous pallidus the average trade-off was 18 µs/dB (Fuzessery, 1997).

This time-intensity trade-off has led to the hypothesis that the mechanism underlying high-

frequency ILD sensitivity is based on the relative latencies of the inputs from the excitatory

(contralateral) and the inhibitory (ipsilateral) ears (Fuzessery, 1997). Therefore, varying

the time of arrival of sound to each ear would directly affect this mechanism. This leads to

the idea that the ITD selectivity observed in high-frequency neurons of echolocating bats

may simply be a by-product of the relative latency comparison underlying ILD selectivity

(Pollak, 1988) rather than an integrative mechanism that combines ILD and ITD selectivity

to enhance auditory spatial source discrimination (Harnischfeger et al., 1985). The time-

intensity trade-off of neurons in the IC of the big brown bat has yet to be characterized.
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5.5.4 Comparing responses of temporally-selective and non-temporally-selective

neurons

In this manuscript we have compared the response physiology of temporally-selective DTNs

with non-temporally-selective neurons in an attempt to further elucidate the mechanisms of

duration selectivity and the function(s) of duration tuning in hearing. We have previously

compared the recovery cycle times of DTNs and non-DTNs by measuring the response

properties of IC neurons to pairs of excitatory pulses (Sayegh et al., 2012). The recovery

cycle time of a neuron is the minimum interstimulus interval required for the responses

evoked by the second pulse in a pair to reach 50% of the average response evoked by the

first pulse. Recovery cycle times represent the minimum temporal separation required for

a cell to effectively respond to both sounds in a pair of pulses, and the recovery time of

a cell is influenced by the effects of synaptic inhibition (Lu et al., 1997; Zhou and Jen,

2003). Our previous comparison of the recovery cycle times of temporally-selective and

non-temporally-selective neurons revealed that in a subset of DTNs (bandpass neurons)

longer-lasting inhibition was evoked following the presentation of an excitatory stimulus

compared to the evoked inhibition in a general population of IC neurons that were not

temporally-selective (Sayegh et al., 2012). We also showed that the range of recovery cy-

cle times in both DTNs and non-DTNs correlate with biologically relevant echolocation

pulse and echo delays. In a review on duration tuning neural responses across vertebrates,

we have also shown that the range of durations that DTNs respond to in echolocating bats

match the range of vocalization durations emitted during foraging (Sayegh et al., 2011),

leading to the hypothesis that DTNs may be especially well-suited for processing echolo-

cation signals. Binaural timing and level cues are thought to be especially relevant for

localizing the source of the faint returning echoes (Shimozawa et al., 1974; Simmons et al.,

1983). We examined the response physiology of DTNs and non-DTNs to the binaural
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sound localizing cues of ITD and ILD and found that DTNs and non-DTNs had similar

ILD50 tuning and similar slopes in the ILD response curves; however, DTNs were more

likely than non-DTNs to show ILD selectivity when we increased the amplitude of the con-

tralateral stimulus to +20 dB re threshold (see Table 5.3) – a finding that is consistent with

this hypothesis. Future studies comparing the responses of DTNs and non-DTNs should

consider testing the robustness of ILD selectivity at even higher stimulus amplitudes above

threshold.

5.5.5 Possible function(s) of DTNs in echolocation

Duration-tuned neurons in the IC of E. fuscus were more likely to show ILD selectivity

compared to non-DTNs. Bat DTNs have previously been shown to respond to pairs of

stimulus pulses that mimic the outgoing biosonar pulses and later returning echoes at pulse-

echo intervals (delays) typical of echolocation (Sayegh et al., 2012). Selectivity to ILD cues

in the bat IC have previously been shown to be more tolerant to changes in stimulus am-

plitude compared to ILD selective neurons in the LSO (Park et al., 2004). Tolerance to

changing stimulus amplitude allows for a consistent response to returning echoes that vary

in attenuation. These findings suggest that DTNs may be fully equipped to meet the signal

processing demands of the central auditory system of an echolocating animal because they

can respond to both outgoing pulses and incoming echoes as well as respond selectively

to the location of the echo source. The IC has efferents that project to a number of audi-

tory and non-auditory nuclei including, but not limited to, the medial geniculate body, the

auditory cortex, the central gray, the lateral pontine nuclei, the superior colliculus, and the

contralateral IC (Schweizer, 1981; Powell and Hatton, 2004). Although the efferent projec-

tions of the sub-population of duration-selective neurons in the IC have not been studied,

doing so may give us greater insight as to their possible function(s) in the central auditory

system. It is possible, that DTNs provide other upstream neurons with a mechanism by
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which to segregate successive echolocation calls and their echoes by the duration of the

acoustic stimulus. By discovering where DTNs in particular project their axons to, we can

begin to understand where DTNs play a role and perhaps what role DTNs play in hearing.

In the lab, bats have been trained to discriminate simulated echoes that were succes-

sively increased or decreased in echo delay from simulated echoes with randomized echo

delays (Moss and Surlykke, 2001). This suggests that bats can keep track of the delay of

successive echoes and also suggests that their auditory system may be capable of auditory

stream segregation to track multiple acoustic objects in three dimensional space. Auditory

stream segregation is normally thought to occur when successive sounds are sufficiently

separated in frequency (high vs. low frequency) and/or when the sounds are presented

rapidly (Bregman and Campbell, 1971). Responses of DTNs may provide an alternative

form of temporal stream segregation.

A number of bat species, including Eptesicus fuscus, have been observed to separate

successive echolocation pulses by shifting the frequency of one pulse from the frequency

of the second pulse, especially if the returning echoes might overlap in time (Kössl et al.,

1999; Moss and Surlykke, 2001; Petrites et al., 2009; Hiryu et al., 2010; Ratcliffe et al.,

2011; DiCecco et al., 2013). For example, Saccopteryx bilineata use low-high echolocation

”strobe group pairs” when hunting (Ratcliffe et al., 2011), perhaps because the acoustic

demands of foraging require the bat to localize multiple targets (i.e. to capture moving prey

and to avoid stationary obstacles), whereas the processing demands outside of foraging

might be less severe (e.g. obstacle avoidance only). To our knowledge, no behavioural

experiments have been conducted on humans or non-human animals to test the hypothesis

that auditory stream segregation could occur on the basis of stimulus duration alone. As

frequency tuning at the level of auditory nerve fibres and beyond could provide a neural

mechanism for segregating streams of sounds differing in frequency, DTNs could provide a

neural mechanism for the segregating streams of sounds (or components thereof) differing
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in duration.

5.6 Summary

1. Although not unique to bats, we hypothesized that DTNs might be especially suited

for processing echolocation calls and their echos, as the durations that DTNs are tuned to

correlate with the durations of their echolocation signals. Accurately localizing the source

of the returning echoes is important for echolocating bats to navigate in roosting sites and

while hunting. Bats use ILDs and ITDs to localize returning echoes in azimuth.

2. We compared the ILD selectivity of DTNs and non-DTNs in the IC of the big brown

bat and found that the distribution of ILD50 response curves and their slopes did not vary

significantly across cell types (i.e. DTN vs. non-DTN); however, DTNs were more likely

than non-DTNs to respond selectively to ILD stimuli when the stimulus amplitude at the

contralateral ear was +20 dB above threshold.

3. Both DTNs and non-DTNs showed a similar level of ITD selectivity. Nearly half

of the neurons with monotonic ITD response functions had ITD50 points that fell between

the estimated biological range of ITD cues, meaning that the steepest slopes of the spiking

response to ITD was within the biological range.

4. Here we show that many DTNs have responses that are selective to ITD or ILD

cues and thus the cells are sensitive to the location of a sound source. Thus, the role that

DTNs play in echolocation may be to segregate outgoing biosonar pulses and their returning

echoes by stimulus frequency, amplitude, duration and source location. In non-echolocating

animals, including humans, DTNs may serve as spatio-spectro-temporal filters and provide

a potential neural mechanism underlying auditory stream segregation.
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Table 5.1: Peak spikes per stimulus to ILD stimuli.

Peak Spiking Response
Cell Type n Range Mean±SE
Shortpass 20 0.90-6.95 2.40±0.29
Bandpass 5 0.87-3.33 1.98±0.45
Longpass 2 3.20-6.35 4.78±1.57

Phasic 21 0.87-4.67 2.18±0.24
Sustained 6 0.65-2.30 1.54±0.22

Table 5.2: Peak spikes per stimulus to ITD stimuli.

Peak Spiking Response
Cell Type n Range Mean±SE
Shortpass 16 1.10-7.40 2.44±0.37
Bandpass 5 0.73-2.50 1.61±0.35
Longpass 2 1.70-2.33 2.02±0.32

Phasic 18 1.10-7.40 1.56±0.23
Sustained 4 0.60-1.70 1.36±0.26
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Table 5.3: Summary statistics of ILD-tuning in DTN and non-DTN neurons.

DTN Non-DTN
Parameter Mean±SE n Mean±SE n Test Significance

Depth (µm) 1313.00±61.75 27 1209.11±69.39 27 t-test p = 0.2775
Frequency (kHz) 48.26±2.63 27 40.30±2.40 27 t-test p = 0.0326

Threshold (dB SPL) 45.63±2.31 27 40.85±3.57 27 t-test p = 0.2754
Response Type Shortpass 20/27 Phasic 21/27

Bandpass 5/27 Sustained 6/27
Longpass 2/27

ILD Selectivity 10dB>thresh. Monotonic 18/27 Monotonic 17/27 fisher’s test p = 0.5256
Peaked 4/27 Peaked 2/27

Not-Selective 5/27 Not-Selective 8/27
ILD50(dB) 10dB>thres. -2.33±2.98 18 -5.70±3.46 17 t-test p = 0.4775

ILD Slope Factor 10dB>thres. 37.29±11.80 18 37.92±13.02 17 t-test p = 0.9726
ILD Selectivity 20dB>thresh. Monotonic 18/25 Monotonic 10/22 fisher’s test p = 0.0533

Peaked 3/25 Peaked 2/22
Not-Selective 4/25 Not-Selective 10/22

ILD50(dB) 20dB>thres. 2.20±3.01 18 -2.33±5.45 10 t-test p = 0.4529
ILD Slope Factor 20dB>thres. 35.05±9.31 18 15.26±8.78 10 t-test p = 0.1879
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Table 5.4: Summary statistics of ITD-tuning in DTN and non-DTN neurons.

DTN Non-DTN
Parameter Mean±SE n Mean±SE n Test Significance

Depth (µm) 1303.83±61.04 23 1184.50±68.27 22 t-test p = 0.2087
Frequency (kHz) 48.96±2.61 23 40.86±2.43 22 t-test p = 0.0322

Threshold (dB SPL) 44.04±2.71 23 40.82±3.90 22 t-test p = 0.5070
Response Type Shortpass 16/23 Phasic 18/22

Bandpass 5/23 Sustained 4/22
Longpass 2/23

ITD Selectivity 10dB>thresh. Monotonic 5/23 Monotonic 1/22 fisher’s test p = 0.5544
Peaked 1/23 Peaked 0/22

Monotonic/Peaked 1/23 Monotonic/Peaked 1/22
Cyclical 5/23 Cyclical 7/22

Not-Selective 11/23 Not-Selective 13/22
ITD Selectivity 20dB>thresh. Monotonic 6/17 Monotonic 1/16 fisher’s test p = 1.0000

Peaked 0/17 Peaked 0/16
Monotonic/Peaked 1/17 Monotonic/Peaked 2/16

Cyclical 3/17 Cyclical 5/16
Not-Selective 7/17 Not-Selective 8/16
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Figure 5.1 (following page): Example responses of IC neurons to binaural interaural level
difference (ILD) stimuli. Responses are plotted as the ratio of the maximum spiking re-
sponse ±standard error (SE). The shaded gray region in each panel represents stimuli pre-
sented within the biological range of ILD cues. (A) An example of a DTN not selective to
ILD-stimuli. Here we see a >50% of maximum spiking response at all ILDs tested. (B) An
example of a DTN with a peak-type ILD response. Here we see a maximum response to a 0
ILD cue (contralateral stimulus amplitude = ipsilateral stimulus amplitude), and that spik-
ing response drops to below 50% spiking rate at increasing positive and negative ILD cues.
(C) An example of a non-DTN with a monotonic response to ILD stimuli. Here we see the
neuron’s spiking rate increases near-monotonically as the ILD value increases (contralat-
eral stimulus amplitude > ipsilateral stimulus amplitude). The gray curve represents the
fitted four-parameter sigmoid function. The ILD50 of the fitted curve is +9.66 dB and the
slope factor is 16.6696. The fitted four-parameter sigmoid function was highly correlated
with the raw curve (r = 0.10, p�0.001).
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Figure 5.2: ILD sensitivity of IC neurons. Thin black traces represent the individual ILD-
tuning curves of DTNs, while the thick black traces represent the average response across
the population of (A,B) DTNs and (C,D) non-DTNs. The shaded gray region represents the
estimated window of biological relevance (-20 to +20 ILD dB). The stimulus level presented
to the contralateral ear was kept at (A,C) +10 dB and (B,D) +20 dB above threshold while
the stimulus level presented to the ipsilateral ear varied in 5 dB steps to generate the ILD-
tuning curves (ILD = contralateral stimulus level - ipsilateral level). We observed that on the
population level the steepest portions of the averaged curves (both DTNs and non-DTNs)
fell between the biological ILD range.
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Figure 5.3: Histograms showing the distribution of ILD50 and slope factor values as a
function of duration selectivity and stimulus amplitude above theshold. The ILD50 points
of DTNs and non-DTNs were not significantly different at (A) +10 dB re threshold or (B)
+20 dB re threshold. Both ILD50 distributions were centered between 0 to -10 dB, an ILD
stimulus that simulates a sound from midline to the ipsilateral hemifield. The slope factors
of the fitted ILD curves did not differ as a function of duration-selectivity at either (C) +10
dB or (D) +20 dB.
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Figure 5.4 (following page): Example responses of IC neurons to dichotic ITD stimuli.
Responses are plotted as the spikes per stimulus divided by the maximum spiking response
±SE. The shaded gray region represents the estimated biologically relevant range of ITD
values (±50 µs). (A) An example DTN not selective to ITD-stimuli. Here we see a >50%
of maximum spiking response at all ITDs tested. (B) An example DTN with a peaked
response to ITD-stimuli. The peak response occurs when the contralateral stimulus leads
the ipsilateral stimulus by 180 µs, outside of the biological range. It is interesting to note
that a trough occurs at the 0 ITD point, within the biological range. (C) An example DTN
with a monotonic-like response to ITD stimuli. Here we see an increase in spiking re-
sponse as the ipsilateral stimulus is further delayed relative to the contralateral stimulus.
The gray curve represents the fitted four-parameter sigmoid function. The ITD50 of the fit-
ted curve is 198.60 µs and the slope factor is 4.0302. The inflection point (maximum slope)
occurs at 55.93 µs ITD. The fitted four-parameter sigmoid function was highly correlated
with the raw curve (r = 0.95, p�0.001). (D) An example DTN with a monotonic/peaked
response to ITD stimuli. Here we see an increase in spiking response as the ITD cues in-
crease, but peaks at an intermediate ITD before plateauing with a smaller spiking response
at increasing ITD cues. (E) An example non-DTN with a cyclical response to ITD stim-
uli. A cyclical response is characterized by repeating peaks and troughs where the troughs
spiking response is <50% of maximum spiking response. (F) ITD50 and slope factors of
monotonic-responding ITD-sensitive neurons fitted with four-parameter sigmoid functions.
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6 Discussion

6.1 Significance of dissertation

While the functional role that DTNs play in the central auditory system of the bat has been

hypothesized to be involved in processing echolocation calls (Ehrlich et al., 1997), other re-

searchers in the field are more skeptical. For example, Fuzessery and Hall (1999) reported

that shortpass DTNs were found equally in both the high-frequency echolocation hearing

range and the low-frequency passive listening range in the pallid bat, suggesting that DTNs

play a role outside of echolocation in the bat. In non-echolocating animals, DTNs have been

suggested to be involved in the processing of temporal components of within-species com-

munication signals. Narins and Capranica (1980) attempted to correlate the range of dura-

tions that DTNs encoded and compared this to the durations of the Puerto Rican treefrogs’

100 ms vocalizations, but only reported that DTNs responded maximally to signals longer

than the 100 ms vocalizations (response was maximum for pure tones between 100-150

ms). Chapter 2 of the present dissertation compiled the available evidence from the DTN

literature and showed that the reported range of best durations of populations of DTNs in

echolocating bats were correlated with the durations of their species-specific echolocation

calls and the range of best durations of DTNs in non-echolcoating species were correlated

with their species-specific vocalizations. This work provided evidence in favour of the ar-

gument that DTNs in echolocating animals are involved in processing echolocation calls

and that DTNs in non-echolocating animals are involved in processing species-specific vo-

calizations.

The remaining chapters in this dissertation provided additional evidence supporting the

potential role of DTNs in echolocation. Chapter 3 revealed that DTNs are able to respond

to pairs of pulses that are separated by interpulse intervals within the range of times cor-

179



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

responding to the temporal patterns of emission of loud outgoing echolocation pulses and

faint returning echoes. Chapters 4 and 5 explored the contribution of binaural inputs to

the underlying neural circuitry that creates DTNs (Chapter 4), and the binaural response

properties of DTNs (Chapter 5). If DTNs are involved in processing echolocation calls

then it stands to reason that they should exhibit sound localizing properties for tracking of

the source of returning echos. Chapter 4 revealed that a subset of DTNs receive inhibitory

inputs from the ipsilateral ear, suggesting that at least a subset of DTNs are binaurally in-

nervated. Chapter 5 showed that the majority of DTNs responded selectively to binaural

sound localization stimuli, and this selectivity was as strong, if not stronger, than the sound

localization selectivity of non-duration selective neurons in the IC. Taken together, it is very

likely that DTNs play a role in bat echolocation.

Prior to this dissertation, nearly all research conducted on DTNs involved monaural or

free-field binaural stimulation focused on the contralateral ear. Chapter 4 explored the con-

tribution that each ear plays in duration selectivity and showed that non-excitatory tones

presented to the contralateral ear (monotic condition) recruited significantly more inhibi-

tion than a non-excitatory tone presented to the ipsilateral ear (dichotic condition). In fact,

in the dichotic condition only about 48% of neurons showed evidence for the recruitment

of inhibition by stimulating the ipsilateral ear. In those neurons with ipsilaterally evoked

inhibition, the duration of the inhibition was almost always shorter than the duration of the

non-excitatory tone that evoked it – in stark contrast to the persistent inhibition commonly

observed in DTNs tested with monaural paired tone stimulation. The ipsilaterally evoked

inhibition was also delayed compared to the contralaterally evoked inhibition. Previous

studies on DTNs have shown that inhibition is important for creating duration-selective

responses. Together, these findings strongly suggest that the underlying mechanisms in-

volved in forming duration selectivity are monaural in nature. Nevertheless, the fact that

nearly half of the DTNs I tested showed some recruitment of inhibition in the binaural
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condition suggests that, in at least a subset of DTNs, binaural inputs play some role in the

response properties of DTNs.

Change in spike rate, as opposed to spike latency, is typically the measure used in elec-

trophysiological studies. Spike rate neural models rely on integrating spike discharges over

a period of time. Such a spike rate coding system would be less than ideal to account for

rapidly performed sensorimotor tasks (VanRullen et al., 2005) and for processing echoloca-

tion calls at a single neuron level (Fontaine and Peremans, 2009). This is because spike rate

neural models require an integration delay to account for multiple spikes. VanRullen et al.

(2005) and Fontaine and Peremans (2009) argue that spike time neural coding, typically the

first-spike latency time, can convey relevant information about the stimulus with a single

spike. This dissertation examined changes in both spike count and spike latencies for deter-

mining the recovery cycle times (Chapter 3) and subsequently the inhibition times of DTNs

(Chapter 4). The results obtained through evaluating changes in spike count and spike times

were generally correlated, although this correlation was not perfect. Some neurons showed

drastic differences in the results obtained through spike times versus spike counts in both

recovery times and inhibition times. While the debate between the relative importance of

these two neural codes is long from over, this dissertation highlighted some differences and

similarities obtained through evaluating both methods.

6.2 Research limitations

Echolocation signals emitted by bats typically employ downward frequency modulated

(FM) sweeps (Neuweiler, 1984); however most studies (including this dissertation) have

characterized the response properties of DTNs using pure tones. This raises the obvious

question of how DTNs process FM echolocation calls. One possibility is that DTNs also

respond to downward FM sweeps, and in fact many do (Ehrlich et al., 1997). This does not
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preclude DTNs that respond best to pure tones from playing a role in echolocation. An-

other possibility is that DTNs that respond best to pure tone may encode a portion of the

FM sweep of the echolocation call. A population of DTNs that each respond to different

bandwidths of stimulus frequency and stimulus duration may encode various portions of

the outgoing FM echolocation pulse and the returning FM echo. Such population coding

is often thought to increase the performance accuracy of the task at hand (Knight, 1972;

Mason et al., 2001).

To better assess the binaural response properties of DTNs in the big brown bat I em-

ployed a pair of 1
4

inch speakers that were positioned as close as possible to the external

auditory meatus without touching the bat. The possibility exists that a loud sound stimulus

from one speaker could “bleed-over” and stimulate the other ear via acoustic crosstalk. The

amount of acoustic crosstalk that occurs will depend on the anatomy of the head of each

bat and the positioning of the speakers. Although the amount of crosstalk was not directly

measured in this dissertation, a previous study using similar 1
4

inch speakers reported >30

dB of attenuation between the two ears (Ehrlich et al., 1997). To minimize the potential

effect of acoustic crosstalk in my studies, auditory stimuli were typically presented at +10

to +20 dB relative to the threshold of the cell, or±30 dB relative to the threshold of the cell

when measuring responses to changing ILD cues. It is important to note that the potential

for crosstalk actually strengthens the finding that the circuitry underlying duration selectiv-

ity is monaural in nature (Chapter 4), as the effect of acoustic crosstalk should increase the

amount of inhibition recruited in the binaural condition through inadvertent stimulation of

the monaural pathway. This did not appear to happen for at least half of the cells I tested.

182



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

6.3 Alternate role of DTNs

As mentioned previously, the role of DTNs cannot solely be for echolocation as they are

also found in non-echolocating species and also respond to frequencies outside the relevant

range of echolocation signals. Each DTN responds to a specific range of stimulus frequen-

cies, amplitudes and durations. This makes DTNs especially suited to act as auditory spec-

trotemporal filters for subsequent processing in ascending auditory nuclei. Spectrotemporal

filters would allow for the brain to process highly specific information about the auditory

environment. Spectrotemporal filters could also play a role in speech processing. For exam-

ple, in the English language a number of phonemes share the same frequency information

and differ only in the temporal domain (Denes, 1955), a processing problem that appears

especially suited for DTNs to resolve.

The frequency tuning curves of auditory neurons can be thought of as spectral filters,

and they have been implicated in playing a role in auditory stream segregation (Bregman,

1990; Beauvois and Meddis, 1991; Fishman et al., 2001; Pressnitzer et al., 2008). Auditory

stream segregation is a phenomenon where auditory signals can be perceived as belonging

to separate sources as opposed to a single source, depending on the physical parameters of

the sounds. Stimulus frequency plays a primary role in auditory stream segregation because

sounds with large frequency disparities are more likely to be reported as belonging to sepa-

rate streams compared to sounds with small frequency disparities which are more likely to

be reported as belonging to a single stream (Bregman and Campbell, 1971). Other factors

have been shown to play a role in the perception of sound streams, including signal duration

(Bregman, 1990; Bregman et al., 2000). To my knowledge, the potential for auditory stream

segregation to occur on the basis of duration alone has yet to be tested. Nevertheless, DTNs

provide a neural mechanism that could contribute to auditory stream segregation because

DTNs can filter incoming signals in both the frequency and time domain.
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Auditory stream segregation and echolocation are not mutually exclusive. Duration-

tuned neurons in the bat may be involved in segregating successive echolocation calls and

their incoming echoes into different streams, perhaps when the bat is attempting to locate

multiple objects in three dimensional space. In fact, a recent study on echo-delay tuned

neurons in the IC of the mustached bat has reported that a subset of these echo-delay neu-

rons are also selective to stimulus duration (Macıas et al., 2013). A preliminary behavioural

study has shown that the big brown bat is able to discriminate between echo delays that are

systematically changing over time (successively increasing or decreasing) from randomized

echo delays (Moss and Surlykke, 2001), suggesting that bats can keep track of the delay

of successive echoes over time – a prerequisite for bats to segregate pulse-echo pairs into

streams that vary in echo delay times. For example, if bats are tracking a prey item (figure)

while simultaneously probing the environment for obstacles (ground), the echo delays that

are generated as the bat approaches its prey would be shorter than the echo delays gen-

erated by obstacles that are further away. Stream segregation by echo delay would allow

for parallel processing of prey echoes and obstacle echoes. A number of studies have re-

ported that bat species send out echolocation pulses in pairs that are sometimes referred as

“strobe groups” (Kössl et al., 1999; Moss and Surlykke, 2001; Petrites et al., 2009; Hiryu

et al., 2010; Ratcliffe et al., 2011; DiCecco et al., 2013). These strobe groups typically

vary in frequency; a strategy that would presumably facilitate auditory stream segregation

through the most well-known stream segregating parameter – stimulus frequency (Bregman

and Campbell, 1971). Should bat echolocation call strobe pairs be targeted at different ob-

jects, say a prey item and an obstacle, the returning echoes would also vary in echo delay

and this could potentially further facilitate stream segregation. One particular bat species,

Saccopteryx bilineatta, has been observed to only use strobe pair echolocation calls when

foraging (Ratcliffe et al., 2011), perhaps because while hunting the bat is simultaneously

tracking prey items and obstacles as opposed to tracking obstacles alone when navigating
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in a roost site or after capturing a prey item.

6.4 Future directions

Compared to other types of central auditory neurons, DTNs have only recently been dis-

covered in mammals (e.g. Jen and Schlegel, 1982; Pinheiro et al., 1991; Casseday et al.,

1994) and have only been studied in a handful of research labs. There are many avenues

yet to be explored with DTN physiology. For example, DTNs are typically tested with

pure tones, and most DTNs respond well to pure tone stimuli, but bats employ FM sweeps

in their echolocation pulses. At least a subset of DTNs have been reported to respond to

FM stimuli (Ehrlich et al., 1997), but the parameters of the FM sweep stimuli that DTNs

are selective to remain unknown. The potential differences between DTNs that respond to

FM stimuli and those that don’t also remains unexplored. A further understanding of how

DTNs encode and respond to FM sweeps might provide additional insight on the role of

DTNs in hearing in general and in echolocation by bats.

The inputs to and from the IC have been identified through a large number of tracer stud-

ies (e.g. Beyerl, 1978; Adams, 1979; Brunso-Bechtold et al., 1981; Schweizer, 1981; Zook

and Casseday, 1982; Faye-Lund, 1986; Coleman and Clerici, 1987; Olaźbal and Moore,

1989; Caicedo and Herbert, 1993; Wenstrup et al., 1994; Marsh et al., 2002; Oliver et al.,

1995; Winer Jeffery A and Hefti, 1998; Winer et al., 2002; Loftus et al., 2004). Although,

these studies show that the IC receives and sends inputs to a number of brain regions, the af-

ferents to and efferents of DTNs are unknown as the tracer studies did not selectively target

neurons based on temporal selectivity. The IC does not only have connections with audi-

tory regions but also has efferents that project to motor-areas (Wenstrup et al., 1994; Covey,

2005) and receives afferents from non-auditory regions such as the amygdala (Marsh et al.,

2002) and the substantia nigra (Olaźbal and Moore, 1989). Should DTNs selectively re-
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ceive inputs from certain regions and/or project efferents to certain regions we may get a

glimpse on the role DTNs play and an idea of where DTNs play a role.

The behavioural role that DTNs play in discriminating sounds based on signal duration

is unknown. Bats can be trained to indicate that they perceive differences in sound stimuli

using a two-alternative forced choice paradigm (e.g. Simmons, 1971). Using similar train-

ing, we can test the temporal acuity of bats based on signal duration and then compare their

behavioural temporal acuity with the physiological temporal acuity of DTNs (both single

cells and populations of DTNs). The temporal acuity of other animals can also be tested

and compared in a simialr manner. I predict that species with sharper neural duration tuning

profiles would also have sharper behavioural temporal acuity.

In chapter 5 of this dissertation I explored the response properties of DTNs to sound

localization stimuli presented dichotically. When DTNs were stimulated with varying ILDs,

the ITD was kept constant and was equal in both ears (ITD = 0 µs). When DTNs were

stimulated with varying ITDs, the ILD was kept constant and was 0 dB. In the real world,

ILD and ITD cues covary with one another as well as other sound localization cues such

as the head-related transfer function. By presenting sounds with a free-field speaker that

can be positioned at various locations in azimuth and elevation, it is possible to characterize

the sound localization response properties of DTNs to ILD and ITD stimuli that are more

in line with the real world. Given that the results of chapter 4 showed that over half of

the DTNs studied showed no recruitment of inhibition in the binaural condition, I predict

that this subset of DTNs would have large spatial receptive fields and respond to sounds

located within the entire acoustic hemifield, whereas DTNs that showed recruitment of

ipsilaterally-evoked inhibition would have much narrower receptive fields and respond to

a restricted location of sound space. It would be interesting to note whether the spatial

receptive fields of DTNs are tolerant to changes in sound pressure level in a manner similar

to the spatially-receptive auditory neurons found in the avian homolog of the IC of the barn
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owl (Knudsen and Konishi, 1978) and the amplitude tolerance of duration tuning response

curves (Fremouw et al., 2005), or if increasing the overall sound pressure level alters the

shape and/or size of their spatial receptive fields.
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Olaźbal, U. and Moore, J. (1989). Nigrotectal projection to the inferior colliculus:

horseradish peroxidase transport and tyrosine hydroxylase immunohistochemical stud-

ies in rats, cats, and bats. J Comp Neurol, 282(1):98–118.

Oliver, D. L., Beckius, G. E., and Shneiderman, A. (1995). Axonal projections from the

lateral and medial superior olive to the inferior colliculus of the cat: a study using electron

microscopic autoradiography. J Comp Neurol, 360(1):17–32.

O’Neill, W. E. and Suga, N. (1979). Target range-sensitive neurons in the auditory cortex

of the mustache bat. Science, 203(4375):69–73.

Petrites, A. E., Eng, O. S., Mowlds, D. S., Simmons, J. A., and DeLong, C. M. (2009).

Interpulse interval modulation by echolocating big brown bats (Eptesicus fuscus) in dif-

ferent densities of obstacle clutter. J Comp Physiol A, 195:603–617.

Pinheiro, A. D., Wu, M., and Jen, P. H. (1991). Encoding repetition rate and duration in the

inferior colliculus of the big brown bat, Eptesicus fuscus. J Comp Physiol A, 169(1):69–

85.

Pollack, G. S. and Hoy, R. R. (1979). Temporal pattern as a cue for species-specific calling

song recognition in crickets. Science, 204(4391):429–432.

193



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

Pressnitzer, D., Sayles, M., Micheyl, C., and Winter, I. M. (2008). Perceptual organization

of sound begins in the auditory periphery. Curr. Biol., 18(15):1124–1128.

Ratcliffe, J., Jakobsen, L., Kalko, E., and Surlykke, A. (2011). Frequency alternation and an

offbeat rhythm indicate foraging behavior in the echolocating bat, Saccopteryx bilineata.

J Comp Physiol A, 197(5):413–423.

Rayleigh, L. (1907). XII. On our perception of sound direction. Philos Mag, 13(74):214–

232.

Schweizer, H. (1981). The connections of the inferior colliculus and the organization of the

brainstem auditory system in the greater horseshoe bat (Rhinolophus ferrumequinum). J

Comp Neurol, 201(1):25–49.

Shannon, R. V., Zeng, F.-G., Kamath, V., Wygonski, J., and Ekelid, M. (1995). Speech

recognition with primarily temporal cues. Science, 270:303–304.

Simmons, J. (1971). Echolocation in bats: signal processing of echoes for target range.

Science, 171(974):925–928.

Simmons, J. A. (1973). The resolution of target range by echolocating bats. J Acoust Soc

Am, 54(1):157–173.

Tan, M. L. and Borst, J. G. G. (2007). Comparison of responses of neurons in the

mouse inferior colliculus to current injections, tones of different durations, and sinu-

soidal amplitude-modulated tones. J Neurophysiol, 98(1):454–466.

VanRullen, R., Guyonneau, R., and Thorpe, S. J. (2005). Spike times make sense. Trends

Neurosci., 28(1):1–4.

194



Ph.D. Thesis - R. Sayegh; McMaster University - Psychology, Neuroscience & Behaviour

Wenstrup, J. J., Larue, D. T., and Winer, J. A. (1994). Projections of physiologically de-

fined subdivisions of the inferior colliculus in the mustached bat: Targets in the medial

geniculate body and extrathalamic nuclei. J Comp Neurol, 346(2):207–236.

Winer, J. A., Chernock, M. L., Larue, D. T., and Cheung, S. W. (2002). Descending pro-

jections to the inferior colliculus from the posterior thalamus and the auditory cortex in

rat, cat, and monkey. Hearing Res, 168(1):181–195.

Winer Jeffery A, L. D. T. D. J. J. and Hefti, B. J. (1998). Auditory cortical projections to

the cat inferior colliculus. J Comp Neurol, 400:147–174.

Zook, J. M. and Casseday, J. H. (1982). Origin of ascending projections to inferior collicu-

lus in the mustache bat, Pteronotus parnellii. J Comp Neurol, 207(1):14–28.

195


