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ABSTRACT

Based on the assumption of unusual fine structure in

the electronic density of states close to the Fermi energy,

new approximate analytic expressions for the critical tempera-

ture,and.the gap parameter at absolute zero are obtained. We

have represented approximately the rapid variation in N(E)

by a Lorentzian form of width a and strength g superimposed

on a constant background N(O). Further, we have assumed

that the Fermi energy falls off the center of the peak. The

solutions we have obtained for T and ~(O) are significantly
c

modified from the BCS solutions although fora &b » kBTc

and wn » ~(O) the ratio 2~(O)/kBTc remains unchanged and

equal to 3.54. Mathematical studies have been done for the

evaluation of the condensation energy. The shift in the

chemical potential as the temperature increases above the

absolute zero was calculated and it was found that the correc-

tion term due to raising the temperature is negligible and

can be ignored without the introduction of any significant

error. A modified finite-temperature BCS gap equation has been

solved mathematically in which we have obtained a significant­

ly new modified approximate analytic expression for ~(T) valid

in the limit when T~T. The use of the equation for ~(T)c

helps to evaluate the discontinuity in the electronic specific

iii



heat at the critical temperature. Finally it has been shown

that in the low-temperature limit the specific heat is propor­
-~(O)/kBT

tional to e as in BCS theory.
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CHAPTER I

INTRODUCTION

Since several intermetallic compounds possessing the

A-IS

high

crystal structure have

T 1), for this reason
c

been found to exhibit exceptionally

these materials are practically

important materials to study since many large scale applica-

tions of superconductivity are expected for the 1981's and

beyond. In addition to high transition temperatures, it was

discovered that these materials possess anomalies in electro-

It was reported by Batterman and

that V3Si undergoes a structural transformation at

temperatures not far above T. Shortly afterward the elas-c

nic and elastic properties.

Barrett 2)

tic instability of this material was reported by Testardi

et ale 3)

Unfortunately as a class and as a phenomenon there are

few materials for which so much detailed information is now

available due to the fact that these materials have a very

complex crystal structure and all involve transition metal ele-

ments. Their electronic structure is very complicated and only

recently have some preliminary results become available from

band structure calculations. Little is known of their lat-

tice dynamics and knowledge of electron-phonon interaction in

these materials is even more sketchy.

1
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Attempts have been made to account for the high value

of T of the A- S compounds. The theoretical explanationsc

generally proposed are based on the assumption of unusual

fine structure in the electronic density of states at the

Fermi level. In 1961 Clogston and Jaccarino 4 } were the

first to suggest the presence in these materials of a peak

in the density of electronic states close to which the Fermi

level was situated.

The occurrence of high T in the A-IS compounds which
c

is of critical importance motivates us to search for the rea-

son why these materials have high T compared to the simple
c

metals and try to explain and treat such interesting pheno-

menon qualitatively and quantitatively. We begin in Chapter

II by giving a brief discussion of the weak coupling theory

of superconductivity and presenting some facts about A-IS

compounds emphasizing their chemical structure which we do be-

lieve is an important characteristic of the A-IS leading to

a large electron-phonon interaction. Based on these facts

about A-IS compounds, a density of state peak model has been

suggested with which we shall work in the subsequent chapters

were we develop the fundamental equations and calculate some

of the thermodynamic properties. In Chapter III we present

the mathematics developed for obtaining simple analytic ex-

pressions for the critical temperature, the gap parameter at

absolute zero ~(O), the chemical potential and the condensa-



3

tion energy for the case when the electronic density of states

can be represented approximately by a Lorentzian peak of width

a, superimposed on a constant background.

In Chapter IV the discontinuity in the electronic spe-

cific heat at the critical temperature T and its temperaturec

dependence at low temperature are calculated mathematically.

In fact this study of the electronic specific heat is a natural

extension of our other work to an analytic solution of the

modified BCS finite-temperature gap equation for temperatures

just below the critical one. In the last chapter we present

our conclusions and give the results we have obtained for

the theoretical model involving an energy dependent electronic

density of states.



CHAPTER II

SUPERCONDUCTIVITY IN A-IS COMPOUNDS

The purpose of this chapter is to discuss very briefly

the BCS theory of superconductivity and to display some of

the most important recent facts about A-IS compounds. We

will start by giving a brief discussion of BCS theory.

In the BCS S) formulation of the theory of superconduc-

tivity, it was assumed that in a metal there is an attractive

force between pairs of conduction electrons caused by virtual

phonon exchange and the repulsive force due to the screened

coulomb interaction. For superconductivity to occur the com­

bined effect of the two forces has to be attractive. Further

it was assumed that the ground state is constructed by corre­

lating zero momentum singlet electron pairs (kt,-k+) neglec­

ting all other electron-electron interactions which are not

present in the solution of normal metal problems. The appli­

cation of this pairing hypothesis results in the reduction of

many body problem to a soluble problem which is believed to

contain the qualitative features necessary for a description

of superconductivity. This theoretical formulation leads to

an integral equation for ~k which is given by

4
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(2.1)

2 2 1/2 2 2 .
where Ek , = (ek'+~k') ,Ek=(~ k /2m)-~,~ 1S the chemical po-

tential, and Vkk ' is the matrix element for the scattering

of a pair of electrons from state (kt,-k+) to (k't,-k'+).

Vkk ' is composed of two terms; the first describing the

attractive electron-electron interaction mediated by phonons

and the second resulting from the screened Coulomb repulsion.

In order to calculate measurable quantities, BCS may chose a

very simple model in which the interaction Vk,k' is assumed

to be isotropic i.e. independent of angles and can be replaced

by a constant attractive interaction -v within a characteris-

tic energy hWD of the Fermi surface such that

i-v
Vk,k' = 1 0 otherwise

By assuming a constant density of states within an energy~wD

of the Fermi energy, the summation in equation (2.1) can be

replaced by an integral

dE {1-2f (I3E) }
E

(2.2)

where N(O) is the density of electron states for one spin

direction at the Fermi surface, E = (E2+~2)1/2 and ~k = ~

for IEkJ ~ ~wD and ~k = 0 otherwise. To find the temperature
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T at which the transition takes place and the gap parame­c

ter at absolute zero, ~(O), equation (2.2) has to be solved

analytically. Analytic solution for this integral equation

gives the following two equations for T and ~(O) in thec

weak coupling limit, N(O)V « 1·

kT = 1.13 ~w e-l/N(O)V
c D

and
~(O) = 2~w e-l/N(O)V

D

(2.3)

(2.4)

Hence in this model the ratio of the energy gap at the ab-

solute zero, to kT is a universal constant,
c

2~(O)/kT = 3.53c

independent of the interaction V and of the particular super-

conductor.

In the BCS theory it was assumed that - as it has been

mentioned above - the density of electronic states is constant

over the energy range Ef ± ~wD in which it is proportional to

the square root of the energy with all states below the

Fermi energy Ef are occupied, but in a real metal, specifically

the A-ls compounds,the electronic density of states can be

much more complicated as can be the Fermi surface between

occupied and unoccupied states. The fact of unusual fine

structure in the electronic density of states close to which

the Fermi level is located on the scale of the Debye energy

w
D

has been reported many "times6 ,7,a,9) • Further, recent
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self consistent pseudopotential band structure calculations

in Nb
3

Ge by Ho et al. ll), give several peaks in the electro­

nic density of states with width of the order of 70 mev with

the Fermi energy Ef falling near the center of the peak.

We turn now to some important facts about A-15 com-

pounds, and more specifically the crystal structure which we

will focus our attention on it. They all have the chemical for-

mula A
3

B. There exists over 70 members in the A-15 family.

They show anomalies (for some members) in the magnetic suscep-

tibility, Knight shift, elastic constants, electrical

resistivity, thermal conductivity, specific heat

etc. The relevant part of the periodic table is shown in

table (2.D where the three possible groups of A elements are IVB

(Ti,Zr,Hf), VB (V,Nb,Ta) and VIB (Cu,Mo,W). The A-15 struc­

ture is shown in Fig. (2.1) for the compound formula A3B. For

the high T superconductivity, the A atom is a transitionc

metal atom, usually V or Nb. The B atom is often (but not

always) a nontransition metal atom, e. g. , Si,Ge,AI,Ga and Sn.

The B atoms occur at the bcc sites, while the A atoms occur on

the cube faces in pairs with the atoms of each pair separated

by half the unit cell length.

A possible relation of the unique properties of the

A-15 materials to the crystal structure was first pointed out

by Weger (1964)12). The transition metal A atoms in this

structure form three orthogonal linear chains
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Fig. (2.1)

The A-IS cystal structure for the compound formula A
3

B.

For high T superconductors, A is the transition metalc

atom and B is usually (but not always) a nontransition

metal atom.
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Weger (1964) has argued that the electronic band structure

of these materials has unusual features which reflect the

quasi-one-dimensional nature of these A atom chains. There

is in fact evidence from alloying studies confirming the

improtance of the A sublattice. It is found that both the

high-T superconductivity as well as some of the anomalousc

behavior disappear more rapidly for alloy substitutions on

the A sublattice than the B sublattice. In terms of the

A-A distance along the chains the A-B distance is 1.12 and

the closest A-A distance between the two chains is 1.23. The

simplest model is then, that of weakly interacting perpendi-

cular A atom chains with the distance between A atoms along

the chain small compared to the cube dimensions.

In Table (2.2) (10) we repre~ent a striking result. From a

survey of the existing literature it has been found that for

a given element, say Nb, the A-A distance in a chain is not

very dependent on the B element. In that case for 13 pos-
o

sible B atoms, the A-A distance is 2.60±0.03 A. Further

we note that this is smaller than the Nb-Nb distance in
o 0

metallic Nb which is 2.85 A or .25 A larger. Thus, we expect

the bound between Nb atoms in the chain to be more covalent

like than metallic. In a metal, to a first approximation,

the free electrons fill the space between the ions more

or less in a uniform fashion. If the ion-ion distance is

reduced, more electrons must find their way between the ion



Table (2.2),

A-IS's ARRANGBD BY A A'l'OM

Group No. of: A-Atom rntrn-chain Inter-chain Metallic Metallic
Cumpounc15 A-A (Hst. A-A <list. A-A <list. less

. (All distnnces) in it Intra-Chain

0 'lli 2.57 .05 3.16 2.91 .34

Iva 6 Zr 2.80 .03 3.44 3.16 .36

Hf

19 V 2.41 .04 2.96 2.63 .22

VB 13 Nb 2.60 '.03 3.20 2.85 .25

4 Ta 2.61 .04 3.21 2.85 .24

10 Cr 2.61 .04 2.85 2.49 .17

VIB 12 Mo 2.48 .03 3.05 2.72 .24

2 W 2.48 .04 3.05 2.73, ' .25

I-'
I-'
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charge so as to increase the screening otherwise the struc-

ture would not be stable. This is an important characteristic

fact about these materials. A charge density plot shown in

Fig. (2.2) for V3Si confirms this picture. We note mountains of

screening charge around the V ions and ridges of charge be-

tween the mountains. Highly directional bounds are clearly

seen. We believe that this is an important characteristic

of the A-15 leading to a large electron-phonon interaction

and consequently to high T. The localization of the conduc­e

tion electrons in the region between the V ions in the chain

implies that they interact strongly with them.

. . d 1 h d . 12)
Exper~ments carr~e out recent y by Gosh an Strog~n

on the normal state electronic specific heat and on the

upper critical magnetic field Hc2 ' reveal that when the A-15

compounds (Nb3Sn, Nb3Al, Nb3Ge, V3Si and M03Ge) are damaged

by irradiation there exist large variations in the electronic

density of states. They believe that the reason for this

great variation on irradiation is due to the fact that the

density of electronic states is a rapidly changing function

of energy near Ef perhaps exhibiting a peak of the order of

100°. Basically such a situation could be represented approxi-

mately by a Lorentzian form superimposed on a constant back-

ground, specifically

where g is the strength of the Lorentzian peak, a its half



Fig. (2.2)

A charge density plot for V
3
Si.



Fig. (2.2)

13

{8 V

o Si
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width and b is the center of the Lorentzian. This is the

model of the electronic density of states which we will

study extensively in this thesis.



CHAPTER III

A THEORETICAL CALCULATION OF THE GAP, THE CRITICAL
TEMPERATURE, THE CHEMICAL POTENTIAL AND THE

CONDENSATION ENERGY WITH ENERGY DEPENDENT
ELECTRONIC DENSITY OF STATES

In this chapter we present analytic expressions for

the gap ~(O), the critical temperature L , the chemical po­
e

tential and the condensation energy valid in the case when

the electronic density of states N(£) varies significantly

around the Fermi energy on the scale of the Debye energy w
D

•

3.1 The critical temperature

It is given by the solution of the following equation:

{1-2f(13 £)}
c

2£ d£ (3.1 )

where V is the pairing potential and f(13 £) is the Fermi Dirac
13 £ c

temperature factor 1/ (e c +1) with 13 = 1 (in units with
c Tc

-11 = k
B

= 1) •

To solve analytically for the critical temperature it

is convenient to take for N(£), a Lorentzian form of width a

and strength g superimposed on a constant background of height

N(O). Further, the Fermi energy is assumed to falloff the

center of the peak. Specifically

15



N(E) = N(O){l + ~1T 2 a 2}
a +(E-b)

16

(3.2)

At the Fermi energy N(E f = 0)

giving the height of the peak

a 2
= N(O) (l+D) with D = ~ --=--=­

1Ta (a2+b2)
(right at the Fermi energy)

relative to the background and at the center of the peak

N (E=b) = N(O) (l+d) with d = ~
'ITa

giving the height of the cen-

tre of the peak relative to the background. The parameter D

we have introduced plays an important role in what follows.

With reference to equation (3.2), equation (3.1) can

be rewritten as

-WD

1 E
2

d { , tn ( 2 2) +
2 (a2+b 2 ) a +(£-b)

1 =JW
D{1-2f(ScE)}

N(O)V E

o

1.13w
D= tn { } +

T c

{1-2f(S E)}________c_ 1 dE
E a2+(E_b)2

(3.3)

Performing an integration by parts in the last integral gives

1 1. 13wD UI 1 2
N(O)V = tn[ T ] + ~~ [ 2 2 tn[ 2 E 2] +

c _ 2(a +b) a +(E-b)

(3.4)
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Using the fact that

l-2f(€S ) -+ 1 1
c I-I

equation (3.4) can be written as

W -+ 00

D

Q.n [ 1 ]

;
' 2 2 2 w+b 2r (a) + (w-b) ] [(a) + (----w-) ]

W W W

f

WD
b -1 w-b -1 w+b 1 2+ -- {tan (---)-tan (---)}- - Q.n(t:: )2a a a 4

-w
D

(3.5)

Since the differential of the Fermi function f' (St::)

is negligible except in the neighbourhood of the Fermi energy

and since b » k T the integral in equation (3.5) can be doneB c

as follows

1 l.13WD
N ( 0 ) V = Q.n { T }

c

+.E...
2a

+ g~ 2 tQ.n [ 1 ]
n(a +b ) I a 2 w-b 2 1/2 a 2+(W+b)2]1/2

few) +(-w)] few) w

{tan-1 (W:bl_tan-l (W:b) i_fWD ~ ~n(£2)d~(1-2f(ac£)ld£
-WD



+ ~ £n(a2
+b

2
) fWD :£(1-2f(Sc£»d£ + ~a tan-1

-WD

(3.6)

But

1-2f(B E)c = 2

(to a very good approximation, since wD »kTc ). Therefore

equation (3.6) can be reouced to

1
N(O)V

(3.7)

The last integral in equation (3.7) can be done as follows:

{_l_} dx
eX+l

when a change of variable to x = ScE is made. Since W S »1,D c

therefore it can be replaced by infinity with sufficient ac-

curacy because of the peak nature of Fermi Dirac dis-tribution

function.

Thus



J

wD d

~nE dE {1-2f(Sc E )}

o
=r

o

2~nx d {_l_} dx _
dx eX+l

19

J
oo d 1

dx {--}dx
eX+l

o

The first integral is a number which can be written in terms

of Euler's constant ~n y as ~n(2y/n). Since the ratio (2y/n)

is 1.13. The last integral in equation (3.7) is given by

~n {I.:r13}.
c

The temperature T at which the transition takes place
c

is then given by

1.13w ~ / 2 2
.. -N-:-(""'~-:-)V-- = (l+D) ~n{ D}+D ~n [ a +b ] +

Tc / [a 2+(w_b)2]1/2[a2+(w+b)2]1/2

b [2tan- l (b) + tan-l (W-b) - tan-l(W+ab)]] (3.8)
2a a a

which after rearrangement, gives

k T =B c

D 1
(l+D) N(O)V(l+D)

1.13 ?lwD H e (3.9)

-1 b[2tan (-) +
a

anO

D = -5l...
n.
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This is our final equation for the critical temperature. We

note that it is the electronic density of states N(O) (l+D)

right at the Fermi energy that enters the exponential. Fur-

ther, the pre exponential factor is modified from BCS by the

quantity

which is new. The critical temperature is therefore B times

the value of T (say T 0) obtained by assuming N(E) to be a
c c

constant equal to its value at the Fermi energy.

3.2 The energy gap ~(O)

The gap in the quasiparticle excitation spectrum

~(O) is given by

N (E) (3.10)

Direct substitution from equation (3.2) into this equation

gives

1
N (0) V

dE (3.11)

To integrate the last part in equation (3.11), the substitu­
x2_~2

tion E = 2x is suggested, and thus by explicit differen-

tiation
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2
dE: = 1 [1 + fj (0)] dx

2 x2

and in terms of the new variable x the integral of interest

can be written as

-W
D

4x dx
2 2 2224x a +[x -fj (O}-2bx]

with a and y (the new boundaries) given by

(3.12a)

y = w
D

± /"W;+fj2(O) corresponding to E: = w
D

(3.12b)

To carry out the indefinite integral I =J 2 2 4x2dx2 :2
4x a +[x -fj (O)-2bx]

we proceed as follows

1
[2 2

1
22]

[x -2bx-fj (O)]-2iax
(3.13)

which can be reduced to

I = J:- rJJ.a

with

y = x-(b+ia)

-y = x-(b-ia)

so that

dy
2 A2Y -

;

- I
dY

-2 -2 J
y -A

A2 = (b-ia)2+fj2(O)

A2 = (b-ia)2+fj2(O)
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1

.en [x- (b+ia) -I (b+ia) 2+t.2 (0) J

x- (b+ia) +1 (b+ia) 2+t.2 (0)

(3.14

The quantities / (b+ia)2+t. 2 (O-) and I (b_ia)2+ i1 2(O) can be ex-

pressed as

F + iG

Similarly

I (b-ia) 2+t. 2 (0) _ F-iG

with

(3.15)

(3.16)

222• 5 (1- s gn (b - a + t. ( 0 ) >. x ( 1T S gn 2ab) ] }

2 2 2 2 2 2 1/4 -1 2 b
G = [(b -a +t. (0)J-+4a b] sin{.5[tan a +

b 2+a2+t. 2 (0)

and
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Because of the definition given for F and G by equa-

tions (3.15) and (3.16) it is found to be convenient to express

our final result for I in terms of one of them rather than in

terms of both of them. This has been done by working out the

relation between F and G. By definition

F + iG = I (b+ia) 2+ Ll 2 (0)

Therefore

ab
GF = ab => G = -­

F

The solution of equation (3.17) gives

Since F is real, therefore F 2 > 0, and hence

(3.17)

(3.18)

(3.19)

+ve sign has been taken, since F has to be real. Then I

can be written in terms of F as



I = -1

F[t~~-l( a(F+b) ) + .5[l-sgnF(x-b-F)]sgna(F+B)n
F(x-b-F)

-1 a(F+b)
-tan (2(x-b+F» - .5[1-sgnF(x-b+F)]sgn(F-b)n} (3.20)

where we have used equation (3.14) and the relation

1 2 2. -1 C
~n(A±iC) = 2 ~n(A +c )±~[tan (A) + .5 (l-sgnA)sgnCn] •

The complete exact solution for the gap in the quasi-

particle excitation spectrum ~(O) is then given by

1 2wD ga
~N"':""':(0:-:-)=V = ~n [ ~ (0)] + 2n I

y

(3.21)

with I, a and y given respectively by equations (3.20) and

(3.12) .
_ x2_~2 (0)

Si~ce £ - 2x is a double valued function,choo-

sing +ve sign or -ve sign solutions for a and y will give the

same answer. As a consequence of this we have used the +ve

sign solutions for a and y in the following steps.

The last equation simplifies considerably if we assume

that a » ~(O),b» ~(O) and wD » ~(O). By taking into ac­

count these facts the expression for F can be approximated

as follows
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Direct substitution from equations (3.23), (3.24)

and (3.25) into equation (3.20) and then into equation (3.21)

gives

1 2WD
N(O)V = ~n[~(O)]

b -1 a
+ '-2 {tan (w -b) + .5 (l-sgn (wD-b) TIsgna

a D

(3.26)

It is a fact that the quantities (~2(O)/a2+b2) or

(~2(O)/wD) are almost negligible with respect to unity which

generally allows us to neglect such terms without the introduc-

tion of any large error.

Therefore
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1
N (O)V

b -1 a -1 a
2a [tan (w -b) + .5[1-sgn(wD-b)]TIsgna + tan (b)

D

-1 aWd- TI + tan (2 2 )]}
a +b +bwD

which after rearrangement, gives

b. (0) (3.27)

with

E = -b -1 a
eXP{2a (tan (w -b) +

D

-1 a.5[1-sgn(wD-b)]TIsgn(a)+tan (b)-TI +

tan-1
aWD

2 2 ]).
a +b +bw

D

Equation (3.27) is our final equation for the gap parameter at

the absolute zero. Similar to the T calculation, we notec

that, it is the electronic density of states N(O) (l+D) right

at the Fermi energy, that enters in the exponential. Further

the pre exponential factor is modified from BCS by the quantity
n

El +D• Numerical calculation for the ratio 2b.(0)/k
B

Tc reveals

that this ratio remains unchanged and equal to the BCS value

of 3.54 which implies E = H. To prove this analytically we

proceed as follows:

If wn-b > 0, the expression for E becomes



-b -1 a -1 a -1
E = zexp{2a{tan W -b + tan b - TI + tan

D

where

28
aWD

2 2 }}
a +b +bwD

(3.28)

z =
/ [(WD-b)2+a2]1/2[(WD+b)2+a2]1/2

If wD-b < 0 the expression for E becomes

E = zexP{-2ba{tan-1 "\~b + tan-1 -ba + tan-1 aWD }}
~D a 2+b2+bw

D

(3.29)

In the analytic expression for T we have
c

b -1 b 1 W -b
H = zexp{2a{2tan a + tan- ~

~his expression can be written as

1 wD+b
tan- --}}.

a
(3. 30)

H = zexp{E...{lT - tan-1 _a_+!._ tan-1 ba + tan-1 b _ tan-1 WD+b }} (3.31)
2a 2 wD-b 2 a a

where we have used the identity

tan-1 x ± -1
tan y -1 z±v= tan ~

1+xy

I
-1for tan

equation (3.31) can be written as

-1 lT
2

\x + tan y <

-b -1 a -1 a
H = zexp{2a{tan WD-b + tan b-

-1
IT + tan (3.32)

where this equation is valid when WD-b > O. Similarly when

wD-b < 0 we can prove that

-b -1 a -1 a -1
H = zexp{2a{tan -- + tan b + tan

wD-b (3.33)
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which proves analytically that E = H. Thus the ratio 2f:./kBTc

remains at its B.C.S value.

For the purpose of numerical calculation, the Newton-

Raphson method has been used in solving equations (3.1) and

(3.10) for T and 11 (0) . Convergence within -8 ob-to 10 was
c

tained after two or four iterations (on the average) . In ad-

dition to this, the approximate analytic solutions for T andc

11(0), equations (3.9) and (3.27) have been evaluated numeri-

call. The results of these numerical calculations are illus-

trated in the following Figs. where we plot the exact and the

approximate solutions for T and f:.(0) against b.c
In Figs. (3.1.a), (3.1.b) and (3.1.c), the calculated

values for T are plotted against b for a = 5, 10 and 15 mev,c

N(O)V= .15, g = 5.5 mev, and wn = 35 mev. A set of three

graphs for the same values of a and wn but for N(O)V = .25

are shown in Figs. (3.2). In addition Figs. (3.3.a) and

(3.3.b) show T against b for a = 5 and 10 mev, N(O)V= .25c

and wn = 20 mev. Similar to the work done for T we have pro­
c

duced another set of graphs for the exact and approximate

solutions for 11(0) for the same values of a, N(O)V and wD men­

tioned above.

It can be seen very clearly from these graphs that

T or f:.(0) decrease very rapidly as a function of b specifi­c

cally in the region as b ranges from 0 to wD. In this case

we are within the peak in the electronic density of states,

then it starts to saturate beyond b ~ wn and reaches the BCS
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value. Good agreement between the exact and the approximate

solutions for ~(O) and T can be clearly seen, except in a
c

few cases (Figs. 3.2.a and (3.5.a)). The agreement is not so

good at small values of a and b which can be attributed to

the neglect of the higher order terms in the approximation

we have made for T and ~(O).c

In Figs. (3.7) and (3.8) we

corresponding to the exact solution

plot the ratio 2~(0)/T
c

for T and ~(O) whichc

shows this ratio remains unchanged and equal to the BCS va-

lue 3.53.except for unrealistically small values of a and b

which are not of great interest.

The graphs we have shown for the critical or for the

gap parameter ~(O) indicate that our analytic approximate

solutions for both are good enough for all practical purposes

of interest. They deviate mainly for small values of a and

b which are in any case not physically realizable. This mo-

tivates us to go back and look at the pre exponential factor

- in the analytic T equation - including the energy depen­c

dence of the electronic density of states. This factor may

be rewritten in the more convenient form as
{ d }

1+d+S2
B = H

with

I 1+S2
H = -{-1+-(w-_-S-)~2=-}-=1:""'/"-2-{-1-+-(-w+-S-)-2-}-'1"""'/""-2

S -1 - - -1 - - -1-2{tan (w-b)-tan (w+b)+2tan b}
e



Fig. (3.1.a)

A plot of T (mev) versus b (mev) for the exact (---)c

and the approximate ( ••••• ) solutions for T for a= 5
c

mev, wD = 35 mev and N(O)V = .15.
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-----------------------------------

Fig. (3.1.b)

A plot of T (mev) versus b (mev) for the exact (----)c

and the approximate ( ••••• ) solutions for T for a = 10
c

mev, wD = 35 mev and N(O)V = .15.





Fig. (3.1.c)

A plot of T (mev) versus b (mev) for the exact (----­c

and the approximate ( ••••• ) solutions for T for a= 15
c

meV, wD = 35 mev and N(O)V = .15.
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Fig. (3.2.a)

A plot of T (mev) versus b (mev) for the exact (----­c

and the approximate ( ••••• ) solutions for T for a= 5
c

mev, wD = 35 meV and N(O)V = .25.
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Fig. (3.2b)

A plot of Tc (mev) versus b (mev) for the exact (----­

and the approximate ( ••••• ) solutions for T for a = 10
c

mev, Wo = 35 mev and N(O)V = .25.
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Fig. (3.2c)

A plot of T (mev) versus b for the exact (-----) andc

the approximate ( ••••• ) solutions for T for a = 15 mev,
c

WD = 35 mev and N(O)V = .25.
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Fig. (3.3.a)

A plot of T (mev) versus b (mev) for the exact (----­
c

and the approximate ( ••••• ) solutions for T for a = 5c .

mev, wD = 20 mev and N(O)V = .25.
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Fig. (3.3.b)

A plot of T (mev) versus b (mev) for the exact (----­c

and the approximate ( ••••• ) solutions for T for a = 10 mev,
c

w = 20 mev and N(O)V = .25.
D
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Fig. (3.4.a)

A plot of ~(O) (mev) versus b (mev) for the exact (----­

and the approximate ( ••••• ) solutions for ~ (0) for a = 5

mev, w
D

= 35 mev and N(O)V = .15.



39

6 (0) ~-~---,.---~---,...------.

0 30

.25

.10
. . . ....

o 20 40 60 80 100
b



Fig. (3.4.b)

A plot of ~(O) (mev) versus b (mev) for the exact

and the approximate(·····) solutions for ~(O) for a= 10

mev, wD = 35 mev and N (0 ) V = . 15 •
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Fig. (3.4.c)

A plot of ~(O) (mev) versus b (mev) for the exact (----­

and the approximate ( ••••• ) sOlutions for ~ (0) for a = 15

mev, wD = 35 mev and N(O)V = .15.
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Fig. (3.S.a)

A plot of ~(O) (mev) versus b (mev) for the exact {----­

and the approximate ( ••••• ) solutions for ~(O) for a= S

mev, w
D

= 35 mev and N(O)V = .25.
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Fig. (3.5.b)

A plot of 6(0) (mev) versus b (mev) for the exact (-----

and the approximate ( ••.••• ) solutions for 6(0) for a= 10
)

mev, wD = 35 mev and N(O)V = .25.
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Fig. (3.5.c)

A plot of 1::::.(0) (mev) versus b (mev) for the exact (--­

and the approximate ( • •••• ) solutions for 1::::.(0) for a= 15

mev, wD = 35 mev and N(O)V = .25.
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Fig. 3.6.a)

A plot of A(O) (mev) versus b (mev) for the exact ( )

and the approximate ( ••••• ) solutions for ~(O) for a= 5

mev, Wo = 20 mev and N(O)V = .25.





Fig. (3.6.b)

A plot of ~(O) (mev) versus b (mev) for the exact (----­

and the approximate ( ••••• ) solutions for ~(O) for a= 10

mev, w
D

= 20 mev and N(O)V = .25.
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Fig. (3.7.a)

A plot of {2~(O)/kBT} t versus b (mev) for a= 5 mev,c exac

w
D

= 35 mev and N(O)V = .15.





Fig. (3.7.b)

A plot of {2~(0)/kBTc}exactversus b (mev) for a = 10 mev,

wn = 35 mev and N(O)V = .15.
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Fig. (3.7.c)

A plot of {26.(O)/k
B
T} t versus b (mev) for a= 15 mev,c exac

W
D

= 35 mev and N(O)V = .15.
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Fig. (3.8.a)

A plot of {2ll(O)/k
B
T} t versus b (mev) for a=5 mev,c exac

wD = 35 mev and N(O)V = .25.
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Fig. (3.8.b)

A plot of {26(O)/k
B
T} t versus b (mev) for a=lO mev,c exac

W
D

= 35 mev and N(O)V = .25.
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Fig. (3. 8. c)

A plot of {2 t. (0) /KBT} t versus b (rnev) for a = 15 mev,c exac

W
D

= 35 rnev and N(O)V = .25.
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in which we have introduced the new parameters b, wand d.

They are defined as:

b = bla w = wD/a and d = gina

so it can be seen very clearly that instead of having B as a

function of four variables a, b, g and w, we have obtained

an equivalent expression for the factor B as a function of

three variables only; h, wand d. Now since this critical

factor B gives us the change in T from the average theoryc

(with density of state evaluated at the Fermi energy) and

since it contains all the information about the energy depen-

dence of the electronic density of states, it is appropriate

to investigate the variation of B(b,w,d) as a function of b

at various values of w trying to cover the region required

for the practical purposes of interest. Figs. 3.9, 3.10,

3.11, 3.12, 3.13 and 3.14 illustrate B(b,w,d) against b for

various values of w (4, 2, 1, .5 and .25) at five values for

d (2,1.5,1,.75 and .35). The rapid increase in B(b,w,d) as

the parameter b is raised from zero corresponds to the roun-

ding off of the T and A(O) curves at small values of b. Thec

anomalous behaviour in B(b,w,d) as a function of b for small

values of a accounts for the bump we have seen in the Tc and

6(0) graphs at small values of a. We note the fact that B

rises above 1 at intermediate values of b and then saturates

to 1 as expected. The numerical calculation for the factor

B reveals that for small values of b and for D > 0, i.e. a



Fig. (3.9)

A plot of B (b,w,d) versus b for d = 2 and for w = 4

---), 2 ( ..... ), 1 (-----), .5 (-. -. -. -.) and .25

( e ).
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Fig. (3.10)

A plot of B (b,w,d) versus b for d = 1.5 and for w= 4

-----), 2(·····), 1(-----), .5(-·-·-·-·-) and .25
(_. e ).
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Fig. (3.11)

A plot of B (b,w,d) versus b for d = 1 and for w = 4

---) , 2( .. • .. ), 1(-----), .5(-·---·-) and .25

( e ._e __ ).
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Fig. (3.12)

A plot of B (b,w,d) versus b for d = .75 and for w = 4

---), 2 ( ••••• ), 1 (-----), .5 (-. -. -. -) and .25

(__ ._e ._. __ ).
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Fig. (3.13)

A plot of B (b,w,d) versus b for d = .5 -and for w = 4

---),2(·····), 1(-----), .5(-·-0-0-) and .25

( • __ e __ ) •
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Fig. (3.14)

A plot of B (b,w,d) versus b for d = .35 and for w = 4

---), 2 (u ••• ), I (-----), .5(-·_·_0_) and .25

( e __ e __ ).



B (b,w,d) 59

12 0 .----~----r---~--____.

110

100 if:
.I f
f :
I ~
f :

90

80

70

o 5 10 15 20
b



60

peak in N(E), B is always less than one and consequently T is
c

reduced below T ° but for -1 < D < 0 B will be greater than onec

In the calculation of T , some valuesc

and T will be increased above T o.
c c

has been observed (13) •

Basically this situation

of the electronic density of states are sampled which for D> 0

are smaller than the value at the peak, namely N(O) (l+D), but,

which, for -1 < D < 0 are greater than the minimum value N(O) (l+D)

when we are at the bottom of the valley in N(E).

3.3 Chemical potential for Lorentzian form

Before giving a discussion of the thermodynamic proper-

ties of A1S compounds - specifically the specific heats - for

our model for the energy dependence of the electronic density

of states, it is necessary to study mathematically the shift

in b - the center of a Lorentzian - as a function of tempera-

ture. We proceed mathematically in the following manner.

The total number of Fermions in a bulk superconductor

is given by

N = Jro N(E)f(BE)dE

-E
l

(3.34)

where £1 is the end point energy of a the energy band we are

dealing with and feE) is the Fermi-Dirac distribution function

- f(SE) =

with

1

(eES+l
energy E is

- which gives the probability that a state

occupied.

With reference to equation (3.2), equation (3.34) can

be written as



N = N(O) JOO f(S£)d£ + N(O)

-sl

61

(3.35)

The first term in the integral can be done by parts to give

JOO f(S£)d£ = £f(£)

-sl

00

-s
1

(3.36)

J

oo

S e E/ kT

[es/kT+l]2
-s1

ds (3.37)

-sl/kT -sl/kT
Since sl » kT, e « 1 and {lie + l} = 1 (to a very

good approximation), so that

'1 -1
(kT) (3.38)

where the substitution (x = s/kT) has been made and the lower

limit of integration is taken as -00 with sufficient accuracy.

The integrand on the right of this equation is an odd function

of x since

x
xe

---..".. =
(ex+l)2

-x
[(-x)e ]

(e -x+l ) 2

and the integral is therefore identically zero. It follows that
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the second term in equation (3.37) is zero, i.e.

N(O) rf(S£)d£ = N(O)£l .

-C: l

The evaluation of the second term in equation (3.35)

can also be done by parts as follows:

2 JooN(o)da
1

2 2[a + (c:-b) ]
f([3c:)dc: = I

with
00

2 1 -1 c:-b
I = N(O)da [a tan (-a)],f([3C:)

-c: 1

-r 1 -1 c:-b- tan (--) f' ([3 c: ) d c: ]
a a

(3.39)

and hence

(3.40)1 -1 c:-b- tan (--)f' ([3c:)dc:]a aI = N(0)da2 [-
1 -1 -c:l-b fOO
a tan ( a )]-

-C: l

c:l+b -1 -(c:+b) - TI
Because -- » 1, then tan - - (taking only thea a 2

first term to be sufficient in expanding tan-Ix for x » 1). In

addition since f' ([3c:) at zero temperature is different from

zero only for c: = 0 we get

since

N(0)da2[~ 1 -b rI -1 0 f' ([3c:)dc:]= tan (--)
2a a a

-c: 1

r 00

f' ([3c:)dc: - [f([3c:)] = -1 .
_00

-c: 1

(3.41)
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Therefore

2 7f 1 b OI = N(O)da [-- - tan- (--)] (3.42)
2a a

in which we picked up only the zero temperature term. Combi-

nation of equations (3.38) and (3.42) gives us the total number

of electrons in the system at zero temperature

2 1 1 b ON = N(O) [£1 + da [~- tan- (--)]]2a a a (3.43)

where b
O

is the zero temperature b, while the total number of

electrons in the system at finite temperature is given by

N=N(O) [£1+da2 [27fa - ~ tan-l(~)+corrections from higher expansion

in tan-1 ( £- b) ] ]
a (3.44)

or 00

N=N (0) ["1+da
2

[2
n
a - f

-£
1 f' (8£)d£] (3.45)

From equations (3.44) and (3.45), it is clear that the correc-

tion term at finite temperature can be written as

f
eo

-1
da [tan

-£1

(3.46)

(3.47)

-£
1



64

-1= tan

x 5
5 ...

-1
x±tan y

x 3
x - T +

of this expansion to

we have used the identity tan- l

\tan-lx+tan-ly \ ~ ; and tan- l x =

We have taken only the first term

in which

x:y for
l+xy
for x<l.

the second order in E. Equation (3.37) can be written as

correction -da[r a Ef' U3E)dE +r ba E2f' (SE)dE]=
a 2+b2 (a2+b2 )2

-E -E (3.48)
1 1

r
x

(kT)2 ba-da [ (-kT) a xe dx - x-
a 2+b2 (ex+l) 2 (a2+b2 )2

-00

(3.49)

_00

when the change of variable to x = E/kT is made. The first in-

tegrand on the right of this equation is an odd function of x

and it is therefore identically zero. The second integrand in

equation (3.49) is an even function of x so that

r dX=2 r2 x
x 2e xx e dx

(ex+1) 2 (ex+l) 2

-00 0

=2 r
2 -xx e dx

(e-x+l) 2

0

(3.50)

This latter integral may be expanded as an infinite series in

-xe by writing
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00

n-1 -(n-1)x-x -2 1:: (3.51)(l+e ) = (-1) ne
n=l

where n is an integer, so that

r 2 -x 00 rx e dx l: (_1)n-1n
-nx 2 (3.52)= e x dx

(e-x+1) 2
n=l

0 0

using the form of r-integra1 which is given by

r -nx 2· 1
r (3) 2/n3

e x dx = n 3 =

0

so that equation (3.52) becomes

r 2 -x 00 00

1T
2

x e dx 2 l: (_l)n-l 1 l: .1=
n 2 = -= "6(e-x+l) 2 n=l n=l n 2

0

(3.53)

(3.54)

Substituting from equation (3.54) into equation (3.49) gives

Correction (3.55)

From equations (3.43) and (3.44) it is clear that

-1 b O 1 b
-da tan (-) = -da tan- (-) + correction from higher order ex-

a a

or

b-1 b -1 0tan (-)-tan (-)a a

(3.56)

(3.57)
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where b
O

and b are respectively the absolute zero and finite

temperature b. Equation (3.57) can be reduced to

-1tan (3.58)

(3.61)

-1 -1 -1 x±ywhere the identity tan x ±tan y = tan has again been
l+xy

used and we have put b = b O + ~b. Taking only the first term

of the expansion to be sufficient, equation (3.58) can be re-

duced to
3

2n2 2
-1 a~b a~b

a b O (kT) (3.59)
(a2+b2 )

-
a 2+b 2 -

(a2+b~)2
-6-tan a

0 0
so that

a 2 2n 2 2
~b = -6- (kT) b (3.60)

(a2+b2 ) a 0
0

since
b = b

O
+ ~b •

Therefore

a 2
b = bO[l + 2 2

(a +b
O

)

h . a 2 2n 2 (kT) 2It is the fact that t e correct10n term 2 2 -6- a is
(a +bO)

negligible compared with unity which generally allows the

substitution of b O for b to be made without the introduction of

any measurable error. Quantitatively the correction term ~ 1/60.
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3.4 Condensation energy per unit volume

In this section we present the steps carried out in

evaluating the condensation energy per unit volume; the energy

difference between the normal and superconducting state. This

calculation based on our model for the energy dependent elec-

tronic density of states but with the Fermi energy taken to be

at the center of the Lorentzian so as to simplify the mathe-

matics which we are about to carry out.

We start by writing down the equation for the conden-

sation energy in its final form

nW = 2 fWDdSN(S){S[l

o

with N(c:) given by

c:
-----] -
/ c: 2+11 2 (0)

112(0) }

2/ c: 2+11 2 (0)

(3.62)

N(c:) = N(O){l +; 2
a

2}
a +c:

(3.63)

With reference to equation (3.63) equation (3.62) can be writ-

ten as

nw ~ 2N(O){f

WD

ds{s ­

o

112(0) } +

2/ c: 2+11 2 (0)

(3.64)

To evaluate the first integral in equation (3.64) we make the
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change of variable € = ~(O)sinhe. Therefore the first term

can be written in terms of the new variable as

6
2

(0) }

21 €2+~2(0)
II = 2N (0)

= 2N(0)

J

WD
d€{€ -

o
W

. -1 D}
slnh {~(O) 2 2

(
, . ~ (0) sinh e

~(O)coshe{b.(O)slnhe - ~(O)coshe

6

~ 2
(0)

2~(0)cosh } de

. -1· wD
slnh {~ (0)

~ 2N(O)fi
2

(O) J {sinhO(coshO-sinhO) - ~}dO
o

= 2N(O)~2(0) !]de
2J

o
sinh-l(WD/~(O))

N(O)fi
2

(O) J
o

=

- -1
1 2 -2sinh (wD/~(O)

= 2N(0)~ (O){e -I} ~ (3.65)

The second term of Eq. (3.64) can be evaluated as follows
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fD / E2+Do 2 (0}1 2
=' 2N (O) ga

dE 1 {E - + ! Do (O) }
IT (a2+E 2 ) 2

/ E2+Do 2 (O)
0

2+ 2 - fD I E2+Do 2 (O)2N (O) ga {I
a WD dE += j(,n ( 2)

IT 2 (a2+E 2 )a
0

1 b,2(0} fD 1 1 dE} (3.66)2" (a2+E 2 ) / E2+b,2 (0)
0

To integrate the last two parts of Eq. (3.66) the substitution

E
V = ----- is suggested, which by differentiation gives

I E2+Do 2 (0)

v 3 2
dv = {-} Do (O}dE. So that the first part can be written in

E

terms of the new variable as

r
o

/ E
2+l\2 (O) =

a 2+E 2
1

2 2}
A -v

= 111
dV{--2 - 2 2 }-2-

I-v A -v A-I

= _Do 2 (O) 1

2(a2_b,2(0}} (A2-1)
dv.{ (-11 + 1)

-v l+v

1 (_1_ + I)}
A A-v A+v
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Simple integration of this equation gives

wD/1 w;+t,2 (0)

}

(3.67)

The second part can be written in terms of the new variable

as

1

1 t,2 (0)

-'2 a2_t,2(0)

J
o

o
a/w;+t,2(0)+W

D
/ a 2_t,2(0)

.lI.n{----...;~---~-----

a/ W~+t,2 (0) -Wn/ a2 _t,2 (0)

(3.68)
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Substituting from Eq. (3.67) and Eq. (3.68) into Eq. (3.66)

and from Eq. (3.65) and then into Eq. (3.64) gives

a

1
2

I a 2 _6 2 a/ W~+62(0)-wD/a
2

_6
2

(0)
£n{------------

a / w~+ 6
2

( 0) +w
D

/ a
2

- 6
2

(0)

62 (0) a/ W~+62 (0) -wDI a
2

_6
2

(0)
£n{ }

a /-a-:2~_-6-,,2,...-(-0-) a / W~+ 6 2 ( 0 ) +w
D

/ a 2 - 6 2 (0 )

a
2

+w
2 1 w

2
+6

2
(0)-w

= - } N(0)6
2

(0) + dN(0)a2 {£n( 2 D)+£n{ D D}

a 1 W~+62(0)+WD

2a2-6
2

(0)

2a/ a 2 _6 2 (0)

a
2

+W
2 I 1+6

2
( 0) / W

2 _ 1
= - } N(0)62 (0)+dN(0)a2 {£n( 2 D)+£n{ D

a 11+6
2 (O)/W~+l

Il+(6(0)/w )2-1 1-(6(0)/a)2
£n{ D }}

I 1+(6(0)/WD)2~-/ 1-(6(0)/a)2

This equation simplifies considerably if we take under consi-

deration the fact that a » 6 and wD» 6. The expression for

6W can be approximated as follows:
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2 2
1 2 . 2 a +WD

~W ~ - 2 N(O)~ (0) + dN(O)a {~n( 2 +
a

/ 1+ (~( ()/W
D

) 2_1 / 1+ (~( 0) fWD) 2_1 1- (~( 0) fa) 2
~n{ } + ~n { }}

/ 1+ (~ ( 0) / w
D

) 2+ 1 / 1+ (~ ( 0) / w
D

) 2+ / 1- (~( 0) / a) 2

a 2
+w

2

~ N ( 0) ~2 (0) + dN ( 0 ) a 2 { ~n ( . 2D ) +
a

a 2+w 2 2
~ N(0)~2(0) + dN(0)a2{~n( a 2D ) _ ~ (~~O» +

1 2
1 - 4" (~( 0) fWD)

~n{ 2 1 2 2 2 }}
1 + (w

D
/ a) - 4{ (~ (0 ) / w

D
) - (~( 0 ) / a) (w

D
/ a) }

a 2
+w

2
2

~ N(0)~2(0)+dN(0)a2{~n( 2D) _ ~ (~~O»
a

W 2 2 2 W 2 2 W 2
~n{l + (~) _1{(~(0» _ (~(O» (~) }+ 1(~(0» (1+ (~) )}}

a 4 w
D

a a 4 wD a

a 2+w2 2 W 2
~ N ( 0 ) ~ 2

(0).+dN ( 0) a
2

{ ~n ( a 2 D) - ~ (~~0 » - ~n (1 + ( :)

2
- {i(~~~» - ~{ (~(0)/WD)2_(~(0)/a)2(WD/a)2/(1+(WD/a)2) }}}

which after rearrangement gives:
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(3.67)

with

d = ~
na and /:'(0)

1
N (O)V (l+d)

(14)

Equation (3.67) is the final equation for the condensation energy

at absolute zero temperature in the weak coupling limit with

N(O) (l+d) the elect~onic density of states right at the Fermi

energy. There is no other change in this formula due to the

energy dependence for a » kBT
c

•



CHAPTER IV

EVALUATION OF SPECIFIC HEAT NEAR T AND NEAR T = 0c

The theoretical study of this chapter includes the

mathematical developments needed to obtain the gap parameter

at temperatures just below the critical temperature (T -+ T )c

and at temperatures just above zero (T -+ 0). The results ob-

tained for the gap are used in evaluating the discontinuity

in the specific heat at the transition and of its behaviour

at very low temperature.

4.1.a Determination of the gap function ~(T)

To find the gap parameter at any temperature between

the absolute zero and T , it is necessary to solve the finitec

BCS gap equation in the weak coupling limit (~(O) «~wD).

Since its solution requires numerical methods, we shall not

attempt a detailed analysis and instead merely treat the li-

miting behaviour as mentioned above.

For temperatures just below the critical temperature

the gap parameter as a function of temperature can be deter-

mined analytically by solving the BCS finite-temperature gap

equation which is given by

(4.1)

74
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It is evident that Eq. (4.1) reduces to Eq. (3.10) as T-+ 0

and gives the same solution for 6(0) as before. In the oppo-

site limit (T -+ T ) the gap vanishes identically and we find
c

which has the approximate solution for T given by Eq. (3.9).
c

The integral equation for 6(T) may be expanded as an

infinite series by writing

x
tanh 2"

00

= 4x L 2 1 2 2
n=O 7T (2n+l) +x

(4.2)

where n is an integer, so that

(4.3)

with 13 == 1
kT w

n

where w is the n'th Matsubara frequency. The gap equation
n

(4.3) can be expanded in powers of 6:

1
2V fn dE: L N ( E:) 1 -fn dE: L

6 2 (T) + .... ] (4.4)= - 2 2+13 n E: +w n (E: 2+w 2 )2
n n-w -w

D D

The derivative with respect to 6 is easily evaluated. Since
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W
D

» kBT
c

the second integral may be extended to infinity.

The first integral on the right of equation (4.4) has been

done previously and its approximate solution has been given

by equation (3.9). Therefore equation (4.4) can be written

as

N(O)V(1+D)~n(~)=_2VN(O)~2(T)fOOd
£

Tc f3

-00

(4.5)

The latter integral may be done by applying the residue theo-

rem; to see this we proceed as follows.

I =f d£ L
N(£) =

n N (0) (£ 2+W2 ) 2
-00

n

f d£ L
1 + ga f d£ L

1 (4.6)
(£2+w2)2 7r {a2+(£_b)2}{E2+w 2 }2n nn n

-00 _00

The first term in the integral I can be done as follows

rd£ L 1 = L
-1 d r d£

(£2+w2)2 2w a-w- (£2+w2)n n n n
n n

-00 -00

J
oo

-1 d
= L ~ dw

n -n n
-00

d£
(£+iw ) (£-iw )n n

By applying the residue theorem this term becomes:
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2ni L: -1 d lim (E-iw ) 1= ---- (E+iw ) (E-iw )2w dw E-+iw nn n n n nn

2!. L: 1 n (knT)-3 L: 1= =2 3 2 (2n+l) 3n w nn

n (knT)-3 7
~{3} (4.7)= "82

where ~(3) is the Riemann zeta-function.

The evaluation of the second term in equation (4.6)

follows a way similar to that used for the first term. Thus

r
-00

1
00

dE -1 d
-{-a=2-+-{-E---b-)=2-}-{-E=2-+-w=~-)"""2 = 2w

n
dW

n
-00

dE
(4.8)

Rewriting the integrand as

1 1
2 222{a + (E-b) } (E +w )n

= (E-b+ia) (E-b-ia) (E+iw ) (E-iw )
n n

we see that there are simple poles at

E = b-ia , E = -iw ,E = b+ia and E = iwn n

The contour of integration can be extended by a semicircle in

either the upper or lower half planes. Choosing the upper semi-

circle and applying the residue theorem we get
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oo

d£

-00

-1 d= ----2w dw
n n

2TIi{ lim
£-+b+ia

(e:-b-ia) x
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1
(£-b+ia) (£-b-ia)

1
2 2{a + (t:-b) }

1
(£-iw ) (£+iw )}

n n

-TI d 1
= 2w dw { 2 2

n n a{(b+ia) +w }
n

+ 1 }
w {a2+(iw _b)2

n n

The two denominators can be rewritten as

{(b+ia)2+w2)} = {b+i.(a+w )}{b+i(a-w )}
n n n

{(iw _b)2+a 2} = {b-i(a+w )}{b+i(a-w )}
n n n

After simple mathematical manipulations the integral given by

equation (4.8) can be reduced to the following form

f
oo

dE:

-00

=
222TI{ab +a(a+w ) +2w (a+w ) }

n n n (4.9)

It is possible to.use the lower semicircle but this choice will

lead to the same result that we obtained by choosing the upper

semicircle.

Substituting equations (4.7) and (4.9) in equation (4.5)

gives
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N(O)V(l+D)R.n T 2VN(0) 1:1 2 (T)er (kT7f)-3 7 s(3) +
T

c
= - S 2 8

g L:
n

222{ab +a(a+w ) +2w (a+w ) }
n n n } (4.10 )

which after rearrangement gives:

228 T
1:1 (T) = (kTc 7f ) (7S (3) (1+D) (1 - T) {1 +

c

2 2 2 -1{ab +a(a+w ) +2w (a+w ) }
n n n } (4.11 )

Therefore the gap parameter at temperature just below the cri-

tical temperature is given by

This is the expression for ~(T) at temperatures just below the

cri tical temperature (T + T ).c

4.1.b Entropy and Specific heat

Discontinuity in the electronic specific heat

Experiment shows that the transition from normal to

superconducting state is of second order; the entropy is con-

tinuous at the critical temperature T - no latent heat evolvedc
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at the transition - but there is a discontinuity in the specific

heat.

Based on our model for the energy dependent electronic

density of state, the specific heat jump according to the BCS

theory can be calculated in the following way.

The entropy of a superconductor is given by

S = - 2k
B

L: {{ l-f (SE
k

) }R-n {l-f (SE
k

) }+f (SE
k

) R-nf (SE
k

) }
k

(4.13)

The specific heat per unit volume of the electrons can be calcu-

lated from the formula

= -S {l§.}
r2 as v,b

(4.14)

In order to evaluate the electronic specific heat (C ) equa­s

tion (4.13) has to be differentiated with respect to S.

-SE -SE
k R-n(l+e k)}S = -2k L:{-£n(l+e )

B k SEk SEkl+e l+e

SEk -SE
= 2kB L: { eEk

+ £n(l+e k)}
k l+e

J

-SE
= 2kB N(E:)dE:{SEkf(SEk ) + R-n(l+e k)} (4.15 )

in which we have replaced
SEktution R-n{l+e } = SEk +

SE
{l-f(SEk)} by l/l+e k and the substi­

-SE
R-n(l+e k) has been made. Straight-

forward differential of equation (4.15) gives
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(l+e k)
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(4.16)

Since E
k

= {E~+t.2(T)}1/2 and in the limit when T-TT
c

' it is

permissible to set t. ~ 0 and E
k

~ E
k

, then equation (4.16) can

be written as, putting E
k

= E

= -2 J N(E)dE E2 af(SE) 1 J dE N(E)
aE - k T2

B
T

c

af(SE)
aE

Tc

af(SE)
aE

The first term on the right of this equation gives the electro-

nic specific heat in the normal state with N(E) replaced in the

integral by N(O) (l+D); the electronic density of state right

at the Fermi energy which is valid for small temperature. Equa-

tion (4.16) can be written as

c -c = (-1) 1 JdE N ( E) at. 2 (T) af(SE)
s n k T2 as aE

B TWD c

N (0) at.
2

(T)
T

c
rrD rD 1

dEf' (SE) +
ga f'(SE)dE]= - kT2 as 'IT 2 2{a +(E-b) }

-wD -wD

= N(O) at.
2

(T) I [1-
kT2 as T

c

1
2 2{a +(E-b) }

f' (SE)dE] (4.17)
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where we have used the fact that fn dd' (So) ~ -1 (to a very

-uJ
D

good approximation). Since f' (Bs) is only significantly dif-

ferent from zero in the neighbourhood of s = 0, so that it is

is expanded1
2 2

{a +(s-b) }
only the first threeas a Taylor series about s = O. Taking

sufficient for the present purposes if

terms of the expansion to be significant because of the small

range of energies, the expansion is

1 = 1

then equation (4.17) becomes

c -cs n [1 - ~ { 2 1 2 fWD f' (B s) ds +
T 7T (a +b )

c -wD

sf'(Bs)ds + (4.18)

Now

fn f' (Bs).ds = - 1 r sf' (Bs)ds = 0

-w -w
D D

(since the integrand is an odd function of (s» and the last
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integral fWD £2 f '(S£)d£ ~ ~2 (k
B

T)2 In fact these three

-wD
integrals have been evaluated in detail in the mathematical

treatment of the chemical potential, so that equation (4.18)

becomes

N (0)
C -c =

s n k T2
B T

c

(4.19 )

all
2

(T)
where aB can be written as

Tc= - B
c T c

(4.20)

By differentiating equation (4.11) and using the fact that

c = 2 n 2k 2 N(O) (l+D)T = yT
n 3 B c c

we find

(4.21)

c -cs n
C

n

with C given by

3 8
= "2 7s(3) C (4.22)

8n 2
[1+7s(3) (kT )3gc

00

L:
n=O

222ab +a(a+w ) +2w (a+w )n n n
-1

Eq. (4.22) is our final equation for the specific heat jump

based on our model for the energy dependent electronic density
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We see that it is modified from the BCS formula for

the jump by the quantity C which is new and reflects the energy

dependent electronic density of state.

Figures (4.1) and (4.2) illustrate the jump in specific

heat against b for two values of w
D

(20 and 35 mev). We note

from these graphs that as b increases from zero to 50 mev the

jump in the specific heat stays constant and equal to the BCS

value of 1.426 except for small values of a and b in which the

deviation ranges from .35 to 11%. Since this deviation from

the BCS value is due to the new parameter C which contains all

the information about the energy dependence of the electronic

density of states, it is instructive to look at this parameter

in more detail and try to investigate the behaviour of C as a

function of the various parameters. To do so it was found that

it is more convenient to rewrite C in terms of three variables

instead of four just to make our task easier. The parameter

C is given by

8 2
C ~ {l+D} {l + 7s~3)

2 2 2 -1
ab +a(a+w ) +2w (a+w )

n n n}

= {l+d
a 00 a b 2 a 2

(nk T) L (nk T ) (nk T ) +(nk T + (2n-l)) x
B c n=O B c B c B c



Fig. (4.l.a)

A plot of the jump in specific heat versus b(mev) for

a = 5 mev and wn = 20 mev.
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Fig. (4.l.b)

A plot of the jump in specific heat versus b (mev) for

a = 15 mev and wD = 20 mev.
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Fig. (4 .1. c)

A plot of the jump in specific heat versus b.(mev) for

a = 25 mev and wD = 20 mev.
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Fig. (4.2.a)

A plot of the jump in specific heat versus b (mev) for

a = 5 mev and w
D

= 35 mev.
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Fig. (4 • 2 •b)

A plot of the jump in specific heat versus b (mev) for

a = 15 mev and wn = 35 mev.
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Fig. (4.2.c)

A plot of the jump in specific heat versus b (mev) for

a = 25 mev and w
D

= 35 mev.
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-in which a, band d are defined as

a = a
i and d = !.L

'ITa

The variation of C(a,b,d) has been studied for various values

of a, band d covering the region required for the most prac-

tical cases of interest. In Figs. 4.3, 4.4, 4.5 and 4.6 we

plot C{~,b,d) versus E for various values of d (2, 1, .5 and

-.35) while each graph has been taken for eight values of a

(1.5, 2, 3, 4, 5, 10, 15 and 20) since we are interested only

in a »1. It can be seen from these graphs especially for

small values of a, that C deviates from 1 for small values of

b and then saturates to 1 to give the BCS limit for the jump

as expected. In fact the behaviour of C(a,E,d) as a function

of these three variables accounts quantitatively for the de-

viation in the jump at small values of a and b.

Dependence of electronic specific heat on temperature

The dependence of the specific heat in a superconduc-

ting state on temperature has to be evaluated numerically.

Basically in this section we present the mathematical steps

developed in evaluating the electronic specific heat as a

function of temperature in the low temperature limit. In

this limit it is permissible to evaluate the integral equation

of the electronic specific heat by setting wD + 00 and

6(T) ~ 6(0). Having done that the integral equation for



Fig. (4.3)

A plot of C(~,b,d) versus b for d = 2 and for a = 1.5

---), 2 ( ••• • • ), 3 (-----), 4 (-. - • - • -), 5 ( - •• - •• -) ,

10(-···-···-),15(·····) and 20(-----).
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Fig. (4.4)

A plot of C(~,b,d) versus b for d = 1 and for a = 1.5

---) , 2 ( ••••• ), 3 (-----), 4 (-. - • - • -. ), 5 (- •• - •• -) ,

10 (- ••• - ••• -), 15 ( ••••• ) and 20 (-----) .
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Fig. (4.5)

A plot of C(~,b,d) versus b for d = .5 and for a =

1. 5 ( ), 2 ( ••••• ), 3 (-----), 4 ( - • - • - • - • - • ), 5

(-··-··_··-),10(-···-···-),15(·····) and 20(-----).
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Fig. (4.6)

A plot of C (~,b,d) versus b for d = .35 and for a = 1. 5

---), 2 ( ••••• ), 3 (-----), 4 (- • - • - • - • - • ), 5 ( - •• - •• - •• -) ,

10(-00 .- •• • _), 15(0 .... ) and 20 (-----)
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evaluating the electronic specific heat in the low-temperature

limit (4.16) can be written as

SE 2
(l+e k)

(4.23)

Since E
k

» kT

be reduced to

SEke > in this limit, equation (4.23) can

C (T-+O)
s

ga fWD//). 1 o (1+x2 )e- Si1 (0) (1+x2 )1/2dX }

TI {a2+(Xi1(0)-b)2}

-WD/i1

+

(4.25)

where a substitution from equation (3.2) into equation (4.24)

and a change of variable to x = (£/i1(0)) have been made. Since

-Si1 (0) (1+x2 ) 1/2
e is extremely sharp and significantly dif-

ferent from zero only in the neighbourhood of x = 0, it will

therefore introduce no detectable error if (1+x2 ) in the first
2

integrand and 2 (l+x) 2 in the second integrand in the last
a +(i1(O)x-b)
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equation are expanded as a Taylor series about x = 0 and take

only the first term of the expansion to be significant because

of the small range of interest. In addition because of the

-SLl(O) (1+x2 ) 1/2 . .
sharpness of e , 1t 1S permissible to expand

(1+x2 )1/2 as a power series and take only the first two terms

of the expansion to be sufficient. Having done that equation

(4.25) can be written as

4k fOO
_Sll(O) x 2

C (T-+-O) ~ S2 11 3(0)N(0)e-ll (0)/kT{ 2 dx += ev Q .

0

2 r Sll(O) x 2
S- a 2 dx} (4.26)TIa (a2+b2 )

e

0

Using
1 TI 1/2

= 2 {a} , equation (4.26) becomes

C (T-+-O)s

2ll(0)kB A() 3/2 -ll(O)/k T
= Q {~B~ } 121T N(O) (l+D)e B (4.27)

This is the final approximate expression for the electronic spe-

cific heat in the low-temperature limit. Strictly speaking this

expression is valid only at temperatures below about T /10. We
c

note that it is the electronic density of states N(O) (l+D) right

at the Fermi energy that enters the expression. As in the

BCS theory it can be seen from equation (4.27) C (T-+-O) is pro­s
-ll(O)/kBT

portional to e •



CHAPTER V

CONCLUSION

A modified BCS gap equation has been solved both

analytically and numerically taking into account the sharp

variation in the electronic density of states close to which

the Fermi level is situated. This rapid variation has been

represented approximately by a Lorentzian peak of width a

and strength g superimposed on a constant background. An

approximate analytic solution has been found for the criti-

cal temperature and the gap parameter at absolute zero.

The analytic expressions obtained for both are valid

for a and b » kBTc and wn » ~(o). The solutions we have

obtained for T and ~(o) reflect the energy dependence ofc

the electronic density of states through a pre exponential

factor B in the equations for T and,A{O). Basically thisc

factor B is completely responsible for the small changes from

an exponential of the behaviour of T and ~(O) as a functionc

of b. Further it was found that in the limit where a and b »

kBT
C

and wn » ~(O) the universal ratio 2~{O)/kBTc remains

unchanged and equal to the BCS value of 3.54.

For the purpose of studying the thermodynamic proper-

ties of A-l5 compounds, the effect on the chemical potential

98
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due to raising the temperature above the absolute zero has

been studied. It was found that the correction term is al-

most negligible compared to unity which generally allows the

substitution b O for b to be made without introducing any

measurable error. In addition we have obtained a simple

analytic expression for the condensation energy ~W valid for

the case when the Fermi energy is situated right at the

centre of the Lorentzian and for a » kBTc •

We have applied the same model for the energy depen-

dent electronic density of states in a solution of the finite-

temperature BCS gap equation and have obtained an approxi-

mate analytic expression for the gap parameter as a function

of temperature at temperatures just below the critical one.

Based on this equation for ~(T), we have obtained an analytic

formula for the specific heat jump. Numerical calculation

for the specific heat jump as a function of b reveals that

at small values of a and b the numerical value for the jump

deviates from the BCS value but at large values ofbeven when

a is small it saturates and gives the BCS value of 1.426.

~inally, in the low-temperature limit the specific heat is

evaluated approximately and found to be proportional to
-~(O)/kBT

e as in the BCS theory.
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