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ABSTRACT

Continuum atomistic and mesoscopic models are developed and utilized in the context of study-
ing microstructural evolution and phase selection in materials systems. Numerous phenomena are
examined, ranging from defect-solute interaction in solid state systems to microstructural evolution
under external driving conditions. Emphasis is placed on the derivation and development of models
capable of self consistently describing the intricate mechanisms at work in the systems undergoing
these phenomena.

Namely, grain growth dynamics are studied in nanocrystalline systems under external driving
conditions using a newly developed phase-field-crystal model, which couples an additional free
energy source term to the standard phase-field-crystal model. Such external driving can be attributed
to incident energetic particles. The nanocrystalline system is found to be susceptible to enhanced
grain growth as a function of the intensity/flux associated with the external driving and the energy of
driving. Static kinetic phase diagram calculations also seem to confirm that systems under external
driving conditions can be forced into long metastable states.

Early stage solute clustering and precipitation in Al alloys is also examined with a variant of
the phase-field-crystal method, so-called structural phase-field-crystal models for multi-component
alloys developed as part of this thesis. We find that clustering is aided by quenched-in defects (dislo-
cations), whereby the nucleation barrier is reduced and at times eliminated, a mechanism proposed
by Cahn for a single dislocation for spinodal systems. In a three-component system, we predict
a multi-step mechanism for clustering, where the nature and amount of the third species plays an
important role in relieving stresses caused by the quenched-in dislocations before clustering, i.e.,
segregation as predicted by the equilibrium phase diagram, can occur.

Finally, we present a new coarse-graining procedure for generating complex amplitude models,
i.e., complex order-parameter phase-field models, derived from phase-field-crystal models. They
retain many salient atomistic features and behaviours of the original phase-field-crystal model, how-
ever is now capable of describing mesoscopic length scales like the phase-field model. We demon-
strate the scheme by generating an amplitude model of the two-dimensional structural phase-field-
crystal model, which allows multiple crystal structures to be stable in equilibrium, a crucial aspect
of proper multi-scale modelling of materials systems. The dynamics are demonstrated by examin-
ing solidification and coarsening, peritectic growth, along with grain growth and the emergence of
secondary phases.
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Chapter 1

Introduction

One of the basic tenants of materials science/physics and engineering is that the properties exhibited
by materials depend on the underlying microstructure and alloying elements. It is worth noting
that, often the richness and diversity exhibited by these microstructures are a direct result of the
metastable equilibrium state the system happens to find itself.

It is no surprise then, that the physical, chemical and mechanical properties of materials can be
directly linked to non-equilibrium defects, established during the processing of these systems. For
most large scale industrial practices, these processes can be separated into, but not limited to, two
main stages: (1) casting and (2) downstream operations. At the heart of the casting stage is the solid-
ification process which involves phenomena such as, nucleation, free growth and subsequent merger
of multiple crystallites. The second stage involves operations, such as thermomechanical process-
ing or heat treatment cycles, designed to achieve certain specifications. This may require rectifying
issues with the initial as cast structure or induce certain phase transformations as to engineer the
desired set of properties for the given material. These processes can include the precipitation of
additional phases, dissolutions of some unwanted primary or metastable phases or the removal of
chemical inhomogeneities.

To understand the properties of engineering alloys and how they are intimately connected to the
pattern of their microstructure and the phase selection process, a fundamental understanding of the
various microstructural processes and mechanisms involved is necessary. Traditionally, an under-
standing of these fundamental processes and mechanisms has been gained, largely, due to empirical
methods. Partly, this is due to the fact that the underlying phenomena involved are difficult, if not im-
possible to observe, let alone quantify in situ. The reason for this difficulty can be understood when
one considers the multiple length and time scales on which these processes and mechanisms occur,
not to mention the complex interactions involved, such as defect-solute interactions. For instance,
in the casting process, we have nucleation which operates on atomistic length and time scales, i.e.,
nanoscopic. While at the other spectrum, thermomechanical processing and thermal treatments op-
erate mostly on diffusive length and time scales, i.e., mesoscopic to macroscopic scales. Moreover,
to a large extent, some of the basic theoretical mechanisms underlying these processes are poorly
understood.

Advances in the predictive modelling of microstructure has seen great advances over the decades,
particularly due to techniques capable of describing interfacial evolution in the presence of heat and
mass transport kinetics. These techniques range from the atomistic to the mesoscopic/macroscopic.
At the forefront of these theoretical techniques are notably, molecular dynamics (MD) and the phase-
field (PF) method, and more recently the phase-field-crystal (PFC) method.

The purpose of this dissertation is the further development of modelling techniques, and their ap-
plications, to the study of microstructure and phase selection on multiple length and time scales. The
relevant scales explored with the developed models intrinsically range from nanoscopic to meso-
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scopic, and with the aid of novel adaptive mesh algorithms, models operating on the latter scales
can be extended closer to macroscopic scales. The theoretical approaches discussed and used in
the development of techniques presented here are the phase-field method and phase-field-crystal
method [2], and the complex amplitude formalism derived from phase-field-crystal models. With
the latter approach, the notion of multi-scale modelling becomes apt, as one of the aims in this thesis
is to drive towards a multi-scale modelling platform for microstructural evolution in materials.

1.1 Theoretical Approaches
The phase-field method, a phenomenological theory, has its origins in Ginzburg-Landau [3] and
Cahn-Hilliard [4, 5] theories. At its core, the PF method couples a set of uniform order parameters
to one or more diffusion fields (i.e., temperature or solute fields), where dynamics follow dissipative
minimization of some postulated free energy functional with dependence on some effective param-
eters. The formalism has been successfully applied to the study of solidification. It has gone far
beyond its initial origins, and is now capable –through the use of auxiliary fields– of describing
a plethora of phenomena such as multiple crystal orientations [6, 7, 8], multiple components and
phases [9, 10, 11], defect-solute interactions [12], elasticity [13, 14] and plasticity [15].

The phase-field-crystal methodology is an atomistic scale modelling formalism [16, 17, 18, 19,
20]. It operates on atomistic length scales and diffusive time scales. Unlike their traditional PF
counterparts, PFC free energy functionals are minimized by periodic fields. This allows the self-
consistent incorporation of elasto-plastic effects, multiple crystal orientations, grain boundaries and
dislocations, all evolving over mesoscopic time scales. The methodology has also been shown to be
derivable [18, 21] from the more microscopic and fundamental classical density functional theory
(CDFT) [22, 23, 24].

Derived from coarse-graining PFC/CDFT functionals, complex amplitude models bear a striking
resemblance to PF models. As such, PFC models can also be used to derive the appropriate forms of
traditional PF models from a more fundamental theory, through coarse-graining procedures. These
complex amplitude∗ models now operate on mesoscopic length and time scales, and remarkably
retain many of the rich atomistic level phenomena of their more microscopic PFC/CDFT counter-
parts. This characteristic of the amplitude models make them prime candidates –when coupled with
appropriate algorithms– as efficient modelling platforms for investigating microstructure evolution
and phase selection across scales.

As alluded to earlier, our current understanding of some of the fundamental mechanisms at
work in materials systems is incomplete. The proposed suite of models derived in this work can be
exploited to gain a more fundamental understanding of the physical processes and mechanisms at
work in microstructural evolution and the phase selection processes. In sequence of how the work
is presented in this dissertation, the areas are the stability of nanocrystalline systems under external
driving and solute clustering leading to precipitation. Another aim of this work is to understand
the feasibility in developing more complex, yet simple, models from more microscopic theories and
examine their validity and usefulness. At the least, the means by which we go about developing
said models, may present an appropriate or more informed mapping of parameters required in the
modelling of microstructure at the mesoscopic and macroscopic level.

1.2 Thesis Outline
Next we outline, briefly and generally, the topics that will be covered in the chapters to follow (Chap-
ters 2-7).

∗That is, complex-order parameters, going back to the original work on superconductivity of Ginzburg and Landau
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Chapter 2: Phase-field Methods and Theory
The goal of this chapter is to introduce the reader to phase-field theory and methods, i.e., the PF and
PFC method. Particularly, we discuss the phase-field method because it has been the benchmark
and standard in the modelling of microstructure evolution. By no means is the introduction exhaus-
tive, as there are several books and review articles in the literature. Our aim is to present the main
features and important developments that have been made. Specifically, we focus on the developed
thin-interface asymptotic analysis [25, 26, 27] approach in allowing for quantitative simulation of
solidification processes.

For the PFC method, we introduce and review the standard energy functional of the method,
which has its origins in the Swift-Hohenberg [28] equation, used to study convective instabilities.
In the last decade, the method has seen tremendous changes and improvements. One of which is
deriving its fundamental origins in classical density functional theory. Priority is given to the recent
development of a variant of PFC models, the so-called structural PFC (XPFC) [19, 20], a model
which allows several† crystal phases to coexist with each other and with a liquid phase.

Chapter 3: Microstructural and Phase Stability in Driven Nanocrystalline Systems
The phase-field method is a powerful technique. However, when the details of interfacial struc-
ture and elasticity become important in the phenomena being studied, a more microscopic theory
is needed. Chapter 3 revisits the microscopic PFC model and its use in studying the evolution and
stability of nanocrystalline materials, which are being developed as viable replacements in industries
ranging from microelectronics to core components in nuclear reactors.

A phase-field-crystal model is developed to study the long time stability of these systems under
forced external conditions, such as, for example, irradiation. Static calculations, through phase
diagram calculations, and dynamic simulations suggest that nanocrystalline materials do not actually
stay nanocrystalline as a function of the forcing conditions.

Much of the work presented in this chapter is published in Physical Review E [29].

Chapter 4: Structural Transformations in Multi-Component Alloys Using Phase-Field-Crystal
Models
Engineering alloys rely heavily on multi-component alloying in order to achieve desired properties.
Here we extend the XPFC paradigm to the general case of N -component alloy systems. The model
is developed starting from CDFT, where each component has as input a correlation kernel like that in
the original XPFC work. Interactions between different components are modelled by interpolating
single-component correlation kernels as a function of the local composition. The model is derived,
and is then simplified into a more tractable form, and finally its dynamic properties are presented.

The derivation presented here has been published as parts of manuscripts in Physical Review
B [30] for binary alloys and [31] for N -component alloys.

Chapter 5: Specialization of the Multi-Component Model to Binary Systems and Applica-
tion to Ageing in Binary Alloys
The structural phase-field-crystal method, for the first time, allowed the stabilization of several mul-
tiple crystal structures and more realistic phase diagrams (alloys) to be considered. This chapter
considers the binary alloy limit of the multi-component model of the previous chapter. After stating
the free energy functional of the binary model, we demonstrate and showcase some of the important
features and behaviour of the model through calculation of several binary phase diagrams and some
sample simulations.

Following the development of the model, it is then used to study solute clustering mechanisms
in a model Al-Cu system. There has long been conjecture in the literature on the nature of the
clustering mechanism leading to Guinier-Preston Zones and ultimately precipitation in these alloy

†In two-dimensions (2D) square and triangular lattices and in three-dimensions (3D) FCC, BCC, HCP and SC.
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systems. Through simulations and calculation of system energetics, we conclude that clustering in
these systems can be dislocation-aided, whereby energy barriers to solute clustering in the system
are reduced and even removed entirely. A concept long discussed in the literature, but revealed
kinetically for the first time through XPFC simulations.

Much of the work presented in this chapter is published in Physical Review B [30, 32].

Chapter 6: Specialization of the Multi-Component Model to Ternary Systems and Applica-
tion to Ageing in Ternary Alloys
Next we simplify the multi-component model of Chapter 4 to three-component alloy systems. An
additional component over the binary model, it offers a variety of complex interactions that can be
studied. The free energy functional is presented, following which equilibrium phase diagrams are
calculated. The model is then demonstrated kinetically via dendritic and eutectic solidification.

The simple three-component model is then used to study solute clustering in a model Al-Cu-
Mg system. The addition of a third component to the system has wide ranging consequences on
the system evolution and energetics. Our analysis indicates a multi-stage clustering mechanism
due to the presence of an additional atomic species. A mechanism which cannot be captured with
conventional approaches.

Much of the work presented in this chapter is published in Physical Review B [31] and Acta
Materialia [33].

Chapter 7: Multi-Scale Modelling: Amplitude Expansions of Phase-Field-Crystal Models
Chapter 7 completes the research portion of the thesis by shifting focus from atomistic length scales
to mesoscopic scales. The variants of PFC models, particularly the XPFC suite of models present
a promising modelling formalism for studying atomistic scale effects, such as elasto-plasticity, de-
fects, multiple crystal orientations, multiple phases, etc., on diffusive time scales. However, from a
computational view point, it is limited to the nanocrystalline length scales, even with sophisticated
computational algorithms.

This chapter attempts to address this length scale weakness by presenting a general Fourier
space formalism for generating a set of complex amplitude (complex order-parameter) models, for
pure materials and alloys, which when coupled to sophisticated algorithms (e.g. adaptive mesh
refinement), can operate on atomistic length scales to macroscopic length scales.

A general recipe is provided for generating amplitude models from PFC and PFC-type models,
here applied to the XPFC model for a pure material in 2D. The method can easily be extended for 3D
structures and for N -component alloy systems. Sample simulations are then conducted to showcase
the validity and applicability of the model.

Portions of the work presented in this chapter at the time of writing this thesis is under review in
Physical Review B [31].

Finally, in Chapter 8, we end with some concluding remarks and a discussion on the future out-
look of some of the work presented in this dissertation.
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Chapter 2

Phase-field Methods and Theory

This chapter will give an overview of the two main theoretical approaches used throughout this the-
sis. First, the phase-field (PF) method is reviewed in the context of its application to solidification
of pure materials and alloys. We highlight the quantitative nature of the method and its develop-
ment [34, 25, 26, 35].

The second part of this chapter will review the origins of the phase-field-crystal (PFC) method.
It will outline the basic concepts and elements of PFC models. We introduce the standard functional
for pure systems, later extended for alloys, and discuss it in context from its derivation from clas-
sical density functional theory (CDFT). For a more exhaustive review than what is presented here,
the reader is referred to the primary Refs. [17, 18, 2]. We end by introducing the structural PFC
(XPFC) model of Greenwood et al. [19, 20], which introduces a self-consistent method of stabiliz-
ing multiple crystal structures in pure materials, which will be extended and applied in this thesis to
multi-component alloys.

2.1 Phenomenology of Phase-Field

2.1.1 General Concepts
To review the general concepts of the PF method, we will be examining it in the context of the well
documented case of solidification in pure materials and binary alloys. Generally, the methodology
begins by construction, phenomenologically, of some free energy functional, F . This free energy
functional is expressed in terms of, considering solidification of a pure material, the temperature and
polynomial terms of an order-parameter ϕ∗, where the scalar order-parameter, i.e., the phase-field, is
a place holder for the two equilibrium phases. It takes on the values ϕ = 1 and ϕ = −1 in the solid
and liquid, respectively. The order-parameter field then interpolates between these two equilibrium
values across a diffuse thin interface of thickness, W ,which defines the level set of points described
by −1 < ϕ < 1. For a pure material, such a functional can be written (in dimensionless units)
as [34, 36],

F [ϕ,U ] =

∫
dr

(
1

2
|W (n)∇ϕ|2 + f(ϕ) + λU(T )g(ϕ)

)
, (2.1)

where the gradient term, |W (n)∇ϕ|2|, controls the surface energy and is made anisotropic through
the functional form W (n) = Woa(n) [37, 38]. Wo is the isotropic interfacial width, a(n) is the

∗The expression of the free energy in polynomials of an order-parameter dates back to van Der Waals, made popular by
the work of Ginzburg-Landau [3]. Particularly Landau in his mean field work on critical phenomena.
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anisotropic function for the interface width and n is the normal vector to the interface. A typical
form for the anisotropy function is

a(n) = (1− 3ϵ4)

(
1 +

4ϵ4
1− 3ϵ4

(nx + ny + nz)

)
. (2.2)

The function, f(ϕ) , is the PF double well free energy which sets the equilibrium states of the solid
and liquid, respectively. A convenient form which satisfies the equilibrium values for the solid and
liquid values given above is f(ϕ) = −ϕ2

2 + ϕ4

4 . λ formally is a constant that is proportional to
the inverse of the nucleation barrier between solid and liquid. However, when the actual process
of nucleation is ignored, for kinetic purposes, λ can be treated as a free convergence parameter.
U(T ) = (T − Tm)/(L/cp) is the dimensionless temperature, with T the temperature and Tm is the
melting temperature, cp is the specific heat capacity and L is the latent heat of fusion. Finally, g(ϕ)
is a monotonously increasing interpolation function which satisfies g(±1) = 1 and g′(±1) = 0.
An appropriate choice which satisfies these conditions has the form g(ϕ) = 15

8 (ϕ
5

5 + 2ϕ
3

3 − ϕ).
The term λUg(ϕ) provides a driving force capable of tilting the double well energy to favour a
particular equilibrium state. Clearly, the tilting behaviour is directly related to the temperature, T ,
of the system. In Fig. 2.1, we plot the behaviour of the energy density, i.e., f(ϕ) + λUg(ϕ), as a
function of the order-parameter for several temperatures.
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φ
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Figure 2.1: The energy density term, f(ϕ)+λUg(ϕ), from the free energy functional for the phase-
field model of Eq. (2.1). Clearly evident is the tilting behaviour as a function of temperature. High
temperatures favour a system were liquid has minimum energy, while low temperatures favour solid
minimization.

The time evolution of the fields proceed by dissipative minimization of the free energy func-
tional above. For the phase-field, ϕ, minimization leads to the time-dependent Allen-Cahn [39,
40, 41]/Ginzburg-Landau equation following nonconserved dynamics†, also known as Model A dy-
namics in the Halperin and Hohenberg [42] classification scheme. The dynamic equation for ϕ is
expressed as

†Non-conserved dynamics implies that the ϕ field is not a conserved quantity and so the dynamics (when fluctuations
are included) will eventually evolve the system into its lowest free energy state.
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τ(n)
∂ϕ

∂t
= −δF

δϕ

= ∇ ·
(
W 2(n)∇2ϕ

)
+∇ ·

(
W (n)|∇ϕ|2 ∂a(n)

∂(∇ϕ)

)
+ ϕ− ϕ3 − λU(1− ϕ2)2, (2.3)

where τ(n) = τob(n) is the anisotropic atomic attachment kinetic time, τo is the isotropic attach-
ment time which scales with the inverse of the atomic mobility, and b(n) is the atomic attachment
anisotropic function. The first line of Eq. (2.3) introduces the concept of a variatonal/functional
derivative‡. Equation (2.3) for ϕ is coupled to a modified heat equation for the dimensionless tem-
perature field, U , following Model B dynamics§ of the form,

∂U

∂t
= ∇ ·

(
D̄∇U

)
+

1

2

∂ϕ

∂t
, (2.4)

where D̄ is the dimensionless thermal diffusion coefficient. The second term in Eq. (2.4), is a source
term representing the release of latent heat at the interface of a growing front. Combined, Eqs. (2.3)
and (2.4) constitute Model C dynamics of the Halperin and Hohenberg classification, which couples
a Model A equation with a Model B equation. Note that, as written Eq. (2.4) is postulated. However,
if one were to use an entropy functional formalism, instead of a free energy formalism, Eq. (2.4)
would also follow from variational of the entropy with temperature.

Next we use the general concepts just discussed, to illustrate how the phase-field model can
be made quantitative, i.e., emulate the correct sharp interface behaviour in the limit of vanishing
interface thickness, for pure materials and alloys. This limit is important as it is used to describe
most experimental conditions in materials processing.

2.1.2 Quantitative Phase-Field Model Modelling

2.1.3 Pure Materials
The phase-field model can be made to recover the correct sharp interface kinetics with appropriate
choice of parameters. To understand how this can be achieved, it is beneficial to explicitly recall the
dimensionless rescaling of the Model C set of equations in the previous section. The dimensionless
set of equations were attained by rescaling space, r → r/Wo, and time, as t → t/τo. Without loss
of generality, we let τo = Wo = 1, while D̄ → Dτo/W

2
o in Eq. (2.4), where D is the dimensional

thermal diffusivity.
Classically, this so-called sharp interface limit of phase-field models, was achieved by letting

W → 0 and λ → 0, while employing a projection procedure to the set of reduced Model C equa-
tions. This leads to the capillary length being defined as do ∝ Wo/λ and the kinetic coefficient
(from the Gibbs-Thomson equation) defined as β = τo/(Woλ) [43, 44]. For the general case of
negligible interfacial kinetics, i.e., β = 0, which is the case for most conventional casting prac-
tices, this would require that τo be excessively small. With the interface width being on the order
of 10−9m, this would prevent the large scale simulation of dendritic solidification processes over
reasonable periods of time.

Karma and Rappel [34, 37, 36], in a seminal work, addressed this shortcoming of the classical
mapping to the sharp interface set of kinetic equations. Performing a matched asymptotic analysis to
second order, the so-called thin interface limit, their work showed that the following relationships,

‡Similar to a normal derivative, a variational derivative determines how a functional varies with the changes of its
dependent function, in this case ϕ.

§Model B is generic dynamics associated with conservative fields, such as energy and mass.
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Eqs. (2.5) and (2.6)¶ guarantees the correct recovery of the sharp interface model, and still provides
computational freedom for large scale simulations.

do = a1
Wo

λ
, (2.5)

β =
a1τo
Woλ

(
1− a2

W 2
o λ

Dτo

)
, (2.6)

where a1 = 0.8839 and a2 = 0.6267 are constants from the asymptotic analysis that depend on the
choice of double well potential and interpolation function in Eq. (2.1). Note that in these new set
of sharp interface relationships, the kinetic coefficient (β), can be made identically zero without τo
being made excessively small.

2.1.4 Dilute Binary Alloy
One can easily write down a free energy functional for alloy solidification as well. Where a mapping
can also be developed to appropriately recover the right sharp interface kinetic equation. To describe
a binary alloy, we can write a functional such as

F [ϕ, c] =

∫
dr

(
1

2
|W (n)∇ϕ|2 + f(ϕ) + fc(ϕ, T, c)

)
, (2.7)

where c is the concentration field. The new term, fc(ϕ, T, c) , is the chemical free energy density,
whose form around the minima (in terms of c) of the equilibrium states can be deduced from thermo-
dynamic databases. For isothermal solidification, we can readily write the corresponding Model C
set of evolution equations for a system described by this functional. The phase-field follows Model
A dynamics of the form,

τ(n)
∂ϕ

∂t
= −δF [ϕ, c]

δϕ
, (2.8)

while the concentration follows

∂c

∂t
= ∇ ·

(
M(ϕ, c)∇δF [ϕ, c]

δc

)
, (2.9)

which is a conservation of mass equation, since it can be rewritten as

∂c

∂t
+∇ · J = 0, (2.10)

where
J = −M(ϕ, c)∇µ. (2.11)

It is apparent then that µ ≡ δF [ϕ,c]
δc , the chemical potential. M(ϕ, c) is the solute mobility and is

proportional to the diffusion coefficient.
In order for practical simulations of any alloy phase-field model described by a functional of the

form of Eq. (2.7), one needs to artificially “stretch” the interface. However, artificial stretching of
the interface enhances effects –at all cooling rates– of a non-equilibrium nature, that scale like the
width of the interface. Effects such as solute trapping. While these effects are all physical, they are
expected only to be valid at rapid cooling rates. The stretching of the interface effectively forces
the model to depart from the expected sharp interface model, even at low cooling rates. These non-
equilibrium effects have been documented precisely as being; (a) chemical potential jump at the
interface and a modification of the mass conservation at the interface, (b) stretching of the interface

¶Provided both the interface and attachment time kinetics have the same anisotropic form.

8



PhD Thesis - Nana Ofori-Opoku McMaster - Materials Science and Engineering

because of curvature differences on the solid and liquid sides of the interface respectively, when the
interface is non-zero and (c) diffusion tangentially through the interface.

Karma and co-workers found a remedy –at least for dilute binary alloys– for all three spurious
kinetic effects. The work of Karma [25], demonstrated all kinetic effects can be made to vanish
simultaneously while still allowing one to exploit the benefits of a diffuse interface. Later, a more
rigorous derivation and matched asymptotic analysis followed [26, 45]. For an ideal dilute system,
the chemical free energy density used in these works is written as,

fc(ϕ, T, c) = fA(Tm)−∆Ts(ϕ) +
RTm
vo

(c ln c− c) + ϵ(ϕ)c (2.12)

where fA(Tm) is the free energy of component A at the melting temperature, s(ϕ) is the phase-
field interpolated entropy, R is the gas constant, vo is the molar volume of the solid and ϵ(ϕ) is the
phase-field interpolated internal energy. To correct for the spurious effects, the method forgoes the
variational formalism that lead to Eqs. (2.8) and (2.9). Rather, the following changes were made: (i)
change of the interpolation function for the chemical potential from the original one inherited from
the free energy functional, (ii) introduction of a phenomenological flux, so-called anti-trapping flux,
term to the concentration dynamics and (iii) choose the specific interpolation function governing
diffusion through the interface. Together, these corrections provided the necessary degrees of free-
dom to allow complete elimination of the spurious effects. The evolution equations for this model,
then read,

τ(n)
∂ϕ

∂t
= ∇ ·

(
W 2(n)∇2ϕ

)
+∇ ·

(
W (n)|∇ϕ|2 ∂a(n)

∂(∇ϕ)

)
+ ϕ− ϕ3 − λ

1− k
(eu − 1) (1− ϕ2)2 (2.13)

∂c

∂t
= ∇ ·

(
DLcq(ϕ)∇u− atWoc

o
l (1− k)eu

∂ϕ

∂t

∇ϕ
|∇ϕ|

)
. (2.14)

u = ln
(

2c
col [1+k−(1−k)ϕ]

)
is the dimensionless relative chemical potential, k is the partitioning

coefficient for the alloy and col is the equilibrium liquidus composition at a reference temperature.
q(ϕ) = 1−ϕ

1+k−(1−k)ϕ is the diffusion interpolation function, while at is the anti-trapping coefficient,
which is a constant dependent on the choice of q(ϕ). It turns out that a matched asymptotic boundary
layer analysis on Eqs. (2.13) and (2.14) yields a sharp interface limit that continues to enjoy (by
construction) the parametric relations in Eqs. (2.5) and (2.6) for matching model parameters to the
capillary length and kinetic coefficient. Here, D → DL, the solute liquid diffusion coefficient.

The phase-field paradigm has been extended to include the effect of multiple alloy components
and phases [46, 47, 48, 49]. To date most such models are plagued by their inability to perform
efficient large scale simulations on experimentally relevant length scales and process parameters
and lacking a thin-interface analysis. The work of Kim [50] and Nestler et al. [11] are exceptions,
which in recent approaches, corrections such as an addition of an anti-trapping flux term has been
included. However, to our knowledge, the first of these works is based only on single-phase (or
single crystal) solidification, while the second work has not demonstrated the operation of the anti-
trapping quantitatively.

The dilute model of Karma and co-workers has been used in a variety of works. Greenwood
et al. [51] utilized it in the study of spacing selection in directional dendritic growth in 2D, then
Provatas et al. [52] extended this study in 3D and Folch and Plapp [53] specialized it to three phase
systems to examine eutectic and peritectic systems. Later Tong et al. [27] extended the work to
address non-dilute, non-ideal binary alloys, i.e., nonlinear phase boundaries. In their work, Tong
et al. proposed a paradigm whereby one can approximate the Gibbs free energy of a general alloy,
using as a fitting function for the free energy the mathematical form of the ideal dilute alloy, modified

9
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however with effective temperature parameters. That is to say that, in their work, the following
modifications were made; τ(n) → τ(T,n), W (n) →W (T,n) k → k(T ) and D → D(T ).

Recently, Ofori-Opoku and Provatas [35], generalizing the work of Karma and co-workers and
Tong et al., presented a novel approach to study single phase polycrystalline solidification in ideal
and non-ideal alloys. Their work introduces a multi-order parameter state vector, ϕ⃗, to represent
N crystalline orientations. A method, which can easily be extended to include multiple phases
and multiple components. By construction of the model, during the free growth process, each order-
parameter (which represents a single phase crystal) is demonstrated to follow exactly the formulation
of Karma and co-workers. On merger of multiple crystals, where interface motion is negligible, the
model reduces to the regular multi-order phase-field models which have been shown to recover the
correct Allen-Cahn [39, 40, 41] behaviour for such phenomena as grain growth in the solid state.

The multi-order phase-field model of Ofori-Opoku and Provatas has the following evolution
equations, shown here for an isotropic, dilute system

τϕ
∂ϕi
∂t

=W 2
ϕ∇2ϕi + ϕi − ϕ3i − αobsϕi

∑
{ϕj ̸=i}

ϕ2j

− λ

1− k
(eu − 1) (1− ϕ2i )

2 (2.15)

∂c

∂t
= ∇ ·

(
DLcq(ϕ⃗)∇u− atWoc

o
l (1− k)eu

∑
i

∂ϕi
∂t

∇ϕi
|∇ϕi|

)
. (2.16)

The index i counts over the number of crystals, each tracked by the function (field) ϕi, and c is the
concentration field. τϕ is the isotropic time constant for all crystals and Wϕ is the isotropic interface
width. The last term on the first line of Eq. (2.15) constitutes the interaction or double obstacle
potential, which determines the interaction between multiple crystals, with αobs setting the strength
of the interaction.

2.2 Phase-Field-Crystal Modelling

2.2.1 Standard Model: Pure Materials
The standard PFC free energy functional for a single component can be written as

F [n] =

∫
dr

{
n

2

[
r +

(
1 +∇2

)2]
n+

n4

4

}
. (2.17)

n is the dimensionless coarse-grained (ensemble- or time- averaged) periodic atomic number density
field and r ∼ (T−Tm) is the reduced temperature. As written, Eq. (2.17), has been used in the study
of liquid crystals, colloids and most notably Rayleigh-Bénard convection where it has been coined
the Swift-Hohenberg [28] model∥. Elder and co-workers [16, 17] proposed Eq. (2.17) as an efficient
modelling formalism that is capable of describing equilibrium and non-equilibrium phenomena on
mesoscopic time scales for metallic systems. Being minimized by periodic fields, the model also
naturally gives rise to elastic and plastic effects as well as atomic scale interfaces and topological
defects.

Even at such a simplistic level, the PFC model of Eq. (2.17) is a powerful modelling technique.
In 1D the functional is minimized by a striped phase, triangular structure in 2D and body-centered
cubic (BCC) structure in 3D∗∗. To examine the equilibrium phase space, a minimization procedure

∥After appropriate parameter rescaling.
∗∗Since its original introduction, it has been found to also support FCC and HCP [54] in deep quench regions of the phase
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is applied to the energy functional. To do so, we insert into the functional, an Ansatz for the density
in the form of a mode expansion. A general, single-mode, expansion for the density can take the
form

n = no(r) +
∑

{qj ,j ̸=0}

Aj(r) e
iqj ·r + c.c. (2.18)

no(r) is the dimensionless average density of the system, Aj are the Fourier coefficients, i.e., com-
plex amplitudes, of the reciprocal lattice vectors, {qj}is the minimum set of reciprocal lattice vectors
and c.c. denotes the complex conjugate.

For the purposes of building a phase diagram, the complex amplitudes are assumed real and
constant for all reciprocal lattice vectors, i.e., Aj ≡ φ for all j. Similarly, the average density is set
to a constant. For 1D and 2D cases of striped and triangular phases, the mode approximations can
be simplified to,

nstr = no + φ sin (qx), (2.19)

ntri = no + φ

[
cos (qx) cos

(
qy√
3

)
− 1

2
cos

(
2qy√
3

)]
, (2.20)

respectively, where q = |qj | is the wavenumber for the given structure, which is inversely pro-
portional to the periodicity or lattice spacing. Following standard minimization techniques, we
substitute these mode approximations into the free energy functional, integrate over a single-mode
unit cell for the respective structure, and minimize for the unconstrained parameters φ and q. Min-
imization will yield the equilibrium, i.e., selected, values for each respective variable. Namely, we
have

φeq ≡
δF
δφ

= 0 (2.21)

qeq ≡
δF
δq

= 0. (2.22)

For example, the equilibrium wavenumbers are qeq = 1 and qeq =
√
3/2 for the striped and tri-

angular phases respectively. The equilibrium values are then substituted back into the integrated
free energy functional, where the resulting energy is only a function of the dimensionless average
density, no, and the reduced temperature r. To calculate the phase diagram, we next minimize the
free energy with respect to the constrained variable, no. Specifically, standard application of the
so-called common tangent†† or the equivalent Maxwell equal area construction leads to Fig. 2.2 for
a 2D system‡‡. The liquid free energy used in the common tangent construction has trivially been
calculated by inserting φeq = 0 and qeq = 0 in the integrated free energy functional. The reader is
referred to Appendix B or Refs. [2, 17] for greater detail on phase diagram calculation procedures
in PFC models.

2.2.2 Derivation From Classical Density Functional Theory
As stated, the standard PFC model is phenomenological. It was not until the work of Jin and
Khatchaturyan [21] and Elder et al. [18] in the context of binary alloys, which showed that it was
formally possible to derive PFC models from the microscopic classical density functional theory of
freezing.

Classical density functional theory has been used extensively in the study of solid-liquid systems
in studying the static energetic properties of such systems and also the dynamic properties through,

diagram of this model.
††Porter and Easterling [55] provides a good source for the common tangent construction.
‡‡Note, the realized equilibrium states are a consequence of the mode approximations used. Other mode approximations

may give rise to additional metastable or stable phases supported by this PFC free energy functional.
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Figure 2.2: Phase diagram produced with the standard PFC free energy functional of Elder and
co-workers for pure materials, for a 2D system showing both stripe and triangular phases.

so-called, dynamical density functional theory. CDFT energy functionals, using a Helmholtz for-
malism, can usually be written in terms of three separate contributions, expanded around the liquid
state

∆F [ρ] =

∫
dr {∆Fid +∆Fexc +∆Fext} , (2.23)

where ∆F = F − Fℓ, with Fℓ being the liquid free energy functional, ∆Fid is the entropic, ideal
gas or exact one-body component of the free energy of the system, ∆Fexc is excess energy, which
accounts for all higher order interactions between particles and ∆Fext is the effective energy cost of
interacting with external fields acting on the system. ∆Fid and ∆Fext in the CDFT free energy can
be written

∆Fid = kBT

[
ρ ln

(
ρ

ρℓ

)
− δρ

]
, (2.24)

∆Fext = kBT Vextδρ, (2.25)

where kB is the Boltzmann constant, T is the temperature, ρ is the unscaled atomic number density,
ρℓ is the reference liquid density, Vext is the external potential strength and δρ = ρ− ρℓ. However,
an exact form for the excess term cannot be derived for most realistic systems. How this excess term
is dealt with is what differentiates between various classical density functional theories. Of interest,
and what has become the standard in PFC modelling, is the functional Taylor series expansion of
Ramakrishnan and Yussouff [22] around δρ. Namely

∆Fexc = −1

2
kBTδρ

∫
dr′C2(r, r

′)δρ(r′) + · · · , (2.26)

where C2(r, r
′)is the two-point direct correlation function of a fluid (around the reference density

ρℓ), assumed isotropic, i.e., C2(r, r
′) ≡ C2(|r − r′|). The Fourier transform of the correlation
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function, Ĉ2(q), can be related to the structure factor. The expansion can be carried out to all
orders, however it is usually truncated at the two-particle interaction. As will be done throughout
the remainder of the thesis.

To recover the PFC model, we set the external potential to zero and make two approximations.
Before this, however, we define a reduced number density, n = ρ/ρℓ − 1, and substitute it into the
CDFT energy. The first of the approximations is to take a series expansion of the ideal term to fourth
order§§. This yields,

∆Fid = kBTρ
ℓ

[
n2

2
− t

n3

6
+ v

n4

12

]
, (2.27)

where t and v are constants which formally should be set to one, however, higher order correlation
interactions have been shown to contribute polynomial terms that can modify the coefficients. They
can also be motivated from thermodynamics, as fitting parameters to the full ideal energy or bulk
energy. The second approximation expands Ĉ2(q) in powers of q2 to fourth order. This amounts to
taking a gradient expansion in real space. Specifically,

Ĉ2(q) = c0 + c2q
2 + c4q

4 (2.28)

where the Fourier constants c0, c2 and c4, are chosen in such a manner as to smoothly fit and describe
the two-point correlation function isotropically by a single peak around q = qeq . For the standard
PFC model, they are chosen to be negative, positive and negative, respectively. By describing the
isotropic two-point correlation by a single peaked function, the PFC model yields density waves of a
sinusoidal nature, as short wavelength terms, i.e., high q-modes, are penalized by the approximation.
In real space, the expanded correlation and hence excess free energy density takes the form,

∆Fexc = −1

2
kBρ

ℓT n
(
ρℓc0 − ρℓc2∇2 + ρℓc4∇4

)
n. (2.29)

Scaling the final free energy functional, i.e., ∆F → ∆F/(kbTρℓ), setting t = 0 and v = 3, and
relating the Fourier coefficients of the direct two-point correlation function to the isothermal com-
pressibilities and atomic radius of the material¶¶, it can easily be seem that we attain the standard
PFC model for a single component that was motivated from the Swift-Hohenberg model.

2.2.3 PFC Binary Alloy Models From CDFT
The standard PFC model, has also been extended to binary alloys. Motivated from CDFT, a binary
alloy model was derived as was done previously with the pure material. For a binary mixture of A
and B atoms, one can write a corresponding CDFT scaled free energy functional, neglecting any
external source terms, truncated at the two-particle correlations, as

∆F
kBT

=

∫
dr

{
ρA ln

(
ρA
ρℓA

)
− δρA + ρB ln

(
ρB
ρℓB

)
− δρB

− 1

2
δρA

∫
dr′CAA2 (r, r′)δρA(r

′)− 1

2
δρA

∫
dr′CBB2 (r, r′)δρB(r

′)

− δρA

∫
dr′CAB2 (r, r′)δρB(r

′)

}
(2.30)

§§Analogous to typical approaches in expanding many phase-field type free energy functionals in polynomial series.
¶¶The reader is referred to Refs. [18, 2] for details about the parameter rescaling.
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where ρi (i = A,B) is the unscaled atomic number density of A and B atoms respectively, δρA =
ρA − ρℓA and δρB = ρB − ρℓB , ρℓA and ρℓB are the reference liquid density for A and B respectively,
Cij2 (i, j = A,B) represents all two-particle interactions, here also assumed isotropic, for the binary
mixture, where it is implicitly assumed that CAB2 ≡ CBA2 . It is preferable to rewrite the energy in
terms of a single density field and a corresponding concentration field. To do so, we substitute into
Eq. (2.30), the total atomic number density, ρ = ρA + ρB , and the fractional density or local solute
concentration, c = ρA/ρ. The energy functional is now written as,

∆F
kBT

=

∫
dr

{
ρ ln

(
ρ

ρℓ

)
− δρ+ ρ [c ln c+ (1− c) ln(1− c)]

− ρ

2

∫
dr′
[
c(r′)CAA2 (r, r′)c(r′) + (1− c(r′))CBB2 (r, r′)(1− c(r′))

+ 2c(r′)CAB2 (r, r′)(1− c(r′))

]
ρ(r′) + ρ c

∫
dr′
[(
CAA2 (r, r′)− CAB2 (r, r′)

)
ρℓA

+
(
CAB2 (r, r′)− CBB2 (r, r′)

)
ρℓB + ln

(
ρℓB
ρℓA

)]}
. (2.31)

Equation (2.31) yields an interesting result. When a binary mixture of A and B atoms is reduced
to a total density and concentration field, we recover the ideal part of the original CDFT functional
for a single component in terms of the unscaled atomic number density. Moreover, we also recover
an ideal entropy of mixing term of statistical thermodynamics in terms of the fractional density,
i.e., concentration c. The collection of correlation-containing excess terms is then reminiscent of an
enthalpy type mixing term.

The Fourier transform of each direct correlation function is expanded, like in the pure material,
to fourth order in q. Rewriting the energy functional in a more traditional form, like those found
in PF methods, the following steps are taken: (1) redefine the energy functional in terms of the
dimensionless variables, ψ = 2c − 1, concentration, and density, n = ρ/ρℓ − 1, (2) the resulting
energy functional is expanded in a series to fourth order in ψ and n, (3) following expansion to fourth
order, neglect all terms of order n, and assuming the long wavelength variation of ψ compared to
n, terms of order nψ are also dropped from the energy. The simplified binary alloy PFC energy
functional becomes,

∆F
kBTρℓRd

=

∫
dr

{
Bℓ

2
n2 +Bx

n

2

(
2∇2 +∇4

)
n− t

3
n3 +

ν

4
n4

+ γψ +
ω

2
ψ2 +

u

4
ψ4 +

K

2
|∇ψ|2

}
. (2.32)

Bℓand Bxare the liquid and solid state compressibilities respectively, and R the average atomic
radius (i.e., wavelength of periodic density variation) , with d being the dimensionality. All other
coefficients are functions of the coefficients of the correlation function. For proper definitions of
all constants please refer to Ref. [18, 2]. Inspecting the simplified energy, we recognize a Cahn-
Hilliard type model in ψ [4, 5], which has been used to describe phase separation and a ϕ-fourth
or Ginzburg-Landau type energy in n, which has been used to study order-disorder and other phase
transition phenomena.
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Figure 2.3: Binary alloy phase diagrams produced with the simplified PFC free energy functional
of Eq. (2.32). (a) Eutectic phase diagram calculated with ω = 0.008. (b) Spinodal phase diagram
calculated with ω = 0.088. All other parameters can be found in the text.
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Equilibrium Properties

Like the pure material, we can examine the phase space of stable states admitted by this binary
alloy model. In 2D, the simplified PFC energy functional yields spinodal and eutectic type phase
diagrams. Here we consider the expansion of the moduli where Bℓ = Bℓ0 + Bℓ2ψ

2 and Bx = Bx0 ,
where then ∆B0 = Bℓ0−Bx sets the energy scale, i.e., temperature scale, for the system. A spinodal
and a eutectic alloy are differentiated, in this PFC model, by choice of the parameter ω, which being
the coefficient of the quadratic term in the Cahn-Hilliard portion of the energy scales the critical
transition temperature. We set Bℓ2 = −1.8, Bx0 = 1, t = 0.6, γ = 0, ν = 1, u = 4 and assume
we are at the reference density and set no = 0 in the single-mode approximation for our triangular
structure. We then minimize the energy for the equilibrium wavenumber, q, and amplitude, φ.
Substitution of the equilibrium parameters back into the free energy, and a common tangent or the
equivalent Maxwell equal area construction yields Fig 2.3.

2.2.4 PFC Dynamics
In this section we discuss the dynamics of the standard PFC models in the context of the simplified
binary alloy model. Since it couples the dimensionless density and concentration fields, respectively,
it will naturally give rise to equations of both. We present here the general set of dynamics that can
be applied to this free energy.

The density and concentration fields are both conserved quantities. It follows then that, the
evolution of the concentration and density fields will be driven by fluxes derived from variations of
the free energy in Eq. (2.32). Since both n and ψ represent conserved fields, we can write down a
set of Model B equations for each respective field. They are,

∂n

∂t
= ∇ ·

(
Mn∇

δF

δn

)
, (2.33)

∂ψ

∂t
= ∇ ·

(
Mψ∇

δF

δψ

)
, (2.34)

where F = ∆F/(kBTρℓRd) and Mi are the mobilities of n or ψ respectively. However, having
derived the functional from CDFT in terms of two densities, A and B, we can also formally derive
the dissipative dynamics from the free energy density of the original free energy written in terms of
ρA and ρB . The dynamics will be shown to be approximately equivalent, under an equal mobility
assumption between densities A and B, to the ones just derived above.

Individually, both densities A and B, are conserved quantities. If the combined mixture of both
is assumed to be driven to energy minimization through conserved dissipative dynamics, then we
have the following,

∂ρA
∂t

= ∇ ·
(
MA∇

δF

δρA

)
∂ρB
∂t

= ∇ ·
(
MB∇

δF

δρB

)
(2.35)

where MA and MB are the mobilities of A or B respectively, and in general are temperature and
density dependent. In the limit of small n, we make the following approximation for the concentra-
tion field,

ψ ≈ ρA − ρB
ρℓ

. (2.36)
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This allows us to re-write the variational derivatives using chain rule as,

δF

δρA
=

1

ρℓ
δF

δn
+

1

ρℓ
δF

δψ
,

δF

δρB
=

1

ρℓ
δF

δn
− 1

ρℓ
δF

δψ
, (2.37)

thus allowing the equations of motion to be cast in terms of the dimensionless field variables,

∂n

∂t
= ∇ ·

(
(MA +MB)

(ρℓ)2
∇δF
δn

)
+∇ ·

(
(MA −MB)

(ρℓ)2
∇δF

δψ

)
∂ψ

∂t
= ∇ ·

(
(MA −MB)

(ρℓ)2
∇δF

δn

)
+∇ ·

(
(MA +MB)

(ρℓ)2
∇δF

δψ

)
, (2.38)

where

δF

δn
= Bℓn+Bx

(
2∇2 +∇4

)
n− tn2 + νn3,

δF

δψ
=

∂Bℓ

∂ψ

n2

2
+ ωψ + uψ3 −K∇2ψ. (2.39)

When substitutional alloys are of interest, MA =MB , thus simplifying the dynamical equations to

∂n

∂t
= ∇ ·

(
M∇δF

δn

)
∂ψ

∂t
= ∇ ·

(
M∇δF

δψ

)
, (2.40)

similar to the set of equations derived above, where M = (MA +MB)/(ρ
ℓ)2.

For a simple model with a limited number of parameters, the standard PFC models have been
used to investigate a number diverse of phenomena. It has been found that these phenomena are well
described by PFC models. Some of the phenomena include; dendritic and eutectic solidification [18,
56], crystal nucleation [57, 56, 58, 59], surface tensions and interfacial energies [60, 61, 62], spinodal
decomposition in the presence of dislocations [18], Kirkendall effect in binary alloys [63], grain
boundary melting and premelting [64, 65] and plasticity and dislocation dynamics [66, 65].

However successful the method has been, two outstanding features have been distinctly missing
from the standard formalism. The first being the ability to generate a range of stable crystal structures
self-consistently and the second is the modelling of realistic material phase diagrams. Greenwood
et al. [19, 20] have recently introduced a new PFC formalism which rectifies this shortcoming of the
standard model. We review their contribution next.

2.2.5 Structural Transformations with Phase-Field-Crystals
Despite the tremendous success of the initial PFC model, and its variants, the inability to support a
wide range of crystal structures and generate realistic phase diagrams presented a major weakness.
Recently, Greenwood et al. [19, 20] have introduced a new PFC formalism, so-called structural PFC
(XPFC), that begins with the free energy functional of CDFT. The entropic contribution of the free
energy functional is expanded around the reference liquid density to quartic order, while particle
interactions forgo the gradient expansion of the standard PFC models and instead are encoded in a
two-point direct correlation function in reciprocal space. The method is briefly reviewed here.

The free energy functional for the pure XPFC model is derived from the CDFT of Ramakrishnan
and Yussouff [22], made up of two contributions. The first is the one-body, ideal energy which

17



PhD Thesis - Nana Ofori-Opoku McMaster - Materials Science and Engineering

drives the system to constant homogenous fields, i.e., liquid. While the second contribution, is an
excess term in particle interactions, truncated at the two-particle interaction that drives the system
to be minimized by periodic fields, i.e., solid. In reduced density form, the resulting XPFC energy
functional can be written as [19, 20]

∆F
kBTρℓ

=

∫
dr

{
∆Fid
kBTρℓ

+
∆Fexc
kBTρℓ

}
, (2.41)

where,

∆Fid
kBTρℓ

=
n2

2
− η

n3

6
+ χ

n4

12

∆Fexc
kBTρℓ

= −n
2

∫
dr′C2(|r− r′|) n(r′). (2.42)

∆Fid comprises the ideal energy term which drives the system to uniform states, while ∆Fexc is
the excess energy term which drives the system to periodic states. n is the dimensionless number
density, kB is the Boltzmann constant, T is the temperature and ρℓ is the reference liquid density
of the system. η and χ are constants, strictly equal to unity, however as discussed in the Ref. [20]
deviations from unity allow for better tuning to the full ideal energy and can also aid in mapping
to thermodynamic parameters and can physically be motivated from the lowest-order component of
higher-order particle correlation functions [67]. Finally, C2(|r − r′|) is the isotropic, direct two-
point correlation function at the reference density, ρℓ. The construction of this latter expression is
what differentiates the XPFC from other PFC models. We discuss the nature of this kernel in the
following.

Correlation Function, C2(|r− r′|)

The correlation kernel for the XPFC model is constructed in Fourier space, since real space con-
volutions are simply multiplicative in Fourier space. This also makes the XPFC formalism better
equipped for simulation in Fourier space. The correlation function C2(|r − r′|) is thus constructed
directly in Fourier space, at the reference density ρℓ, denoted as Ĉ2(q). A reciprocal space peak
of Ĉ2(q) [20], for a given mode, j, i.e., a peak corresponding to a family of planes, for the desired
crystal structure is denoted by

Ĉ2j = e
−

σ2q2j
ρjβj e

−
(q−qj)

2

2α2
j . (2.43)

Including only those peaks of the most dominant family of planes, the total correlation function
for the crystal structure of interest, Ĉ2, is then defined by the numerical envelope of all peaks Ĉ2j .
The first exponential in Eq. (2.43) sets the temperature scale via a Debye-Waller like prefactor that
employs an effective temperature parameter, σ, which can be related to the vibrational amplitude of
atoms in the unit cell. ρj and βj represent the planar and atomic densities, respectively, associated
with the family of planes corresponding to mode j. These parameters are formally properties of the
crystal structure, but can be exploited as constants for convenience and fitting purposes. The second
exponential sets the spectral peak position at qj , where qj is the inverse of the interplanar spacing for
the jth family of planes in the unit cell of the crystal structure. Unlike spectral Bragg peaks resulting
from diffraction experiments for single crystals or structure factor calculations, here, each peak is
represented by a Gaussian function, with αj being the width of the peak, j. The width parameter,
αj , has been shown in Ref. [20] to set the elastic and surface energies, as well as their anisotropic
properties.

Finally a comment about the q = 0 mode of the correlation function. This mode is the infinite
wavelength mode and sets the bulk compressibilities of the system. For simplicity, in Refs. [19, 20],
the value of the q = 0 mode was set to zero. A nonzero amplitude at q = 0, however, merely shifts
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the local free energy at densities away from the reference density, thereby causing a compression of
the phase diagram about the reference density [20]. This, however, does not alter the stability of the
equilibrium crystal structure, since the correlation kernel is constructed about the reference density.

Equilibrium Properties

The free energy of Eqs. (2.41)-(2.43), can be shown to admit coexistence of varying crystal structures
in equilibrium with liquid [19, 20]. In 2D, square-liquid and triangle-liquid. In three-dimensions
(3D), face-centered cubic (FCC) and liquid, Hexagonal-close packed (HCP) and liquid and BCC and
liquid. However, the free energy of Eqs. (2.41)-(2.43) can also yield peritectic systems in both 2D
and 3D where multiple solid phases and liquid can coexist. These peritectic systems are comprised
of square-triangle-liquid and FCC-BCC-liquid in 2D and 3D respectively.

Before proceeding to construct the peritectic phase diagrams, a word concerning the mode ap-
proximation for the density. We calculate the respective energies by considering single-mode ap-
proximations for the BCC and triangular phases and two-mode approximations for the FCC and
square phases. The periodic phases (square, triangle, FCC and BCC) are then approximated by the
sum of these density modes as defined by,

ni(r) = no +
∑
j

φj
∑
l

e
2π
ai

(iql·r), (2.44)

where the subscript i denotes a particular solid phase, i.e., i = FCC represents an FCC phase with
lattice spacing aFCC , j is the index over the included modes of the i-phase, φj∗∗∗ is the amplitude
of mode j and l is the index over the collection of reciprocal space peaks corresponding to mode j.
Accordingly, ql is the reciprocal lattice vector normalized to a lattice spacing of 1, corresponding to
each index l.

Following similar minimization procedures already established for the standard PFC models,
and detailed in Appendix B, Fig. 2.4 results for the standard XPFC free energy in 2D and 3D. The
phase diagrams, has as input, a correlation kernel of a square crystal lattice for the 2D system, and
a kernel for an FCC crystal lattice for the 3D system. As an example, to stabilize a square crystal
structure, the correlation function requires two peaks, q10 and q11, corresponding to the first two
primary family of planes for a square crystal structure. We choose, q10 = 2π and q11 = 2π

√
2 and

set, ρ10 = 1, β10 = 1, α10 = 1 and ρ11 = 4, β11 = 4, α11 = 1. To stabilize the triangular structure,
only a single primary peak is necessary. We re-scale the position of that peak to be commensurate
with the q10 peak of the square. In doing so, the square correlation kernel can simultaneously permit
square and triangular structures, where the structure with the minimum energy can be parameterized
by the average density, no, and temperature, σ. After re-scaling, the emergent crystal structures will
have dimensionless lattice spacings of asq = 1 and atri = 2/

√
3, respectively. A similar approach

is used in the construction of the 3D FCC-BCC-liquid system.
This improvement on the standard PFC methodology brings to the fold a very useful modelling

formalism derived from atomistics and capable of describing relevant material crystal structures and
realistic phase diagrams. Part of the aim of this thesis is to extend this formalism to more complex
systems and scales. Presented in Chapters 4-7, are extensions of the XPFC method toN -component,
binary and ternary alloys, and a corresponding complex amplitude model to exploit larger scales.

Having gone through the background of the techniques which we will build upon throughout this
thesis, we are ready to move on to their application to microstructural evolution in material systems.
The following chapter will begin the research portion of this thesis, where we start by examining
microstructural evolution in nanocrystalline systems under external driving conditions.

∗∗∗For multi-mode structures, the amplitudes for different modes are not independent in constructing phase diagrams. In
principle, we should conduct a multi-variable minimization. This will lead to lengthy and intractable expressions. Based on
empirical observation, we use their ratio, e.g., φ2 = fφ1, evaluated at σ = 0, for all temperatures.
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Figure 2.4: Sample phase diagrams resulting from the minimization of the XPFC free energy func-
tional of Eq. (2.41). (a) We have a peritectic phase diagram for 2D structures. Parameters were
chosen to be: q10 = 2π and q11 = 2π

√
2, and ρ10 = 1, β10 = 4, α10 = 1 and ρ11 = 1/

√
2,

β11 = 4, α11 = 1. The emergent square and triangle structures have dimensionless lattice spacings
of asq = 1 and atri = 2/

√
3 respectively. (b) 3D peritectic phase diagram. Parameters were chosen

to be: q111 = 2
√
3π and q200 = 4π

√
2, and ρ111 = 1, β111 = 4, α111 = 1 and ρ200 = 1/

√
2,

β200 = 3, α200 = 1. The emergent FCC and BCC structures have dimensionless lattice spacings of
aFCC = 1 and aBCC =

√
2/3 respectively. The glitch in the phase diagrams around the peritectic

temperature is due to the accuracy of the mode approximation and numerical solution.
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Chapter 3

Microstructural and Phase Stability
in Driven Nanocrystalline Systems

The previous chapter explored the origins and differences between the phase-field (PF) and phase-
field-crystal (PFC) approaches. The PF method has seen great success, particular in the modelling
of solidification. Microstructure and phase evolution however, is not limited to systems undergoing
solidification. Over the past few decades, there has been a rise in the exploration of nanocrystalline
(NC) materials as practical replacements for components and parts in varying industries. Owing to
their nano-scale features and susceptibility in having a high density of grain boundaries and phase
boundaries, the mechanical, chemical, electrical and optical properties of NC materials often differ
drastically from polycrystalline materials. The aim of this chapter is to examine the stability and
microstructural evolution of a class of NC materials in environments where they are exposed to ex-
ternal driving forces. This chapter will utilize the standard PFC method, in its ability to incorporate
atomic-scale elastic and plastic effects and the structure of grain boundaries, to study NC materials
under forced external conditions.

3.1 Motivation
Whether for tuning nanostructure size features in components during their fabrication (microelec-
tronics) or as full size components in nuclear reactors, the microstructural and phase stability of
these components, when exposed to external driving, is paramount. These external processes may
be attributed to neutron or electron irradiation (in nuclear systems), ion-beam mixing (in fabrication
of microelectronics) or continued plastic deformation (leading to cyclic fatigue, e.g. high energy
milling) [68]. Of importance in these systems is the structural integrity of components. The sys-
tem is driven out of equilibrium (as described by thermally activated processes, i.e., thermodynamic
equilibrium), and in the thermodynamic limit, a system may exhibit chemical or structural modifi-
cations manifested in microstructural and phase alterations. The resulting long-time configurations
of these systems are then dependent on the conditions responsible for external driving.

For conventional, polycrystalline materials, there are several exhaustive reviews and no shortage
of literature on materials under external driving conditions, particularly when the forcing condition
is a flux of energetic particles (such as electrons, ions or neutrons) [68, 69, 70]. Several interest-
ing and unique phenomena can occur in these materials. Examples include precipitation in under-
saturated solid solutions [71, 72, 73], the lowering of the critical point in second order-disorder
transitions [74, 68], the patterning of dislocations [75] and the amorphization of crystalline materi-
als [76, 68]. External driving is also usually accompanied by the production of excess point defects,
which among other things enhance thermal diffusion. The common denominator in all driven sys-
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tems, is that they achieve an altered dynamical state, where the configuration of said state is a func-
tion of the material properties and forcing conditions [68]. The resulting state can be rationalized as
being caused by the long-time effect of two parallel yet competing mechanisms: thermally activated
atomic jumps and the forced (athermal ballistic) atomic jumps arising from external forcing. Current
research trends suggest that a method to alleviate the effects of these athermal ballistic effects is the
use of NC materials, which feature a very high density of potential point defect sinks such as grain
boundaries or interphase boundaries. Recently, Bai et al. [77] have outlined a theoretical explana-
tion for the apparent resistance/tolerance of NC materials (in pure Cu) to ballistic conditions. This
resistance to ballistic effects has also been observed experimentally by Rose and coworkers [78, 79]
on NC Pd and ZrO2 materials, Hochbauer et al. [80] on Cu-Nb multilayers and in various atomistic
simulations [81, 82, 83]. Unfortunately, most existing atomistic models are not capable of capturing
the long-time scales relevant for studying sustained ballistic effects. While techniques have been
developed to accelerate atomistic simulations [77], it is not clear if these methods can be extended
to a time scale appropriate for the solid state diffusion mechanisms controlling the microstructural
and phase stability of NC materials.

Here we integrate the continuum mesoscopic model of ballistic effects in driven systems, pro-
posed by Enrique and Bellon [1], into the atomistic scale PFC and XPFC modelling formalism.
The aim is to create a theoretical framework capable of describing the long-time microstructural
evolution and phase stability, incorporating density and compositional variations, of materials under
ballistic conditions.

This chapter is organized as follows. Firstly, in Section 3.2, we briefly review the model of
Enrique and Bellon [1] and highlight what we feel are the most important results from their initial
introduction and application of the model. Next, in Section 3.3, we describe how to incorporate the
ballistic model of Enrique and Bellon into the atomistic PFC and XPFC models. Following that, in
Section 3.4, we discuss the equilibrium properties of the resulting effective free energy functionals.
We then report on the long-time evolution of a pure polycrystalline NC material under ballistic
condition in Section 3.5. We end the chapter with some conclusions and some future directions of
this work.

3.2 Constructing a Free Energy for a Driven System
Enrique and Bellon [1, 84] recently developed a continuum description of alloys subjected to ex-
ternal driving via ballistic events. The underlying theme of their model is the competing dynamics
between two dynamical mechanisms: one which is thermally driven to bring the system to ther-
modynamic equilibrium; and the other is athermal particle exchanges driving the system out of
equilibrium, an idea which dates back to Martin [85]. This is accomplished through an effective
free energy functional of the Cahn-Hilliard form, whereby they forgo the explicit description of
discrete interactions and supersaturation of excess point defects and instead make use of effective
interactions to account for the long-time effects of ballistic contributions. We review their model
briefly.

Wanting to examine the role of external ballistic driving on compositional patterning, Enrique
and Bellon start of by describing the time evolution of the compositional (dimensionless) field. The
time evolution of the compositional field has two contributions, the thermal and athermal/ballistic
contribution, respectively. We have,

∂Ψ

∂t
=
∂Ψth

∂t
+
∂Ψbal

∂t
(3.1)

where Ψ is the compositional difference around some reference state. The thermal contribution to
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the dynamics is attained from conserved dissipative dynamics of some free energy, F . That is,

∂Ψth

∂t
=M∇2 δF

δΨ
, (3.2)

where M is the mobility, and F is the equilibrium free energy functional. For the ballistic contri-
bution, they introduce a term describing the rate of composition change due to ballistic exchanges.
They define this as,

∂Ψbal

∂t
= −Γ(Ψ− ⟨Ψ⟩R), (3.3)

where Γ is the frequency of forced atomic exchanges, proportional to the flux of incident particles.
⟨Ψ⟩R is the spatially weighted average of composition variations due to forced atomic exchanges,
with an average distribution distance R. The weighted average is well described by the convolution,

⟨Ψ ⟩R =

∫
dr′wR(r−r′)Ψ(r′), (3.4)

leading to the total dynamics described by,

∂Ψ

∂t
=M∇2 δF

δΨ
− Γ(Ψ− ⟨Ψ⟩R), (3.5)

where wR is a normalized weight function which describes the distribution distances of ballistic ex-
changes. An effective energy functional can then be deduced that gives rise to the kinetics described
by Eq. (3.5). This effective functional has the form,

E = F + γG (3.6)

where γ = Γ/M is the reduced forcing frequency or flux of incident particles. G is an effective
external energy term due to ballistic effects. It is described by a self interaction of the form

G =
1

2

∫
dr dr′Ψ(r)g (r− r′)Ψ(r′), (3.7)

where g is a kernel that obeys ∇2g(r−r′) = −[δ(r−r′)−wR(r−r′)]. The equilibrium free energy
functional of the Cahn-Hilliard form is chosen as it describes compositional patterning through phase
separation well. It is

F =

∫
dr
(
−AΨ2 +BΨ4 + C|∇Ψ|2

)
, (3.8)

where A,B, and C are constants determined to fit material properties. The effective energy E,
modifies the equilibrium free energy F , due to ballistic events. Driving the system towards the
equilibrium of the functional E, the dynamics can then be defined by

∂Ψ

∂t
=M∇2 δE

δΨ
. (3.9)

The main findings of interest in the initial work of Enrique and Bellon were the stability analysis
performed on their kinetic equations. These main findings are represented graphically in Figs. 3.1
and 3.2. Figure 3.1 plots the growth rate as a function of perturbations of the wavenumber k. It
was attained by doing a linear stability analysis by insertion of a perturbation of the form Ψ =
Ψeq + δΨ, where δΨ = eωt+ikr, into the composition in the dynamic equation, where Ψeq = 0
is the equilibrium solution. Of note is that in the absence of ballistic exchanges, i.e., γ < γ1, one
recovers the usually dispersion relation associated with spinodal decomposition. However, for a
given range of reduced frequency, i.e, γ1 < γ < γ2, we find that there exists both an upper and
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lower bound of the allowed wavenumbers that the system can select, suggesting that there is a local
instability for the allowed window of k values. For critical values of the reduced frequency, i.e.,
γ = γ2 the homogenous solution becomes stable.

Figure 3.1: Growth rate for perturbations of wavenumber k [1].

Figure 3.2: Kinetic steady state regimes as a function of energy of incident particles, R and reduced
flux or frequency of incident particles γ [1].

Figure 3.2 plots the steady state phase space as a function of distribution distance/energy, R,
versus flux/reduced forcing frequency, γ. Worth noting is that at low energy and low flux, the
system exhibits normal macroscopic phase separation of spinodal decomposition. For higher energy
and high flux, the system reaches a dynamical state of a solid solution. There exists a range of
energy and forcing frequency for which the system exhibits patterning, where certain length scales
are stabilized. Indeed, one can wonder what this would mean for a polycrystalline system with some
distribution of grain sizes. What would such a system, subjected to ballistic conditions exhibit?

The work of Enrique and Bellon provides a means to bring a traditionally atomistic description
of atomic exchanges due to ballistic conditions to an effective continuum formulation. Their model
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has been used to study compositional patterning in alloys driven by irradiation [1, 86], phase stabil-
ity of alloys under irradiation [84], non-equilibrium fluctuations in alloys under irradiation [87] and
irradiation-induced spinodal decomposition in the presence of dislocations [88]. The model can cap-
ture the appropriate long-time scales needed in examining sustained ballistic effects, unfortunately
it does not incorporate different crystalline orientations, grain boundaries, defects or elasto-plastic
effects. These are important features in the microstructural evolution and phase stability of NC
materials under sustained external forcing. Below we extend the work of Enrique and Bellon to
incorporate these effects, and attempt to elucidate in this chapter the consequences of sustained
external forcing on NC materials.

3.3 Effective PFC Energy Functionals for Ballistic Mixing
In this section, we derive effective PFC energy functionals for ballistic mixing using the standard
PFC model for binary alloys and the XPFC model for pure materials.

3.3.1 Standard Binary PFC Model
We begin by recalling the standard binary alloy PFC energy functional in scaled form [18],

Fpfc =
∫
dr

{
n

2

[
Bℓ +Bx

(
2∇2 +∇4

)]
n− t

3
n3 +

ν

4
n4 +

ω

2
ψ2 +

u

4
ψ4 +

K

2
|∇⃗ψ|2

}
(3.10)

where the energy is scaled by kBTρℓRd. n is the dimensionless local atomic number density, ψ
the dimensionless concentration, kB is the Boltzmann constant, T the temperature, ρℓ the reference
liquid density, andR the average atomic radius, with d being the dimensionality of space. Bℓ andBx

are the dimensionless bulk moduli of the liquid and solid, respectively, setting the energy scale of the
system. Following Ref. [18] and Section 2.2, we consider the expansion of the moduli where Bℓ =
Bℓ0+B

ℓ
2ψ

2 andBx = Bx0 . The remaining parameters are constants, which in principle are functions
of the direct two point correlation functions, and can be calculated from first principles or fit to
phenomenological databases or theories of materials properties, e.g. surface energy [60, 61, 62].

As discussed previously, n and ψ follow dissipative dynamics that minimize Fpfc. To include
external forced ballistic effects, the dynamics are augmented by two Enrique and Bellon like source
terms in the density and concentration equations. They are written as

∂n

∂t
=M∇2 δFpfc

δn
−Γ (n− ⟨n ⟩R ) , (3.11)

∂ψ

∂t
=M∇2 δFpfc

δψ
−Γ (ψ−⟨ψ ⟩R ) , (3.12)

with M the mobility and Γ the frequency of forced atomic exchanges, proportional to the flux of
incident particles. Note that Eqs. (3.11) and (3.12) are deterministic, however to incorporate the short
time fluctuations of the system, in Section 3.5 when we report on numerical simulations, we append
to these equations two stochastic variables, ζ and ξ, having a Gaussian distribution with zero mean
and amplitudes Aζ and Aξ for the density and concentration fields, respectively. ⟨ψ ⟩R and ⟨n ⟩R
denote the corresponding weighted spatial averages of the concentration and density differences
respectively, in response to forced atomic exchanges within an average distribution distance R. The
weighted averages are defined by,

⟨ψ ⟩R =

∫
dr′wR(r−r′)ψ(r′) (3.13)
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and

⟨n ⟩R =

∫
dr′wR(r−r′)n(r′). (3.14)

The function wR is a weight function describing the long-time spatial extent of ballistic exchanges
in crystalline materials. A Yukawa potential was chosen as a form for the weight function in Ref.[1],
which we described in Section 3.2, for the case of exchanges driven by irradiation. However, here,
we adopt the 2D analog;

wR(r) =
1

2πR2
K0

( r
R

)
, (3.15)

whereK0 is a modified Bessel function of the second kind. As stated above, R describes the average
spatial extent of ballistic events, which can also be related to the energy of the ballistic driving
force. We note that the above is the lowest order description of ballistic events in driven systems
that can be included for a binary alloy model that has coupling between density and composition
variations. In general Γ can take on different values for the density and concentration field, Γn and
Γψ , respectively, and two separate functions wnR and wψR can be introduced for each respective field.
The model presented here, like the model of Enrique and Bellon, has the underlying idea that a
system exposed to external driving can be described by two mechanisms acting in parallel: thermal
diffusion and athermal ballistic events. Note that when R = 0, dynamics are driven only by the
thermal, i.e., thermodynamic, portions of Eqs. (3.11) and (3.12).

Including only the lowest level of description, we can construct an effective PFC energy func-
tional for ballistic events, which affords an opportunity to explore equilibrium properties under
ballistic conditions. Following Enrique and Bellon, we write the effective functional as Epfc =
Fpfc + γGpfc, where Gpfc is the external energy source representing effective interactions arising
due to ballistic effects for density and compositional variations and γ = Γ/M is the reduced forcing
frequency. The effective interactions are described by a self interaction energy written as

Gpfc=
1

2

∫
dr dr′

{
n(r)g(r−r′)n(r′) + ψ(r)g(r−r′)ψ(r′)

}
, (3.16)

where the kernel for ballistic exchanges g satisfies the equation,

∇2g(r−r′)=− [δ(r−r′)−wR(r−r′)] . (3.17)

Which is to say, the kernel satisfies the Poisson solution to a point source perturbed by a weight
function.

3.3.2 XPFC Model
Having discussed, in detail, the steps in arriving at an effective energy functional for the standard bi-
nary PFC model, generating an effective functional for the pure XPFC model can readily be derived.
Starting with the scaled energy functional for the XPFC model for a single component [19, 20],
Section 2.2.5, we have

Fxpfc =
∫
dr

{
n2

2
− η

n3

6
+ χ

n4

12
− n

2

∫
dr′C2(|r− r′|) n(r′)

}
, (3.18)

where the energy is scaled by kBTρℓ, n is the dimensionless local atomic number density, kB is
the Boltzmann constant, T the temperature and ρℓ is the reference liquid density. η and χ are
constants, formally equal to one, however they can be exploited for tuning and fitting purposes [20].
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C2(|r − r′|) is the isotropic, direct two-point correlation function at the reference density, ρℓ. It is
constructed to yield desired crystal structures of interest in equilibrium.

The dimensionless density, n, follows conserved dissipative dynamics. Like the previous section,
we add to the dynamics of the density an Enrique and Bellon like source term for long time ballistic
effects in density. The dynamics become,

∂n

∂t
=M∇2 δFxpfc

δn
−Γ (n− ⟨n ⟩R ) , (3.19)

where M is the mobility and Γ is the frequency of forced atomic exchanges, i.e., the ballistic fre-
quency. ⟨n ⟩R denotes the corresponding weighted spatial average of the density field, in response
to forced atomic exchanges with an average distribution distance R. The weighted average can be
defined by, Eq. (3.13).

Following a similar procedure as outline above, we construct an effective functional of the form
Expfc = Fxpfc + γGxpfc. Gxpfc is the external energy source representing effective interactions
arising due to ballistic effects for density variations and γ = Γ/M is the reduced forcing frequency.
Considering just density variations, the effective interactions are described by a self interaction
energy of the form,

Gxpfc=
1

2

∫
dr dr′n(r)g(r−r′)n(r′), (3.20)

where the kernel, g, satisfies Eqs. (3.17) and (3.15) for ballistic exchanges.
After deriving the effective functionals, we now examine the properties exhibited by these func-

tionals.

3.4 Long Wavelength and Equilibrium Properties
We first interrogate the long wavelength (i.e., phase-field limit) limit of the proposed models. Sec-
ondly, we examine their bulk properties under forced driving, i.e., kinetic phase diagrams under
ballistic conditions. To examine the long wavelength properties of the models, we perform an am-
plitude expansion of our effective PFC and XPFC free energies, Epfc and Expfc. To perform the
expansion, we will be substituting into the effective free energies a single-mode expansion for the
density of triangular structures and a two-mode expansion for structures of square symmetry. The
multi-mode approximation can be written generally as

ni(r) = no(r) +
∑
l

∑
j

ηlj(r)e
2π
ai

(iql,j ·r) + c.c. (3.21)

no(r) is the dimensionless average density of the system, a conserved quantity which is slowly
varying spatially with respect to ql,j , the subscript i denotes a particular solid phase, i.e., i = tri
represents a triangular phase with lattice spacing atri, l is the index over the included modes of the i-
phase, ηlj(r) are dimensionless spatially varying complex amplitudes which like the average density
are slowing varying on atomic scales. l enumerates the mode of the expansion and j is the index
over the collection of reciprocal lattice vectors corresponding to mode l. Accordingly, ql,j represents
the lowest set of reciprocal basis vectors necessary to describe the crystal structure of interest and
c.c. denotes the complex conjugate. The result is then coarse-grained using the volume averaging
method of Refs. [61, 62].[Coarse-graining involves separating the scales between the atomically
varying phase factors in Eq. (3.21) from the amplitudes and average density, which vary on long
wavelengths.] This is followed by a procedure to integrate out the atomic scale effects, leaving
behind a model defined solely in terms of the long wavelength variables, i.e., complex amplitudes
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and average density. This is also described as the phase-field limit of a phase-field-crystal model∗.

3.4.1 Standard Binary PFC model
For a crystal of triangular symmetry in 2D, coarse-graining Epfc gives, to lowest order in ampli-
tudes, average density and ballistic terms;

Ẽpfc =

∫
dr

{
3∑
j=1

(
∆B0 + γĝ(|qj |,R) + 3νn2

o − 2tno
)
|Aj |2

+
3∑
j=1

[
Bx0 |Gj Aj |2 +

3ν

2
|Aj |4

]
+ (6νno − 2t)

 3∏
j=1

Aj + c.c.

+ 6ν
3∑

j,k>j

|Aj |2|Ak|2

+

ω + 2Bℓ2

3∑
j=1

|Aj |2
 ψ2

2
+
u

4
ψ4 +

K

2
|∇⃗ψ|2 + γ

ψ

2

∫
dr′g(r− r′)ψ(r′)

+

(
∆B0 +Bx0

2
+
Bℓ2 ψ

2

4

)
n2o −

t

3
n3o +

ν

4
n4o + γ

no
2

∫
dr′ g(r− r′)no(r

′)

}
, (3.22)

where ∆B0 = Bℓ0 − Bx0 defines a temperature scale, the caret denotes the Fourier transform, with
ĝ = R2/(1 + |qj |2R2), Gj ≡ ∇2 + 2iqj · ∇ and we have defined Aj ≡ η1j for the single-
mode triangular structure. The free energy functional of Eq. (3.22) describes a system with multiple
crystal orientations, elasto-plastic effects through the complex nature of the amplitudes, as well as
density changes through the field no. Moreover, as a coarse-grained model, it operates on scales
much larger than the lattice constant of the solid. A noteworthy result of Eq. (3.22) is that the
γĝ(|qj |,R) term competes with the temperature (∆B0), as both are modulated by the magnitude
of the amplitude squared, |Aj |2. In other words forced external driving is manifested, partly, as
a shift in the temperature scale leading to a new effective temperature. This is in agreement with
previous theories of phase equilibria under driven conditions [85, 74]. Furthermore, the ballistic
term in concentration, γ ψ2

∫
dr′g(r − r′)ψ(r′), will be shown to renormalize the coefficient of

the ψ2 in the Cahn-Hilliard portion of the energy in the thermodynamic limit, i.e., limit R →
∞. Namely, the model also predicts that ballistic effects cause alterations in the critical transition
temperature as well. We also note that in the absence of density variations, defects and the elasto-
plastic effects inherent in the complex nature of the amplitude formulation, i.e., all |Aj | = const. and
scale out of the problem, we recover the Cahn-Hilliard ballistic model of Enrique and Bellon [1].
The repercussions of these effects are explored below where we construct phase diagrams for this
model.

Phase Diagram - Pure Material

The equilibrium phase diagram for a pure material follows standard minimization procedures anal-
ogous to Refs. [16, 18]. For a pure material, we assume a real and constant amplitude Aj ≡ φ for
all j and a constant wave vector, to describe the periodicity of the solid, ignore all terms in ψ and
set t = 0 and ν = 1. Making a long wavelength approximation, i.e., qR ≫ 1†, we first begin
by minimizing the energy for the equilibrium wave vector, qeq = |qj |, which is substituted back
into the energy. Next, the energy is minimized for the real amplitude φ. After substitution of the

∗For the XPFC model particularly, part of the aim of this thesis is to derive its long wavelength form for the first time.
The salient features of this derivation can be found in Chapter 7, while details on coarse-graining can be found in Appendix C.
In this chapter, only the results of coarse-graining will be shown and the properties of the resulting models investigated.

†This means that the average distribution distance, R, of atomic exchanges is relatively infinite compared to the atomic
periodicity, q, of the underlying crystalline lattice.
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minimized amplitude back into the energy, we have a resulting energy which is a function of the
conserved quantity no, temperature (∆B0), and the reduced forcing frequency γ. A common tan-
gent or the equivalent Maxwell equal area construction leads to Fig. 3.3, which plots a kinetic phase
diagram in ∆B0, no and γ space. We notice a trend of decreasing solid-liquid transition tempera-
ture with increasing γ. As previously discussed, we can attribute this behaviour to the competition
between the temperature and ballistic term, where in the thermodynamic, constant amplitude limit,
the competition term takes the form of (∆B0 + γ/q)φ2.

Figure 3.3: Kinetic phase diagram for a pure material exhibiting density variations in ∆B0, no, γ
space, shown here projected onto the ∆B0, no space for choice values of the reduced forcing fre-
quency γ. Phase diagram plots the dimensionless temperature (∆B0) versus dimensionless average
number density (no). Squares with lines (blue) represent the standard PFC model, γ = 0, dashed
lines (green) correspond to a ballistic case of γ = 0.02, while squares (black) correspond to a
ballistic case of γ = 0.05.

Moving on to the binary alloy, we again assume real and constant amplitude Aj ≡ φ for all
j and a constant wave vector, q, to describe the periodicity of the solid. We set Bℓ2 = −1.8,
Bx0 = 1, t = 0.6, ν = 1, u = 4 and no = 0. A spinodal and a eutectic alloy are differentiated,
in this PFC model, by choice of the parameter ω. After the parameters are set, we follow the
same minimization steps as outlined for the pure material in the preceding section with respect
to φ and qeq. With the average density set to zero, the resulting minimized energy is a only a
function of ψ, temperature (∆B0), reduced forcing frequency γ and ballistic distance R. A common
tangent construction or equivalent Maxwell equal area construction gives Fig. 3.4. In Fig. 3.4,
we present the phase diagram of a eutectic alloy under ballistic effects in ∆B0, ψ and γ phase
space. In the figure, a = 2π/qeq is the lattice spacing associated with the triangular unit cell in
2D. There are several things to note. There is still a general shift of the solid-liquid transition
temperature, additionally however, in Fig. 3.4 we also witness the alteration of the eutectic alloy
into a spinodal alloy. Again, in the thermodynamic limit the coefficient of the amplitude square
term becomes (∆B0+γ/q)φ

2, which from the pure material calculation above, was shown to affect
the solid-liquid transition. This term is what primarily leads to the general shift in the solid-liquid
transition. However, for the binary alloy, the coefficient multiplying the ψ2 in the Cahn-Hilliard
contribution becomes

(
ω + 12Bℓ2φ

2 + γR2
)
ψ2. The γR2 (i.e. qR ≫ 1) contribution to this term
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simultaneously accounts for the change from eutectic to spinodal, the ever increasing range of the
solid solution region in both alloys, and contributes to the change in the solid-liquid transition lines
in our model as well.

Phase Diagram - Eutectic Binary Alloy

Figure 3.4: Binary eutectic, i.e., ω = 0.008, phase diagrams under forced ballistic driving. The
kinetic phase diagrams, here projected onto the ∆B0, ψ phase space, plots the dimensionless tem-
perature (∆B0) versus dimensionless concentration (ψ). Circles and lines (black) represent the
standard binary PFC model, γ = 0, dashed lines (red) correspond to a ballistic case of γ = 0.02 and
R = 2a, while circles (blue) correspond to a ballistic case of γ = 0.04 and R = 2a with a being
the lattice spacing [29].

3.4.2 XPFC model
For a system which supports both triangular and square crystal structures in 2D, coarse-graining
Expfc gives, to lowest order in amplitudes, average density and ballistic terms;

Ẽxpfc =∫
dr

{
n2o
2

− η
n3o
6

+ χ
n4o
12

− no
2

[(
ξ̂V (q)Ĉ2(q)− γĝ

)
n̂o(q)

]
r

+ (1− η no + χn2
o)

( 4∑
j

|Aj |2 +
2∑
m

|Bm|2
)
− (η − 2χno) [A1A2A3 +A∗

1A
∗
4B

∗
2 +A1A

∗
4B

∗
1 + c.c]

+
χ

2

 4∑
j

A2
j (A

∗
j )

2 +

2∑
m

B2
m(B∗

m)2 + 4

 4∑
j

4∑
m>j

|Aj |2|Am|2 +
4∑
j

2∑
m

|Aj |2|Bm|2 + |B1|2|B2|2


+ χ
[
2A∗

2A
∗
3A

∗
4B

∗
1 + 2A2A3A

∗
4B

∗
2 +A2

1B
∗
1B2 +A2

4B1B2 + c.c
]
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− 1

2

4∑
j

A∗
j

[
Ĉbal

eff (|q+ qj |)Âj(q)
]
r
− 1

2

4∑
j

Aj

[
Ĉbal

eff (|q− qj |)Âj(−q)
]
r

− 1

2

2∑
m

B∗
m

[
Ĉbal

eff (|q+ qm|)B̂m(q)
]
r
− 1

2

2∑
m

Bm

[
Ĉbal

eff (|q− qm|)B̂m(−q)
]
r

}
. (3.23)

where the caret denotes the Fourier transform, Ĉbal
eff = Ĉ2 − γĝ is the effective two-point ballistic-

correlation function, with ĝ = R2/(1 + |qj,m|2R2), Ĉ2 the XPFC spectral two-point correlation
function and [ ]r denoting the inverse Fourier transform. We have definedAj ≡ η1j for the first mode
andBm ≡ η2j for the second mode of our structures. [Details of the derivation of Eq. (3.23) can be
deduced from the derivation found in Chapter 7, where the XPFC complex amplitude model
is derived.] The free energy functional of Eq. (3.23) not only describes a system with multiple
crystal orientations, elasto-plastic effects through the complex nature of the amplitudes, density
changes through the field no, but also multiple crystal structures through the XPFC direct two-point
correlation function. For a 2D system, this free energy will describe both square and triangular
crystal symmetries. Further, like the coarse-grained model of the standard PFC model, it operates
on scales much larger than the lattice constant of either of the crystalline solids produced with the
corresponding XPFC model. An interesting and worthwhile result of Eq. (3.23) is the coupling
between the direct two-point correlation kernel of the original XPFC model and the ballistic kernel.
Being of opposite sign, there will be an obvious competition between the two kernels, as the XPFC
correlation kernel attempts to drive the system to the equilibrium structures, while the ballistic kernel
competes with this at a rate proportional to the reduced frequency, γ. This competition will be
manifested, partly, as shifts in the temperature scale leading to a new effective temperature, however
and perhaps more importantly is that it will also be manifested in the average density dimension
allowing for preferred long-time equilibrium structures under ballistic driving. This phenomena
cannot be predicted/shown with standard approaches. These effects are explored next in constructing
a phase diagram for this model.

Phase Diagram - Pure Material

Considering 2D structures of square and triangular symmetry, we produce the phase diagram of
Fig. 3.5 under ballistic conditions. The phase diagram, has as input a correlation kernel of a square
crystal lattice. We choose as input parameters to the kernerl‡, q10 = 2π and q11 = 2π

√
2 and

set, ρ10 = 1, β10 = 1, α10 = 1 and ρ11 = 4, β11 = 4, α11 = 1. We define real and constant
amplitudes, Aj ≡ φ1 and Bm ≡ φ2, for the first and second modes, for all j and m respectively.
We minimize for the amplitudes, which are then inserted back into the free energy. The free energy
then becomes a function of only the average density, no, temperature, σ and the reduced forcing
frequency, γ. A common tangent construction or equivalent Maxwell equal area construction gives
Fig. 3.5. Figure 3.5 plots the phase diagram of a pure material under ballistic conditions, given
the propensity for the material to have stable multiple crystal structures in equilibrium. This phase
diagram, like those that have preceded it, also displays a general temperature shift of the system.
However, a noteworthy consequence of the XPFC paradigm is that this effective functional can
be used to steady the possible precipitation of out of equilibrium phases in NC materials due to
forced external driving. A phenomena not considered in this dissertation, but one that warrants
investigation.

In the dynamics section to follow, we return to the standard pure PFC model to study grain
growth under ballistic effects.

‡The reader is referred to Section 2.2.5 for details as to how one builds an XPFC correlation kernel.
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Figure 3.5: Pure material XPFC model phase diagram under forced ballistic mixing. The kinetic
phase diagrams are shown here projected onto the σ, no phase space, plots the dimensionless tem-
perature (σ) versus dimensionless average density (no). Circles and lines (blue) represent the XPFC
model, with γ = 0 and dashed-dotted lines (red) correspond to a ballistic case of γ = 0.06 and
R = 1a, with a being the lattice spacing.

3.5 Applications to Grain Growth Dynamics
We present two sets of numerical simulations conducted to study the role of ballistic driving on the
grain growth of a pure nanocrystalline material. The first is designed to illustrate the physics of the
proposed effective ballistic PFC energy functionals, using the standard PFC model as an example.
The second set of simulations examines the grain growth behaviour of a NC polycrystalline sample
under ballistic conditions. For the simulations, we solve Eq. (3.11), with ∆x = 0.785, ∆t = 1,
M = 1, ∆B0 = −0.26, no = 0.285 and ζ ̸= 0 (with amplitude Aζ = 0.01), using a semi-implicit
Fourier technique§.

3.5.1 Coarsening of a 3-Sided Grain
For the first set of simulations, we have 4 grains as shown in the inset of Fig. 3.6 as an initial struc-
ture. In this configuration, conventional theory states that grains “1”, “2” and “3” will tend to grow
at the expense of grain “4”, driven by gradients in the chemical potential resulting from curvature
effects. Simulations were performed for the regular PFC dynamics (γ = 0), for the proposed ballis-
tic PFC model at γ = 0.01 and for several values of the ballistic distance, i.e. R = 1a, 5a, 10a, 50a
and 200a. For a particular measure of the coarsening rate, we focus on the behaviour of grain “4”.
Results were averaged over several runs, where grains “1”, “2” and “3” assumed different orienta-
tions while keeping grain “4” fixed. In Fig. 3.6, we plot the average intensity of the Bragg peaks
obtained from the power spectrum for grain “4” (which is proportional to its area) versus time. Sev-
eral interesting aspects of the plot are noteworthy. First, the rate of coarsening is enhanced for all
cases of ballistic mixing. However there exists two regimes of noteworthy behaviour. Namely, we

§The semi-implicit Fourier technique used to carry out numerical simulations here and in the rest of this thesis is de-
scribed in Appendix A.
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find one regime wherein the R = 5a and 10a conditions cluster and another for the R = 1a, 50a
and 200a conditions. In the first regime we have the fastest coarsening rates.

The results of Fig. 3.6 can be understood as follows. The long-time ballistic effect acts over a
length scale R and within this spatial extent the mobility and/or driving force is enhanced. Thus,
when R becomes comparable to the size of grain “4”, the coarsening rate is more pronounced as
seen in the R = 5a and 10a cases. The plateaus evident at late time for these two conditions are a
result of the background signal of the spectrum after the disappearance of grain “4” from the system.
When the ballistic distance is much larger than the size of grain “4”, i.e., R = 50a and 200a in the
second regime, there is equal enhancement in the competition from all grains for growth (although
still enhanced compared to the γ = 0 case). This results in a deadlock, which does not allow for
preferential growth. Concerning the R = 1a, the spatial extent of this ballistic event is not large
enough to impact any relevant length scales necessary for pronounced preferential growth. However
having influence on all interatomic length scales in the system, particularly those associated with
boundary widths, it effectively behaves like the larger ballistic distances.

Figure 3.6: Grain intensity versus dimensionless time for a 512∆x × 512∆x, with γ = 0.01 for
varying R. Left bottom inset shows an example of the initial microstructure used to perform the
simulations. Density (n) map is shown, where lighter regions represent areas with a higher proba-
bility [29].

3.5.2 Grain Growth
The second set of simulations examines grain growth for a nanocrystalline sample in a 1024∆x ×
1024∆x system, with approximately 100 grains. Figure 3.7 plots the average grain size versus time,
for γ = 0.05 for varying ballistic distances R. Grain growth was quantified by Fourier analysis,
where the full width at half maximum of the Bragg peak was measured in the radially averaged
signal. The multi-grain simulations are consistent with the results of Fig. 3.6. Grain growth is
enhanced for all R values. Also note, in the time range of 500 − 1000, the average grain size
is ∼ 75a, and the growth is enhanced most strongly for R comparable to this grain size (R =
100a). Therefore, our results demonstrate that nanocrystalline materials, although possibly offering
increased resistance when exposed to ballistic driving forces, such as that from irradiation damage,
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are susceptible to enhanced grain growth under such driving forces, with the rate of growth generally
increasing with increasing ballistic energy (i.e. R), and particularly enhanced when R is comparable
to the grain size.

Figure 3.7: Grain growth results plotting average grain size versus time, on a log-log scale, for a
1024∆x × 1024∆x. The grain size is a dimensionless quantity, measured in units of the lattice
spacing, plotted against dimensionless time. Here γ = 0.05 for R = 10a, 100a, 200a and R =
1000a [29].

3.6 Summary and Conclusions
In this chapter we have developed an atomistic continuum model of competing effects between
thermally activated diffusional processes and those driven by externally imposed ballistic events in
both pure materials and alloys using the standard PFC and XPFC free energy functionals. Extend-
ing the model of Enrique and Bellon, the approach we have taken is capable of describing defect
microstructure, multiple crystal structures and orientations, and elasto-plastic effects.

A long wavelength analysis of the proposed models predicts that ballistic events change the phase
diagram through a shift in the solid-liquid transition temperatures for a pure material for the standard
PFC, while for the XPFC model, it also leads to alterations of the preferred crystal structures in
equilibrium as a function of the driving condition. For a eutectic alloy, the model further predicts
an alteration of equilibrium through shifts in the critical transition temperature in the solid solution
region, an effect which has long been conjectured in the external driving and irradiation damage
literature.

The kinetic properties of the model, under ballistic driving, showed that grain growth is enhanced
with increasing average ballistic distance, with preferential enhancement for grain sizes compara-
ble to the ballistic mixing range R. Further numerical and experimental investigation would be
instructive to elucidate the possible myriad of behavioural aspects in nanocrystalline system when
subjected to ballistic driving. One such aspect worth investigation is the nucleation/precipitation
of out of equilibrium phases as a function of the forcing conditions. With the ability of the XPFC
model to stabilize multiple crystal structures, it would be fruitful to investigate such a phenomena
using the model presented in this chapter.
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In the following chapter we turn our attention to extending the XPFC formalism to multi-
component alloys. We will emphasize the steps of how to non-trivially extend this paradigm to
such systems while still maintaining the features of the formalism that make it efficient for numer-
ical modeling. Once derived, the chapters to follow will reduce the model to binary and ternary
systems where they will be applied to the study of solute clustering in Al-Cu systems.
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Chapter 4

Structural Transformations in
Multi-Component Alloys Using
Phase-Field-Crystal Models

In the preceding chapter, we explored nanocrystalline systems under driven conditions using both
the standard PFC method and the new XPFC method, where numerical results were presented for
grain growth using the standard PFC model. We showed the robustness of the method, generally, in
addressing phenomena where atomic scale effects and properties are important. The XPFC method,
with its ability to easily model multiple crystal structures, clearly represents the natural direction
which the PFC method should follow. Here we present an extension of the XPFC method to multi-
component systems, a non-trivial task. After developing the model in this chapter, Chapters 5 and
6 consider binary and ternary extensions of the method, where general equilibrium properties and
dynamic illustrations are demonstrated, followed by applications to clustering in Al alloys.

4.1 Motivation
Engineering alloys require the additions of multiple components in order to achieve desired prop-
erties. The addition of multiple components also makes available to the alloy, a plethora of possi-
ble phases from which the alloy can choose given the specific amounts of the components added.
This, inevitably, makes the investigation of their microstructure evolution and defect interactions
difficult. In the case of binary alloys, models of solidification processes such as nucleation, free
growth and coarsening kinetics, segregation and second phase formation have been relatively well
developed. However, for multi-component alloys, the complex interactions involved between the
different chemical species, interplay between multiple phases, dislocations and other defects make
such phenomena far more difficult to study, even with advances in characterization techniques such
as conventional and high resolution transmission electron microscopy.

The current state in treating such systems is via the phenomenological phase-field approach.
While the multiple component nature of complex alloys may be well captured by PF approaches,
their multi-phase nature cannot, as PF methods represent a particular phase via scalar, uniform order-
parameters. In doing so, the atomistic features such as defects, grain boundaries and orientations are
often dealt with in a somewhat ad-hoc way that resort to the introduction of effective parameters or
auxiliary fields.

In this chapter, we generalize the XPFC formalism of Greenwood et. al [19, 20] to the case of
N -component alloys. The approach begins with the truncated CDFT energy functional of an N -
component system. At the core of our excess free energy are the particle interactions of Refs. [19,
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20], adapted for different structural phases in alloys by making the interaction kernel a function of
the local species concentrations. We derive the full XPFC multi-component free energy functional,
after which the model is simplified for convenience.

The chapter is organized as follows. In Section 4.2, a general free energy functional for an N -
component alloy is derived starting from the classical density functional theory of freezing energy
formalism of Ramakrishnan and Yussouff [22], where each alloy component is written in terms of
a density field, ρi. The model is re-written in terms of total density and concentration variables to
make contact with standard models used in the description of alloys. The model is then collapsed
to a simplified form of the free energy in Section 4.3. We review the construction of correlation
functions for the XPFC models in Sections 4.4, followed by describing the equations of motion for
the total density and each concentration field in Section 4.5. Finally, we end with a summary and
conclusions.

4.2 Deriving an XPFC Energy Functional for N -component Sys-
tems

The free energy functional of an N -component mixture can be described by two contributions; a
local free energy for each of the N density fields and an excess free energy due to species interac-
tions. The local free energy is treated as an ideal energy which drives the density fields to become
uniform. The excess contribution drives the density fields to become periodic by creating minima in
the free energy for these states. We can write the free energy functional of the mixture as

∆F
kB T

=

∫
dr

{
∆Fid
kB T

+
∆Fexc
kB T

}
, (4.1)

where ∆Fid denotes the ideal energy and ∆Fexc is the excess energy which accounts for interactions
between atoms through correlative interactions. This latter term, gives rise to structural symmetry,
elasticity and interactions between topological defects. The constant kB is the Boltzmann constant
and T the temperature.

The ideal energy, ∆Fid, gives the entropic contribution for an N -component system. For small
density changes from a reference density of each component, it is defined as

∆Fid
kBT

=

N∑
i

ρi ln

(
ρi
ρℓi

)
− δρi, (4.2)

whereN denotes the number of components, which are denoted asA,B,C, . . . ,etc., ρi is the density
of component i, and ρℓi is a reference density of component i in the liquid phase at co-existence.
Following previous PFC models [18], we define a total atomic number density, ρ =

∑N
i ρi, and the

total reference number density as ρℓ =
∑N
i ρ

ℓ
i . Following Refs. [18, 62], we define concentrations

as ci = ρi/ρ and the corresponding reference compositions by cℓi = ρℓi/ρ
ℓ. Furthermore, for

convenience we define a dimensionless atomic number density of the form n = ρ/ρℓ−1. With these
definitions and the conservation condition,

∑
i ci ≡ 1, Eq. (4.2) simplifies to the dimensionless form

∆Fid
kBTρℓ

=(n+1) ln (n+ 1)−n+(n+1)
N∑
i

ci ln
ci
cℓi
. (4.3)

The excess energy takes into account inter-particle interactions truncated at two-particle, i.e.,
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A-A,B-B,. . . , N -N , A-B,. . . ,A-N , · · · interactions. This can be defined as,

∆Fexc
kB T

=−1

2

∫
dr′

N∑
i

N∑
j

δρi (r) C
ij
2 (r, r′) δρj (r

′) , (4.4)

whereCij2 represent all combinations of two-particle correlations, assumed isotropic (i.e.,Cij2 (r, r′) =

Cij2 (|r− r′|)), between the field describing species i and j, respectively, where i, j = A,B,C, . . . , N .
We write Eq. (4.4) in terms of the reduced density, n, and compositions, ci. As in Refs. [18, 2], we
consider only the lowest order contributions of the compositions ci, which vary on length scales
much larger than the density n, which are periodic on the scale of the lattice constant. This al-
lows us to simplify integrals arising from Eq. (4.4), which couple ci(r′) together with n(r′)∗. For
example, ∫

dr′ Cij2 (|r− r′|)n(r′)ci(r′) ≈ ci(r)

∫
dr′Cij2 (|r− r′|)n(r′).

To simplify notation, the notation n(r′) ≡ n′ and ci(r′) ≡ c′i is used hereafter. With these simpli-
fications and notations, the excess energy of Eq. (4.4) can be written in terms of the dimensionless
variables n and {ci} as

∆Fex
kBTρℓ

= −1

2

N∑
i,j

∫
dr
[
n ci cj + ci cj − cℓi cj

] ∫
dr′ Cij2 n

′

− 1

2

N∑
i,j

∫
dr [n ci + ci − coi ]

∫
dr′ Cij2 c

′
j (4.5)

− 1

2

N∑
i,j

∫
dr
[
cℓi c

ℓ
j − n cℓj ci − cℓj ci

]
Ĉij2 (|k|=0),

where Ĉij2 is the Fourier transform of Cij2 (|r− r′|), and satisfies

Ĉij2 (|k|=0) =

∫
dr′ Cij2 (|r− r′|), (4.6)

and where we have introduced the notation Cij2 ≡ ρℓCij2 (|r− r′|), which is the direct two-point
correlation function at the reference density, ρℓ.

Collecting terms from Eqs. (4.3) and (4.5) gives the complete N -component free energy func-
tional, written in dimensionless form,

∆F
kB Tρℓ

=

∫
dr (n+ 1) ln (n+ 1)−n+Fmix ({ci}) (n+1)

− 1

2

N∑
i,j

∫
dr
[
n ci cj + ci cj − cℓi cj

] ∫
dr′ Cij2 n′

− 1

2

N∑
i,j

∫
dr
[
n ci + ci − cℓi

] ∫
dr′ Cij2 c′j (4.7)

∗This approximation captures the separation of scales between concentration and density adequately in direct PFC sim-
ulations. However, it is not suitable when coarse-graining the model to derive corresponding complex amplitude equations.
In the latter case, a treatment may be to expand “slow” fields to at least second order Taylor series in powers of (r− r′).
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− 1

2

N∑
i,j

∫
dr
[
cℓi c

ℓ
j − n ci c

ℓ
j − cℓj ci

]
Ĉij2 (|k|=0),

where Fmix({ci}) denotes the ideal entropy of mixing,

Fmix({ci}) =
N∑
i

ci ln
ci
cℓi
. (4.8)

Equation (4.7) is the fullN -component PFC model in CDFT form. When a form forCij2 is specified,
it can be used directly. However, this form is not convenient to make contact with other theories and
models in the literature. It will be transformed into a simpler form in the next section.

4.3 Simplified N -Component XPFC Free Energy
It is instructive to reduce the model of Eq. (4.7) to a minimal form that retains the salient features of
the original model but can also make contact with previous PFC and PF models. To do so, certain
simplifications must be made.

First, an expansion of the ideal free energy term is taken to fourth order in the limit of small n,
i.e., around the reference ρℓ. The logarithms in the entropy of mixing (Eq. (4.8)) are left unexpanded
for convenience. Secondly, the terms with correlation kernels can be simplified by retaining the long
wavelength behavior of all compositions ci, where they vary much more slowly than n. Following
the procedures outlined in Refs. [61, 62, 89, 67], it can be shown that upon coarse graining, all terms
containing linear powers of n or n′ in Eq. (4.7) vanish. Also, terms containing only concentration
fields and a correlation function give rise to local products of ci cj (which arise from the k = 0 part
of Cij2 , and look analogous to the last term in Eq. (4.7)) and products between their corresponding
gradients. The reader is referred to Appendix C for details of the coarse graining procedure applied
to terms of Eq. (4.7). After some tedious but straightforward algebra, the above approximations lead
to the following simplified N -component XPFC free energy functional,

F =

∫
dr

{
n2

2
−ηn

3

6
+χ

n4

12
+ω Fmix({ci})(n+ 1)

− 1

2
n

∫
dr′Ceff(|r− r′|)n′− 1

2

N∑
i,j

κij∇ci · ∇cj

}
, (4.9)

where

Ceff(|r− r′|) =
N∑

i,j=1

ci cj C
ij
2 (|r− r′|). (4.10)

The parameters η, χ and ω are constants, the significance of which is discussed further below. κij =
∂(k2)Ĉ

ij
2 |k=0 are gradient energy coefficients associated with compositional interfaces involving ci

and cj . For notational convenience, F is used to denote ∆F/kBTρℓ.
The parameters η and χ corresponding to Eq. (4.9) are formally equal to one, but hereafter

will be treated as free parameters that can be used to correct the density dependence of the ideal free
energy away from the reference density ρℓ, i.e., to match the bulk free energy to materials properties.
Also, it was shown in Ref. [67] that the k = 0 mode of higher-order correlation terms in a CDFT
expansion will contribute local polynomial terms in ci and n, analogous to the Ĉij2 (|k| = 0) terms of
Eq. (4.7). These terms can be combined with an expansion of the Fmix term in Eq. (4.7) to produce
a messy polynomial expansion of the local free energy in powers of the elements of {ci} and n.
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To keep the form of the free energy compact, we find that it is simpler to introduce a parameter, ω,
which modifies the mixing free energy from its ideal form, away from the reference compositions
cℓi .

The correlation function defined by Eq. (4.10) is too basic to capture the properties of very
complex alloys –although it can capture some properties of simple alloys. Guided by the form of
the first term on the second line of Eq. (4.7), it can be seen that higher-order correlation functions
will contribute terms of the form ci cj ck C

ijk
3 , ci cj ck clC

ijkl
4 , etc. To emulate such higher-order

non-local contributions effectively, we introduce an effective correlation function of the form

Ceff(|r− r′|) =
N∑
i=1

Xi({cj})Cii2 (|r− r′|). (4.11)

The Xi are as yet undetermined polynomial functions of the elements of {cj}. The role of the Xi

are to determine the resultant local crystalline structure by interpolating between the kernels Ĉii2
(defined below), which define the base equilibrium crystal structures of each pure component i. The
interpolation is done through appropriately constructed polynomial expansions of the elements of
{cj}. The order of Xi depend on the number of components in the system and can be made as high
as required to smoothly interpolate from one correlation kernel to another. We find that Eq. (4.11),
in Chapters 5 and 6, through appropriate choices of Xi, combined with other model parameters, is
robust enough to model a wide variety of alloy systems.

The model of Eq. (4.9) captures the usual features of other PFC models, while allowing for
a very easy control of a wide range of crystal structures in different phases. It is motivated from
considerations of classical density functional theory but simplified enough to make numerically
tractable simulations possible, as will be shown in the following chapters. Finally, we note that the
form of the expansion in Eq. (4.11) is dimensionally motivated from higher-order terms in CDFT
but is flexible enough to model experimentally relevant multi-component alloys quantitatively using,
for example, thermodynamic databases.

4.4 Correlation Functions C ii
2

As discussed previously, the XPFC formalism is best suited for numerical simulation in Fourier
space. The pure component correlation functionsCii2 (|r−r′|) are thus constructed directly in Fourier
space, where they are denoted Ĉii2 (|k|). Each component, i, contributes a correlation function that
supports the desired equilibrium crystal structure for that pure component. Like the pure component
work of Greenwood et al. [19, 20], discussed in Section 2.2.5, a Fourier space peak of Ĉii2 (|k|) [20],
for a given mode, j, is denoted by

Ĉii2j = e
− σ2

σ2
Mj e

−
(k−kj)

2

2α2
j . (4.12)

The total correlation function for component i, Ĉii2 , is defined by the numerical envelope of all peaks
Ĉii2j . The first exponential in Eq. (4.12) sets the temperature scale via a Debye-Waller prefactor that
employs an effective temperature parameter, σ. We also define an effective transition temperature,
σMj , which subsumes the effect of planar and atomic densities associated with the family of planes
corresponding to mode j [30]. The second exponential sets the position of the reciprocal space
peak at kj , which defines the inverse of the interplanar spacing for the jth family of planes in the
equilibrium unit cell structure of component i. Each peak is represented by a Gaussian function,
with αj being the width of the peak, j. The {αj} have been shown [20] to set the elastic and surface
energies, as well as their anisotropic properties.

It is noted that the k = 0 mode of all correlation functions is essentially zero. In principle, as
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discussed above, the k = 0 mode of these correlation functions can have their effects implicitly
reflected through local coefficients in the free energy. As discussed, in the case of a pure material,
a nonzero peak height at k = 0 in the correlation function merely shifts the local free energy at
densities away from the reference density, however the stability of equilibrium structures is typically
unchanged [20]. The situation is similar for alloys, where the k = 0 mode will have a negligible
contribution for phases that remain relatively close to the reference density. Deviations of phases
away from the reference density will be manifested in the average density dimension of the phase
diagram. In what is presented henceforth, it is assumed that the average density no = 0 to simplify
calculations. Of course, the more complex situations where both the concentration and average
density need to be modeled can be treated by adding suitable k = 0 contributions, or by choosing
the appropriate coefficients in the bulk free energy. Thus, without loss of generality, we will assume
no additional constant to the correlation function Ĉii2 here.

4.5 Dynamics
Equations of motion for the density, n, and each of the concentration fields, ci, follow conserved
dissipative dynamics. Namely the dimensionless density n obeys

∂n

∂t
=∇·

(
Mn∇

δF
δ n

)
+∇ · ζn (4.13)

=∇·

(
Mn∇

{
n− η

n2

2
+ χ

n3

3
+ωFmix({ci})−Ceff n

})
+∇ · ζn.

The dynamics of each composition field, ci, evolve according to the dissipative response to the
general thermodynamic driving force for diffusion in solution thermodynamics [90, 91]. That is,

∂ci
∂t

=∇·

 N∑
j

Mcicj∇
δF
δcj

+∇ · ζci (4.14)

=∇·

 N∑
j

Mcicj∇

{
ω(n+ 1)

δFmix

δcj
− 1

2
n
δCeff

δcj
n+κij∇2cj

}+∇ · ζci ,

where the following shorthand notations have been made,

Ceff n ≡
∫
dr′Ceff(|r− r′|)n(r′)

n
δCeff

δcj
n ≡ n(r)

∫
dr′

δCeff(|r− r′|)
δcj

n(r′). (4.15)

The coefficient Mn denotes the mobility of the density and strictly speaking can be a function of the
fields. Mcicj is the composition mobility tensor and it reads as

Mcicj =Mcici

(
δij −

Mcjcj∑N
l=1Mclcl

)
, (4.16)

where δij is the Kronecker-delta function, which satisfies,

δij =

{
1 if i = j
0 otherwise (4.17)
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The noise terms, ζn and ζci , model coarse-grained thermal fluctuations on density and each concen-
tration field, respectively. They formally satisfy the fluctuation dissipation relation, i.e., ⟨ζν(r, t)⟩ =
0 and ⟨ζν(r, t)ζν(r′, t′)⟩ = Γνδ(r − r′)δ(t − t′), where ν denotes the density or one of the com-
position fields, with Γν ∝ MνkBT . The precise form of Γν , which sets the scale of the thermal
fluctuations is not properly understood in the context of PFC modeling but is the object of several
investigations [92, 93]. We will neglect these fluctuations in the chapters to follow.

If we assume that the mobility tensor, in Eq. (4.14), is diagonal and symmetric, the equation of
motion for each respective concentration field reduces to

∂ci
∂t

=∇·
(
Mci∇

δF
δci

)
+ ζci (4.18)

=∇·

(
Mci∇

{
ω(n+ 1)

δFmix

δci
− 1

2
n
δCeff

δci
n+κii∇2ci

})
+∇ · ζci .

We will be discussing results and demonstrations under the aforementioned assumptions regarding
the mobility tensor.

4.6 Summary and Conclusions
This chapter introduced a new phase-field-crystal method for structural transformations in multi-
component alloys. The salient features of the derivation were presented, along with its simplification
to a more tractable form. Dynamics of the multi-component model were also discussed.

This is the first multi-component PFC model, and one which is capable of self-consistently
incorporating multiple crystalline phases. As a novel and simple method, it is expected that this
model can thus be used to elucidate the role of multiple solutes and phases in phenomena governed
by atomic-scale elasticity and defects operating on diffusional time scales.

In Chapter 5, we will take the multi-component model developed here, and reduce it to simple
two component systems. We then use it to explore some equilibrium properties and kinetic demon-
strations of the model. After that, we apply the model to the study of defect-assisted clustering and
nucleation of precipitates in binary Al-Cu alloys.

In Chapter 6, we specialize the model developed in this chapter to the more complex ternary
alloying systems. The addition of one extra component, as compared with binary systems, affords
some intriguing equilibrium and kinetic properties, which are explored when we study solute clus-
tering in ternary Al-Cu-Mg alloys.
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Chapter 5

Specialization of the
Multi-Component Model to Binary
Systems and Application to Ageing in
Binary Alloys

This chapter considers the binary alloy limit of the multi-component model derived in the preceding
chapter. Being the simplest of alloys, binary alloying systems present an opportunity for us to
explore the validity and capability of our model. After writing the energy functional associated with
a binary alloy, we explore its equilibrium properties. The dynamics of the model are then illustrated.
Finally we apply the binary model to the study of clustering in model Al-Cu alloys.

5.1 Motivation
Binary alloys being the simplest representation of alloys are widely studied. Often, more com-
plex alloying systems are even represented as binary alloys, since it is far easier to analyze and
quantify interactions and mechanisms between such a limited number of components. As such,
a multi-component model when reduced to a binary alloy should be well equipped in describing
many systems of interest. The added benefit of the atomistic nature of our model and the ability to
describe multiple crystal structures, also overcomes the weaknesses of traditional, i.e., phase-field,
approaches used in the wide range of models used to describe binary systems.

Solute segregation in the presence of defects, i.e., vacancies, dislocations, grain boundaries,
is an interesting and important phenomena. With many precipitation hardening and strengthening
mechanisms owing to solute-solute, defect-defect and solute-defect interactions, a fundamental un-
derstanding of this process is necessary, even in simple binary alloys. Namely, in Al-Cu systems,
solute clustering is the term given to the segregation processes which take place at suitable tem-
peratures in the presence of quenched-in defects, such as dislocations. Clustering in these alloys
represents the early stages of a phase transformation process within bulk crystals.

Reducing the multi-component model of the previous chapter to a simple binary model, we
are afforded the opportunity to investigate clustering at a fundamental level. A level where all the
important interactions and features needed, defect-defect, defect-solute, elasto-plasticity, etc., are
readily available. Before investigating clustering, we first interrogate the equilibrium properties of
the reduced binary model via phase diagram constructions. Following that, the kinetic properties of
the binary model are demonstrated by considering eutectic solidification and solute segregation to
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grain boundaries. The model is the then applied to the study of clustering in Al-Cu alloys.
The chapter is organized as follows. Section 5.2 describes the approximations made in arriving

at the XPFC binary model, with a discussion on the effective correlation function to follow in Sec-
tion 5.3. We state the resulting dynamical equations in Section 5.4, following which we discuss the
equilibrium properties for a few choice systems, in Section 5.5. Finally some kinetic illustrations of
the binary model in Section 5.6. The chapter ends with the application of the XPFC binary model to
early stage clustering and precipitation in Section 5.7 and summary and conclusions.

5.2 Simplified XPFC Multi-Component Energy Functional for
Binary Alloys

The simplified N -component XPFC model free energy functional, Eq. (4.9), can be reduced to a
simple binary system. Regarding the system as having two components, A and B, we then have
concentrations cA and cB . We use the conservation condition in order to represent the system in
terms of one composition, i.e., the solute composition, here chosen in relation to component B for
convenience (c ≡ cB), then define cA = 1 − cB . Analogous definitions follow in regards to the
reference compositions cℓi , where i = A,B.

The assumptions of the previous paragraph lead to the following simplified dimensionless binary
alloy XPFC free energy functional

Fbin =

∫
dr

{
n2

2
− η

n3

6
+ χ

n4

12
+ (n+ 1)ωF bin

mix(c)−
1

2
n

∫
dr′Cbin

eff (|r− r′|)n′ + κ|∇c|2
}
,

(5.1)

where n′ ≡ n(r′). The entropy of mixing for a binary system, F bin
mix(c), modifies to

F bin
mix(c) =

{
c ln

( c
cℓ

)
+(1− c) ln

(
1− c

1− cℓ

)}
, (5.2)

with cℓ being a reference liquid solute composition. Equation (5.1) has the form of a Cahn-Hilliard
model (when F bin

mix(c) is expanded to fourth order) plus a PFC contribution for the total density
analogous to that in Greenwood et al. [19, 20], Section 2.2.5. The gradient energy coefficient is
defined by κ = −κAA − κBB + κAB + κBA

∗ and satisfies the condition κ > 0. To reiterate,
the parameters η, χ, and ω can be used fit the ideal energy away from the reference density ρℓ and
entropic energy away from the reference composition cℓ.

5.3 Effective Correlation Properties
Having stated the simplified binary alloy model, we turn our attention to the definition of the ef-
fective correlation, Cbin

eff (|r − r′|), appropriate for binary systems. Strictly speaking, the effective
correlation for binary systems is a polynomial interpolation ofCAA2 ,CBB2 ,CAB2 andCBA2 , weighted
by the composition field. The correlation functions CAB2 and CBA2 represent, respectively, contri-
butions to the excess free energy for the cases where A atoms are in a crystalline structure preferred
by B atoms and B atoms that are in a structure preferred by A atoms. As discussed in Section 4.9,
we can approximate these correlation functions by a composition-modulated interpolation between
CAA2 and CBB2 . For binary systems, we have

Cbin
eff (|r− r′|) = XA(c)C

AA
2 (|r− r′|) +XB(c)C

BB
2 (|r− r′|) (5.3)

∗Refer to Appendix C for details concerning this gradient coefficient.
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where

XA(c) = 1− 3c2 + 2c3

XB(c) = 1− 3(1− c)2 + 2(1− c)3 (5.4)

are interpolation functions which interpolate between the two correlation functions, weighting each
as a function of the local composition.

Finally, the correlation functions, Cii2 (|k|) for each respective pure component, are constructed
to include relevant reciprocal space peaks at positions determined by the equilibrium unit cell for
each component. The curvature at the tips of each corresponding Bragg peak is tuned to fit the
elastic coefficients, while the heights of the peaks are linked to the temperature, σ. These effects are
all crucial in driving structural transformations. Further details concerning the correlation functions
can be found in Section 4.4 of the preceding chapter.

5.4 Binary Model Dynamics
For a binary system, the dynamics of the total density and concentration fields obey the usual dissi-
pative dynamics. They are,

∂n

∂t
= ∇ ·

(
Mn∇

{
n− η

n2

2
+ χ

n3

3
+ ωF bin

mix − Cbin
eff n

})
, (5.5)

∂c

∂t
= ∇ ·

(
Mc∇

{
(n+ 1)ω

δF bin
mix

δc
− 1

2
n
δCbin

eff

δc
n− κ∇2c

})
, (5.6)

where a similar shorthand notation, like that in Eq. (4.15), has been used. Mn and Mc are the
mobility coefficients for the density and concentration field respectively. Note we have neglected
the associated noise terms making these equations fully deterministic. Without loss of generality,
conserved noise terms maybe added without difficulty.

5.5 Equilibrium Properties
The phase coexistence between the respective phases is determined by a common tangent construc-
tion between the free energy curves of bulk phases at the reference density (no = 0). The common
tangent construction satisfies,

µIc = µJc

ΩI = ΩJ , (5.7)

where the latter can be explicitly written as,

f I − µIcc
I = fJ − µJc c

J . (5.8)

The superscripts I and J denote any two phases in equilibrium. µIc = ∂f I/∂c is the chemical
potential of phase I with respect to the concentration, c, with analogous definitions for µJc . ΩI and
ΩJ are the grand potentials of phases I and J , respectively.

Free energy curves are calculated by considering single mode approximations for structures
described by a correlation peak, such as BCC and triangular phases and two mode approximations
for structures described by two-peaked correlations, such as FCC and square phases. As stated
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previously, periodic phases are approximated, around the reference density (i.e., no = 0), by

ni(r) =
∑
j

φj
∑
l

exp

(
2π

ai
ikl · r

)
, (5.9)

where i denotes a solid phase, with lattice spacing ai, j is the index over the included modes of the
i-phase, φj is the real and constant amplitude of mode j, and l is the index over the collection of
reciprocal lattice peaks corresponding to mode j. kl is the reciprocal lattice vector corresponding
to each index l. After insertion of the density approximation into the free energy of Eq. (5.1), the
energy is integrated over a unit cell and minimized with respect to the amplitudes φj , resulting in a
composition dependent free energy. A common tangent is then performed in the resulting solid and
liquid phases. More details about this methodology can be found in Appendix B†.

5.5.1 Eutectic Alloys
First we examine alloys where each component is represented by a correlation kernel, Cii2 , where the
structure produced for each element is topologically identical. However, they differ in the absolute
position of the peaks, which allows each component to assume different equilibrium lattice spacings.
Additionally, through the width of each peak, αj , different elastic and surface energies can be set
for each element. When both elements have square structural symmetry, we get the phase diagram
shown in Fig. 5.1, while the inset shows a phase diagram for a triangle-triangle binary system.
Both diagrams are asymmetric with clearly defined eutectic points and meta-stable coexistence lines
(grey dotted). Below the eutectic transition, in the solid solution portions of the phase diagram,
the density field is expected to assume a structure according to that prescribed by the effective
correlation function.

Figure 5.2(a) presents phase diagrams where the elements are structurally dissimilar. Element
A is chosen to have a correlation function with square symmetry by including two peaks in CAA2 ,
while elementB has a correlation function corresponding to a triangular structure and therefore only
contains a single peak in CBB2 . Normalizing the lattice spacing of each phase to be 1, a common
tangent construction gives the eutectic phase diagram in Fig. 5.2(a).

The validity of the mode density approximations made in constructing the phase diagram was
tested, represented by the circles in Fig. 5.2(a), using the equations of motion described by Eqs. (5.5)
and (5.6). Equilibrium square and triangular phases are initially seeded in a narrow channel, at the
edge of the simulation domain, at a composition close to the equilibrium composition as predicted
by the phase diagram. The liquid phase is set as to preserve the total alloy composition. An example
resulting from such a setup is depicted in Fig. 5.2 (left). Solute rejection at the moving interface
follows naturally during the growth process, resulting in an increase solute diffusion tail ahead of
the interface until the interface eventually comes to rest, as expected in 1D diffusion-limited front
growth. Snapshots of profiles of the moving front are shown in Fig. 5.2(b). Once the system equi-
librates, over several temperatures (σ), we compare the resulting bulk concentrations to the analytic
phase diagram in Fig. 5.2(a). The construction of the phase diagram depends on the ratio of the
amplitudes, φ11 : φ10, for the two mode square phase. We find that removing the temperature
dependence of the ratio of the two amplitudes (φ11 : φ10) corresponding to the two square corre-
lation peaks (i.e., using the ratio at σ = 0 for all temperatures) results in good agreement at low
temperatures, but begins to deviate as the temperature increases‡.

†For the case where density variations are considered, Eq. (5.9) can be replaced by ni(r) = ni
o +∑

j φj
∑

l exp
(

2π
ai

ikl · r
)

. This would require additional contributions to the common tangent equations described by
Eq. (5.7). This is also discussed in Appendix B. For an alternative formalism, see appendix of Ref. [62] derived for binary
alloys.

‡More details about this approximation can be found in Appendix B.
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Figure 5.1: Eutectic phase diagram for a square-square system with the inset showing a correspond-
ing eutectic phase diagram of a triangle-triangle alloy. Meta-stability lines are evident by thin grey
dots. For both sets of phase diagrams, the ideal parts of the energy have parameters set to; η = 1.4,
χ = 1, while ω = 0.02 and cℓ = 0.5. For the square-square system, the widths of the correla-
tion peaks correspond to α11A = 0.9, α10A =

√
2α11A, α11B = 0.9 and α10B =

√
2α11B . The

peak positions for species A correspond to k11A = 2π and k10A =
√
2k11A and for species B,

k11B = 4π/
√
3 and k10B =

√
2k11B . For the triangle-triangle system, peak widths are α10A = 0.8

and α10B = 0.8 and peak positions are k10A = 2π andk10B = 4π/
√
3 [30].
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Figure 5.2: Eutectic system for two structurally dissimilar elements. (a) Phase diagram with A
having square structural symmetry and B triangular symmetry. Grey dots depict metastable coex-
istence points and open circles are equilibrated values from dynamic simulations. The parameters
for the ideal energy portions of the energy are η = 1.4, χ = 1, while ω = 0.02 and cℓ = 0.5.
The square structure has widths ad peak positions set at α11A = 1.5, α10A =

√
2α11A and

k11A = 2π, k10A =
√
2k11A. The triangular structure has peak width and positions corresponding

to α11B = 1.5 and k11B = 4π/
√
3. (b) Time slices of an evolving compositional profile through a

solid-liquid interface corresponding to a quench to point ”a” in the phase diagram. A correspond-
ing density-concentration profile of the advancing 1D solid-liquid interface in a channel is shown
on the left. The color represents local composition, where blue is saturated at c = 0.15 and red is
c = 0.5 [30].
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5.5.2 Peritectic and Isomorphous Alloys
Extending the model for 3D structures, such as those occurring in BCC and FCC transitions, are
easily accomplished. We present here a particular construction of a phase diagram for structural
transformations that features a peritectic point akin to the Fe-Ni phase diagram. The resulting phase
diagram is shown in Fig. 5.3(a), while a simpler isomorphous FCC-liquid, akin to the high tem-
perature Ni-Cu phase diagram, is shown in Fig. 5.3(b). These two classes of phase diagrams are
obtained by careful control and tuning of the model parameters, particularly parameters of the cor-
relation functions of each species.

For the initial diagram, Fe-Ni type phase diagram in Fig. 5.3(a), we have two components of
similar lattice spacing. Component A, has normalized spacing of 1, and B with a normalized spac-
ing of 1.016. Element A transforms at high temperature (σ) from the liquid phase into the BCC
phase. Component B transforms directly from the liquid phase into the FCC phase at a temperature
somewhere between the two transition temperatures of component A. At lower temperatures, both
A and B transform to the more stable FCC phase. A correlation function containing two peaks, i.e.,
FCC symmetry, is chosen for both A and B. In order for element A to undergo transitions from
liquid to BCC to FCC, the peaks of its correlation should be comparable at low temperatures, while
at higher temperature the height of second peak should be negligible compared to the first. The latter
effectively leaves behind a one peak correlation,which would produce a BCC phase. On the other
hand, element B must maintain the relative heights of the two peaks over the entire range of the
stable FCC phase.

A method of designing the desired properties of the correlation described in the previous para-
graph is readily available through the Debye-Waller prefactor of each peak. We turn our attention to
the effective transition temperature σ2

Mj , which is formally defined by (2βjρj)/k
2
j in Ref. [19, 20].

In allowing it to be a free parameter, each peak now has its own scaling factor, allowing the transition
temperature from a liquid to a BCC or from a liquid to an FCC phase to be controlled independently.

To achieve the above requirements for component A, we set the σMj parameter for the first
peak to be larger than that of the second peak. This will give rise to the necessary transition from
a single-peak dominated kernel to a two-peak dominated kernel in the region of stability over the
liquid phase. That is, BCC at high temperature, FCC at low temperature. For component B, we set
σMj to be the same value for both peaks. This allows both peaks to have the same dependence on
temperature (σ), leading to a direct transition from liquid to FCC after which it remains FCC below
the transition temperature. Above, it was assumed that element B has a lower melting point than A.
To ensure this behaviour, σM1A for the first peak of A is made larger than σM1B for the first peak
of element B. The resulting phase diagram is illustrated in Fig. 5.3(a).

Based on a similar treatment of the correlation variable, σMj , we also constructed the isomor-
phous diagram of Fig. 5.3(b). Here both components directly transform to the stable FCC phase, at
distinct temperatures, from the high temperature liquid phase. The lattice spacings from the peri-
tectic phase diagram of Fig. 5.3(a) were kept the same for each respective component, while the
effective transition temperatures are set such that the transformation from liquid to FCC occurs at
different effective temperatures for the entire range of compositions.

The phase diagram calculations presented in this section illustrate the robustness of the XPFC bi-
nary alloy model, through the various parameters, to produce various experimentally relevant phase
diagrams. Our approximations notwithstanding, we find that, at least for the case of the square-
triangle system, they are in agreement with numerical validations.

5.6 XPFC Binary Model Applications
In this section we demonstrate the XPFC binary alloy model for phase transformation phenomena
that represent paradigms of materials processes. First, we apply the model to the solidification of
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Figure 5.3: Phase diagram for 3D FCC and BCC structures. For both (a) and (b), parameters for the
ideal portion of the energy are set to, η = 1.3, χ = 1 and ω = 0.01, and cℓ = 0.5. Thin gray dots
represent the metastable coexistence lines. (a) Peritectic, Fe-Ni type phase diagram. Correlation
parameters are set to, α111A = 0.4, α100A = 0.4, α111B = 0.6 and α100B = 0.6 and the effective
transition temperatures are set to σM111A = 1.2, σM100A = 0.8, σM111B = 1.05 and σM100B =
1.05 for elements A and B, respectively . (b) Isomorphous, high temperature Cu-Ni type phase
diagram. Correlation parameters are set to, α111A = 0.8, α100A = 0.8, α111B = 0.9 and α100B =
0.9, while effective transition temperatures are, σM111A = 1.0, σM100A = 1.0, σM111B = 0.8 and
σM100B = 0.8 for elements A and B, respectively [30].
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eutectic lamellae involving components having similar and dissimilar structures. Secondly, we look
at solute segregation, and its role in solute clustering around defects.

5.6.1 Eutectic Lamellae Growth
Compared with other growth process in materials science, such as dendritic growth and grain growth,
there has been a lack in an exhaustive investigation of the growth processes of eutectic lamellae. A
long standing weakness of previous theoretical and numerical studies of eutectic growth has been
the lack of direct atomic scale features, such as structural and elasto-plastic effects. It stands to
reason that such atomistic scale effects are paramount when investigating the co-operative growth
and lamellae elimination processes involved during eutectic growth, since such properties are bound
to manifest themselves in the energetics and diffusional aspects inherently involved. The present
XPFC binary alloy model developed above is ideal, through its description of multiple structures,
elasto-plasticity, grain boundaries, solute and defect interactions. Here we showcase, qualitatively,
the co-operative eutectic growth of eutectic lamellae of two topologically identical structures.

For an alloy system, we choose the eutectic system above describing structurally similar com-
ponents for the square-square binary system calculated above, with the results depicted in Fig. 5.4.
Simulations were carried out in a domain of 10000∆x× 2000∆x (∼ 1500× 300 lattice spacings),
with numerical time step of ∆t = 3 and grid spacing of ∆x = 0.15. Equations of motions were
solved by employing a semi-implicit Fourier technique§. Initial conditions comprised four individ-
ual lamella of each phase/structure (∼ 22× 37 lattice spacings), and initial concentration satisfying
the tie line at the given temperature of σ = 0.09. Our structures being topologically identical, but
differing lattice spacing, we only investigate the role of orientational mismatch between the given
phases. Figure 5.4 plots different simulation time slices of the lamellae evolution for different mis-
orientations between lamellae. In Fig. 5.5, we show an example of a simulation conducted where
the eutectic lamellae is composed of dissimilar structures.

The surface and elastic energy dependence on orientation (mis-orientation) are well known and
documented relationships. In Fig. 5.4, it is evident that these relationships lead to different coars-
ening and growth rates, as well as changes in the short circuit diffusion behaviour of the growing
lamellae as a function of the mis-orientation. The mis-orientation also plays a critical role in the
spacing selection process. As mis-orientations are changed, so does the surface energy characteris-
tics, especially between the two growing solid phases. This results in different pinch off/elimination
rates of individual lamella. On elimination of a particular lamella, there exists a temporary local
region of depleted solute. The system must then wait for long range lateral diffusion to reintroduce a
new short circuit diffusion path, which then allows for continual growth. The interplay between the
aforementioned processes, i.e., pinch off, coarsening and short circuit diffusion, are all paramount in
determining the final eutectic microstructure, particularly under transient conditions that dominate
the complex formation of microstructure during industrial processing. The current XPFC binary
alloy model, affords us the means by which we can study the effect of mismatched lattices, mis-
orientations and anisotropic elastic and surface energies in a natural way.

5.6.2 Compositional Segregation
With the ability to produce and control multiple crystal structures, through the properties of a given
correlation function, and the self consistency in describing defects and elasto-plasticity, our XPFC
binary alloy model is well suited to study a myriad of interactions and phenomena. One such phe-
nomena is solute segregation to defects. We use the phase diagram calculated above, where com-
ponent A has square structural symmetry in equilibrium and B has triangle symmetry (Fig. 5.2),
to consider the equilibrium segregation process in a binary alloy. The system is initialized to be
a bi-crystal, of square lattices, i.e., dominated by component A, having a low angle tilt boundary,

§This technique is described in Appendix A
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(a) (b) (c)

Figure 5.4: Snap shots of parts of the simulation domain of eutectic lamella, generated using the free
energy used to produce the square-square phase diagram of Fig. 5.1. Eutectic quench temperature
was σ = 0.09, at an average concentration of co = 0.56. Colour represents amount of solute, where
low solute content is blue (SqA) and high is red (SqB). Different orientations of the structures were
considered, low concentration structure versus high, represented by each column of images. The
mis-orientations shown are: (a) 0 (b) 4 and (c)20 degrees. Simulation times are increasing from
bottom to top [30].
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Figure 5.5: Time slice showing eutectic growth, where the alloy consists of structurally dissimi-
lar elements. Portion of the simulations domain is shown here. Component A has an equilibrium
structure of a square lattice, while B prefers to solidify to a triangular symmetry. Colour represents
amount of solute, where low solute content is blue (SqA) and high is red (SqB). In these structurally
different lamellae the surface energy between the triangle-liquid interface (γ1), square-liquid inter-
face (γ2) and the square-triangle interface (γ12) are set by the correlation kernel variables αAi and
αBi [30].
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with a uniform average solute content of co = 0.1. The system is then allowed to relax, where we
consider two different behaviours due to the elastic parameters of each component, which can be set
by tuning the widths of the correlation peaks. The first case we consider is an elastically isotropic
phase for A, Fig. 5.6(a). Secondly, we consider an elastically anisotropic phase for A, Fig. 5.6(b).

Figure 5.6: Segregation of solute to a dislocation forming part of the dislocation line in a low angle
tilt boundary. Density, n, is shown in grayscale, while contours map out constant concentrations of
c = 0.12, 0.13 and 0.14, from outside to inside. (a) elastically isotropic, i.e., α10A = 0.8

√
2 and

α11A = 0.8 for A and (b) elastically anisotropic, i.e., α10A = 0.8 and α11A = 0.8 for A [30].

The choice and relative relationship between the elastic coefficients is manifested in three sepa-
rate effects worth noting. According to Greenwood et al. [20], the bulk modulus of a square phase
is proportional to the inverse of the sum of the two peak widths, i.e., C11 + C12 ∝ α−2. Thus the
stiffness is altered by increasing or decreasing the peak widths. This is evident in Fig. 5.6, where
the amount of solute segregating to the defect is smaller when phase A is “soft” (a), and increases
when phase A is stiff (b).

A second effect worth noting is the distribution of solute around the defect itself. With ap-
propriate choice of the peak widths, we can achieve an elastically isotropic state, Fig. 5.6(a), for
parameters for a “soft” matrix A phase, which leads to a compositional profile that is also isotropic,
with a small anisotropy arising due to the defect itself. As the stiffness increases however, we find
that the compositional profile also becomes more anisotropic Fig. 5.6(b), featuring a more elliptical
distribution.

Finally, the third effect is the topology of the defect itself in terms of the density behaviour. A
triangular phase can be described as a sheared state of a square structure, where in our model, the
barrier for this shearing process is set by the elastic coefficients. A system with no shear barrier
can be achieved by making the peak widths infinitely wide, essentially giving rise to a single peak
correlation. Since in this demonstration, we have chosen finite widths for the correlation peaks, we
have concurrently set the shear barrier for the system. In the limit where the shear barrier is small,
i.e., for the “soft” system of Fig. 5.6(a), the system being in a frustrated state, attempts to select a
more triangular phase causing the emergence of a low amplitude density peak in the defect itself.
Where the matrix is stiff, i.e., corresponding to a larger shear barrier, Fig. 5.6(b), the defect chooses
a structure commensurate with the matrix, thus eliminating the emergence of the density peak. All of
these effects play a role in the selection of the compositional and density profiles around the defects.
The relaxed state of these fields will thus affect how defects move and interact with grain boundaries
or other defects during thermo-mechanical processing.
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5.7 Application to Solute Clustering in Al-Cu Alloys
In this section, we apply the XPFC binary alloy model developed in this chapter to study the solute
clustering mechanism in a model Al-Cu system. Solute clustering in metallic alloys represents the
initial stages of a first-order phase transformation process occurring in bulk crystals. The method is
employed often in the so-called precipitation hardening treatment of alloys, for achieving required
mechanical properties, that takes place during late stage processing of materials. As such, under-
standing clustering mechanisms is paramount in the design engineering of alloys.

Theoretically, the nucleation mechanisms of early stage cluster are poorly understood. However,
recent observations made using transmission electron microscopy [94, 95], 3D atom probe [96, 94]
and positron annihilation [97], suggest that early clusters are associated with quenched-in bulk de-
fects, such as excess vacancies and/or dislocation loops. The conjecture is that the collections
of these defects decrease the energy barrier for nucleation, thus facilitating the clustering mecha-
nism [96, 95, 94].

A study of clustering requires atomic scale features (defects, elasto-plasticity, etc.) operating on
diffusive time scales, yet numerically efficient. Current atomistic scale modelling formalisms, e.g.,
MD, Monte Carlo, or dynamic DFT, are all restricted to either atomistic temporal and spatial scales
or are numerically inefficient for large scale simulation. It is the aim of this section to report on a
study on clustering in Al-Cu systems, having quenched-in defects (dislocations), using the current
XPFC binary model. While the full details of the work is beyond the scope of this thesis¶, we hope
the salient features presented in this section serve to illustrate the full capability of the current XPFC
model.

5.7.1 Al-Cu Phase Diagram Construction
To examine the clustering mechanism, here we construct a model Al-Cu type alloy, in 2D for sim-
plicity. As demonstrated with the peritectic and isomorphous phase diagrams of Section 5.5, the
XPFC binary alloy model is robust enough to admit a wide range of systems. We reconstruct the
Al-rich portion of the Al-Cu phase diagram through manipulating the given parameters in the XPFC
binary model. The Al-rich phase and terminal θ-phase are assumed to have square structural sym-
metry. Following the procedures outlined above and in Appendix B, Fig. 5.7 represents our model
Al-Cu phase diagram, describing the Al-rich side.

5.7.2 Numerical Simulation of Early Clustering
Motivated from recent observations from TEM, 3D atom probe and positron annihilation measure-
ments, as an initial condition, we initialize the system with a quenched bulk state with a random
distribution of dislocations. According to this current hypothesis, vacancy and dislocation com-
plexes (some in the form of defect loops), are the primary cause of early clustering and precipitation
in Al-Cu alloys. The system is set to a uniform alloy composition, co = 2at.%, at a solutionizing
temperature σ = 0.17. Simulations using Eqs. (5.5) and (5.6) were conducted on a rectangular
grid with grid spacing ∆x = 0.125 and numerical time step ∆t = 1, using a semi-implicit Fourier
technique.

The initial state of our clustering simulations, shown in Fig. 5.8(b), was equilibrated for some
time at the solutionizing temperature, following equilibration the system was quenched/aged at the
ageing temperature of σ = 0.04. During ageing, small clusters initially appear with higher Cu-
content than that of the originally distorted matrix. As the simulations proceed, some clusters of a
non-critical size or lacking sufficient Cu-content decrease in size and Cu-content, or vanish entirely.
Some clusters, particularly those in the vicinity of a large enough density of dislocations, stabilize
and start increasing in size, e.g., Fig. 5.8(a). In contrast, when we increase the ageing temperature

¶The interested reader is referred to Ref. [32], for the full details of the study.
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Figure 5.7: A reconstructed model Al-Cu type phase diagram, displaying the Al-rich side. Where,
structures are approximated in 2D to have square symmetry. Inset shows an experimental (Al-
rich side) Al-Cu phase diagram taken from Ref. [98]. Parameters for the ideal energy are set to,
η = 1.4 and χ = 1, ω = 0.005 and cℓ = 0.5. Correlation peak widths were set to, α11Al = 2.4,
α10Al =

√
2α11Al, guaranteeing an elastically isotropic phase, and α11θ = 2.4 and α10θ =

√
2α11θ.

Equilibrium peak positions were chosen to mimic the relative atomic radii differences between Al
and Cu and were chosen to be, k11Al = 2π, k10Al =

√
2k11Al, k11θ = (81/38)π and k10θ =√

2k11θ. Transition temperatures are set to σM11Al = 0.55, σM10Al = 0.55, σM11θ = 0.55 and
σM10θ = 0.55; and the concentration axis is rescaled to be commensurate with the maximum Cu-
content (≈ 32.5at.%) in the θ-phase [32].
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Figure 5.8: XPFC binary alloy simulation of clustering. Domain size shown is 256×256 lattice spac-
ing, and after 225,000 iterations, the domain contains clusters of various sizes and solute content.
(a) Long-lived well developed cluster; (b) Initial structure of the matrix distorted with randomly dis-
tributed dislocations. Colour indicates solute content, with blue representing low Cu-content while
red is high Cu-content. Black symbols map out dislocations.
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within the single-phase (Al) region, e.g., σ = 0.16, no clustering is observed and the initial distor-
tions are removed from the matrix through dislocation-dislocation annihilation as the system heals
itself. The dislocation-mediated clustering mechanism, evident in Fig. 5.8(a), is consistent with past
TEM observations in Al-Cu alloys, and to our knowledge, our simulations are the first such atom-
istic scale numerical experiments which support the dislocation-assisted clustering and precipitation
nucleation hypothesis.

5.7.3 Quantitative Analysis of System Energetics

Figure 5.9: (a-c) Snapshots in time of the formation and growth of cluster “a”; (d) Plot of the work
of formation (analytic) versus effective cluster radius (R) of increasing dislocation density (Σb2i ),
i.e., increasing strain fields. Dashed curve denotes work of formation for dislocation unassisted
homogeneous nucleation (Σb2i = 0). The points on the curves represent the local minimum, which
is seen to also shift to larger nucleus sizes until it vanishes; (e) Change in the total work of formation,
∆Gtot (numerically calculated in the neighbourhood of the cluster), and weighted average burger’s
vectors, Σb2i , versus effective cluster radius, R, [32].

Dislocation-mediated clustering can be quantified through analysis of the effect of dislocations
on the nucleation through investigation of the work of formation. When considering dislocations,
and their corresponding elastic contributions, the work of formation of a cluster can be written as,

W = 2πRγ + πR2(−∆f +∆Gs)−∆Gsr +∆Gd, (5.10)

where R is the effective cluster radius in terms of lattice spacings, γ is a Cahn-Hilliard type inter-
facial energy, here taken to be solely chemical∥. ∆f represents the bulk thermodynamic driving

∥With recent PFC work on describing surface energy [62, 60], a more complete treatment can also include structural
information directly from the correlation functions.
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force for nucleation of a cluster in the bulk matrix, ∆Gs is the coherent strain energy for a nu-
cleus formed in the matrix [91], ∆Gsr denotes the energy associated with stress relaxation due to
solute-dislocation interaction and ∆Gd is the dislocation energy∗∗.

In Figure 5.9(d), we plot the work of formation for cluster “a” versus mean cluster radius, up
to the largest cluster shown in Fig. 5.9(c). The mean concentration is that evaluated for an effective
radius given by R. The lower bound dashed curved in Fig. 5.9(d) denotes the work of formation
associated with homogeneous nucleation neglecting the effects of dislocations, i.e., Σb2i = 0 (the
weighted average of the burgers vectors of dislocations surrounding a given cluster). Though the
energy barrier for homogeneous nucleation seems to be smaller than that of a single dislocation
(Σb2i = 1), Fig. 5.9(d) demonstrates that the energy barrier can be reduced significantly when in
the neighbourhood of a large enough collection of dislocations. A phenomenon originally dating
back to the work of Cahn [99], who proposed it in the context of one dislocation that can reduce the
barrier. Here we have generalized this mechanism to account from strain from a stochastic field of
dislocations. These results present some apparently counterintuitive results, in that they predict an
increasing critical radius with accumulating dislocation energy, as well as an increasing overall free
energy within the neighbourhood wherein the dislocations accumulate. The crucial mechanism that
is at work here, however, is that the relative energy barrier separating a spontaneous growing cluster
to a subcritical cluster at a local equilibrium is diminishing with the accumulating strain energy field.
It is likely that this mechanism is more generic and applies to any defects that can collectively work
to locally strain the field around a cluster of solute atoms. One of these defects is so-called vacancy
loops that are quenched in after a rapid temperature quench during heat treatments of aerospace
alloys.

Further to considering the work of formation, our system can also be quantified by examining
the change in the total work of formation, ∆Gtot, of some representative box encapsulating cluster
“a” during its formation and growth. The change in total work of formation can be described as the
grand potential difference, mathematically written as,

∆Gtot =

∫
V

Ω−
∫
V

Ωb

=

∫
V

[f − µcc− µnn]−
∫
V

[f b − µbcc
b − µbnn

b]. (5.11)

µc = ∂f
∂c and µn = ∂f

∂n are the chemical potentials of the concentration and density field, respec-
tively, and V is the total encapsulated volume around the cluster. In this formulation, we are assured
that all elastic, interfacial and bulk contributions are included, as the grand potential is a function
of the free energy. It is noted that, though the growth of cluster “a” may cause an increase in the
local free energy, other parts of the system undergo a decrease in energy caused by the homoge-
nization of sub-critical clusters, dislocations and solute, leading to an overall minimization of the
system free energy. As evident in Fig. 5.9(e), there is an increase in the change of the total work
of formation until a maximum is reached, i.e., the critical nucleation radius, after which there is a
decrease. Moreover, the numerically calculated values of Σb2i for various sizes of cluster “a”, are in
very good agreement with those calculated analytically in Fig. 5.9(d).

Our simulation data demonstrates a continuous growth of cluster “a” mediated by dislocations,
where for each sub-critical size, the system is considered to be in local equilibrium. This is anal-
ogous to previous PFC studies of crystal nucleation in solid-liquid systems [100, 57], we refer to
sub-critical clusters which grow continuously as metastable precursors to the formation of cluster
“a” at its critical size. This mechanism of growth, makes it favourable, thermodynamically, for
continuous growth of the cluster by attracting more solute atoms from the surrounding matrix.

∗∗Details of the specific definitions of the energetic terms can be found in Ref. [32].
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5.8 Summary and Conclusions
In this chapter, we reduced the multi-component XPFC model of Chapter 4 to represent the simplest
case of structural transformations in binary alloys. We presented a wide range of realistic phase
diagram calculations, eutectic, peritectic and isomorphous, demonstrating the robust capability of
the XPFC binary model.

We demonstrated the model for two potential applications where atomic scale elasto-plastic ef-
fects operating on diffusive time scales are of practical importance in the design engineering of
materials. First we examined the growth of eutectic lamellae for both structurally similar and dis-
similar phases. We qualitatively found that along with structural and lattice mismatch, orientational
mismatch between phases plays an important role in the spacing selection processes of such system.
Secondly, we investigated solute segregation to dislocations of a low angle tilt boundary in materials.
The afforded control over structures and their underlying elastic properties allowed us to investigate
the compositional and density variations and their interactions resulting from the elastic properties
of the material inherited from the effective correlation function.

Finally, we applied our model to the study of the mechanisms of clustering in quenched/aged
Al-Cu alloys. Our XPFC binary alloy simulations were the first, to our knowledge, atomistic scale
modelling formalism which are consistent with the current defected-mediated (dislocations in our
simulations) clustering hypothesis in the literature.

In the next chapter, we reduce the multi-component model to the more complex ternary alloy
system and investigate its properties.
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Chapter 6

Specialization of the
Multi-Component Model to Ternary
Systems and Application to Ageing in
Ternary Alloys

Chapter 5 explored a binary representation of the multi-component XPFC model derived in Chap-
ter 4. Its equilibrium and dynamic properties were studied, culminating in its application to clus-
tering in Al-Cu alloys. In this chapter we consider the more complex ternary alloy system. After
describing the appropriate free energy functional and related model parameters, we demonstrate its
equilibrium and dynamic properties. Lastly, we investigate clustering in the presence of multiple
solute species.

6.1 Motivation
Unlike binary alloys, there have been less investigations and studies conducted in ternary and higher
order component alloys. This is because the inclusion of even a single additional alloying element
can make measurements or observations difficult, as solute-solute, solute-defect and defect-defect
interactions can become highly complex and non-linear in their descriptions. Numerical modelling
affords us an avenue from which we can include such complex behaviour of several alloying com-
ponents.

In the following pages, we reduce the multi-component model derived previously to ternary al-
loy systems. With a ternary reduction in hand, we examine its validity and capability by constructing
phase diagrams. We follow by demonstrating its kinetic behaviour with dendritic and eutectic so-
lidification. Lastly, we revisit the phenomena of clustering with the effect of three alloying species.
The ternary model is applied to the study of clustering in a Al-Cu-Mg system, where the addition of
an extra solute species is found to have repercussions on the final microstructure.

We have organized the chapter as follows. First, we discuss the approximations required in re-
ducing the multi-component model in Section 6.2, followed by a description of the effective ternary
correlation kernel in Section 6.3. Section 6.4 presents the dynamic equations for our ternary XPFC
model, following which we discuss the equilibrium properties for a couple of choice systems in
Section 6.5. The kinetic properties of the model are demonstrated in Section 6.6. Finally, we apply
the model to clustering in ternary systems in Section 6.7 and conclude the chapter.
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6.2 Simplified XPFC Multi-Component Energy Functional for
Ternary Alloys

In this section, we reduce the simplified free energy functional of Section (4.9) to the case of three-
components (A,B,C), or ternary alloys. To do so, we describe the system in terms of two solute
components, cA and cB , where the third component can be deduced from mass conversation, i.e.,
cC = 1 − cA − cB . Analogous descriptions are also imposed on the accompanying reference
compositions, cℓi .

Specializing Eq. (4.9) for 3-components, with the above mentioned conditions, the ternary sim-
plified free energy functional reads∗

F ter =

∫
dr

{
n2

2
− η

n3

6
+ χ

n4

12
+ ωF ter

mix(cA, cB) (n+ 1) (6.1)

− 1

2
n

∫
dr′C ter

eff(|r− r′|)n′ + κA
2
|∇cA|2 +

κB
2

|∇cB |2
}
,

where n′ ≡ n(r′), η, χ and ω are treated hereafter as fitting parameters, and κA > 0 and κB > 0 are
the gradient energy coefficients, defined by κA = −κAA+ κAC + κCA and κB = −κBB + κBC +
κCB , respectively†. The entropy of mixing, F ter

mix, for a ternary system given the above constraints
modifies to

F ter
mix(cA, cB) = cA ln

(
cA
cℓA

)
+ cB ln

(
cB
cℓB

)
+ (1− cA − cB) ln

(
1− cA − cB
1− cℓA − cℓB

)
, (6.2)

where cℓA and cℓB are reference liquid compositions. Equation (6.1) has a similar form to the sim-
plified binary model. It couples the contribution for the total density, like that of the original XPFC
model of Greenwood et al. [19, 20] ( described in Section 2.2.5), to an entropy of mixing term which
can be Taylor expanded to yield Cahn-Hilliard like terms in solute species cA and cB .

6.3 Effective Correlation Properties
With the definition of the simplified ternary free energy defined by Eq. (6.1), we now define the
effective correlation function suitable for a ternary alloy system. For three components, the effective
correlation function is defined by,

C ter
eff(|r− r′|) = XA(cA, cB)C

AA
2 (|r− r′|) (6.3)

+XB(cA, cB)C
BB
2 (|r− r′|) +XC(cA, cB)C

CC
2 (|r− r′|),

such that the interpolation functions satisfy XA + XB + XC ≡ 1 at all compositions. Here, their
particular form is chosen to model the generic properties of eutectic systems. However, by careful
alteration of other parameters, other alloy systems can be modeled, e.g. isomorphous and peritectic
systems‡. Their specific forms chosen here are,

XA(cA, cB) = 3c2A + 2cAcB − 2c3A − 2c2AcB − 2cAc
2
B

∗We have neglected cross gradient terms, which arise after imposing the conservation condition, as they are interpreted
to be of higher order. Note that such terms can become important for studying particular phenomena and can be added quite
readily.

†Concentration gradients and their coefficients are derived in Appendix C.
‡See Section 5.5 of the preceding chapter.
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XB(cA, cB) = 2cAcB + 3c2B − 2c2AcB − 2cAc
2
B − 2c3B

XC(cA, cB) = 1− 3c2A + 2c3A − 3c2B + 2c3B − 4cAcB + 4c2AcB + 4cAc
2
B. (6.4)

The construction of each individual correlation function, Cii2 (|k|), corresponding to each respec-
tive pure component, follows from the pure material work of Greenwood et al. [19, 20]. They are
constructed in Fourier space, where to represent the structure of interest, a select number of spectral
peaks are added, with the total correlation being the numerical envelope of all such spectral peaks.

6.4 Ternary Model Dynamics
The density and each composition field follow conserved dissipative dynamics. They are derived
variationally, written as

∂n

∂t
=∇ ·

(
Mn∇

{
n− η

n2

2
+ χ

n3

3
+ ωF ter

mix − C ter
eff n

})
, (6.5)

for the density field. While for each solute field, we have,

∂cA
∂t

=∇ ·

(
McA∇

{
ω(n+ 1)

δF ter
mix

δcA
− 1

2
n
δC ter

eff

δcA
n− κA∇2cA

})
, (6.6)

∂cB
∂t

=∇ ·

(
McB∇

{
ω(n+ 1)

δF ter
mix

δcB
− 1

2
n
δC ter

eff

δcB
n− κB∇2cB

})
, (6.7)

where Mn, McA and McB are dimensionless mobility coefficients for density and compositions
fields. They are set to 1 throughout the remainder of this chapter. The shorthand notation used in
Eqs. (4.13) and (4.14) have also been used here. Once again, we have neglected noise terms in the
dynamic equations for the illustrations and applications shown here. They can easily be included in
the equations above making them stochastic.

6.5 Equilibrium Properties
Ternary equilibrium is defined by co-existence of bulk phases, e.g. solidα-solidβ , liquid-solidα-
solidβ , etc. The governing properties, e.g. partitioning, of such an equilibrium state can be de-
termined from standard thermodynamic minimization methods. In general, for 3-component alloys,
free energy minimization is defined by a common plane tangent between the free energy wells of any
two or three coexisting phases§. This construction is a geometrical representation of the statement
that the chemical potentials and grand potentials of any two phases are equal with respect to each
component. Here, we construct isothermal ternary phase diagrams by examining all combinations
of phase coexistence (e.g., solidα-liquid, solidα-solidβ , etc.).

§The number of possible phases that can be in equilibrium is determined by Gibbs phase rule.
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6.5.1 Phase Diagram Construction Method
For solid phases, the density field, which varies on atomic length scales, is approximated using a
multi-mode approximation given by

ni(r ) =

Ni∑
j=1

φj

Nj∑
l=1

exp

(
2π

ai
ikl · r

)
, (6.8)

where ai is the lattice spacing of the solid phase i and Ni denotes the number of mode families
(families of planes) in the unit cell of phase i, φj is the amplitude associated with the jth family
of planes. Each mode contains Nj reciprocal lattice peaks, enumerated by the index l. Strictly
speaking, there is a distinct amplitude, Al,j , for each reciprocal lattice peak. However, for the
purposes of simplifying the construction of phase diagrams (i.e., working with the fewest number of
variables to minimize), they are assumed constant leading to φj .

Substituting Eq. (6.8) into Eq. (6.1), and integrating over one unit cell, the free energy can be
calculated for each phase as a function of cA, cB and the amplitudes φj . Since amplitudes are non-
conserved fields, the resulting free energy is then minimized with respect to each φj . The result is
substituted back into the free energy. After this procedure, we are left with an energy landscape,
F ter
sol(cA, cB), where F ter

sol represents an amplitude-minimized solid free energy¶. As with previous
XPFC models presented, we neglect the contribution of a k = 0 mode to the correlations and
therefore explicitly assume that the density of all phases is close to the reference, i.e., no = 0. For
the liquid phase, the free energy F ter

liq(cA, cB) is trivially computed by setting all φj = 0
With the free energy landscapes of liquid and solids, the phase boundary lines between a combi-

nation of phases at a given temperature parameter, σ, are computed by solving the following set of
equations simultaneously,

µIcA = µJcA

µIcB = µJcB

ΩI = ΩJ , (6.9)

where the last of these implies,

f I − µIcAc
I
A − µIcBc

I
B = fJ − µJcAc

J
A − µJcBc

J
B . (6.10)

The superscripts I and J denote any two phases in equilibrium (e.g. liquid-solidα), respectively.
The expressions µIcA = ∂f I/∂cA and µIcB = ∂f I/∂cB are the chemical potentials of phase I
with respect to the concentrations cA and cB , respectively, with analogous definitions for µJcA and
µJcB . The expressions ΩI and ΩJ are the grand potentials of phases I and J , respectively. See
Appendix B for further details on calculating phase diagrams. The set of conditions in Eq. (6.9),
along with Eq. (B.13) defining the average concentration, can be solved to find the four equilibrium
concentrations (two per phase) defining coexistence on a given tie line.

6.5.2 Ternary Eutectic Alloys
A first example of the equilibrium properties of the ternary XPFC model is demonstrated for a
system where all three components (A,B, and C) are structurally similar, differing only in their
equilibrium lattice spacings. Here, 2D square symmetry is assumed as the equilibrium structure for
each pure component, which in this context implies that all Ĉii2 have the same number of peaks,
with the corresponding ratios of their positions in reciprocal space being the same. However, each

¶It is noted that there will be one free energy for the φ = 0 -liquid-solution and one for the φ ̸= 0 -solid-solution).
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structure is differentiated by the absolute positions (kj) of each peak. Though it has not been done
here, by adjusting the widths (αj) of each peak, each element can also be differentiated by different
elastic and surface energies. The full list of parameters used to construct the phase diagrams in this
subsection are listed in the caption of Fig. 6.1.

Allowing all three components to have square structural symmetry, at sufficiently low tempera-
ture we can construct a bulk solid free energy landscape describing multiple solid phases. The solid
free energy is described by an effective lattice parameter (ater), that is a weighted average of the
individual lattice parameters of all three components, using the interpolation functions of Eq. (6.4),
namely, ater = aAXA + aBXB + aCXC . This leads to the solid-liquid free energy landscape in
Fig. 6.1(a) for σ = 0.17, where the values of all other parameters are specified in the figure caption.
The corresponding isothermal phase diagram is illustrated in Fig. 6.1(c), which is constructed form
the coexistence lines calculated between the liquid phase and the different solid-solution phases, us-
ing the set of conditions in Eq. (6.9). Figure 6.1(b) shows an isothermal cut at a higher temperature,
i.e., σ = 0.182, depicting an increased region where the bulk liquid is stable compared to the solid
phases. At sufficiently low temperature, the free energy admits eutectic coexistence of three phases.
We construct an isothermal cut right above the eutectic temperature, i.e., at σ = 0.164, shown in
Fig. 6.1(d). The corresponding concentrations cA and cB in Fig. 6.1, are given as fractions, where
unity represents pure A or B, respectively, along each axis of the phase diagram.

6.5.3 Simplified Al-Cu-Mg Type Alloy
The parameters of the ternary XPFC model can be chosen to produce sections of experimental phase
diagrams, qualitatively, as in the work of Fallah et al. [32] and Section 5.7, where the binary XPFC
model was used to model clustering and precipitation in a 2D model of the Al-Cu system. Here, we
demonstrate how the equilibrium properties of a portion of the Al-rich (simplified) part of the Al-
Cu-Mg phase diagram can be described qualitatively by the ternary XPFC model. An experimental
phase diagram at 400◦C is shown in Fig. 6.2(b), taken from Ref. [101]. We will use this phase
diagram in Section 6.7, to study clustering and precipitation in Al-Cu-Mg ternary alloy systems.

Consider the part of the phase diagram for (Al)−β-θ outlined by the red dashed line and circled
solid phases in the experimental phase diagram shown in Fig. 6.2(b), and ignoring the (Al)+S and
(Al)+β+T phase regions. In the dilute-Mg region, a eutectic transition occurs between the Al-
rich, (Al)-FCC phase, and an intermediate phase, θ, which has a tetragonal crystal structure. The
eutectic system of (Al)-θ has a small solubility for Mg, however past the maximum solubility limit,
there exists other intermediate phases terminating at the cubic β-phase. The equilibrium lattice
constants (and thus the positions of the reciprocal space peaks) of θ and β phases are determined
by interpolating between those of Al with 32.5 at.%Cu, and Al with 38.5 at.%Mg, respectively. For
simplicity, we assume a square structural symmetry for all three equilibrium phases, and like the
preceding section, the effective lattice constant is interpolated by weighting using the local solute
compositions, cCu and cMg . The parameters (η, χ, ω), along with the peak widths αj are chosen
to give a satisfactory mapping of the solubility limits of the (Al)-phase for Cu and Mg to those in
the experimental phase diagram of Fig. 6.2(b), for a range of temperature parameters (σ). The full
list of parameters used to construct the phase diagrams in this subsection are listed in the caption of
Fig. 6.2.

Figure 6.2(a), shows the free energy landscape for the solid at σ = 0.04. Figure 6.2(c) shows
the corresponding isothermal phase diagram at σ = 0.04, where the inset shows a zoomed in image
of the Al-rich corner. Comparing the inset with the Al-rich corner of the experimental phase dia-
gram, reasonable agreement is evident between the calculated and the experimental phase diagram.
Figure 6.2(d) shows the isothermal phase diagram for σ = 0.155. At this higher temperature (still
below the eutectic), there is an increase in the solubility limits of the phase boundaries. Section 6.7
will use this phase diagram to demonstrate the initial stages of solid-state precipitation.
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Figure 6.1: Ternary eutectic system: (a) Solid and liquid energy landscapes of a square-square-
square (A-B-C) system at temperature parameter σ = 0.17. Corresponding phase diagrams at
temperatures (b) σ = 0.182, (c) σ = 0.17 and (d) σ = 0.164. The parameters for ideal free
energy and entropy of mixing were η = 1.4, χ = 1, ω = 0.005, while reference concentrations
were cℓA = 0.333 and cℓB = 0.333. Widths of the correlations peaks are taken α11 = 0.8 and
α10 =

√
2α11 for all phases. The peak positions for the given structures are k11A = (81/38)π

and k10A =
√
2k11A for α, k11B = (54/29)π and k10B =

√
2k11B for β and k11C = 2π and

k10C =
√
2k11C for γ. The effective transition temperatures are set to σMj = 0.55 for all family

of planes in all phases. The concentrations on the isothermal phase diagrams are read in a Cartesian
coordinate system.
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Figure 6.2: Al-Cu-Mg Phase diagram: (a) Solid and liquid energy landscapes of a square-square-
square ((Al)−β − θ) system at temperature σ = 0.04, (b) The Al-rich side of an isothermal cut
(at 400◦C) from the experimental phase diagram of the Al-Cu-Mg system taken from Ref. [101].
Dashed circles mark the regions of the Al-rich (Al), Cu-rich (θ) and Mg-rich (β) regions considered
for reconstruction by the model phase diagram. Reconstructed phase diagrams at temperatures (c)
σ = 0.04 and (d) σ = 0.155. The parameters for ideal free energy and entropy of mixing were
η = 1.4, χ = 1, ω = 0.005, coCu = 0.333 and coMg = 0.333. Widths of the correlations peaks
are α11 = 0.8 and α10 =

√
2α11 for all phases. The peak positions are k11(Al) = 2π, k10(Al) =√

2k11(Al), k11θ = (2.0822)π, k10θ =
√
2k11θ, k11β = (1.8765)π and k10β =

√
2k11β . For

all family of planes, σMj = 0.55, in all phases. The maxima in concentrations cCu and cMg are
rescaled from unity, 1, to correspond to the Cu and Mg-content in the θ-phase and β-phase given by
the experimental phase diagram, i.e., ≈ 32.5 and ≈ 38.5 at.%, respectively. The concentrations on
the isothermal phase diagrams are read in a Cartesian coordinate system.
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6.6 XPFC Ternary Model Applications
The binary XPFC approach was previously demonstrated as a tool with which to model the role of
defects and elasticity in structural phase transformations that operate over diffusive time scales. Fur-
ther to these capabilities, the ability to have multi-component interactions between solute atoms and
defects now makes it possible to examine much more complex interactions of the above atomic-scale
effects with different solutes, and their diffusion. This capability opens a myriad of possibilities for
applications for microstructure engineering in materials. This section showcases some applications
of the XPFC ternary model presented in this chapter. In particular, using phase diagrams from the
previous section, we demonstrate dendritic and eutectic solidification, and precipitation in the pres-
ence of two solute species. These phenomena are paradigms of microstructure evolution of relevance
to materials engineering applications and are strongly influenced by diffusion of impurities, elastic
strain, crystal anisotropy and defect structures.

6.6.1 Dendritic Solidification
Dendritic solidification arises when a supercooled liquid is quenched into the solid-liquid coexis-
tence part of the phase diagram. Figure (6.3) shows snapshots in time of a dendritic crystal in a
ternary alloy. The simulation was done using the phase diagram in Fig. 6.1(b). Simulations were
conducted in a 2D domain of size 768a× 768a, where a is the lattice spacing. A uniform grid spac-
ing and discrete time of ∆x = 0.125 (which makes for a domain of size 6144 × 6144 grid points)
and ∆t = 3 were used and equations of motion, (6.5), (6.6) and (6.7), were solved semi-implicitly
in Fourier space. The initial conditions consisted of a small circular seed of diameter, d = 8a of
the γ-phase, seeded in liquid at a temperature of σ = 0.182. The initial concentration of solute
components A and B was uniform in both phases and set to the average alloy values co,A = 0.1 and
co,B = 0.1. Several time slices of the simulation domain, showing the fields (n, cA and cB) at early
times, are shown in Fig. 6.3.

As time progresses during the simulation, Fig. 6.3(a)-(c), dendritic growth is evident. The crystal
develops a characteristic 4-fold symmetry of the underlying square crystal structure, produced with
the correlation function for the given pure component of the γ-phase. The top two rows show the
time evolution of the concentration fields (from left to right), cA and cB , respectively, indicating the
interface boundary layer for each component. Both solutes, A and B, reach their maximum solute
content at the interface of the growing dendrite, in agreement with the solute rejection mechanism
of crystal growth. The bottom row shows the evolution of the density. There is also evidence of
the associated density jump at the interface between solid and liquid phases as depicted by the light
halo-like region around the interface. Figure 6.4 shows a composite view of the dendrite at later
time, highlighting in each quadrant one of the three fields. This simulation depicts multiple diffus-
ing species, density changes and surface tension anisotropy. In a larger numerical domain (where
multiple dendrites can be grown), grain boundaries would also naturally emerge. It is noteworthy
that these physical ingredients arise self-consistently and are very straightforward to simulate nu-
merically. We also note that side-branching of the growing dendrite is not observed in Fig. 6.3 due
to the size of the simulation domain and the exclusion of thermal noise in the dynamical equations.

6.6.2 Eutectic Solidification
Highly concentrated alloys feature solidification of coexisting solid phases. An example of these
is eutectic growth, where co-existing solid phases grow by co-operative diffusion, a mechanism
that allows eutectic colonies to grow with different kinetics than dendritic crystals. Figure (6.5)
shows time slices of a simulation of a ternary eutectic colony for the alloy system studied in the
previous section. The simulation was done using the phase diagram of Fig. 6.2(d). The temperature
was set at σ = 0.164, with alloy concentrations co,A = 0.6 and co,B = 0.025, respectively. The

68



PhD Thesis - Nana Ofori-Opoku McMaster - Materials Science and Engineering

(a) (b) (c)

Figure 6.3: Early-time dendritic solidification in a ternary alloy, simulated using the phase diagram
of Fig. 6.1(b). The quench temperature is σ = 0.182 and the initial solute compositions are uniform
and set to the alloy averages, co,A = 0.1 and co,B = 0.1. Each Column of images represents a
different time during the simulation. The times shown are: (a) 1000 (b) 3000 and (c)7000 iterations.
From bottom to top, each row displays the progression of n, cB and cA, respectively, with cA plotted
in the color range from white (lowest concentration) to red (highest concentration) and cB is plotted
in the color range from white (lowest concentration) to blue (highest concentration).

69



PhD Thesis - Nana Ofori-Opoku McMaster - Materials Science and Engineering

Figure 6.4: Dendritic solidification at time, t = 10000, displaying the values of all three fields. The
top left and bottom right quadrants show the density field, n. The inset on the bottom right, is a
zoomed-in image of the rectangular area marked in black, revealing the structure of the underlying
square lattice and density wave structure through the interface. Top right quadrant shows cA, with
colour range white (low concentration) to red (high concentration), while bottom left shows cB ,
with colour range white (low concentration) to blue (high concentration). Both show the high solute
content at the interface.

system was initialized with an initial circular seed of the α-phase at compositions cA = 0.16 and
cB = 0.005, while the remaining liquid was set as to satisfy the lever rule for each solute species.
As the system evolves, the seed initially becomes dendritic, as is evident by the emerging four
fold symmetry of the crystal. During further growth, because of solute depletion, an instability
occurs which causes the finger like growth of the α-phase, admitting subsequent nucleation of the
secondary γ-phase in regions where there is depletion of speciesA. After the emergence and growth
of γ, there exists an accumulation zone of A, which then allows a nucleation of α. This process is
repeated through out the evolution of the system giving rise to the unique pattern seen in the last
frame on the bottom right of Fig. 6.5. It has been suggested that this method of growth; solute
depletion (or accumulation), nucleation; solute accumulation (or depletion), nucleation and further
growth may be the true mechanism of eutectic formation in alloy systems. In this demonstration,
not only is the effect of the correlation function apparent, through emergence of phases as a function
of the local composition, but there is evidence of topological defects, elasticity and nucleation. All
of which are captured naturally and self-consistently.

6.7 Application to Solute Clustering in Al-Cu-Mg Alloys
Many properties of engineering alloys are typically attained through downstream processing follow-
ing solidification. These downstream processes typically involve either thermo-mechanical manip-
ulations or heat treatment of the as-cast microstructure. One of the most important aims is to induce
certain phase transformations in the as-cast primary solid matrix to help strengthen alloys, a process
known as precipitation hardening. In this section we apply the ternary XPFC alloy model to the
study of such a process. In particular, we investigate the initial stages solute clustering, the precur-
sor stage of precipitation in Al-Cu-Mg alloys. The aim is to elucidate the interactions of impurities
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Figure 6.5: Ternary eutectic solidification simulated using the phase diagram of Fig. 6.1(d). The
quench temperature is σ = 0.164 and the initial solute compositions are uniform and set to the alloy
averages, co,A = 0.6 and co,B = 0.025. Time evolves from top left image to bottom right. Here,
bright purple represents higher concentration values of cA with additions of cB , dark blue represents
lower concentrations cA with small additions of cB , while bright blue regions present relatively
moderate amounts of cA and cB .
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with dislocations and how this alters the nucleation barrier for cluster formation. The main results
and features of this work were made possible by the ternary model developed in this thesis. They
are presented here, while the full details of the study can be found in Ref. [33].

6.7.1 Numerical Simulation of Early Clustering in Ternary Alloys
Solute clustering/early-stage precipitation simulations were preformed using the equilibrium prop-
erties calculated for the (Al)−β-θ system in Figs. 6.2(c) and 6.2(d). Simulations were performed
using Eqs. (6.5)-(6.7) on a 2D rectangular mesh, 4096 × 4096 (∼ 512 × 512 lattice spacings) with
grid spacing ∆x = 0.125 and time step ∆t = 10. Dynamical equations were solved semi-implicitly
in Fourier space. Inspired from our work on clustering in binary alloys, and recent experimen-
tal observations and measurements, initial conditions consisted of distorted single-phase structures,
through the introduction of a uniform distribution of dislocations, and a uniform alloy composition
everywhere of co,Cu = 1.1 and co,Mg = 0.2 at.%. All simulations were initially solutionized for
some time at σ = 0.155, following which they were quenched/aged at a temperature σ = 0.04. Dur-
ing ageing, small clusters initially appear with higher Mg and/or Cu-content than that of the matrix.
As time progresses, some of these clusters decrease in size and Cu-Mg-content, or vanish entirely.
Several stabilize, as shown by the typical stabilized clusters “a” and “b” in Fig. 6.6(a)-(c) and (d)-(f)
for Al-1.1Cu and Al-1.1Cu-0.2Mg alloys, respectively. In contrast, for either alloy, when we in-
crease the ageing temperature within the single-phase (Al) region , e.g., σ = 0.145, no clustering is
observed and the initial distortions are removed from the matrix.

Figure 6.6: Time evolution of clusters in quenched (a)-(c) Al-1.1Cu and (d)-(f) Al-1.1Cu-0.2Mg al-
loys at σ = 0.04. The insets in (a) and (d) show the initial distorted/damaged single-phase structures,
with dislocations clearly marked in the insets, for each set of simulations.

In Fig. 6.6, we see a marked difference between the different microstructures resulting from
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clustering in binary alloys, (a)-(c), compared with that of the ternary alloy, (d)-(f). For the ternary
system, it appears that the addition of a third component enhances the clustering kinetics as well
as promoting a refinement of the final microstructure. The effect of Mg on clustering is clearly il-
lustrated in Figs. 6.7 and 6.8. The first of the figures, Fig. 6.7, displays the marked effects of Mg
on the microstructure, while the latter, Fig.6.8, demonstrates the evolutionary nature of the solute
components when Mg is present in the system. In Fig. 6.7, the effective cluster radius (R) is mea-

Figure 6.7: Cluster density distribution versus cluster size in solutionized binary Al-1.1Cu and
ternary Al-1.1Cu-0.2Mg alloys, plotted at t = 30, 000.

sured by averaging the concentration field bounded by a predefined threshold. A density/distribution
of the number of clusters, is approximated by a normalization of the number of clusters in a given
size range within the 2D simulation domain having an effective lattice parameter of a 3D Al-FCC
lattice parameter. Figure 6.7 plots the resulting distribution for both a binary alloy and the current
ternary alloy. The addition of Mg to the binary alloy, not only increases the number density of
clusters, but also shifts the distribution to smaller radii, thereby causing a reduction in the size of ob-
served clusters. This observation is supported by TEM, atom probe and various other experimental
investigations in the literature.

The effect of Mg was also examined by observing its evolution, as well as that of Cu, in a typical
cluster, “b”. We find, from the data of Fig. 6.8, that we have a continuous increase in the Cu-content
of cluster “b” as a function of the effective radius towards its equilibrium value for the θ-phase. For
Mg and the Mg/Cu ratio, there is an increase until a maximum, after which there is a continuous
drop to the respective equilibrium values. From the data of Fig. 6.8, the formation of Cu-rich clusters
can be considered as occurring in a two stage process. Initially, both Cu- and Mg-content increase
continuously in early clusters until the cluster reaches a critical size. The second stage consists of
a depletion of the Mg-content past the critical cluster size, while attracting more Cu for continuous
growth until the cluster has reached equilibrium according to the phase diagram. This occurs as the
growing cluster releases more stress, whereby it is allowed to reach its equilibrium phase, which
notably contains less Mg than the highly strained Cu-Mg co-cluster.
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Figure 6.8: Composition evolution of Mg, (a), and the ratio of solute compositions Mg/Cu, (b), for
typical cluster “b” from Fig. 5.8. R = 0 defines the centre of the cluster.
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6.7.2 Quantitative Analysis of Clustering
In the previous chapter, when we applied the XPFC binary alloy model to clustering in Al-Cu alloys,
we presented a quantitative analysis using the energetics of the system. An analogous analysis using
the total work of formation (numerical) is employed here. From Section 5.7, the equation for the
total work of formation augmented for ternary alloys takes the form

∆Gtot =

∫
V

Ω−
∫
V

Ωb

=

∫
V

[f − µCucCu − µMgcMg − µnn]−
∫
V

[f b − µbCuc
b
Cu − µbMgc

b
Mg − µbnn

b], (6.11)

where the superscript b denotes bulk quantities, µν are chemical potentials with ν being one of
the fields, and V is the volume which encapsulates clusters “a” and “b” (i.e., boxes marked in
Figs. 6.6(c) and Fig. 6.6(f)). A numerical calculation examining typical clusters, labeled “a” and
“b” from Fig. 6.6 yields the data plotted in Fig. 6.9. As can be seen from the plot, the total work

Figure 6.9: The variation of numerically evaluated total energy, ∆Gtot, due to the formation of
clusters “a” and “a′”, within the boxes marked on the images shown in Fig. 6.6(a)-(c) and (d)-(f),
respectively.

of formation increases locally with the growth of clusters to some maximum value, i.e., until the
clusters become stable, and then decreases. This trend is quite indicative of a nucleation process as
the peak in the plot represents an energy barrier. While this increase and subsequent decrease of
the total work of formation is local, we note that the entire system energy is driven to minimization.
In other words, while the energy may increase locally due to the attraction of dislocations and
solute atoms, there might also be other parts in the system where there is a depletion of solute and
annihilation of dislocations.

Experiments in quenched/aged Al-Cu and Al-Cu-Mg alloys [95, 97, 102] have found increas-
ing evidence that the interaction of ternary impurities and quenched-in defects, such as disloca-
tions [103], dynamically reduce the local nucleation barrier for precipitation at locations in the
matrix. We have also found that the addition of Mg to an Al-1.1Cu alloy promotes clustering and
refinement of the final microstructure, as seen in the simulation data of Fig. (6.6). The clustering
phenomenon observed in these simulations can be attributed to the propensity for solute segregation
to defects and surrounding areas to relieve stresses induced by the presence of said defects, in this
case dislocations. As more solute aggregates to dislocations, the size of the cluster increases but the
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structural nature of the cluster also begins to approach that of the next nearest stable solid phase. As
this process continues and the ever growing cluster attracts more solute, it creates additional stresses
in the surrounding matrix. This in turn draws nearby dislocations to the cluster in attempts to relieve
these additional stresses caused by solute accumulation∥.

6.8 Summary and Conclusions
This chapter reported on the XPFC ternary alloy model, attained by reducing the multi-component
energy of Chapter 4. To our knowledge this is the first PFC model that has explored a system
containing more than two components. The free energy of the system was discussed as well as
the dynamics. We followed with static, i.e., equilibrium, calculations of the system by examining
a generic ternary alloy exhibiting eutectics, both binary and ternary. Secondly, we examined the
mapping of the ternary model, qualitatively, to the Al-rich portion of the Al-Cu-Mg phase diagram.

This multi-component PFC model is able to capture the complex kinetics of solidification and
elastic and plastic effects on solid-state processes. To this end the kinetic properties of model were
demonstrated for dendritic and eutectic solidification. The model was then applied to the study of
early clustering and precipitate growth in Al-Cu-Mg alloys. The results of our work, more com-
prehensive in Ref. [33], seem to support recent experiments on the elusive mechanisms of the early
stages of clustering and precipitation. Particularly, through clustering simulations and analysis of
system energetics, that the addition of trace amounts of Mg to Binary Al-1.1Cu promotes clustering
and grain refinement. Such simulations are currently outside the feasibility of other atomistic or
mean field modeling formalisms, however are well suited using the current XPFC ternary model.

The dynamic demonstrations and applications in this chapter has demonstrated some important
thermodynamic and kinetic properties of the model. Moreover, aside from the quantitative and self-
consistent nature of the model, it is particularly simple to operate numerically. It is expected that
this model can thus be used to elucidate the role of multiple solutes in phenomena governed by
atomic-scale elasticity and defects operating on diffusional time scales.

The next chapter explores how to derive complex order-parameter (amplitude), phase-field type,
models from PFC models through so-called coarse-graining methods. Such models affords the
opportunity to bring the self-consistent and quantitative nature of the PFC to larger size scales.

∥The interested reader is should consult Ref. [33] for a more in-depth study and description of clustering in ternary
alloys.
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Chapter 7

Multi-Scale Modelling: Amplitude
Expansions of Phase-Field-Crystal
Models

The phase-field-crystal (PFC) methodology was introduced to create a bridge between the atomistic
and traditional phase-field (PF) regimes. The latter of which is typically based on phenomenological
free energy forms. Through coarse-graining methods, it has been demonstrated that the form of
traditional PF models can also be derived, albeit with complex order-parameters, from PFC models.
Such coarse-graining procedures can be seen to provide a connected path from the microscopic
properties of the PFC formalism to the traditional PF methods. This has an obvious advantage of
providing a self-consistent road map for deriving the form of more complex PF models that couple
order-parameters to elastic [89, 67], temperature [?], magnetic [?] and polarization fields. It also
allows a way to understand how and where microscopic parameters enter mesoscale theories. In this
chapter, we end the research component of this dissertation by introducing a novel Fourier method
in deriving amplitude models, from truncated classical density functional theories. As an example
of the method, we apply it to the single component structural PFC model of Greenwood et. al. After
derivation of the model, we demonstrate its use for some choice phenomena.

7.1 Motivation
Traditional phase-field methods are capable of operating on length scales considerably larger than
that of the phase-field-crystal approach. Through the use of adaptive mesh techniques [104, 105,
?], the accessible length scales increase even further. Having a basis in phenomenological theory,
the self-consistent description of various atomistic scale effects is severely lacking in PF models.
However, PFC models naturally capture atomistic scale features.

Coarse-graining approaches have recently shown that PFC-type models can be used to derive
the form of traditional PF models, expressed, however, in the form of complex order-parameters,
which makes it possible to simulate different crystal orientations and defect structures on meso-
scopic length and time scales. These amplitude models, remarkably, retain many salient atomistic
level phenomena, making them prime candidates for multiple scale modelling of microstructure phe-
nomena. Recent amplitude descriptions have been used to describe surface energy, and anisotropy,
of crystal-melt interfaces in pure materials and alloys [60, 61, 62], solidification of multiple crystal-
lites using an adaptive mesh [106], island and quantum dot formation [107], segregation and alloy
solidification [89, 108] and grain boundary premelting [109, 93]. However, these for the most part,
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have involved pure materials or binary alloys where both elements had the same crystal structure,
i.e., that employ a single peaked correlation function.

The purpose of this chapter is to apply a new coarse-graining approach to the recent XPFC
model. In so doing, our coarse-graining technique is shown to be general enough to be applicable
to any PFC model. Recent work with coarse-grained PFC models suggests that an amplitude model
capable of describing multiple crystal structures and elasto-plastic effects will be valuable in elu-
cidating the atomistic scale interactions of processes at the mesoscale, as well as motivating better
forms of mesoscale continuum models, such as PF models. Here, we present the amplitude expan-
sion of the XPFC model of a pure material by Greenwood et al. [19, 20], for 2D structures. At the
core of our approach is a Fourier method applied to the excess term, coupled to the volume-averaging
technique described in Refs. [61, 62]. After derivation of the corresponding coarse-grained free en-
ergy functional, we perform dynamic simulations illustrating peritectic solidification and solid-solid
interactions in grain growth between differing crystal structures.

The chapter is organized as follows. Section 7.2 goes through the various steps of generating
a corresponding complex amplitude free energy functional, starting with the construction of an ap-
propriate density expansion, then a brief remark on the volume-averaging technique and finally the
coarse-graining of the XPFC energy. The dynamics of the amplitude set of equations are discussed
in section 7.4, followed by numerical illustrations of the model in section 7.5.

7.2 Amplitude Model Derivation: 2D Square-Triangle Struc-
tures

Recently, numerous works have been published that perform amplitude expansions, particularly of
PFC models. The main approaches that have been used are: the multiple scale analysis [110, 89, 67],
volume-averaging method [61, 62] and the renomarlization group (RG) approach [111, 112, 113,
106], with the multiple scale method being the most widely applied across disciplines. Older works
where these expansions have been performed directly on CDFT models, like the work of Haymet
and Oxtoby [23, 24] and Lakshmiet al. [114] fall under the volume-averaging method. Others still,
e.g. Kubstrup et al. [115] fall under the multiple scale analysis. The central theme in all these
techniques is that the density can be separated into so-called “fast” length scales, where the density
oscillates rapidly, and “slow” length scales, where the amplitudes of the oscillations vary slowly,
with respect to the rapidly varying oscillation of the density. Beyond this, each method has its own
additional underlying assumptions and approximations.

A noteworthy consideration is the validity or accuracy of the various methods in arriving at
the same self consistent system of equations. Namely, the multiple scale analysis and RG meth-
ods operate on the PFC equations of motion, after which the coarse-grained free energy functional
is derived. The volume-averaging method can operate on both the PFC energy functional and the
dynamical equations, however it has been implemented for the most part at the energy functional
level of the PFC or CDFT energy functionals. A point of criticism against the volume-averaging
method, has been the lack of a covariant gradient operator [116] in the amplitude equations. In
previous implementations, a second order expansion was taken of the “slow” variables (i.e., the am-
plitudes) [61, 62]. In particular, while to second order, surface energy calculations can be performed
quite quantitatively, dynamic simulations are fixed to certain orientations. It has been shown [117],
that an expansion to at least fourth order is necessary to recover the lowest order covariant gradient
operator.

7.2.1 Density Expansion in Two Lattices
The PFC suite of models, for a pure material, contain only a single dimensionless density field,
n. A self-consistent method of defining a density expansion which incorporates multiple crystal
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structures is nontrivial. For the XPFC, in 2D, these crystal structures are, crystals of triangular and
square symmetry. Kubstrup et al. [115] in a study of pinning effects between fronts of hexagon
(i.e., triangle) and square phases, have proposed a construction through which variable phases can
be described by a single expansion definition. This density expansion, for the XPFC model, can be
written as,

n(r) = no(r) +
6∑
j

Aj(r)e
ikj ·r +

6∑
m

Bm(r)eiqm·r + c.c., (7.1)

where no(r) is the dimensionless average density and is a “slow” variable, c.c. denotes the complex
conjugate, {Aj} represent the amplitudes describing the first mode of our structures, while all {Bm}
represent the amplitudes for the second mode and like the dimensionless average density, the ampli-
tudes are also “slow” variables. Following Kubstrup et al., the density expansion we construct can

Figure 7.1: Schematic representation of, mis-oriented by 30 degrees, the vectors k1,k2,k3 and
k4,k5,k6 form a resonant set and compromise two triangular lattices, while vectors k1 and k4 and
similar permutations are orthogonal forming the first mode of the square correlation kernel. The
other set of vectors, {qm} dashed-dotted, correspond to the second mode of the correlation kernel
necessary to stabilize the square structure in the XPFC, and are formed from a linear combination
of the orthogonal set of the first mode. A more thorough description is included in the text.

be schematically inferred from Fig. 7.1 in terms of the required set of reciprocal lattice vectors. Fig-
ure 7.1 represents the reciprocal lattice vectors that enter the density expansion in Eq. (7.1), having
two interlaced triangular structures mis-oriented by 30◦, i.e., vectors k1,k2,k3 and k4,k5,k6 each
form a triangular lattice, respectively. It will be useful in what follows that a so-called property of
resonance is satisfied by these two vector sets. Resonance between density waves, is satisfied when
k1 + k2 + k3 = 0 and k4 + k5 + k6 = 0. The square structure can then be partly constructed from
combinations of the reciprocal lattice vectors of the two triangular sets. For example, k1 and k4
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(which are orthogonal, i.e., k1 ·k4 = 0) represent the first mode of a square lattice, while the second
mode of the square can be constructed from a linear combination from the first, i.e, q1 = k1 + k4

and q4 = k1−k4. Analogous definitions can be made for the second and third set of square lattices
which arise from the two interlaced triangular lattices. In total, the density expansion for a system
described by the vectors of Fig. 7.1 amount to 12 vectors and therefore 12 complex amplitudes.

Figure 7.2: Second Schematic representation of the reciprocal set of basis vectors which comprise a
density simultaneously describing crystals with square and triangular symmetry respectively. Vec-
tors k1,k2,k3 form a resonant set and compromise a single triangular lattice. Vectors k1 and k4

are orthogonal forming the first mode of the correlation kernel. The other set of vectors, {qm}
dashed-dotted, comprise the second mode of the square correlation kernel.

The expansion described by Eq. (7.1) and the vectors of Fig. 7.1, each corresponding to one of
the 12 amplitudes may prove to be intractable or at the least tedious and cumbersome to deal with.
A simpler more intuitive expansion, is also proposed here as a comparison. This is illustrated by
the reciprocal lattice vectors of Fig. 7.2. Unlike the previous expansion, this expansion requires
6 vectors and hence 6 amplitudes. At first glance, there seems to be a limited number of degrees
of freedom afforded to us by an expansion of this kind. It is not known a priori what differences
exist between the two expansions. The nuances that may exist between the two expansions may be
ascertained through numerical simulations. For convenience, we will be using this latter expansion
in our derivation to follow. In Appendix C.3, we also report on the complex amplitude model derived
from the 12 amplitude expansion described by Eq. (7.1). The simpler density expansion is written
as

n(r) = no(r) +

4∑
j

Aj(r)e
ikj ·r +

2∑
m

Bm(r)eiqm·r + c.c. (7.2)

7.2.2 Volume-Averaging Technique for Coarse Graining
As mentioned in the previous section, the amplitudes {Aj} and {Bm} along with the dimensionless
average density no, are all slowly varying on atomic scales. After inserting the density expansion of
Eq. (7.2) into the XPFC free energy terms of Eq. (2.42) (in Section 2.2.5), to lowest order the terms
that will survive the coarse-graining procedure are those where the oscillating exponential phase
factors vanish. In particular, under coarse-graining, the free energy effectively becomes a series of
terms with “slow” variables multiplying phase factors of the form ei∆Ql·r, where ∆Ql are sums or
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differences in the reciprocal lattice vectors. As in all coarse-graining approaches, the lowest order
approximation, i.e., so-called “quick and dirty” approach [111], amounts to the situation where the
only surviving coarse-grained terms result from all ∆Ql ≡ 0. This is the standard condition from
the symmetry requirement of translational invariance of the total free energy [118].

Formally, the volume-averaging method can be performed using a convolution operator [119,
61], defined by,

⟨f(r)⟩V ≡
∫ ∞

−∞
dr′f(r′)ξV (r− r′), (7.3)

where f(r′) is the function being coarse-grained, for our purposes collections of “slow” variables
or “slow” variables multiplied by phase factors, and V is the coarse-graining volume, i.e., typically
the volume of a unit cell. The function ξV in the integrand of Eq. (7.3) is a smoothing function that
is normalized to unity, i.e., ∫ ∞

−∞
dr ξV (r− r′) ≡ 1. (7.4)

In the long wavelength limit, Lslow ≫ L ≫ a, where L ∼ V 1/d, in d-dimensions, while Lslow
is the length scale of variation of the “slow” variables (i.e. microstructural features), and a is the
equilibrium lattice spacing. This condition implies that the function ξV (r) varies on dimensions
much larger than the lattice constant, e.g. a = 2π/|kj |, but much less than the length scale of
variation of the average density and amplitudes. Equation (7.3) is formally applied by changing the
dependent variable in the free energy functional from r to r′, multiplying the resulting free energy by
the left hand side of Eq. (7.4) (i.e., 1) and inverting the order of integration, thus arriving at a series
of terms of the form of Eq. (7.3). Equation (7.3) defines a noninvertible limiting procedure that can
be used to average a function over some volume. The reader is referred to Refs. [119, 61, 31] and
Appendix C for greater detail about the application of the volume-averaging convolution operator.

7.2.3 Coarse-Graining the Ideal Term
Inserting the density expansion of Eq. (7.2) into the ideal portion, ∆Fid (Section 2.2.5), of the XPFC
free energy, and coarse-graining, via the convolution operator as described in the preceding section,
yields to lowest order in amplitudes and the average density,

F cgid
kBTρoV

=

∫
dr

{
n2o
2

− η
n3o
6

+ χ
n4o
12

+
(
1− η no + χn2

o

) ( 4∑
j

|Aj |2 +
2∑
m

|Bm|2
)

− (η − 2χno) [A1A2A3 +A∗
1A

∗
4B1 +A1A

∗
4B

∗
2 + c.c.] +

χ

2

 4∑
j

A2
j (A

∗
j )

2 +

2∑
m

B2
m(B∗

m)2


+ 2χ

 4∑
j

4∑
m>j

|Aj |2|Am|2 +
4∑
j

2∑
m

|Aj |2|Bm|2 + |B1|2|B2|2


+ χ
[
2A∗

2A
∗
3A

∗
4B

∗
2 + 2A∗

2A
∗
3A4B

∗
1 +A2

1B
∗
1B

∗
2 +A2

4B
∗
1B2 + c.c.

]}
, (7.5)

where “∗” denotes the complex conjugate. As alluded to earlier, the correlation-containing excess
term has received some attention in the coarse-graining of PFC models. In the following section,
we introduce a general Fourier space method to treat this term in the context of the present XPFC
model.
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7.2.4 Coarse-Graining the Excess Term
We first rewrite the correlation kernel in its Fourier series representation, i.e.,

C2(|r− r′|) =
∫
dk Ĉ2(|k|) eik·r e−ik·r. (7.6)

The convolution term, G, the integral over dr′ (Section 2.2.5), in the free energy involving the excess
term then becomes,

G =

∫
dr′C2(|r− r′|)n(r′)

=

∫
dr′

∫
dk Ĉ2(|k|)eik·r e−ik·r′ n(r′). (7.7)

Next we take the Taylor series expansion of the correlation function around k = 0∗, i.e., the infinite
wavelength mode of the correlation, to all orders. This expansion can be compactly written as,

Ĉ2(|k|) =
∞∑
l=0

1

l!
(k)l

∂lĈ2

∂kl

∣∣∣∣
k=0

, (7.8)

where l enumerates the order of the terms in the expansion. This functional Taylor series expansion
is formally exact, as it goes to all orders. It is valid provided the correlation function is some well-
behaved function of k. Substituting the density expansion, Eq. (7.2), into the convolution term of
the free energy and employing the definition of the Fourier transform yields

G =

∫
dk

∞∑
l=0

ϑl(k)
ln̂o(k)e

ik·r (7.9)

+

∫
dk

∞∑
l=0

ϑl(k)
l

4∑
j

Âj(k− kj)e
ik·r

+

∫
dk

∞∑
l=0

ϑl(k)
l

2∑
m

B̂m(k− qm)eik·r + c.c.,

where we have made the following definition,

ϑl =
1

l!

∂lĈ2

∂kl

∣∣∣∣
k=0

(7.10)

along with the Fourier components,

n̂o(k) =

∫
dr′no(r

′)e−ik·r′

Âj(k− kj) =

∫
dr′Aj(r

′)eikj ·r′e−ik·r′

B̂m(k− qm) =

∫
dr′Bm(r′)eiqm·r′e−ik·r′ . (7.11)

Next we re-sum the correlation function for the average density part of the convolution term in
Eq. (7.9) and make consecutive change of variables, i.e., k′ = k − kj and then k′ = k − qm, for

∗It is tacitly assumed in doing so that the expansion, Eq. (7.8), is convergent over a large enough window of k-values.
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both the second and third terms in Eq. (7.9), respectively. Following these steps, we arrive at

G =
[
Ĉ2(|k|)n̂o(k)

]
r
+

4∑
j

∫
dk′

∞∑
l=0

ϑl(k
′ + kj)

l Âj(k
′)eik

′·reikj ·r (7.12)

+
2∑
m

∫
dk′

∞∑
l=0

ϑl(k
′ + qm)lB̂m(k′)eik

′·reiqm·r

+ c.c.

Applying the definition of the Fourier transform to the second and third terms on the RHS of
Eq. (7.12) yields,

G =
[
Ĉ2(|k|)n̂o(k)

]
r
+

4∑
j

eikj ·r
[
Ĉ2(|k+ kj |)Âj(k)

]
r

(7.13)

+
2∑
m

eiqm·r
[
Ĉ2(|k+ qm|)B̂m(k)

]
r
+ c.c.,

where [ ]r denotes the inverse Fourier transform. Equation (7.13) represents the total convolution
term of the excess free energy. To complete the coarse-graining of the excess term, we multiply the
convolution term in Eq. (7.13) by the expansion of the density field, i.e., nG. This results in,

∆Fex
kBTρℓ

= (7.14)
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2

[
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2
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2

4∑
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− 1

2

4∑
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− 1
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Bme
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[
Ĉ2(|k+ kj |)Âj(k)

]
r
− 1

2
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m
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l

Bme
i(qm+ql)·r

[
Ĉ2(|k+ ql|)B̂l(k)

]
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− 1

2
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m
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j

Bme
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[
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− 1
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[
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r

+ c.c.
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Coarse-graining, after the application of the convolution operator in Eq. (7.3), leads to lowest order
in amplitudes and the average density,

∆Fex
kBTρℓV

= −no
2

[
ξ̂V (k)Ĉ2(|k|)n̂o(k)

]
r
− 1

2

4∑
j

A∗
j

[
Ĉ2(|k+ kj |)Âj(k)

]
r

(7.15)

− 1

2

2∑
m

B∗
m

[
Ĉ2(|k+ qm|)B̂m(k)

]
r
+ c.c.,

where ξ̂V is a convolution operator, in Fourier space, that cuts off Ĉ2 oscillations beyond its k = 0
peak. The explicit derivation of this term is discussed in Section 7.3.

Several things are worth noting in Eq. (7.15). It becomes evident that the rotational invariance na-
ture of a system, afforded through the covariant gradient operator in real space, is manifested here in
the re-summed correlation kernel, which has as input a shifted wavenumber for the respective modes
being considered. This shifted wavenumber samples low-k value deviations (long wavelength limit)
around the peaks of the original correlation function. Essentially treating each reciprocal space peak
of the original correlation kernel as a corresponding effective “k = 0” mode. It is worth noting
that, like the microscopic XPFC model, the full correlation kernel, in this amplitude formalism, is
the numerical envelope of all reciprocal space peaks included to represent the crystal structural of
interest. The form of the average density contribution is clarified in Section 7.3.

For a system exhibiting density variations, multiple crystal structures, multiple orientations and
elasto-plastic effects operating on diffusive time and length scales, the total coarse-grained free
energy, with the complex conjugate part of the excess term written explicitly for clarity, is,
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4∑
j

2∑
m

|Aj |2|Bm|2 + |B1|2|B2|2


+ χ
[
2A∗

2A
∗
3A

∗
4B

∗
2 + 2A∗

2A
∗
3A4B

∗
1 +A2

1B
∗
1B

∗
2 +A2

4B
∗
1B2 + c.c.

]
− no

2

[
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− 1
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B∗
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[
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− 1

2
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[
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r

}
. (7.16)

7.2.5 Recovering Covariant Operators and amplitude representations of Other
PFC Models

Our Fourier method from the above section can also be used to recover the gradient covariant op-
erators found in amplitude expansions of other PFC models. Here we consider an expansion of
the correlation around k = 0, in powers of k2, like the standard PFC model of Elder and co-
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workers [16, 17], however generalized to all orders. This can be compactly written as,

Ĉ2(|k|) =
∞∑
l=0

1

l!
(k2)l

∂lĈ2

∂(k2)l

∣∣∣∣
k=0

, (7.17)

where l enumerates the order of the terms in the expansion. We note that this expansion can be
generally valid provided the correlation is some well-behaved function and expressible to reasonable
accuracy in even powers of k. This is true for most correlations derived from experiments or first
principles or that can be fit to such techniques, like that of the eighth order fitting of Jaatinen and
Ala-Nissila [59], which was found to be an accurate and efficient approximation to CDFT. Applying
the same arguments for the average density and other couplings in the density expansion, as done
above, Eq. (7.9) now becomes

G =

∫
dk

∞∑
l=0

εl(k
2)ln̂o(k)e

ik·r +

∫
dk

∞∑
l=0

εl(k
2)l

4∑
j

Âj(k− kj)e
ik·r (7.18)

+

∫
dk

∞∑
l=0

εl(k
2)l

2∑
m

B̂m(k− qm)eik·r + c.c.,

where the Fourier transforms follow from Eq. (7.11), and where we have made the following defini-
tion,

εl =
1

l!

∂lĈ2

∂(k2)l

∣∣∣∣
k=0

. (7.19)

Taking the inverse Fourier transform of Eq. (7.18) leads to

G =
∞∑
l=0

εl(−∇2)l no(r) +
∞∑
l=0

εl(−∇2)l
4∑
j

Aj(r)e
ikj ·r

+

∞∑
l=0

εl(−∇2)l
2∑
m

Bm(r)eiqm·r + c.c. (7.20)

Noting that, ∇2 → ∇2 +2ikj · ∇− k2
j (the covariant gradient operator), when Laplacian operators

act on terms of the form Aj(r)e
ikj ·r, we have

G =
∞∑
l=0

εl(−∇2)l no(r) +
4∑
j

eikj ·r
∞∑
l=0

εl

{
−
(
∇2 + 2ikj · ∇ − k2

j

)}l
Aj(r) (7.21)

+

2∑
m

eiqm·r
∞∑
l=0

εl

{
−
(
∇2 + 2iqm · ∇ − q2

m

)}l
Bm(r) + c.c.

Equations (7.20) and (7.21) show that an infinite set of covariant gradient operators (in the long
wavelength limit) is needed to accurately capture the salient features, in real space, of a correla-
tion kernel constructed in Fourier space, reflecting that the latter would require an infinite series of
square gradient terms to be represented in a traditional PFC form. If we neglect all second mode
contributions and truncate the series at l = 2 in Eq. (7.21), we recover the amplitude expansion of
the standard PFC model [89], after the usual application of the coarse-graining operation. To make
contact with the generalized formalism of the previous section, the amplitude terms are rewritten in
terms of an inverse Fourier transform via a change of variable, and in Fourier space the resulting
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correlation kernel expansion is re-summed, resulting in

G =
[
Ĉ2(|k|)n̂o(k)

]
r
+

4∑
j

eikj ·r
[
Ĉ2(|k+ kj |)Âj(k)

]
r

+
2∑
m

eiqm·r
[
Ĉ2(|k+ qm|)B̂m(k)

]
r
+ c.c. (7.22)

Equation (7.22) represents the total convolution term of the excess free energy when the correlation
function is expanded in even powers of k, which gives the exact same result as Eq. (7.13). Com-
pleting the coarse-graining, after the application of the convolution operator in Eq. (7.3), it is easily
seen that we recover the same coarse-grained excess free energy of Eq. (7.15).

7.3 Periodic Instability of the Average density
When one considers a density jump in performing amplitude expansions, using the standard PFC
model of Elder and co-workers, it has been shown, with the standard coarse-graining approaches [107,
67], one recovers the original PFC model in the average density variable, no. This means that the
same instability that causes the periodic solutions to be the equilibrium solutions, at sufficiently low
temperature, can also cause the average density to become unstable. Often a second long wavelength
approximation is made to suppress the associated terms responsible for the instability [110]. There
exists two possible explanations as to the origin of this instability; (i) our assumption of the long
wavelength nature of the average density, no, is incorrect or (ii) the coarse graining procedure, of any
method, is not being applied correctly. As written, our current XPFC amplitude model is immune to
this instability. We qualify this statement by showing the explicit steps required to coarse-grain the
average density term in Eq. (7.13).

We start our discussion with the form of the correlation contribution of the average density term
prior to introducing the volume-averaging kernel of Eq. (7.4). From Eq. (7.13), we have

H = −1

2

∫
dr′ no(r

′)
[
Ĉ2(|k|)n̂o(k)

]
r′
. (7.23)

After inserting the volume-averaging kernel, in Fourier space, we have

H = −1

2

∫
dr′
∫

dr

[∫
dq ξ̂V (q) e

iq·re−iq·r′
]
no(r

′)

∫
dk Ĉ2(|k|) n̂o(k)eik·r

′
. (7.24)

Here, ξ̂V , is the averaging (or convolution) kernel in Fourier space, which restricts the wavenumber
q to small values, i.e., q < 1/L, approximately the same as the first Brillioun zone or similarly the
first peak (lattice spacing) of the correlation function. Note that the average density variable, no(r′),
is slowing varying, while the convolution term, Ĉ2(|k|)n̂o(k), can develop rapid oscillations due to
the periodic instability caused by the correlation kernel. On scales of the rapidly oscillating term, it
is reasonable to take an expansion of no(r′) around r′ = r, which allows us to remove it from the
integral over r′. Next, the noninvertible procedure, described above, occurs by switching the order
of integration dr with dr′, after which we integrate the equation with respect to r′ yielding,

H = −1

2

∫
drno(r)

∫
dq ξ̂V (q) e

iq·r
∫

dk Ĉ2(|k|) n̂o(k) δ(q− k). (7.25)
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Integrating over dk, we have

H = −1

2

∫
drno(r)

∫
dq ξ̂V (q)Ĉ2(|q|)n̂o(q)eiq·r

= −1

2

∫
drno(r)

[
ξ̂V (k)Ĉ2(|k|)n̂o(k)

]
r
, (7.26)

where [ ]r denotes the inverse Fourier transform and in the second line we have changed the wavenum-
ber variable for convenience. Equation (7.26), clearly demonstrates that all the small wavelength
modes associated with the periodic instability of the original correlation are suppressed by convolv-
ing with the volume-averaging kernel. In other words, considering the volume-averaging kernel as
a filter, in this case a low-pass filter, it smooths/eliminates all the high-mode, i.e., small wavelength,
peaks resulting from the correlation function. This effectively allows the system to only sample the
long wavelength, i.e., small mode, information of the correlation function around k = 0.

Equivalently, this can also be motivated from the multiple scale method of coarse-graining. In
that method, a small parameter, ϵ [107, 67], is introduced in a perturbation type expansion which
results in the wavenumber being described by k → k + ϵK, where K represents the large wave-
length modes. Considering the long wavelength behavior of the average density, this results in the
correlation function being evaluated at ϵK, i.e., Ĉ2(|ϵK|), effectively shifting the modes sampled by
the correlation to only those around k = 0. It is worth noting that if one simply applies the so-called
“quick and dirty” approach, of any of the coarse-graining methods when considering a density jump,
the average density term will not be properly coarse-grained, resulting in a term which still possesses
the instability of the original free energy.

7.4 Dynamics
Dynamics of the complex order-parameters comprising the coarse-grained free energy follow the
usual principle of traditional phase-field models. Particularly, the average density, no, obeys con-
served dissipative dynamics, while the amplitudes {Aj} and {Bm} follow nonconserved dissipative
dynamics†. Specifically we have

∂no
∂t

=∇·

(
Mno∇

{
no − η

n2o
2

+ χ
n3o
3

−
[
ξ̂V (k)Ĉ2(k)n̂o(k)

]
r
+ (2χno − η)

( 4∑
j

|Aj |2 +
2∑
m

|Bm|2
)

+ 2χ [A1A2A3 +A∗
1A

∗
4B1 +A1A

∗
4B

∗
2 + c.c.]

})
. (7.27)

Equations for the first mode of the amplitudes read,

∂A1

∂t
= −MA1

{(
1− η no + χn2

o

)
A1 − (η − 2χno) [A

∗
2A

∗
3 +A4B2 +A∗

4B1] + 2χ2A∗
1B1B2

+ χA1

|A1|+ 2

 4∑
j ̸=1

|Aj |+
2∑
m

|Bm|

−
[
Ĉ2(|k+ k1|)Â1(k)

]
r

}
, (7.28)

†While in this derivation the dynamics of no follow conserved and diffusive dynamics, in a more complete treatment,
the dynamics of no can also be treated as a slow spatial but rapidly changing variable through the application of inertial
dynamics [120] to the no equation.
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∂A2

∂t
= −MA2

{(
1− η no + χn2

o

)
A2 − (η − 2χno)A

∗
1A

∗
3 + 2χA∗

3 [A4B
∗
1 +A∗

4B
∗
2 ]

+ χA2

|A2|+ 2

 4∑
j ̸=2

|Aj |+
2∑
m

|Bm|

−
[
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∂A4
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Finally, for the second set of amplitudes, corresponding to the second reciprocal space peak, we
have

∂B1

∂t
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, (7.32)
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∗
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}
. (7.33)

The coefficients Mno , MAj and MBm denote the mobility parameters of the average density and
each corresponding amplitude, respectively, and strictly speaking can be functions of the various
fields in the free energy functional. We have appended to these equations of motion, the stochastic
variables ζno , ζAj and ζBm , which model coarse-grained thermal fluctuations acting on the average
density and amplitudes, respectively. Formally, they satisfy the fluctuation-dissipation relation, i.e.,
⟨ζν(r, t)⟩ = 0 and ⟨ζν(r, t)ζν(r′, t′)⟩ = Γνδ(r−r′)δ(t−t′), where ν denotes the average density or
one of the amplitude fields, with Γν ∝ MνkBT . Huang et al. [67] have formally shown how these
coarse-grained stochastic variables are derived, in an amplitude equation formalism from dynamic
density functional theory through multiple scale analysis. Next we showcase the dynamic properties
of the derived amplitude model by performing numerical simulations.
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Figure 7.3: Solidification and coarsening images from a simulation run. The evolution of the system
progresses in time from left to right, i.e., t = 1, 000, t = 5, 000, t = 30, 000 and t = 100, 000.
Top row corresponds to the average density of the grains. Large density values are black, and lower
values in white. Second row represents the reconstructed atomic density of those areas marked in the
top row. Probable atomic regions are darker than less probable regions and uniform values represent
liquid. Third row plots the magnitude of amplitude, A1, where red regions denote large magnitudes
and blue low magnitudes.
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7.5 Amplitude Model Applications
It is well known that most engineering materials contain multiple phases and components. While
the latter is not explored in this derivation, we can explore a system possessing multiple phases with
the currently derived amplitude formalism. In this section, we demonstrate the complex amplitude
model, capable of describing two different crystal symmetries by exploring solidification, coarsening
and peritectic growth. We then look at the emergence of a second phase, during grain growth, from
the boundaries of a single phase polycrystalline system.

In the sections to follow, simulations were performed using Eqs. (7.27)-(7.33). A semi-implicit
Fourier technique was used to solve the system of equations. Unless stated otherwise, numerical
grid spacing of ∆x = 0.5 and time step of ∆t = 1 have been used‡. Furthermore, for all stochastic
variables, amplitudes have been set to zero, unless indicated otherwise. Following the original
XPFC derivation of Greenwood et al., here we take Ĉ2(|k = 0|) = 0. For simplicity, we also
take all mobility coefficients to be equal to unity, i.e., Mν = 1, were ν is one of the corresponding
fields (no, {Aj}, or {Bm}) in the free energy functional of Eq. (7.16). Finally, all simulations
were conducted in the phase space mapped out by the equilibrium phase diagram in Fig. 2.4(a) of
Section 2.2.5. The reader is referred to the figure caption for other parameter details.

7.5.1 Single Phase Solidification and Coarsening
As a first illustration of our amplitude model, we simulate the solidification of a polycrystalline
network of grains having triangular symmetry. Our simulation domain was set to 4096× 4096 grid
spacings, which is equivalent to approximately 512× 512 lattice spacings. Initially, the system was
seeded with ∼ 100 triangular crystallites randomly distributed in a uniform liquid. Each crystallite
had a radius of 30 grid spacings (∼ 4 lattice spacings) and a randomly chosen orientation. The
average density was chosen to be no = 0.115, which at a temperature of σ = 0.16 in equilibrium
would give a final solid fraction of approximately 0.87 according to the lever rule. The amplitudes
of the initial triangular nuclei were chosen to satisfy Aθj = Aje

iδkj(θ)·r (j = 1, 2, 3), where Aj is
the corresponding amplitudes of the original reference basis, δkj(θ) = Kj(θ) − kj , with θ being
the randomly chosen orientation between the interval [−π/6, π/6] and Kj(θ) the rotated triangular
reciprocal lattice vectors.

In Fig. 7.3, we show some snapshots of the solidification and coarsening process. In descending
order of rows from top to bottom, Fig. 7.3 displays the average density field, the reconstructed
atomic density (from a portion of the simulation domain) and the magnitude of A1, respectively,
with simulation times t = 1, 000, t = 5, 000, t = 30, 000 and t = 100, 000, increasing from left to
right. As shown in the images of the average density, i.e., top row, where darker areas denote regions
of high density and white regions of low, initial crystallites once nucleated, grow and partly coalesce
leading to grain boundaries (t = 5, 000), defined by the dislocations between boundaries. After the
soft impingement of the grains, once the system has approximately reached the equilibrium solid
fraction, we observe subsequent coarsening in frames t = 30, 000 and t = 100, 000, which occurs
to minimize the total interfacial energy of the system via curvature reduction. This manifests itself
in the standard process of coarsening with larger grains growing at the expense of smaller ones.

7.5.2 Peritectic Growth
Our second demonstration of the above amplitude model exploits the multi-phase nature of the
XPFC modeling formalism. Here we illustrate peritectic growth, where the two solid structures have
different crystalline symmetries. The simulation cell was a rectangular domain of size 768 × 1024
grid spacings (∼ 96× 128 lattice spacings), where we initialized the system with alternating square

‡The numerical grid spacing of 0.5 for this amplitude model is ∼ 4 times larger than the full microscopic XPFC model
(0.125). While the time step of 1 is ∼ 100 times larger.

90



PhD Thesis - Nana Ofori-Opoku McMaster - Materials Science and Engineering

and triangular structures having length 200, and width 100 grid spacings respectively. The average
density was set to no = 0.07, at the approximate peritectic temperature, σ = 0.1256. Figure 7.4
shows a snapshot during the growth process at late time. Displayed are a selection of the various
fields which make up the peritectic structure. We have in Fig. 7.4, the average density field (top left),
the reconstructed atomic density of the area marked on the average density (top right), the magnitude
of A1 (non-zero for both structures, bottom left), and the magnitude of B1 (non-zero for the square
phase, bottom right).

(a) (b)

(c) (d)

Figure 7.4: Simulation snapshots, at t = 10, 000, of peritectic solidification. (a) average density,
where dark regions represent high density areas, with lighter regions low density. (b) Reconstructed
atomic probability density of the marked area in (a). Areas of largest probability are darker com-
pared to areas of lower probability. (c) Magnitude of amplitude A1, which is nonzero in both solid
structures; areas of larger magnitudes are depicted in red and zero magnitudes are blue. (d) Magni-
tude of amplitude B1, which is only nonzero in the square phase. Color scheme is the same as in
(c).

7.5.3 Grain Growth and Emergence of Second Phase Structures
To further illustrate the robust capability of the amplitude model derived in this work, here we ex-
amine the emergence of a secondary phase (square), from the grain boundaries and triple junctions
of a polycrystalline network of grains having triangular symmetry. The initial condition was taken
from the solidification simulation of our triangular system, in Sec. 7.5.1, at t = 5, 000. This system
was quenched into the single square-phase region at a temperature of σ = 0.1. The system was left
for a thousand time steps to allow complete coalescence and merger of the grains having triangular
symmetry. After merger, a nonzero noise amplitude of 0.001 for all stochastic variables was intro-
duced for all dynamic equations, thus activating thermal fluctuations in the system for one thousand
time steps. Once nucleation of the square phase was apparent, the noise amplitude was set back to
zero.
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Figure 7.5: Time evolution of grain growth exhibiting emergence of a secondary phase (square) at
the boundaries and triple junctions of the primary solidified phase (triangular). System evolution
progresses from left to right, i.e., t = 1, 000, t = 2, 000 and t = 9, 000. Top row plots the average
density. Large density values are darker shades while low values are light shades. The reconstructed
atomic density of the areas marked in the top row are shown in the second row. Third and fourth rows
display |A1| and |B1|, respectively. Red indicates areas of large magnitudes while blue represents a
magnitude of zero.
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Figure 7.5 shows several snapshots during the system evolution, exhibiting the emergence of the
secondary square phase from the boundaries of the triangular polycrystalline network. From top
to bottom, the plots display the average density, no, the reconstructed density, n, the magnitude of
amplitudeA1 and the magnitude ofB1 (which is only nonzero for the square phase). Time increases
from left to right in Fig. 7.5. Clearly evident in the progression of the images in Fig. 7.5 is onset and
subsequent growth of the secondary phase. This illustrates the further capability of our amplitude
model in describing the self-consistent nucleation and growth of phases, a phenomena that cannot
be captured currently with phase-field and other mean field type formalisms.

7.6 Summary and Conclusions
In this chapter, we reported on a new Fourier technique for deriving complex amplitude models for
PFC and PFC-type free energy functionals. The details of the method were discussed, in context of
the structural PFC formalism for pure materials in 2D, wherein it was shown to recover forms of
previous approaches, as well as address the periodic instability of the average density. The dynamics
of the model were demonstrated on solidification and coarsening, peritectic solidification involving
different crystal structures, and grain growth exhibiting nucleation and growth of secondary phases,
phenomena of relevance in microstructural evolution, where the latter two cannot be captured with
currently available mean-field formalisms such as the phase-field method.

Complex amplitude models were introduced as a way to provide a link between the standard
phase-field approach and the phase-field-crystal approach. As the first complex amplitude model,
capable of describing multiple crystal structures and elasto-plastic effects, this work has demon-
strated the nature of such a bridge between the methodologies by directly incorporating the more
fundamental and microscopic correlation function. Operating on larger scales, the model was shown
to capture the salient atomistic scale features, currently outside the capability of the standard phase-
field approach. As a novel technique, our method can accept as input any derived or experimentally
calculated correlation function, which makes it applicable to a myriad of systems. To further demon-
strate the validity and feasibility of our method, we also report derivation of a complex amplitude
model for a symmetric triangle-triangle binary alloy in Appendix C.4. It is expected such a method,
when combined with novel mesh algorithms, can truly represent a multi-scale modelling paradigm
for investigating microstructural processes governed by elasticity and defects operating on diffu-
sional time and length scales.
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Chapter 8

Conclusions and Future Outlook

8.1 Conclusions
Starting with the standard PFC model, we developed a model for studying the stability of nanocrys-
talline systems under forced ballistic conditions in Chapter 3. Particularly, where nanocrystalline
materials are being considered as practical replacements for traditional polycrystalline systems, our
results suggest that the benefits afforded by nanocrystalline materials are not long lasting as they
are prone to enhanced grain growth. The model however is not limited to external driving only of
a ballistic nature but can also be augmented to study such external driving caused by electromag-
netic effects. Our primary work with the PFC approach did well in demonstrating the robustness
and capability of the method, but also to highlight where improvements have been made and where
improvements can be made further still.

A major improvement recently made to the standard PFC approach was that by Greenwood et.
al [19, 20], who for the first time allowed the description of multiple crystal structures in coexistence
with themselves and the liquid phase. Improving still on their work, in this dissertation, we success-
fully extended the so-called XPFC method to multi-component systems, Chapter 4, to address the
complex interactions and nature inherent in experimentally relevant alloy systems. The first of its
kind in the variants of PFC approaches, our N -component XPFC method couples multiple concen-
trations species with a single density capable of describing multiple crystalline phases through an
effective correlation kernel modulated via concentration interpolation functions. The capability and
validity of the model was demonstrated by reducing the model to binary and ternary alloy systems, in
Chapter 5 and Chapter 6, respectively. We investigated the equilibrium properties of both alloy sys-
tems by examining phase diagrams of generic alloy systems, and several motivated from industrially
relevant systems, i.e., high temperature Fe-Ni, Cu-Ni, Section 5.5 and simplified ternary Al-Cu-Mg,
Section 6.5. Dynamic demonstrations of the models were conducted to test the kinetic behaviour of
the models as well. The models were shown to be well suited in describing eutectic solidification
in binary and ternary alloys, in Sections 5.6 and 6.6, respectively; dendritic solidification in ternary
alloys, in Section 6.6, as well as solute segregation to defects, in Section 5.6. These are phenom-
ena that represent paradigms of microstructure evolution and require atomistic scale description of
phases, and surface and elastic energy and their anisotropy.

We also applied the models to the study of early stage clustering leading to precipitate nucleation,
in Sections 5.7 and 6.7, the initial stages of a heat treatment process known as quenching/ageing.
This particular heat treatment is conducted to induce phase transformations causing precipitation to
help strengthen alloys, a process also referred to as precipitation hardening. There has long being
a conjecture in the clustering literature as to the exact fundamental mechanism leading to early
stage clustering. The ability of the XPFC binary and ternary alloy models to describe a wealth of
complexity of interactions, such as solute-solute, defect-solute, and defect-defect, allowed for the
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first time, an atomistic model description of clustering. Through careful simulations and quantitative
analysis of system thermodynamics, our data suggests a dislocation-mediated mechanism for early
stage clustering in Al binary and ternary alloys. Specifically in the case of ternary alloys, we find that
the addition of trace amounts of Mg to binary Al-1.1Cu, not only promotes clustering but also results
in a refinement of the final microstructure as well, in good agreement with current experimental
results.

The dissertation ended by switching focus to specialized PF models that employ complex order-
parameters. These amplitude/complex order-parameter models are derived from PFC models and
maintain many of the salient features from the more microscopic theory. In Chapter 7, a novel
method for coarse-graining PFC and CDFT type models, applied specifically to the XPFC pure
material in 2D, was presented. Our Fourier method was demonstrated to be unique yet general in
recovering the form of amplitude expansions, namely the covariant operator, of the standard PFC
method as well as in applying it to the other variants of PFC methods, with an extension to 3D
structures and alloys readily available. The model, through dynamic demonstrations, was shown
to reproduce all the atomistic scale features, crystalline phases, elasto-plasticity, etc., all on larger
scales than that of the original XPFC. The capability of the model, given the length scales (and
time scales) on which it operates opens a myriad of possible application for studying experimentally
relevant microstructural phenomena on appropriate scales.

8.2 Future Outlook
The work in this thesis is far from complete. For each aspect we reported on, there are a wide
range of avenues from which one can proceed to improve the work, or further develop what has
been included. The following are only select choices of issues we feel would be most beneficial in
addressing microstructural evolution.

Nucleation of phases in the PFC formalism requires a proper description of thermal fluctuations.
A process whose accurate and quantitative description is presently lacking in the PFC formalism.
A method which can be used to quantify fluctuations already exists in literature from the work of
Hoyt et. al [121, 122]. In their work, using capillary fluctuation theory applied to MD simulations,
they were able to calculate the anisotropy of the stiffness, a parameter which is of importance as
input into PF models for simulating dendrites, to very high numerical accuracy. Applied to the PFC
formalism, we speculate, not only will such a method yield the energy scale of fluctuations in the
PFC, but since such a scale is related to temperature and determines the mobility, through fluctuation
dissipation, they can also be used to ascertain the temperature scale relation to PFC parameters as
well as the time scale relation of PFC models. An investigation into this, using the standard PFC
and XPFC pure material work Elder et. al [16, 17] and Greenwood et. al [19, 20], has already been
initiated in this regard.

The amplitude expansion we presented was the first to consider multiple crystalline structures,
as well as incorporating the unique Fourier space correlation kernel of Greenwood et. al [19, 20].
Amplitudes in general are currently plagued by two outstanding issues. The first consists of the
formation of a boundary when two grains of the same orientation coalesce or merge due to phase
variances. The second is the lack of barriers, such as a Peierls barrier, since all amplitude expansions
only include the lowest order terms. The first of these has yet to be addressed, while for the latter
of these, a recent publication by Huang [123], is under active investigation, however numerics are
found to be problematic. Work on dislocation behaviour in BCC systems by Lakshmi et. al [114],
hinted to the fact that a non-local approximation and a multi-peak description of the correlation
kernel could circumvent the lack of energetic barriers. With the current amplitude model we have
presented, the full correlation is included and thus is the hope that such features will naturally fall
out. Initial results however are contrary to the statement of Lakshmi et. al. A more exhaustive and
detailed investigation needs to be conducted as this outstanding issue is what precludes the amplitude
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formalism from truly describing relevant materials phenomena, such as recrystallization where dis-
location behaviour is important. Once these issues haven been resolved, such amplitude expansions
capable of describing multiple phases, multiple components, elasto-plasticity, grain boundaries and
defects across atomistic and mesoscopic length scales, would represent a true multi-scale platform
for studying microstructure evolution.
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Appendix A

Semi-Implicit Spectral Method

In this appendix, we describe the main numerical scheme used throughout this dissertation. Namely,
we examine the semi-implicit spectral method that has been used extensively in numerical imple-
mentations of the PFC methodology. The equation of motion for any PFC model, for single compo-
nents for simplicity, can generally be written in Fourier space as,

∂n̂(k)

∂t
= L(k)n̂(k) +N [n̂(k)] , (A.1)

where L is an operator containing all the linear parts of the equation and N is an operator which
contains the remaining, nonlinear, parts of the equation. The application of the method to a particular
PFC model would only alter the form of the linear and nonlinear operators. For the standard PFC
model, the operators take the form

L(k) = −Mk2(∆B0 +Bx
(
−2k2 + k4

)
) (A.2)

and,
N [n̂(k)] = −Mk2

[
([n̂(k)]r)

3
]
k

(A.3)

where [ ]k and [ ]r are forward and inverse transforms, respectively. The operators for the standard
XPFC model are defined as

L(k) = −Mk2(1− Ĉ2(k)) (A.4)

and,
N [n̂(k)] = −Mk2

{[
−η
2
([n̂(k)]r)

2
+
χ

3
([n̂(k)]r)

3
]
k

}
(A.5)

Discretizing the equation of motion yields,

n̂t+∆t
k − n̂tk

∆t
= L(k)n̂t+∆t

k +N
[
n̂tk
]
, (A.6)

where we have gone from the continuous description to discrete description of the Fourier transform.
∆t is the numerical time step, while L and N are the discrete versions of the operators. Note that we
have evaluated all linear terms implicitly at t + ∆t, while the nonlinear terms have been explicitly
evaluated at t, thus the name semi-implicit. Rearranging, the updating equation for the next time
step is written as,

n̂t+∆t
k =

n̂tk +∆tN [n̂tk]

1−∆tL(k)
. (A.7)
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Appendix B

Phase Diagrams

To perform efficient numerical simulations, one requires knowledge of the equilibrium phase space
which the system of interest occupies, i.e., phase diagrams. The PFC methodology, through standard
minimization schemes is capable, within certain approximations, of calculating analytically/numerically
the equilibrium phase space of interest for a chosen system. Here, in this appendix, we present the
procedure of phase diagram calculation in the context of the PFC alloy models in this thesis.

B.1 Free Energy Integration and Amplitude Minimization - PFC
For the standard PFC model, in 2D, from Eq. (2.20) we recognize that the density approximation
contains only a single amplitude. With the density approximation in hand, the binary alloy free
energy of Elder and co-workers, Eq. (2.32), is integrated over a single unit cell. The free energy is
of the form

Fbin
pfc

V
=

1

a3

∫
cell

dV

{
n

2

[
Bℓ +Bx

(
2∇2 +∇4

)]
n− t

3
n3 +

ν

4
n4 +

ω

2
ψ2 +

u

4
ψ4 +

K

2
|∇ψ|2

}
(B.1)

Note that when performing the integral over the unit cell (after substituting in the periodic density
expansion), all concentration, i.e., ψ, contributions are assumed to be left unaffected as they are
smooth on the scales of the periodicity of the density. Performing the integral over the unit cell of a
triangular unit cell yields

Fbin
pfc

V
= −1

2
φ2q2Bx 2 +

1

3
φ2q4Bx +

3

16
φ2Bℓ +

45

512
φ4ν − 1

16
φ3t+

w

2
ψ2 +

u

4
ψ4 (B.2)

where φ is the amplitude of the periodic oscillation. We now minimize for the amplitude, φ, and the
wavenumber, q, the two unconserved quantities. We find that the minimized values correspond to

qeq =

√
3

2
(B.3)

and

φeq =
4

45

3 t+
√
9 t2 + 360 ν Bxq2 − 240 ν Bxq4 − 135 ν Bℓ

ν
. (B.4)
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Substituting these minimized values back into the integrated energy, along with the trivial solution
for the liquid energy, yields the following free energies for the respective phases,

Fliq =
w

2
ψ2 +

u

4
ψ4 (B.5)

Fsol = Fliq −
Bx

75 ν
φ2

eq +
Bℓ

75 ν
φ2

eq +
1

2250 ν2
φ4

eq −
4t

3375 ν2
φ3

eq (B.6)

These energies for the different phases are used to construct the phase diagrams by solving the
equations for the common tangent, i.e., Eq. (5.7).

B.2 Free Energy Integration and Amplitude Minimization - XPFC
The construction of the energy curves is performed by making certain approximations to the density
field which allow the mathematics to be more tractable. From one of Eq. (5.9) or Eq. (6.8), it can be
seen that the FCC density approximation is constructed via two amplitudes. The binary free energy
in Eq. (5.1) is integrated over a single unit cell using the following density approximation for each
phase: constant, triangle and square for 2D and constant, BCC and FCC for 3D phase diagrams.
The free energy functional, for a binary alloy, is reproduced here:

Fbin
xpfc

V
=

1

a3

∫
cell

dV

{
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2
− η

n3

6
+ χ

n4

12
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2
n

∫
Ceff(|r− r′|)n′

}
(B.7)

Under the multi-mode approximation, the composition field is assumed to be constant in the bulk
lattice and correspondingly the gradient term in composition in this equation is zero. Likewise, the
pre-multiplying component n to the F bin

mix term integrates to zero over the unit cell since the integra-
tion is completed around the reference density no = 0. These considerations leave the following
integral to be calculated.

Fbin
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2
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n3

6
+ χ
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12
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2
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}
. (B.8)

The F bin
mix(c) term is pulled from the integral entirely since it only depends on the smooth field c, and

is thus trivial to compute. The ideal component to the energy is also easy to integrate in terms of the
density mode approximation above, yielding a function in terms of the density amplitudes, φ1 and
φ2 and the parameters η and χ. For example inputting a two-mode general expression for a square
density field yields Fid/V = 2(φ2

1+φ
2
2)−4ηφ2φ

2
1+12χφ2

1φ
2
2+3χ(φ4

1+φ
4
2). The trivial minimum

of this energy is φ1 = φ2 = 0, in the limit of the ideal energy expansion. The particular choice
of η and χ can lead to different minimizations of ∆Fid with non-zero amplitudes [20], however we
restrict η and χ in ranges that have a zero amplitude minimization for the ideal energy.

The unit cell spacing, a, non-trivially depends on composition as it is linked to the form for
the resultant correlation function based on bulk composition, Cbin

eff . We consider two cases in this
thesis. The first is the case where the lattice spacings for the elements are similar, in this case the
correlation peaks closely align and we treat the resultant peak positions to correspond to lattice
spacings interpolated by the compositional interpolation functions, ie. the lattice spacing for fcc in
the peritectic phase diagram afcc = X1a

A
fcc + X2a

B
fcc. The second is the case where the peaks

in the correlation function do not align at all, as is the case for the square-triangle phase diagram
of Fig. 5.2. Here we assume the lattice spacing does not vary greatly from the dominant structure,
which can be seen by the very small shift in the peak positions in Cbin

eff .
With this approximation, the convolution can be integrated mode by mode in the density ex-
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pansion of Eq. (5.9). In Fourier space the convolution integral becomes trivial, with the periodic
density expansion yielding a Dirac delta function so that the convolution returns the mode that was
input, modulated by the correlation peak height at that mode frequency, i.e.,

∫
Cbin

eff (|r − r′|)n =∑
m

∫
Cbin

eff (|r − r′|)nm =
∑
m Ĉ

bin
eff (kj)nm, where m denotes the individual modes in the density

approximation. Summing over all the reciprocal space modes for a given density expansion and
integrating over the unit cell gives an excess energy

Fex
V

= −M1φ
2
1Ĉ

bin
eff (k1)−M2φ

2
2Ĉ

bin
eff (k2), (B.9)

where for the different symmetries M1 and M2 take values of half of the number of modes used to
construct the phase. A triangular phase, for instance, uses 6 modes in reciprocal space corresponding
to k1 and zero modes for k2, so that M1 = 3 and M2 = 0. Correspondingly we use for square
symmetry: M1 = 2 and M2 = 2, BCC: M1 = 6 and M2 = 0 and FCC: M1 = 4 and M2 = 3.
The function Ĉbin

eff (kj) is simply the value of the correlation kernel at the frequency of the mode in
question. k1 and k2 are the resultant peak positions corresponding to the lattice position modified
by the composition, i.e., afcc = XAa

A
fcc +XBa

B
fcc for example.

The total free energy per unit cell is therefore a 4th order polynomial function in φ1 and φ2

and also a function of c and σ. Before constructing the phase diagram this polynomial must be
minimized with respect to the amplitudes φ1 and φ2. To make this calculation tractable, we make
a further assumption that the second amplitude of two mode density fields is a function of the first
amplitude φ2 = fφ1

∗. For the purpose of calculating the phase diagram we assume that f varies
very little over the range of σ values we are interested in. We compute f explicitly for the case of
σ = 0. For the square phase f = 0.605 and for the fcc phase f = 0.568. The resulting single
amplitude is then easily minimized as a function of both c and σ. For the square-square phase
diagram in Fig. 5.1 for example, the minimized amplitude is

φ1 =
(ηf + 1

3 )

2χ (f4 + 4f2 + 1)

[
9 η2f2 − 12χf2

(
5 + 5χf2 + f4

)
− 12χ

(
1− Ĉbin

eff (k2)
)

+ 12χf2
(
Ĉbin

eff (k1) + 4 f2Ĉbin
eff (k1) + f4Ĉbin

eff (k1)
)
+ 12χf2

(
4Ĉbin

eff (k2) + f2Ĉbin
eff (k2)

)] 1
2

.

(B.10)

The minimized amplitude is then substituted back into the free energy giving an energy as a function
of c and σ only. These energies for the different structures are used to construct the phase diagrams
by solving Eq. (5.7).

Figure (B.1) shows a comparison between the phase diagram using our minimization technique
that uses two amplitudes and another which uses a single value for all amplitudes in the density
expansion, i.e., where φ2 = φ1 [89]. As mentioned previously, the qualitative features are not
altered. However, the phase diagram undergoes a quantitative shift as a function of temperature.

B.3 A Note on Ternary Alloy Phase Diagram Calculation
Regardless of the number of components, the above mentioned procedure for amplitude minimiza-
tion and free integration remains valid. For a ternary alloy, Eq. (6.9) provides a system of equations
that are exact when one needs to determine the equilibrium properties of a given system. For a binary
system, where the number of equations in Eq. (6.9) is reduced by one, at a specified temperature and
pressure they are sufficient to specify exactly the unique phase concentrations corresponding to the
tie line between two phases. However for multi-component systems, for the specific case of a ternary

∗This can be shown via structure factor calculations in solid-state physics.
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Figure B.1: Square-square phase diagrams showing both the two and single amplitude approxima-
tions. Parameters used for the calculation are given in the Section 5.5 of the text.

alloy studied in Chapter 6 (represented by solute compositions A and B), the set of conditions in
Eq. (6.9) are under-determined and cannot uniquely define all phase concentrations. This is because,
for a ternary system at a specified temperature and pressure, there is not generally a single tie line
which specifies phase boundaries between coexisting phases but rather multiple tie lines defining
the boundary between any two phases.

The under-determined set of conditions in Eq. (6.9) contain variables cIA, c
J
A, c

I
B and cJB in phases

I and J respectively. To close this system, an additional condition is necessary to provide a fourth
equation relating the concentrations. A convenient fourth condition is the lever rule, which relates
weight fractions of phases to the average concentration. For clarity, we specify it here for ternary
solid (α) and liquid (L) phases,

co,A = cLAxL + cαAxα (B.11)

and
co,B = cLBxL + cαBxα, (B.12)

where co,A and co,B are the average alloy compositions for componentsA andB respectively and xL
and xα represent the equilibrium volume fractions of liquid andα respectively, and satisfy xL+xα ≡
1. Combining this last relation between the volume fractions and Eqs. (B.11) and (B.12) gives, the
last equilibrium condition,

co,A − cαA
cLA − cαA

=
co,B − cαB
cLB − cαB

. (B.13)

Equation (6.9) together with Eq. (B.13) comprises a complete set of equations which can admit
unique tie line solutions, i.e., solutions for cLA, c

α
A, c

L
B and cαB in the solid-liquid example just con-

sidered.
With the free energy functions generally being highly nonlinear, it is not possible to find ana-

lytical solutions to Eqs. (6.9) and (B.13), and they must be solved numerically. One approach is to
specify the temperature and then raster through the phase space of average concentrations co,A and
co,B , where the rastering is done by taking discrete steps in steps of ∆ cA and ∆ cB , respectively
(for practical purposes its convenient to set ∆ cA = ∆ cB = ∆ c). For each pair of co,A and co,B ,
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Eqs. (6.9) and (B.13) can be solved numerically. The solutions yield cLA, c
α
A, c

L
B and cαB . A unique

solution for each pair of co,A and co,B defines one tie line. The collection of all such tie lines maps
out the coexistence phase boundaries between any two phases, in the case considered here, L and
α. Where no solutions are admitted correspond to single phase regions where no tie lines exist. It
is expected that the smoothness of the phase boundaries, when plotted for graphical purposes, will
depend on the step size, ∆ c, chosen to discretize the average concentration values.

The above mentioned recipe can still require intensive computation, requiring a solution of four
equations in four unknowns for M2 combinations of average concentration pairs (where M is the
discretized number of average concentration values for a given component). We adopted a simpler
approach to compute the ternary phase diagrams in Section 6.5. In particular, given a temperature,
σ, we fixed one of the equilibrium concentrations in Eq. (6.9), assuming it is a valid solution at
that temperature. We then solved for the remaining three unknown concentrations using Eq. (6.9),
repeating thisM times, once for each discrete value of the selected equilibrium concentration. Fixed
concentrations were rastered in steps of ∆ c. Once again, a unique solution defines a tie line between
coexisting phases, say L and α. If no solutions exist, we are in single phase regions where no tie
lines exist.
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Appendix C

Coarse-Graining

This appendix discusses the coarse-graining methods we have applied throughout this thesis. We
begin with the approximation made when developing our multi-component XPFC energy and end
with a presentation of the 12-amplitude coarse-grained free energy from Chapter 7.

C.1 Long Wavelength Limit
In Section 4.3, we reduced the free energy in Eq. (4.7) into a simplified multi-component XPFC
energy functional. In the process of doing this, we simplified terms by considering the long wave-
length limit where the concentration varies much more slowly than the density field. This section
details the steps of how some terms of Eq. (4.7) can be simplified to derive the simplified free energy
functional in Eq. (4.9).

C.1.1 Terms Coupling Product of ci and cj with C ij
2

We begin first with terms involving a coupling of two concentration fields with a correlation function.
As a concrete example, consider the term

G = −1

2

N∑
i,j

∫
dr ci(r)

∫
dr′ Cij2 (|r− r′|)cj(r′), (C.1)

in Eq. (4.7), where we have used the more explicit notation for clarity. (The other terms follow
analogously.) To proceed, we rewrite the correlation function in a Fourier series of the form,

Cij2 (|r− r′|) =
∫
dk Ĉij2 (|k|)eik·re−ik·r′ . (C.2)

Substituting Eq. (C.2) into Eq. (C.1) yields,

G̃ = −1

2

N∑
i,j

∫
dr ci(r)

∫
dk Ĉij2 (|k|)ĉj(k)eik·r, (C.3)

where we define

ĉj(k) ≡
∫
dr′ cj(r

′)e−ik·r′ . (C.4)
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Considering, without loss of generality, the long wavelength limit, we take a Taylor series expansion
of the correlation function in powers of k2 around k = 0∗. This results in,

G̃ = −1
2

N∑
i,j

∫
dr ci(r)

∫
dk

∞∑
l=0

1

l!
(k2)l

∂lĈij2
∂(k2)l

∣∣∣∣
k=0

ĉj(k)e
ik·r. (C.5)

We note that to invoke the long wavelength limit, we could have also Taylor expanded the concen-
tration, cj(r′), at r′ = r as is done in Refs. [60, 61, 62] or employed the multi-scale expansion used
in Refs. [89, 67]. All these methods, though different and require different mathematical treatments,
are found to be equivalent. Retaining, to lowest order, terms up to order l = 1, we have

G̃ = −1

2

N∑
i,j

∫
dr ci(r)

∫
dk Ĉij2 (|k|)

∣∣∣∣
k=0

ĉj(k)e
ik·r

− 1

2

N∑
i,j

∫
dr ci(r)

∫
dkk2 ∂Ĉ

ij
2

∂(k2)

∣∣∣∣
k=0

ĉj(k)e
ik·r. (C.6)

Using the definition of the inverse Fourier transform, we recast Eq. (C.6) as

G̃ = −1

2

N∑
ij

γij

∫
dr ci(r) cj(r)−

1

2

N∑
i,j

κij

∫
dr ci(r)

(
−∇2

)
cj(r), (C.7)

where we have used the following definitions,

γij ≡ Ĉij2 (|k|)
∣∣∣∣
k=0

(C.8)

and

κij ≡
∂Ĉij2
∂(k2)

∣∣∣∣
k=0

. (C.9)

It is thus clear that the first term in Eq. (C.7) will contribute terms that renormalize the coefficient
of the c2i terms in the entropy of mixing, if Eq. (4.8) were expanded about ci = cℓi . In this work,
the γij terms are neglected, and their role is subsumed in an effective manner, for convenience, into
the prefactor ω in Eq. (4.9). The second term in Eq. (C.7) can be recast into gradient energy terms,
which when the model is reduced to systems described by solute compositions become analogous
to those used in Cahn-Hilliard or Ginzburg-Landau theories. To do so, we perform integration by
parts, yielding,

G̃ = −1

2

N∑
i,j

γij

∫
dr ci(r) cj(r)−

1

2

N∑
i,j

κij

∫
dr∇ci(r) · ∇cj(r). (C.10)

In what we presented in this thesis, we neglected cross gradient terms in composition. We note
that such cross terms can become important when studying certain phenomena and/or when higher-
order alloying interactions are considered. Note the negative sign of the gradient term are produced
as expected, since formally κij > 0, when considering a system described generally with all species
compositions. When the system is described in terms of solute concentrations, Cahn-Hilliard like
gradient terms are recovered. As an example, consider the simplified binary, Chapter 5, and ternary,

∗This should hold even when Ĉ2 is not expanded in even powers of k2
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Chapter 6, models described in the text. The binary model is described by compositions cA and cB .
Defining the solute composition to be c ≡ cB , we then use mass conservation to recast the matrix
component A, as cA = 1− c. The gradient terms then follow,

G̃bin
CH = −1

2

∫
dr
(
κAA|∇c|2 − κAB |∇c|2 − κBA|∇c|2 + κBB |∇c|2

)
=

1

2

∫
drκ|∇c|2 (C.11)

where

κ = −κAA − κBB + κAB + κBA. (C.12)

We see that the Cahn-Hilliard gradient term is recovered for the binary system, with κ > 0.
The ternary system is defined by compositions cA, cB and cC . Defining the solute compositions

to be cA and cB , mass conservation permits us to write the composition of the solvent species as
cC = 1 − cA − cB . Introducing these into the gradient terms for a ternary system, while ignoring
cross gradients, we have,

G̃ tern
CH = −1

2

∫
dr
(
κAA|∇cA|2 − κAC |∇cA|2 − κCA|∇cA|2

)
− 1

2

∫
dr
(
κBB |∇cB|2 − κBC |∇cB |2 − κCB |∇cB |2

)
=

1

2

∫
dr
(
κA|∇cA|2 + κB |∇cB |2

)
(C.13)

where

κA = −κAA + κAC + κCA

κB = −κBB + κBC + κCB . (C.14)

Equation (C.13) yields Cahn-Hilliard like gradients for ternary alloys with κA > 0 and κB > 0.

C.1.2 Correlation Kernels Containing Linear Terms in n

To demonstrate the long wavelength limit of terms linear in density in Eq. (4.7), we consider, as an
example, the term

H=−1

2

N∑
i,j

∫
dr cℓicj(r)

∫
dr′ Cij2 (|r− r′|)n(r′). (C.15)

Substituting the Fourier series expansion of the correlation function, Taylor expanding the corre-
lation as in Eq. (C.5) (retaining the lowest order term), and taking the inverse Fourier transform
yields,

H̃ = −1

2

N∑
i,j

γij

∫
dr cℓi cj(r)n(r)−

1

2

N∑
i,j

κij

∫
dr cℓicj(r)

(
−∇2

)
n(r), (C.16)

where γij and κij are defined by Eqs. (C.8) and (C.9), respectively.
The density, n(r), in Eq. (C.16) is rapidly varying. Its leading order representation is defined by
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a single-mode approximation of the form

n(r) =
∑
m

Am(r) eiqm·r, (C.17)

where qm are the reciprocal lattice vectors and Am(r) are slowly varying amplitudes corresponding
to each reciprocal lattice vector, m. Substituting Eq. (C.17) into Eq. (C.16) gives

H̃ = −1

2

N∑
i,j

γi,j
∑
m

∫
dr cℓi cj(r)Am(r) eiqm·r

+
1

2

N∑
i,j

κi,j
∑
m

∫
dr cℓicj(r)∇2

(
Am(r) eiqm·r) . (C.18)

Expanding the Laplacian in Eq. (C.18) gives,

H̃ = −1

2

N∑
i,j

γi,j
∑
m

∫
dr cℓi cj(r)Am(r) eiqm·r

+
1

2

N∑
i,j

κi,j
∑
m

∫
dr cℓicj(r) e

iqm·rLmAm(r), (C.19)

where Lm ≡ ∇2+2iqm ·∇−q2
m is a covariant operator that assures rotational invariance of the free

energy in the long wavelength limit. It is noted that each term in Eq. (C.19) only contains one rapidly
oscillating variable, i.e., eiqm·r. If we apply the so-called “quick and dirty” [111] analogue of the
volume averaging method employed in Refs. [61, 62] (which amounts to decoupling slowly varying
fields inside integrals from rapidly varying phase factors, thus making the integrals effectively vanish
when integrated over one unit), we obtain H̃ ≈ 0.

It is straightforward to show that all other terms in Eq. (4.7) that are linear in n, such as,

H = −1

2

N∑
i,j

∫
drn(r)ci(r)

∫
dr′ Cij2 (|r− r′|)cj(r′), (C.20)

similarly vanish upon coarse graining. It should also be evident from the above considerations that if
Eq. (C.15) contained an n(r) · · ·n(r′) combination, then Eq. (C.19) would contain terms with phase
factors of different combinations of sums of two reciprocal lattice vectors. Some of these two-vector
combinations would add up to zero causing their corresponding terms to survive upon integration.

C.2 Volume-Averaging
Equation (C.19) and similar equations, can more formally be analyzed using a volume averaging
convolution operator [61], defined by

⟨f(r)⟩V ≡
∫ ∞

−∞
dr′f(r′)ξV (r− r′), (C.21)
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where f(r′) is the function being course grained and V is the coarse graining volume. The function
ξV in the integrand of Eq. (C.21) is a smoothing function that is normalized to unity, i.e.,∫ ∞

−∞
dr ξV (r− r′) ≡ 1. (C.22)

A convenient form of ξV is given by

ξV (r− r′) =
1√
πV

e
(r−r′)2

V 2 . (C.23)

In the long wavelength limit, Lslow ≫ L ≫ a where L ∼ V 1/d, in d-dimensions, while Lslow is
the length scale of variation of slowly varying fields, such as the concentration field. This condition
implies that the function ξV (r) varies on dimensions much larger than the lattice constant a =
2π/|qm| but much less then the length scale of variation of the concentration, ci(r). Equation (C.21)
defines a noninvertible limiting procedure that can be used to average a function over some volume.

It is instructive to apply the volume averaging procedure to the first term in Eq. (C.19). For
convenience we define ϕ(r) ≡ cℓicj(r)Am(r). It is noted that ϕ(r) varies on scales much larger than
the lattice constant since it is comprised of slowly varying functions. Using the definition of ϕ(r),
the first integral of Eq. (C.19) can be written as

H̃V=−
1

2

N∑
i,j

γi,j
∑
m

∫
dr′
(∫

dr ξV (r− r′)

)
ϕ(r′)eiqm·r′

= −1

2

N∑
i,j

γi,j
∑
m

∫
dr

(∫
dr′ ξV (r− r′)ϕ(r′) eiqm·r′

)
, (C.24)

Since ϕ(r′) varies more slowly than the scale of variation of ξV and the phase factor eiqm·r′ , it is
reasonable to expand it in a Taylor series about r′ = r. Substituting ϕ(r′) = ϕ(r)+∇ϕ(r) · (r− r′)
into the above expression leads to

H̃V= −1

2

N∑
i,j

γi,j
∑
m

∫
dr

(
ϕ(r)

∫
dr′ ξV (r− r′) eiqm·r′

+∇ϕ(r)
∫
dr′ ξV (r− r′) · (r− r′)eiqm·r′+· · ·

)
. (C.25)

The noninvertible procedure was introduced in the second line of Eq. (C.24). In the long wavelength
limit, when |qm|L→ ∞, both integrals in Eq. (C.25) vanish as ∼ (|qmL|)−1, making H̃V similarly
vanish. To demonstrate this, we take the first term of Eq. (C.25) and solve it in Fourier space. We
have

H̃1
V= ϕ(r)

∫
dr′
[∫

dk ξ̂V (k) e
ik·re−ik·r′

]
eiqm·r′

= ϕ(r)

∫
dk ξ̂V (k) e

ik·rδ(k− qm)

= ϕ(r)ξ̂V (qm)

≈ 0 (C.26)

where δ is the delta function, ξ̂V is the volume averaging function in Fourier space, which is a
Gaussian kernel peaked at k = 0 and rapidly decaying away from k = 0.
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C.3 Amplitude Equations for 12 Vector Density Expansion
In section 7.2.1, where we considered a density mode expansion for our coarse-graining procedure,
we arrived at two expansions. While in the text, we opted to go with the simpler of the expansions,
it was not rigourously motivated from any physical arguments or considerations, rather for conve-
nience. In this appendix, we present, for completeness, the coarse-grained free energy functional
associated with the density mode expansion containing 12 complex amplitudes. Before proceeding,
we recall the density expansion, which takes the form,

n(r) = no(r) +

6∑
j

Aj(r)e
ikj ·r +

6∑
m

Bm(r)eiqm·r + c.c., (C.27)

with the reciprocal lattice vectors defined in the text. The derivation is motivated and follows from
the same arguments and approximations that lead us to the free energy functional of the simpler 6
complex amplitude energy of Eq. (7.16). The free energy functional of the 12 complex amplitude
expansion reads,

F cg12 =

∫
dr

{
n2o
2

− η
n3o
6

+ χ
n4o
12

+
(
1− η no + χn2

o

) ( 6∑
j

|Aj |2 +
6∑
m

|Bm|2
)

− (η − 2χno)
[
A1A2A3 +A4A5A6 +B1B2B3 +A2A

∗
5B5 +A4A

∗
1B4

+A3A6B
∗
3 +A3A

∗
6B6 +A2A5B

∗
2 +A1A4B

∗
1 +B5B6B

∗
4 + c.c.

]
+
χ

2

 6∑
j

A2
j (A

∗
j )

2 +
6∑
m

B2
m(B∗

m)2


+ 2χ

 6∑
j

6∑
m>j

|Aj |2|Am|2 +
6∑
j

6∑
m

|Aj |2|Bm|2 +
6∑
j

6∑
m>j

|Bj |2|Bm|2


+ χ
[
A2

1B
∗
1B

∗
4 +A2

2B5B
∗
2 +A2

3B6B
∗
3 +A2

4B4B
∗
1 +A2

5B
∗
2B

∗
5 +A2

6B
∗
3B

∗
6 + c.c.

]
+ 2χ

[
A2A3A4B4 +A2A4A6B5 +A3A4A5B6 +A1A2A6B

∗
6 +A1A3A5B

∗
5 +A1A5A6B

∗
4

+A1A3A
∗
5B2 +A1A2A

∗
6B3 +A2A3A

∗
4B1 +A4A5A

∗
3B3 +A4A6A

∗
2B2 +A5A6A

∗
1B1

+A1A4B2B3 +A2A5B1B3 +A3A6B1B2 +A4A
∗
1B5B6 +A3A

∗
6B4B

∗
5 +A5A

∗
2B6B

∗
4 + c.c.

]
− no

2

[
ξ̂V (k)Ĉ2(|k|)n̂o(k)

]
r
− 1

2

6∑
j

A∗
j

[
Ĉ2(|k+ kj |)Âj(k)

]
r
− 1

2

6∑
j

Aj

[
Ĉ2(|k− kj |)Âj(−k)

]
r

− 1

2

6∑
m

B∗
m

[
Ĉ2(|k+ qm|)B̂m(k)

]
r
− 1

2

6∑
m

Bm

[
Ĉ2(|k− qm|)B̂m(−k)

]
r

}
. (C.28)

C.4 Amplitude Equations for a Binary Alloy
The Fourier method we applied to generate the amplitude model above and in Chapter 7 can be
readily extended to alloys as well. In this subsection, we present such an extension to a completely
symmetric binary alloy, similar to that of the standard alloy model of Elder et. al, exhibiting triangle-
triangle crystal structures for each component. For a binary alloy, we refer to the simplified XPFC
binary free energy functional of Section 5.2, where each component has as input its own respective
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correlation function, i.e., ĈAA2 and ĈBB2 , respectively, in the effective correlation function. The free
energy reads,

Fbin =

∫
dr

{
n2

2
− η

n3

6
+ χ

n4

12
+ (n+ 1)ωF bin

mix(c)−
1

2
n

∫
dr′Cbin

eff (|r− r′|)n′ + κ|∇c|2
}

(C.29)

where,
Cbin

eff (|r− r′|) = XA(c)C
AA
2 (|r− r′|) +XB(c)C

BB
2 (|r− r′|). (C.30)

The density expansion, given the symmetric nature of the binary alloy, can be written simply as

n(r) = no(r) +
3∑
j

Aj(r)e
ikj ·r + c.c., (C.31)

where the reciprocal lattice vectors for a triangular lattice is schematically represented in Fig. C.1.
Following the derivation and approximations that lead to the above amplitude free energy and the

k1

k3k2

Figure C.1: Schematic representation of the reciprocal set of basis vectors for a triangular lattice.
The vectors, k1,k2,k3, form a resonant set.

coarse-grained free energy in the text, Eq. (7.16), an amplitude model for a symmetric binary model
exhibiting triangle-triangle symmetry has the following free energy functional,

F cgbin =

∫
dr

{
n2o
2

− η
n3o
3

+ χ
n4o
12

+
(
1− η no + χn2

o

) 3∑
j

|Aj |2 (C.32)

− (η − 2χno)
[
A1A2A3 + c.c.

]
+
χ

2

3∑
j

A2
j (A

∗
j )

2 + 2χ

3∑
j

3∑
m>j

|Aj |2|Am|2

+ ωF bin
mix(c) + κ|∇c|2 − no

2

(
XA(c)

[
ξ̂V (k)Ĉ

AA
2 (|k|)n̂o(k)

]
r
+XB(c)

[
ξ̂V (k)Ĉ

BB
2 (|k|)n̂o(k)

]
r

)
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− 1

2

3∑
j

A∗
j

(
XA(c)

[
ĈAA2 (|k+ kj |)Âj(k)

]
r
+XB(c)

[
ĈBB2 (|k+ kj |)Âj(k)

]
r

)

− 1

2

3∑
j

Aj

(
XA(c)

[
ĈAA2 (|k− kj |)Âj(−k)

]
r
+XB(c)

[
ĈBB2 (|k− kj |)Âj(−k)

]
r

)}
.
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nucleation precursor in highly nonequilibrium fluids. Phys. Rev. Lett., 107:175702, 2011.

[101] V. Raghavan. Al-cu-mg (aluminum-copper-magnesium). Journal of Phase Equilibria and
Diffusion, 28(2):174–179, 2007.

[102] Y. Nagai, M. Murayama, Z. Tang, T. Nonaka, K. Hono, and M. Hasegawa. Role of vacancy–
solute complex in the initial rapid age hardening in an al–cu–mg alloy. Acta materialia,
49(5):913–920, 2001.

115



PhD Thesis - Nana Ofori-Opoku McMaster - Materials Science and Engineering

[103] S. H. Babu, R. Rajaraman, G. Amarendra, R. Govindaraj, N. P. Lalla, A. Dasgupta,
G. Bhalerao, and C. S. Sundar. Philosophical Magazine, 92(23):2848, 2012.

[104] N Provatas, N Goldenfeld, and J Dantzig. Efficient computation of dendritic microstructures
using adaptive mesh refinement. Phys. Rev. Lett., 80:3308–3311, 1998.

[105] N. Provatas, J. Dantzig, and N. Goldenfeld. J. Comp. Phys., 148:265, 1999.

[106] Badrinarayan P. Athreya, Nigel Goldenfeld, Jonathan A. Dantzig, Michael Greenwood, and
Nikolas Provatas. Adaptive mesh computation of polycrystalline pattern formation using a
renormalization-group reduction of the phase-field crystal model. Phys. Rev. E, 76:056706,
Nov 2007.

[107] Zhi-Feng Huang and K. R. Elder. Mesoscopic and microscopic modeling of island formation
in strained film epitaxy. Phys. Rev. Lett., 101(15):158701, 2008.

[108] Robert Spatschek and Alain Karma. Amplitude equations for polycrystalline materials with
interaction between composition and stress. Phys. Rev. B, 81:214201, Jun 2010.

[109] R. Spatschek, A. Adland, and A. Karma. Structural short-range forces between solid-melt
interfaces. Phys. Rev. B, 87:024109, Jan 2013.

[110] Dong-Hee Yeon, Zhi-Feng Huang, K.R. Elder, and K. Thornton. Density-amplitude formula-
tion of the phase-field crystal model for two-phase coexistence in two and three dimensions.
Philosophical Magazine, 90(1-4):237–263, 2010.

[111] N. Goldenfeld, B. P. Athreya, and J. A. Dantzig. Phys. Rev. E., 72:020601, 2005.

[112] Nigel Goldenfeld, BadrinarayanP. Athreya, and JonathanA. Dantzig. Renormalization group
approach to multiscale modelling in materials science. Journal of Statistical Physics,
125:1015–1023, 2006.

[113] Badrinarayan P. Athreya, Nigel Goldenfeld, and Jonathan A. Dantzig. Renormalization-group
theory for the phase-field crystal equation. Phys. Rev. E, 74:011601, Jul 2006.

[114] M. Raj Lakshmi, H. R. Krishna-Murthy, and T. V. Ramakrishnan. Density-wave theory of
dislocations in crystals. Phys. Rev. B, 37:1936–1949, Feb 1988.
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