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Abstract

With the rapid increase in the market of portable wireless devices, the life time of

the battery has become very important, especially in wireless medical telemetry, where it

becomes very critical due to the nature of the application. As part of the wireless system,

RF circuits are required to have low-power consumption as one of the ways to increase the

device life time before the need to charge or change its battery. Meanwhile, the low-power

RF circuit should maintain the basic noise and linearity performance required to guarantee

an acceptable BER (Bit-Error Rate) at the receiver end. Furthermore, these circuits must be

cheap and compatible with digital technologies.

This thesis focuses on the design of eMOS voltage-controlled oscillators (YeO),

as one of the building blocks ofa wireless transceiver. Power consumption reduction of the

yeo is the main objective in the thesis. The first step to achieve the low-power requirement

is to optimize the quality factor of the passive devices, such as inductors and capacitors.

Therefore, we have introduced a new technique to enhance the quality factor of the mono­

lithic inductors. This technique is based on decreasing the overall parasitic resistance while

increasing the mutual inductance between the strips of the inductor. Momentum simula­

tions are performed to compare between the proposed technique and another regular induc­

tor that has the same inductance value. The proposed inductor shows 23% enhancement in

its quality factor.

Three ultra low'-voltage yeas are presented. The first two yeas are designed to

operate at frequencies equal to 600 MHz and 2.4 GHz. The novelty in these designs is the

v



low-supply voltage with a value of 400 mY, which is about 100 mY below the threshold

voltage ofthe transistor. Biasing in sub-threshold, leads to reducing the power consumption

performance. These oscillators are the first RF oscillators to be biased in sub-threshold.

The third oscillator was designed to operate at 6 GHz. In this design we have added

another contribution, where we forward biased the body contact of the yeO to overcome

the high frequency effects that occur in sub-threshold. The three oscillators are designed to

operate with supply voltages of350 mY, 400 mV and 450 mY, respectively. The oscillators

have a minimum phase noise of -128 dBclHz, -123 dBclHz and -113 dBclHz at 1 MHz off­

set, respectively, and power consumption of36 IJ.W, 41 IJ.Wand 90 IJ.W, respectively. These

results show the minimum power consumption and supply voltage operation reported in the

literature. In the analysis of these oscillators, discussions are given on the large signal per­

formance of the oscillator and the effect of the inductor mismatch on the power consump­

tion and the phase noise performance. From these three veos, the 600 MHz oscillator was

measured. It operates with a supply of 430 mY, consumes 257 IJ.W and has phase noise of

-132.5 dBc/Hz at 600 kHz offset.

To show the effectiveness of the low-power technique used with the above Yeas,

another oscillator is designed at 2.4 GHz with a higher supply voltage of 1 V. The oscilla­

tor's phase noise is -123.1 dBc/Hz and it consumes 135 IJ.W which is considered very good

compared to other oscillators operating with the same supply voltage. Tuning is realized by

using body-biasing of the oscillator. Therefore, we have presented a unique discussion on

the effect of body-biasing on the performance of the oscillator. Measurments for this oscil­

lator was obtained, however, it does not match the simulations due to the package parastics.

VI
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1

1.1 Motivation

Introduction

Since the invention of the bipolar junction transistor in 1947, the second half of the

twentieth century has witnessed great development in the technology and design of analog

and radio frequency (RF) circuits for telecommunication purposes. Furthermore, the

major advent in the silicon technologies during the past 20 years, especially the wide­

spread use of the CMOS technologies ~ad opened the way for more applications and fre­

quency bands to be established, and thus, aided the telecommunication industry to expand

more and more. In order to fulfil the high demand of the telecommunication market, RF

circuits' designers were faced with many challenges. The core of these challenges is

mainly to utilize the available technology to design and fabricate circuits that operate at

high frequencies, that are less noisy and require lower power budget.

Unfortunately, other applications such as medical telemetry have not received

much attention by RF circuit designers due to its small market. Therefore, RF circuits used

for telecommunication have been also used for medical telemetry, where they served the

purpose quite well. This is attributed to the more strict performance requirements of the

telecommunication circuits. However, in medical telemetry the power consumption

requirements are more critical than in telecommunications.
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To further understand the reason power consumption is a critical criterion for med­

ical telemetry, consider the case where a severely ill patient needs to be monitored by hos­

pital staff. This patient is connected to wireless sensors which monitor their vital signs and

communicates them wirelessly to a base station located where it is easily accessible to the

nurse or doctor. In such a device, the RF front end should have extremely low power con­

sumption, since the device should be able to operate on a single battery for long periods of

time because of the critical nature of the application. Furthermore, most of the power

should be reserved for the primary function of the device, which is sensing.

Another application where power consumption is a very critical issue is Bio-sen­

sors. With the global terror nowadays from any biological warfare [3], it is ofgreat interest

for researchers and scientists to develop small bio-sensors that can detect the presence of

any biological danger. It is their greatest interest to be able to build-up a bio-sensor that

can take a sample from the air, analyze it and transmit this data digitally. The binary data is

then sent to a base station, where it can be processed to determine the nature of the air

sample taken. This whole process should be fast in order to warn the individuals present in

the area in case of any danger.

Figure 1.1 Basic schematic for a wireless medical telemetry system.

2
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Figure 1.2 A block diagram ofa portable, wireless DNA bio-sensor [I].

A block diagram for such a bio-sensor is shown in Figure 1.2. The biological

detection is done by detecting the fluorescent signal due to the hybridization that accrues

between an immobilized single strand DNA probe on the array and the DNA of the bacte­

ria or virus detected. The florescence emission from the micro-array is then scanned by the

image sensors. The image is then filtered from noise and compressed before being trans­

mitted.

These bio-sensors are used in a wireless sensor network environment as shown in

Figure 1.3. The bio-sensors are required to be cheap, small and stay functional alone in the

field for long periods of time without the need to change its battery or recharge it. It is also

required that this bio-sensor operates with a tiny battery or even a solar cell that can guar­

antee its functionality for a long time. Therefore, the circuits designed for such a system

should have very low power consumption and should operate under extremely low volt­

ages and biasing conditions to guarantee its survival in the surrounding environment.
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Figure 1.3 Sensor nodes scattered in a sensor field [2].

1.2 Role of Oscillators in Wireless Transceivers

In order to realize the importance of oscillators in RF receivers, assume having an

RF signal received at the antenna. The function of the receiver is to demodulate this signal

and to extract the information carried on it in the form of base-band data. To achieve this

function, the receiver should primarily filter out the desired signal from its neighbouring

interferers and boost its power to a level where it can be easily demodulated. These basic

tasks are troublesome to be done at such high frequencies as the RF signal. Therefore,

super-heterodyne receivers were invented as a way to overcome this problem. In the

super-heterodyne receivers, the RF signal is down-converted to a lower frequency band

called the intermediate frequency (IF) band, where filtering, boosting the power level and

demodulating the signal is a much easier task. In order to perform the down-conversion of

the signal in the frequency domain, two circuit blocks have been added to the receiver.

These two are the mixer and the local oscillator and they are placed in the receiver path as

shown in Figure 1.4.
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Filter Filter

Mixer

Local
oscillator

Figure 1.4 Basic schematic for an RF receiver.

The mixer is a non-linear circuit that performs the frequency conversion by multi­

plying the RF signal with the signal provided by local oscillator, and gives out their prod­

uct to be at the desired IF and other high frequency components. The mixer is then

followed by a filter to remove the high frequency components to prevent them from dis­

torting the wanted IF signal.

Many receiver architectures have been developed, where all of them are based on

the down-conversion of the RF signal to IF signal. Some of these architectures used dou­

ble-conversion method and direct conversion (zero-IF) method [4], [5] and all of the archi­

tectures require at least one local-oscillator in the receiver to perform the frequency

conversion.

In the case of transmitters, the modulation is usually done at low-frequencies and

then up-converted to theRF band by mixing it with the local oscillator signal.

1.3 Voltage-Controlled Oscillator

The frequency at the output of the mixer IfF is a fixed frequency. All the circuits

that follow the mixer in the chain of the receiver have an optimized performance for the

frequency component that is down-converted toliF But in real life, receivers are designed
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for the detection of several channels, not only one. Therefore, in order for the receiver to

track different channels and down-convert them to !iF> then the receiver should have an

oscillator that has the ability to change its frequency, to down-convert the selected channel

of interest to !iF This ability of the oscillator to change its output frequency is called tun­

ing. The tuning is achieved via a control voltage that is applied to the oscillator, in which

varying the control voltage, shown in Figure 1.5, varies the frequency of the output sig­

nals. The oscillator in this case is called a voltage-controlled oscillator (VeO). The change

in the frequency of the output of the veo must be designed in a way, where it changes lin­

early with the change in the control voltage. The typical transfer function of the veo is

shown in Figure 1.6. In Figure 1.6(a), the change in the frequency with the control voltage

has a positive slope, while in Figure 1.6(b), the change in the frequency with the control

voltage has a negative slope.

veo

Figure 1.5 Block diagram ofa veo from the system point of view.
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(a)

Figure 1.6 Transfer function of a YCO.

1.4 Thesis Objectives and Organization
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(b)

Based on the above discussion, we can see that the need for low-voltage, low­

power RF circuits is inevitable for medical telemetry and bio-sensors. And as the YCO is

a basic and essential block in the RF transceiver, this thesis is dedicated to the design of

low-power and low-voltage YCOs that can be used for such applications.

In chapter two, the fundamentals of oscillators are discussed. In the chapter, we are

more interested in the design of LC tank oscillators, therefore, the basic fundamentals for

inductances and capacitances are presented. The performance parameters of oscillators

such as power consumption, tuning and phase noise are discussed, as well as the trade-offs

between them. The phase noise concept and models are further described as it is a critical

criterion for the oscillator performance. Finally, a discussion on the different topologies of

the LC oscillators are discussed and their cons and pros.

Chapter three starts with the first passive component that is used in the design of

the oscillator, which is the varactor. In this chapter, the basic physical concepts for varac­

tors are explained, followed by their design procedures and design considerations. Finally,

a comparison between the different types ofvaractors is given.
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In chapter four, the discussion on the passive components continues, where various

types of inductors are presented. However, more emphasis will be given to the physical

concept of monolithic spiral inductors. The modeling of the spiral inductor and the means

of optimizing its performance will be discussed in detail. Finally, a new type of inductor

will be presented. This type of inductor is based on the mutual inductance between parallel

microstrips and it can be used for high frequency applications.

In chapter five and six the design of a low-voltage and low-power yeas is dis­

cussed. In each of these chapters, the design, simulations and challenges for each of these

yeas are discussed. Simulations will be presented to prove the theory of operation of

each Yeo.

In chapter seven, comparison between the measurement and simulation results are

given. Finally, in chapter eight, the summary and conclusion of this work is presented as

well as the recommended future research work.
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2 Fundamentals ofOscillators

2.1 Introduction

Oscillators are circuits that provide a periodic output waveform without applying

any AC input to the circuit. They convert the power provided by their biasing voltages to a

power at their frequency of oscillation.

In order for the oscillation to buildup, the oscillator must have a positive feedback

loop where a portion of the output signal is added to the input in a manner that reinforces

the input signal. The reinforced input signal is then amplified to increase the amplitude at

the output. The input signal keeps circulating in the closed-loop, thus building-up the out­

put oscillation amplitude until it saturates.

For the oscillator to start in this scenario, there should be a broadband small-sig­

nal, such as noise that perturbs the system. The oscillator then picks the frequency compo­

nent of the signal that satisfies the condition of oscillation and circulates it within its

closed loop to build up the oscillation amplitude. This broadband small-signal is the back­

ground noise that is always present and produced by the oscillator's circuit components. A

schematic of an oscillator using a positive feedback loop representation is shown in Figure

2.1.
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Figure 2.1 Fundamental model of an oscillator using positive feedback loop repre­

sentation [6], [7].

2.2 Condition of Oscillation

The model of the oscillator shown in Figure 2.1 is described by the transfer func-

tion

A(s)
1 - [A(s) . B(s)] ,

(2.1)

where A(s) is the open-loop transfer function of the oscillator and B(s) is the transfer func­

tion of the feedback network. Vout is the output oscillation amplitude and V;n is a noise sig­

nal that satisfies the conditions of oscillation, which are given by

A(s) . B(s) = 1

L[A(s) . B(s)] = O.

(2.2)

(2.3)

These two conditions of eq.(2.2) and eq.(2.3) are called the Barkhausen criteria.

The Barkhausen criteria for oscillation can be described by utilizing a two-port

model to describe the oscillator as a positive feedback system; as shown in Figure 2.2(a)

However, for microwave engineers, traditionally, the oscillator is described using a one-
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port model. By utilizing the one-port model, the two-port oscillator model can be

described with two one-port networks as shown in Figure 2.2(b). One of the networks is

responsible for providing gain or negative resistance (-Ractive) to the other lossy resonator

network that has resistance Rresonator In order to ensure oscillation in this case, the condi­

tion of oscillation is given by

Rresonator = -Ractive (2.4)

The two models of the oscillator are identical and either of them can be used for

any oscillator topology, except for the Gunn and the tunnel diode oscillators which can

only be described by the one-port model [8].

-Rru:tive RresonaJor

A(s)

B(s)

(a)

Active .- -+ Resonator
Circuit

(b)

Figure 2.2 Comparison between the (a) two-port model and the (b) one-port model

for oscillators.

2.3 Resonator-Based LC Tank Oscillators

Oscillators are classified according to the nature of their feedback network. Some

of these oscillators have a resonator in their feedback networks which acquire a frequency

selection feature. Therefore, these types of oscillators are called resonator-based oscilla­

tors. Other oscillators do not have a frequency selective network in their feedback loop

and they are referred to as resonatorless-based oscillators. In this case, oscillation happens

when the open-loop gain just exceeds unity at the frequency that has a zero-phase shift
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through the loop. Due to the nature of the frequency selective network, the resonator­

based oscillators have much higher spectral purity than the resonatorless-based oscillators.

Hence, resonator-based oscillators are preferred for wireless applications.

The highest spectral purity resonator-based oscillators can be implemented using a

quartz crystal or a surface acoustic wave (SAW) device. These resonators can achieve

high spectral purity, are immune from aging and have very low temperature coefficients.

However, the quartz crystal and the SAW devices are not compatible with the integrated

circuit (lC) fabrication process, and hence, they can not be fabricated on-chip. Further­

more, their relatively large size consumes a lot of the printed circuit board (PCB) area'.

Due to these disadvantages, LC tank circuits are mostly used in modem RF oscillator

designs. A major advantage of the LC tanks is that they can be implemented on-chip; how­

ever, the resulting spectral purity is worse than oscillators with a crystal or a SAW device

and their power consumption is also higher.

2.3.1 Role and Requirements of the LC circuit

The LC circuit is considered as the passive circuitry of the oscillator. A passive cir­

cuit is composed of passive components that either store or dissipate energy but cannot

provide gain to any signals that are applied to it. In this section, the general role and

requirements of the LC passive circuit for oscillator design are discussed. Further discus­

sion on the fundamental operation and circuit models for each of the passive components

will be presented in chapters three and four.

The primary role of the LC tank circuit is frequency selection. The frequency of

oscillationfo for any resonantor-based oscillator is determined by the resonant frequency

of the LC circuit. It should be noted that the parallel connection of the inductor and the

capacitor of the LC tank circuit is mostly used in the oscillator design rather than the series

connection. This is because parallel LC tanks give a high impedance at resonance, which

helps to boost the gain of the oscillator above unity at the frequency of resonance in order

to start up the oscillation, as will be discussed later in section 2.6. At resonance, the

impedance of the capacitor and the inductor are equal and out of phase, so
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XL = Xc' (2.5)

or equivalently,

which gives

fo = 1/(2rcJU:),

(2.6)

(2.7)

wherefo is the resonance frequency of the LC tank circuit.

The second role of the LC tank circuit is tuning. To have an LC resonator that can

change its resonance frequency (fo)' the inductance L and the capacitance C should be

variable. Practically, it is easier to implement the variable reactor using the capacitor

rather than the inductor. Historically, in the early heterodyne receivers, tuning was done

mechanically by using an adjusting knob to align a rotating ganged multi-plate metal with

other plates that are fixed, but interleaved with the rotating ones. These plates had air as a

dielectric between them, and thus changing their alignment varied the value of the overall

capacitance.

In the 1960s, with the advent of commercial semiconductor technologies, the pn

diode varactor replaced the mechanically adjustable· capacitor. The pn junction diodes

were smaller in size, cheaper, and had the advantage of the electrical adjustment of fre­

quency, which had a tremendous impact on the development of the phase-locked loop

(PLL). The reverse pn junction diode varactors were used in the discrete design for YCOs

up to the 1980s, and then they were implemented with YCO modules and monolithic inte­

grated circuits (lCs) [21].

In the 1990s, with the maturity of the CMOS silicon IC fabrication, varactors were

implemented using the MOS capacitor. Introducing the MOS varactors was considered to

be another breakthrough in integrated passive varactors on silicon due to its compatibility,

easy integration and higher tuning range in comparison to pn diode varactors, while main­

taining the high quality factor criteria with the advanced CMOS technologies. As a result,
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much research has been done since the mid 1990s to enhance the performance and obtain

a good model for the MOS varactors.

Ideally, the LC circuit should have an infinite equivalent impedance at parallel res­

onance. However, due to the parasitic losses that are associated with the inductor and

capacitor, the impedance at parallel resonance is finite. A measure of these parasitic losses

is given by the quality factor (Q), which is considered the most important requirement of

the LC tank circuit. Generally, the Q of an inductor or a capacitor is given by

Q = 2 ITotal magnetic energy stored - Total electric energy stored/ (2.8)
1t ITotal energy dissipated per cyclel

The energy dissipated within the inductor or the capacitor is due to the associated

parasitic resistance that results from wiring, connection and leakage currents. This loss in

energy can be modeled as a resistance connected in series to an ideal inductor or capacitor,

as shown in Figure 2.3(a) and Figure 2.3(c), respectively. It can also be modeled as a resis­

tance connected in parallel to an ideal inductor or capacitor as shown in Figure 2.3(b) and

Figure 2.3(d), respectively.

The Q can be determined from each of these simple models. Using the series

model, the quality factor of the inductor QL and the quality factor of the capacitor Qc are

given respectively by

ooL-,
RSL

(2.9)

C· [I/(ooC)]2

j2. R
SL

. 00 (ooC)Rsc
(2.10)

A simpler method to derive the Q of a passive device is by utilizing the equivalent

impedance (Zeq), thus, the quality factor is

(2.11 )
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This gives the same results as equations (2.9) and (2.10). In the case for the inductor,

While, for capacitor,

Irn{Zin} 1
Q- ----

C - Re{Zin} - (wC)Rs

If the parallel model is used instead, the QL and Qc are given by

(2.12)

(2.13)

(2.14)

(a) (b)

(c) (d)

Figure 2.3 Simple (a) series and (b) parallel models for inductor. Simple (c) series

and (d) parallel models for capacitor.

(2.15)
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Q - r /(l/(roC)] - R C
C - r /R

pC
- PC' ro . (2.16)

If the inductor and the capacitor are connected together to form a parallel LC tank

circuit, then the total quality factor of the parallel LC tank circuit Q/ank is given by

where

R
Q - tank - r.,C R

tank - -- - \.OJ • tank'
roL

(2.17)

(2.18)

(2.19)

It should also be noted that the Q not only determines the losses of the inductor or

the capacitor, but also the bandwidth of the LC tank circuit, which is given by

Bandwidth = ~.

Eq. (2.19) states that for higher Q values, the bandwidth of the transfer function of the LC

circuitry will be narrower. Having a narrower transfer function is very critical in the oscil­

lator design, because higher Q value means that the output of the oscillator will have

higher spectral purity. This concept will be discussed in more detail with the phase noise

models later in section 2.5. The Q value also has a great impact on the power consumption

of the oscillator, which will also be discussed in section 2.4.3.

2.4 Performance Characteristics of Oscillators

In this section, different performance characteristics of oscillators are discussed.

Trade-offs between these performance characteristics will also be explained. The main

performance characteristics are phase noise, output voltage swing, power consumption

and tuning.

2.4.1 Phase Noise

In the study of noise in radio-frequency (RF) circuits such as low noise amplifiers

(LNAs), mixers and amplifiers, the main focus is always on the noise that is added to the
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amplitude of the signal by the circuit. Hence, the nOise figure is the parameter that

describes the noise performance of these circuits. However, the oscillator as a block in the

receiver chain is not in the signal's path and its task is to generate a sinusoidal signal that

does not make any abrupt phase changes. Therefore, phase noise is the primary noise per­

formance parameter for oscillators.

To emphasize the importance of phase noise in the performance of oscillators, let

us consider the case of an ideal local oscillator and a real oscillator that exhibit phase

noise. An ideal oscillator is defined as an oscillator that generates a single tone sinusoidal

signal; and its frequency spectrum is represented as an impulse at the angular frequency of

oscillation 010 as shown in Figure 2.4(a). Its corresponding time domain representation is

given by

(2.20)

However, due to the noisy devices used in oscillators such as transistors and the tank cir­

cllit, the output signal x(t) contains noise components superimposed on the impulse at 010 .

These superimposed noise components are added to the signal in two ways. First, noise

that affects the amplitude ofx(t) and is denoted by A(t). Second, the noise that affects the

phase ofx(t) and is denoted by ¢Jt). Thus, the output signal of the real oscillator is given

by

(2.21)

Usually, oscillators have an amplitude self-limiting mechanism, which decreases

the effect of the amplitude modulation (AM) performed by A(t). Hence, its effect on the

output signal can be neglected. Unfortunately, the excess random phase modulation (PM)

caused by ¢n(t) cannot be neglected since for small ¢n(t), the local oscillator signal is pre­

sented by

x(t) ~Ao· cos (ooot) -Ao · <pn(t)· sin(ooot) . (2.22)

Eq. (2.22) reveals the effect of ¢n(t) on the output signal, where the spectrum of x(t) is no

longer considered as an impulse. Instead, the excess phase ¢n(t) is translated to the ideal

spectrum at 000 such that the spectrum becomes a small band of frequencies, as shown in
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Figure 2.4(b), and the oscillator signal is said to have "skirts" around the carrier frequency

[9].

To understand the impact of phase noise on wireless transceivers, let us consider

the receiver path in Figure 2.5. Consider two signals in adjacent channels that are received

at the front-end, where one is the desired signal which has a lower power level than the

other, as shown in Figure 2.6(a). If both signals are mixed with a noisy local oscillator, the

down converted intermediate frequency (IF) of the desired signal will be flooded by the

adjacent channel, as is shown in Figure 2.6(a). The phase noise is also an important crite­

rion in the transmitter design. For example, a transmitter that has excessive phase noise

associated with the carrier can corrupt the signals in adjacent channels of nearby receivers

as shown in Figure 2.6(b).

Output Power

/~

-~--... oo00 0

(a) (b)

Figure 2.4 The output spectrum of (a) an ideal and (b) a real oscillator.

18



M.A.Sc Thesis - Ahmed Fakhr

Duplexer

McMaster - Electrical & Computer Engineering

Band Pass
Filter

Rx-LO

Band Pass
Filter

Figure 2.5 Transceiver front-end [10].

Interferer
Desired jI

signa')l

(a)

Tx-LO

Nearby
Transmitter

(b)

Figure 2.6 Effect of phase noise on (a) down-converted received signal and (b)

transmitters [9].

The phase noise is measured from the output spectrum of the oscillator by using a

spectrum analyzer. The power in a unit bandwidth is measured at the offset frequency /).j,

normalized to the carrier power and the units are dBc/Hz. The oscillator must achieve a

certain phase noise performance to guarantee good reception of the channel with an
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acceptable bit error rate (BER). For example, in GSM-900 MHz receivers, the phase noise

at a /).fof 400 kHz must not exceed -120 dBc/Hz.

2.4.2 Output Voltage Swing

In the transceiver architecture, the output of the local oscillator is connected to the

switching transistors of the mixer circuit. In order to minimize the noise contribution of

these switching transistors in the mixer, it is preferable to have them switched on and off

with a 50% duty cycle. This requires their input which is coming from the oscillator to be

a square wave rather than a sinusoidal wave. Therefore, the switching sinusoidal signal

coming from the oscillator must be with large voltage swing, in order to be abrupt to imi­

tate the effect of the square wave [10], as shown in Figure 2.7.

The output voltage swing also has great impact on the phase noise performance,

where the higher the output voltage swing, the better the phase noise performance. This

will be discussed later in the study of the phase noise models in section 2.5.

Finally, it should be noted that the output voltage swing of the oscillator is usually

determined by its topology and operating conditions.

t

Output of the osci lIator
/ .... /

I \

Oscillator

\ I
\ /,

- ~Square !Vavy
.~proxlmatlOr

Figure 2.7Approximation of a large amplitude sinusoid output (dashed line) by a

square wave (solid line) [10].

2.4.3 Power Consumption

As discussed in chapter one, some wireless applications are powered with batteries

that are required to operate for long periods of time before recharging or replacement. This
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requirement influences the power budget of the integrated system and requires that the cir­

cuits operate with a minimum amount of power dissipation, while meeting all perfor­

mance specifications. Unfortunately, minimizing the power consumption by minimizing

the current leads to lower output voltage swings. This results in a deterioration in the

phase noise and leads to a slower switching of the mixer's switching transistors.

2.4.4 Tuning

In most RF communication systems, the oscillator is required to tune to different

channels. Hence, oscillators should be able to generate an output at different frequencies

so that they can follow different channels. Tuning is normally defined as the maximum

frequency range in which the oscillator operates in a linear fashion with respect to a con­

trol signal, divided by the center frequency of this range.

The four performance parameters discussed above - phase noise, output voltage

range, power consumption and tuning - govern the performance of the oscillator. Unfortu­

nately, most of these performance parameters have conflicting requirements and to have

an oscillator that has superior performance in all four parameters at the same time is very

difficult. For example, if the power consumption is assumed to be the primary concern in

the veo design, then the current provided by the supply must be decreased in order to

decrease the power consumption. However, decreasing the current will decrease the out­

put voltage amplitude (l x RtanV, which will increase the phase noise and also affect the

switching performance of the mixer. Also, to achieve lower power consumption, Rtank

should be enlarged to reduce the amount of current that is required to achieve oscillation.

Hence, larger inductance and higher Q values are needed. However, having a high Q

inductance is very difficult in practice and this will be discussed later in chapter four.

Therefore, large inductance values are used. As a result, lower values for the varactors are

used, which degrades the tuning range of the oscillator.

Usually, a compromise between these parameters is made so that the overall per­

formance of the oscillator still satisfies the design specifications. In order to compare the

overall performance between different designs, a Figure-of-Merit (FoM) is defined for
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oscillators where all these factors are considered. A suitable FoM for an oscillator that

considers all the major performance parameters is

FoM = 20 .IOg(:~ -L(D.ro)-10 logP-20 ·logQ (2.23)

where roo is the angular frequency of oscillation of the oscillator, D.ro is the offset fre­

quency at which the phase noise L(D.ro) is measured, Q is the quality factor of the tank cir­

cuit and P is the power consumption of the oscillator in milliWatts and normalized to I

mW.

2.5 Phase Noise Models

Researchers in [11], [13], [15] have been studying and investigating phase noise

mechanisms so that the phase noise can be modeled properly. However, deriving an accu­

rate model for phase noise is very difficult, complicated and time consuming if an exact

formulation is required due to the non-linear and time varying nature of oscillators. In this

section, a brief review of two popular models is presented.

2.5.1 Leeson's Model

In 1966, Leeson [11] derived a model for phase noise that gives a simple and basic

insight in the mechanisms of phase noise. Leeson described the transfer function of the

oscillator as a linear time-invariant (LTI) system and assumed that the phase noise is due

to the noise of the tank circuit, which is shaped by the overall transfer function of the

oscillator, as shown in Figure 2.8.

Leeson's formula is given by

[
2kT[ roo J2

JL(D.ro) = 10· log P
sig

2Q. D.ro '
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~

Figure 2.8 Noise shaping in oscillators [10].

where L(l1ro) is the noise power at an offset frequency I1ro from the oscillator frequency

roo normalized to the signal power Psig at roo and it is measured in dBclHz, k is Boltz-

mann's constant, T is the absolute temperature and the product kT is the thermal white

noise energy per unit bandwidth that is produced by the lossy tank circuit.

It is important to draw attention to the effect of Psig and Q on phase noise in eq.

(2.24). The signal power Psig is proportional to the output voltage swing and as Psig at roo

increases relative to the noise at offset I1ro, the phase noise will decrease. As a result, the

phase noise performance of the oscillator is directly proportional to the output voltage

swing. Also, higher Q implies a narrower transfer function of the oscillator, and thus, less

noise would be injected in the sidebands of the carrier.

Unfortunately, Leeson's formula did not provide good agreement with the mea­

surements as schematically demonstrated in Figure 2.9. Assuming that the oscillator acts

as a LTI system did not capture the (l/l1ro)3 behavior of the measured phase noise. Also,

the assumption that the only noise source is the noise of the tank circuit made the estima­

tion of the phase noise in eq.(2.24) become less the than what is actually measured in prac­

tice.

To overcome these deficiencies in the derived formula in eq.(2.24), fitting parame­

ters were introduced [10], [12] and thus, L(L1OJ) becomes
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2Q

Eq.(2.8) ~-2

(
2FkTl10 . log -.--)
Ps1g

log (11m)

Figure 2.9 Phase noise spectrum according to Leeson's model versus measured

[13]. Lines with slopes of -3 and -2 are shown.

L(l1m) = 10. IOg[[2kT. F. ( mo _ IJ2. (1 + 11m) II)] ,
Psig 2Q . 11~ Il1ml (2.25)

(2.26)

where 11m .3 is equal to the Ilfcorner frequency of the flicker noise in MOSFETs and F
II}

is an empirical factor that varies depending on the oscillator's topology and biasing condi­

tions. The factor F was only an empirical parameter, there was no formula provided to

help in minimizing it. Fortunately, later in [17], the factor Fwas found to be

F - 1 + 4yIR + 4 R- Y<jgm tank'1tVo

where I is the bias current, Yis the channel noise coefficient of the FET, gm is the transcon-

ductance of the current source MOSFET, and Rtank is the parallel equivalent resistance of

the tank circuit.
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In the attempt to derive a better expression for phase noise and overcome the defi­

ciencies of Leeson's model, Hajimiri et al. [12], [14] considered the time varying nature of

the oscillator in their analysis.

In the linear time-variant (LTV) phase noise model, a derivation of the phase noise

tPn due to an impulse of noise charge injected to the tank circuit was proposed [12], [14].

The first and main step in this analysis is the introduction of the impulse sensitivity func­

tion (lSF) reroof). The ISF defines the phase shift ~~(t) due to an injected charge ~q

through the relation

~~(t) = rcroot)~ ,
qmax

(2.27)

where qmax is the maximum amount of charge injected into the capacitor to produce the

maximum voltage swing Vmax' The next step in the analysis is to derive the output excess

phase ~(t). However, in order to define ~(t), the unity phase impulse response h$(t - i:)

for the oscillator must first be defined. By defining h$(t - i:) , ~(t) can then be defined for

any noise sources that is expressed as a noise current source. Hence,

(2.28)

and the output excess phase ~(t) is expressed as

Finally, the output voltage v(t) is related to the output excess phase ~(t) by PM

v(t) = A· cos[root+~(t)].

(2.29)

(2.30)

Without going into the mathematical derivation in detail, there are some basic

points that should be emphasized regarding the nature of the ISF. Since the switching in

the oscillator has a fixed period, then the noise sources are no longer stationary. Instead,

the noise sources of the core transistors are said to be cyclo-stationary with a period equal

to the period of the oscillating signal.
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Due to the periodicity of the noise sources, the ISF is also repeated every period,

that is, the ISF is periodic. Hence, it can be expanded as a Fourier series

r(root) = Co + L Cn' cos(nroo't + en),

n= 1

(2.31)

where Co is the DC component of the ISF, Cn is the Fourier coefficient of the nth harmonic

and en is a constant phase for the nth harmonic.

Having the Fourier expanded ISF and following the procedures described by eq.

(2.27) through eq. (2.29), the c/>(t) can then be calculated as

c/>(t) = _1_[Co Ji('t)d't + Cn i Ji('t)cos(nroo't + en)] .
qmax

-<Xl n = l-<Xl

(2.32)

Eq.(2.32) is illustrated by Figure 2.1 O. i(t) is assumed to be white noise, that is, it is a con­

stant noise current as a function of frequency. When it is multiplied by the nth component

ofthe ISF, this nth ISF component is multiplied by the noise of i(t) that is present at the fre­

quency equal to the frequency of the nth component. Therefore, the result is equivalent to a

low-frequency noise component passes through a low-pass filter (L.P.F.). The products of

i(t) and all the DC and n components are then summed to produce c/>(t).

The above explanation describes the so called folding down of the harmonic noise,

and folding up of the DC noise to the fundamental frequency of oscillation 0)0' that is all

these frequency components contribute to the phase noise. This folding mechanism is

shown in Figure 2.11.

The folding mechanism provides the reason for the (lif) part of the curve in Fig­

ure 2.9. This (11.1) is simply the folding up of the flicker noise that is produced by the cur­

rent source transistor, which biases the oscillator. Leeson's model was not capable of

describing the folding mechanism because it assumed a LTI system where the power of a

certain frequency component can neither be transferred to other frequency components

nor generate them.
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i(t)

}----------,~ L.P.F.

Phase
Modulation

Figure 2.10 The equivalent system for ISF decomposition [14].

£-----
f

f

~f

Figure 2.11 Evolution of circuit noise to phase noise [12].

Later in [15] and [16], it was shown that the separation between the perturbation in

amplitude and phase was invalid. In [15], a numerical technique was developed to calcu­

late the phase noise based on solving a set of non-linear differential equations, which indi­

cated that the linear assumptions for any oscillator were not consistent. It also showed that
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the numerical technique developed was general, could be applied to any oscillator, and all

the previous LTI and LTV analyses were only special cases of it.

Although both Leeson's and Hajimiri's models are not completely accurate, the

discussions in the following chapters will be based on these two models because of their

simplicity and physically-based formulas that shows the impact of different circuit param­

eters on phase noise. It is also worth mentioning that the circuit simulator (SpectreRF)

used for the oscillator design in the following chapters uses the LTV model for its phase

noise calculations.

2.6 Negative Transconductance (-gm) Oscillators

In most RF transceivers, it is required to have a differential oscillator with a 50%

duty cycle to guarantee proper mixing of the oscillator signal with the RF signal rather

than a single-ended one. The most common differential oscillators used in modem RF

transceivers are called the negative transconductance or -gm oscillators. The -gm oscillator

topology is used to classify any oscillator that has two differential cross-coupled transis­

tors, connected back to back, as shown in Figure 2.12(a). This topology is called -gm

because the input impedance of the connection in Figure 2.12(a) is equal to -2/gm. By uti­

lizing the one-port model, this negative resistance compensates for the losses of the reso­

nator Rtank, shown in Figure 2.12(b), to ensure oscillation. From the two-port model point

of view, this circuit acts as two equal forward transfer functions that provide equal gain

and 180 degrees phase shift, which when connected back-to-back, closes the positive

feedback loop to ensure oscillation.
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Kn= -2/gm
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L

c

(b)

Figure 2.12 (a) Equivalent negative resistance of the cross-couple connection and

(b) the equivalent resistance of the tank circuit.

There are many circuit configurations that utilize this topology. The most com­

monly used ones are shown in Figure 2.13. The configurations shown in Figure 2.13(a)

and (b) are called the cross-coupled only N-type -gm oscillators. The difference between

(a) and (b) is the PMOS current source shown in (b), which is used to minimize the flicker

noise injected into the cross-couple transistors, and thus, improves the phase noise perfor­

mance of the oscillator.

The configuration shown in Figure 2.13(c) is called the complementary cross-cou­

pled -gm oscillator. In this configuration, the NMOS and PMOS cross-coupled transistors

provide the overall gain to the tank circuit, and thus, higher gain can be achieved if this

configuration is biased with the same current as the cross-coupled only N-type -gm oscilla­

tor. The input resistance is equal to

2
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where gmn and gmp are the transconductance of the NMOS couple and PMOS pairs of

transistors, respectively.

(a)

current source

current source

(c)

I ,PMOSCf)currentscurce

(b)

Figure 2.13 Some common architectures of -gm oscillators.
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The current wavefonn injected into the tank circuit of the configurations shown in

Figure 2.13(a) and (b); is shown in Figure 2.l4(a). These pulses are injected when the

transistor is switched on, and thus, the current flowing into the tank circuit will have a DC

component that will pass through the inductor, and the fundamental component of the cur­

rent will flow through the Rtank. However, in the complementary configuration, the current

is forced to flow into the same tank circuit and not into different tanks as in the NMOS

only configuration. The corresponding current waveform is shown in Figure 2.l4(b). This

current waveform minimizes the DC current that passes through the inductor and most of

the current flows through the Rtank. Therefore, higher amplitudes can be achieved in the

complementary configuration if both configurations have equal bias currents. However, if

the power consumption is not a design issue, the circuit in Figure 2.l3(a) and Figure

2.13(b) can have a voltage swing that reaches twice VDD' and hence, the phase noise is

enhanced by approximately 6 dB. In practice, the improvement in the phase noise is less

than 6 dB because there is extra noise caused by the extra bias current.

1(t)

h(t) t

(a)
t

(b)

Figure 2.14 The current wavefonns of (a) NMOS only and (b) complementary

cross-coupled -gm oscillators as a function of time.
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The complementary configuration has one inductor in the load tank circuit, which

minimizes the on-chip area. In this case, it is preferred to use a symmetrical inductor, such

as the inductors used in [61], [62], to achieve full symmetry between the two branches of

the VCo.

In [18] and [19], an interesting argument regarding the !:J.w
1/I

in the phase noise

measurements was mentioned. Generally, the corner frequency is given by [19], [20]

2
K I gm

Icorner = C WL· 4kTy . g- ,
ox do

(2.34)

where K is a constant, Cox is the gate oxide capacitance per unit area, W is the gate width,

L is the gate length, gm is the transconductance, gdo is the zero drain voltage channel con­

ductance of the transistor and y is a parameter that has a value of 2-3. From the above

equation, the corner frequency of the MOSFET is inversely proportional to the drain cur­

rent [19]. As a result, if the configuration in Figure 2. 13(a) has a tail current that is twice

the tail current of Figure 2.13(c), then the configuration in Figure 2.13(a) should have a

lower !:J.w1/I. However, the measurements in [18] showed that the complementary con-

figuration in Figure 2.13(c), in fact, had a lower !:J.w I II due to its better rise- and fall-time

symmetry comparing to the NMOS only configuration.

2.7 Summary

This chapter included the fundamental and most essential information and discus­

sions needed for the oscillators that are discussed in the later chapters. The chapter began

with an explanation of the main task of the oscillator and how oscillation is achieved. In

this thesis, the oscillator design is based on the resonator-based type, hence, emphasis was

given on the role and requirements of the LC tank circuit.

In section 2.4, the performance characteristics of the oscillator were discussed and

the concept of phase noise was introduced. Based on the understanding of these perfor­

mance characteristics, an example was given to show the trade-offs among them. The sec-
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tion following that was devoted for the phase noise modeling methods with their

corresponding cons and pros. Two models were discussed in detail as they will be used to

help explain the design procedures of the oscillator in later chapters.

The final section in the chapter was dedicated for the discussion of -gm oscillator.

Three different circuit configurations for this topology were illustrated and a comparison

among their performance was presented.
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3

3.1 Introduction

Varactors: Design and
Fundamentals

In chapter two, the fundamentals of LC oscillators were presented. One of the

main topics that were covered was the role and requirements of the LC tank passive cir­

cuitry and the impact of their performance on the overall performance of the YCO. There­

fore, it is extremely important to design the passive devices and optimize their

performance to meet that of the YCO.

In order to optimize the performances of the passive devices used in the tank cir­

cuit, their tasks should be well defined and their requirements should be linked to their

design parameters. Therefore, this chapter will be dedicated to the study of the operation

of the varactors, their models and their optimization for low-power integrated circuit

design.

3.2 Performance Characteristics of Varactors

Based on the requirements for the LC tank circuit that were discussed in chapter 2,

similar requirements and performance parameters are discussed in this section. The

emphasis in this discussion will be on the two main and most important performance

parameters for the YCO design in chapter five, these performance parameters are the tun­

ing and the quality factor.
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Capacitance tuning ratio (CmcwCmin) is one of the most important performance

parameters for varactors. Cmax and Cmin are the maximum and minimum capacitances,

respectively, measured at the lower and the upper limit of the tuning voltage. The (Cmaxl

Cmin) ratio has a direct impact on the tuning range of the oscillator as Cmin and Cmax refer

tofo,max andfo,min through the relation

fo,max

fo,min
(3.1 )

It is generally desirable to have a wide tuning range for an oscillator, and thus, a

higher ratio (CmdCmin) is usually one of the main goals in choosing the varactor. (Cmd

Cmin) depends on the type of the varactor and is also strongly dependent on the layout of

the device as well as its process parameters.

3.2.2 Quality Factor

The overall quality factor of the tank circuit determines the phase noise and the

power consumption of the VCO, as discussed in chapter two. Therefore, expressions for

the quality factor of the varactor should be derived based on its physical circuit model.

Physically based quality factor expressions help in understanding the main loss factors of

the varactor so it becomes easier afterwards to avoid these losses and to optimize its per­

formance. Unfortunately, the simple expressions that were derived for Qc in section 2.3.1

are not valid if the circuit model of the capacitor becomes complicated. The expression for

Qc should take into account the changes in the circuit model. For example, in the case of

integrated varactors, the expression of Qc should have additional terms that include the

losses due to the substrate, contacts, etc. The simplest way to derive the expression of Qc

is to calculate its total equivalent impedance of the varactor at the node of interest that is

connected to the load of the oscillator, then the expression of Qc would be derived by

dividing the reactive imaginary component of the impedance by its real part.
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In this thesis, Qc will be the primary and main parameter for choosing the varactor

as power consumption is our primary goal, and hence studying and understanding the loss

mechanisms of different varactors is very important in order to find a suitable way to min­

imize them. It should be noted that losses in varactors depend strongly on the type of the

varactor and the technology and process parameters.

3.2.3 Other performance parameters

The focus of this thesis is primarily on the parameter Qc and then on the tuning

ratio (CmdCmin). Other performance parameters such as C-V characteristics, self-reso­

nance frequency, absolute capacitance values and silicon area efficiency can be found in

[23].

3.3 Diode Varactors

Diode varactors are based on the depletion capacitance of the reverse-biased pn

junction. Varying the reverse biasing voltage of the diode, the width of the depletion

region changes and thus results in a change in the capacitance of the junction diode

through the relation,

(3.2)

where C ja is the junction capacitance per unit area at zero bias, A is the area of the junc-

tion, VR the reverse applied biasing voltage, <I>a is the built-in potential of the diode and

mj is a process fitting parameter that depends on the doping profile at the junctions inter­

face. This relation, plotted in Figure 3.I(b), shows the dependence of the depletion capac­

itance on the reverse biasing voltage. The figure shows that the capacitance value reaches

infinity when the applied reverse bias is equal to -<I>a ' however, in reality the capacitance

value reaches only 2(C ja . Aj ) [24].
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Figure 3.1 The pn diode varactor (a) structure and corresponding circuit symbol,

(b) C-V curve.

In the CMOS 0.18 J.lm technology that supports the deep n-well (DNW) option,

various combinations ofpn junction can be formed, as shown in figure Figure 3.2. These

configurations include n+lp-bulk, n-weillp-bulk, p+ln-well and n+lp-well in a DNW. For

the first two configurations, the p-junction is connected to ground as it is also the sub­

strate, and thus, to keep the junction reverse biased, the n+ should be connected to a posi­

tive control potential, beside being the terminal connected to the load of the VCO, which

is not practical. As for the n-well/p-bulk and p-well IDNW options, the lightly doped n

and p regions increase the resistance that is in series to the depletion capacitance, leading

to a deteriorated Qc' The combinations ofp+ln-well and n+lp-well in a DNW has a lower

sheet resistance for the n+ and the p+ regions, and hence their Qc is much better than the

other configurations.
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Figure 3.2 Different implementation for the pn diode in the CMOS O.181!m tech­

nology. (a) n+lp-bulk, (b) n-wellip-bulk, (c) p+ln-well and (d) n+lp-well in DNW.

There is not much published on the n+lp-well in a DNW since not all technologies

support the fabrication of the DNW. Inspite of this, the n+lp-well in a DNW configuration

has a major advantage over other configurations which is the substrate noise isolation due

to the DNW.

An important point that should be emphasized before further discussions, is that

only reverse biased diodes are studied as varactors. Although forward biased pn junction

has higher capacitance values than the reverse biased ones, which might be appealing as it

saves on-chip area. However, it has the disadvantage of an extremely low Qc due to the

large DC current that flows when the diode is forward biased and the high equivalent

capacitance.
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Figure 3.3b shows a simple model for the p+ln-well diode configuration in Figure

3.3a. In this figure, Cj is the reverse-biased depletion capacitance, Rp is the parasitic resis­

tance of the depletion region and Rs models the losses of the p+ region and the n-well.

Csub and Rsub are the equivalent capacitance and resistance to the substrate, respectively.

The values of Cj and Csub are usually close to each other. However, the value Rsub is much

higher than Rs due to the higher resistivity of the p-bulk and the distance to the bulk con­

tact. As a result, the quality factor of Csub is very poor relative to Cj-

n-well

p-substrate

Figure 3.3 The p+ln-well diode varactor. (a) structure, (b) equivalent circuit

model.

3.3.2 Circuit Design Considerations

The pn diode varactor should be connected to the circuit and biased in a way to

achieve the best possible performance. The first circuit design rule to achieve best perfor­

mance for the varactor is to prevent the pn junction diode from going into forward bias.

The circuit designer must be aware ofthe maximum and minimum amplitudes of the yeO

and ensure that the pn junction is always reversed-biased.

Another circuit design consideration is the way the pn diode varactor is connected

to the circuit at the load node, shown in Figure 3.4(a). The way the pn diode is connected
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to the load node of a YCO is very important and critical as it drastically affects the perfor­

mance of the YCO. To further understand the significance of the diode connection to the

circuit and its effect, consider the simple model of the n+lp-well diode of Figure 3.3b to be

connected to the load node of the YCO, as shown in Figure 3.4(b) and (c). In case the cath­

ode of the diode is the terminal connected to the load node of the YCO, as show in Figure

3.4(b), then both Cj and Csub contribute to overall load capacitance. However, the quality

factor is then determined by the lower quality capacitor, Csub' Thus, this connection

degrades the quality factor of the diode and consequently degrades the quality factor of the

load node.

Another case is to consider the anode of the diode to be the one connected to the

load node of the YCO and the cathode is connected to the control voltage, as shown in

Figure 3.4(c). In this case, the effective capacitance is Cj which has a high quality factor

and Csub does not affect the overall capacitance as the cathode is considered to be AC

ground.

Practically, the control voltage for the pn varactor has a finite impedance rather

than being an AC ground. This finite impedance increases the effect of the low-quality

capacitor Csub' This finite impedance itself also adds to the losses of the varactor and thus,

degrades the quality factor more.

In order to overcome the effect of the finite supply impedance of the control volt­

age, a relatively large value capacitor is connected to the cathode terminal [23]. This large

value capacitor acts as a low impedance (or acts as AC short circuit) for the frequency of

oscillation and hence, eliminates the losses in the Csub and Rsub'

The above argument shows an important point that should be considered in the

design of any diode varactor, that is, to connect the diode in such a way as to cancel the

effect ofthe low-quality capacitance Csub for any of its layout configurations.
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Figure 3.4 A schematic for a single branch of the VCO showing (a) a pn diode

varactor connected to the load node and the control node, (b) the cathode is con­

nected to the load node and (c) the anode is connected to the load node.

3.3.3 Layout Considerations

It is also very important to layout the diode in a smart way to achieve high Qc. In

[23], [25], they explain how to layout the diode properly to achieve the high quality factor

criterion. In [25], different layouts for the p+ regions were shown and their performances

were compared. However, in this section we will only explain the effect of the layout of

the p+ region on the Qc of the diode.

41



M.A.Sc Thesis - Ahmed Fakhr McMaster - Electrical & Computer Engineering

To explain how the layout of the device can affect the performance of the varactor,

lets assume the two diode layouts in Figure 3.5, where they both have the same equivalent

area Ao' The equivalent capacitance of the diodes shown in the layout would be given by

C', . A C', 'd ·2(1 'd + W 'd )c.(V) = C, +c., = 1,0 0 + l,SI es SI es SI es (3.3)
1 R l,O l,sldes (v)m. (v)m.,R J.O R l,S/des

1+- 1+-
<l> <l>

where Cj,o and Cj,sides are the junction capacitance of the area beneath the p+ implantation

and the side walls, respectively. Cj,o is the capacitance beneath the p+ implantation per

unit area at zero bias voltage. C j , sides is the capacitance of the side walls per side wall

length at zero bias and Isides and W sides are the length and the width of the p+ implantation,

respectively. mj,o and mj,sides are the exponents of the area beneath p+ and the side walls

respectively, where the value of mj,o is slightly larger than the value of mj,sides [23], [25].

Although, the two layouts in Figure 3.5 have the same area of the p+ implantation,

the total capacitance of Figure 3.5(a) is greater than the capacitance of the structure in Fig­

ure 3.5(b), because the layout in Figure 3.5(a) has a larger perimeter than the layout in Fig­

ure 3.5(b). Due to this fact, it is questionable whether it is better to implement the diode to

have the contribution of the capacitance by the side walls or the area beneath the p+

implantation.

Unfortunately, there is not an absolute answer to that question, because none of the

solutions give an improved overall performance and there are trade-offs between the main

two performance parameters (Qc and CmalCmin) depending on the layout of the device.

Hence, the layout should be done to satisfy the most important requirement in the design.
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Figure 3.5 Layout of two pn diodes with the same on-chip area.

If CmdCmin is the important performance parameter, then the varactor is imple­

mented as the diode in Figure 3.5(b), because the exponent mj,o is slightly larger than

mj,sides,leading to a higher rate of change in the value of Cd' However, the choice is differ­

ent if the Qc is the performance parameter of interest. Implementing the p+ region with

large [sides would increase the contribution of Co to the overall capacitance. This capaci­

tance Co suffers from having a high series resistance R sub 0 as shown in Figure 3.6(a),

when compared to the series resistance of Csides which is Rsub,sides' As a consequence, Co

has lower Qc values than Csides' Hence, it is always preferred to minimize Co if high Qc is

required, which is achieved by using the dimension [sides to be equal to the minimum

length [min as shown in Figure 3.6(b).

To achieve the highest Qc for this structure, the n+ of the n-well contacts should be

implanted at the minimum distance dmin from the p+ region. Minimizing the distance
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between the n+ and the p+ decreases the series resistance due to n-well to the lowest val­

ues possible and hence, highest values for Qc is achieved.

/
/ I

'" /--" /, /1,
Depletion Regio'-n~f-J'-r-J,w__,-_...// 'Rsub 0

n-well '
p-su strate

(a)

n+

d= dmin lsides= lmin
:4 ~:4 ~:. .

(b)

Figure 3.6 (a) The parasitice resistances of the p+ n-well diode and (b) a horizon­

tal cross-section, showing the optimum design configuration.

3.4 MOS Varactors

Another kind of variable capacitors that is used in monolithic silicon technologies

is the metal-oxide-semiconductor (MOS) varactor. The MOS varactor is simply the struc­

ture of the MOSFET, but with the bulk, source and drain terminals connected together

(B=D=S). Figure 3.7 shows the basic MOS (B=D=S) varactor structure, Figure 3.7(b)

shows its circuit symbol and its corresponding C-V curve is shown in Figure 3.7(c).
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Figure 3.7 (a) Structure of the MOS varactor, (b) the circuit symbol, and (c) the

C-V characteristics curve.

Unlike the pn-diode varactor, which has monotonic C-V characteristics, the MOS

varactor does not. The capacitance curve of the MOS has a negative slope region versus

the gate voltage (VG), which is called the "depletion mode" region and a positive slope

region that is called the "inversion mode" region. Both regions are shown in Figure 3.7(c).

When VG is a high negative value, positive holes are attracted to the negative VG

and are accumulated underneath the gate oxide. The MOSFET in this case is said to be

biased in accumulation. Any small change in VG changes the charges under the gate oxide,

and hence, the capacitance value in accumulation is given by [20],
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(3.4)

(3.5)

where QG is the charge at the gate, Cox is the oxide capacitance, Co and cm are the electri­

cal permittivity in free space and the relative permittivity of Si02, respectively, Wga1e is

the width of the gate and Lgate is its length.

As VG increases, till it reaches the flatband voltage at point "b" in Figure 3.7(c),

electrons become attracted to the surface rather than holes. Electrons under the gate

recombine with the acceptor ions that form the p-bulk and produce a depletion region

under the gate oxide. As a result, another capacitance is formed under the oxide, which is

the capacitance of the depletion region Cdep' In this case, the applied potential across the

MOS is then equal to [20]

and for operating in depletion,

Vbu1k = Vdep '

Substituting eq.(3.7) in eq.(3.6) and differentiating

(3.6)

(3.7)

dVox dVdep--+
dQG dQG

= _1_+ _1_
Cox Cdep

(3.8)

(3.9)

Eq. (3.9) shows that Cdep is added in series with Cox'

The width of the depletion region increases with the increase of V(]> which conse­

quently decrease the values of the Cdep, and since Cdep is in series with Cox, therefore, the

overall equivalent series capacitance ofthe MOS decreases. This argument is shown in C­

V curve, by the range between point "b" and point "c".
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(c)

G

~C ) Voxox

(b)

BB

(a)

Figure 3.8 Capacitance model of the MOS (B=S=D) when based in (a) accumula­

tion, (b) depletion and (c) inversion.

The value of Cdep keeps decreasing with increasing VG However, as VG become

close to the threshold voltage of the MOS (Vth), an inversion layer of electrons is formed

under the oxide. Any further increase in the value of VG results in an increase of the elec­

trons concentration in the inversion layer. As a result, Cdep reaches its minimum value and

the width of the depletion region remains constant and an inversion capacitance (Cinv) is

formed. To derive the overall capacitance in this case,

(3.10)

then, differentiating

(3.11 )

and for this region of operation

Qc = Qinv + Qdep

where Qinv is the charge of the inversion layer. Substituting eq.(3.12) in eq.(3.11)

(3.12)

(3.13)
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_1_+ _
Cox Cinv + Cdep

(3.14)

Eq. (3.14) is modeled as shown in Figure 3.8(c). In this figure, Cdep is shown as a

constant capacitor, however, when inversion is reached; the charge forming the inversion

region varies exponentially with the DC gate voltage. Therefore, (Cinv=dQin/dVbulk), var­

ies with the applied voltage and acts as a variable capacitance when varying VG Also,

since the charge under the gate increases exponentially with VG then Cinv starts with a

minimum value at the onset of inversion at point "e" in Figure 3.7, and increases with the

increase of VG Further increase in VG drives the MOS to strong inversion, where at this

point the value of Cinv is much higher that Cox' As a result, in strong inversion the series

connection of Cinv and Cox yields to Cox' as shown at point "e".

3.4.1 Inversion-Mode and Accumulation-Mode MOS

A drawback of the MOS varactor is its non-monotonic C-V curve. This non-mono­

tonic behaviour results in a different CmdCmin ratio for large-signal operation, which is

different than the small signal C-V curve of Figure 3.7. The large-signal operation of the

VCO degrades the ratio CmdCmin which becomes a function of the amplitude of oscilla­

tion. Assuming aMOS varactor biased in depletion region, then the large signal amplitude

will drive the varactor beyond VG(Cmi,,) into inversion causing the capacitance to increase.

As a result, the average capacitance for the large signal at this point will increase and will

become larger than the small-signal capacitance value. Therefore, biasing the MOS varac­

tor for large-signal operation at any point in the linear part of the C-V graph will cause the

large-signal capacitance to be larger than the small-signal capacitance, which conse­

quently increase the value of Cmin for large signal operation. Hence, the ratio CmdCmin is

smaller for large-signal than for small-signal applications. This is considered one of the

disadvantages of the MOS (B=S=D) structure [30]. However, a monotonic behaviour can

be achieved by applying a different biasing to the MOS other than the B=D=S, and
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depending on the biasing condition, the MOS will operate either in inversion-mode only

or in accumulation-depletion-mode only.

The inversion-mode MOS (I-MOS), shown in_Figure 3.9(a), has the same structure

as the B=D=S MOS varactor. The difference between the B=D=S MOS and the I-MOS is

that the B=D=S are separated. The bulk "B" contact is connected to ground while the

source and drain contacts are connected together "S=D" to the control voltage. The gate­

bulk voltage should have a value that biases the varactor in inversion. Tuning is then done

by applying the control voltage to S=D connection, which changes the surface potential

under the oxide, and thus, changes the level of inversion and consequently Cinv When

increasing the control voltage, the I-MOS goes from strong inversion to weak inversion,

however, further increase in the control voltage doesn't push the I-MOS into accumulation

because the surface potential under the oxide in weak inversion does not change with

change in the voltage of the drain and the source [20]. A typical C-V curve for the I-MOS

is shown in Figure 3.9(c)

On the other hand, the accumulation mode MOS (A-MOS) has a slight difference

in its structure compared to the other MOS varactors discussed so far. Modifications are

made to the structure of the MOS, where the p+ implantations forming the drain and the

source in an n-well for a PMOS are replaced by n+ implantations. These n+ implantations

acts as the body contact "B" of the MOS. Therefore, the A-MOS in this case acts as a two

terminal device, as shown in Figure 3.9(b). The structure shown in Figure 3.9(b) is

referred to as a p-channel based A-MOS because it is implemented in an n-well and has n+

body contacts similar to the p-channel MOSFET.

The gate-bulk potential difference initially biases the A-MOS varactor in accumu­

lation. When the control voltage is increased, the gate-to-bulk potential decreases, which

drives the A-MOS varactor into depletion as discussed earlier in section 3.4. However,

when the value VBG reaches weak and moderate inversion, the C-V curve keeps decreas-

ing, as shown in Figure 3.9(d). It does not start increasing to reach Cox again as in the case
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of the MOS (B=O=S) varactor. C inv does not take place in the model of this varactor

b
dQinv . I

ecause dV IS equa to zero.

p-substrate

p-substrate

(a)

n-well

I
I
I
I
I
I
I
I

Cmlr

Weak
inversion

(c)

Moderate
inversion

Strong
inversion

(b)

~ I. .I~ .I~ .1

Accumulation Depletion Moderate
inversion

Weak Strong
inversion inversion

(d)

Figure 3.9 Structures of (a) I-MOS and (b) A-MOS. Their C-V curves in (c) and

(d), respectively.
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High frequency changes in the applied voltages does not cause any change in Qinv

because the charge in the inversion layer is isolated from the bulk that can provide holes to

it by the depletion layer. As a matter of fact, there is only one source of holes for the inver­

sion layer which is the depletion region itself. However, the thermal generation and

recombination mechanisms in the depletion region are very slow processes, and hence,

any fast change in the charges on the gate, can not be followed by the inversion layer

charges [20].

3.4.2 Models

Figure 3.1 0 and Figure 3.11 show the structures and the models of the I-MaS and

the A-Mas varactors, respectively. The model of the Mas (B=D=S) is a combination of

both models, where it acts as the A-MaS when it is biased in the accumulation-depletion

region, and as the I-MaS in the weak-to-strong inversion region.

In Figure 3.10 and Figure 3.11, the capacitance Cpar which models the parasitic

capacitances of the MaS structure is introduced. The capacitance Cpar takes into account

the parasitic capacitance due to the gate overlap with the drain and source, fringing capac­

itances and any other capacitance that may occur due to the interconnections.

G D=S

G:G. C inv Rch D=S

sub
CparI Rd.,

Rsub

-

Figure 3.10 The (a) structure and (b) model ofI-MaS varactor.
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The parasitic capacitance Cpar has a great impact on the Cma:JCmin ratio of the var­

actor, as a high value of Cpar would degrade the CmalCmin ratio. The value of Cmin is

equal to

(3.15)

where the symbol II means that the capacitors are added in series. Cmax is then given by

C max = Cpar + Cox (3.16)

I

Considering Eqs. (3.15) and (3.16), if the value ofCpar is minimized in the design

of the varactor, then the tuning range is enhanced.

G B

G~cm
Race

B

Csub

C~I Rsub

-

(a) (c)

G B

Cox Cdep Rdep BG;J
Csub

I Rsub

-
(5) (d)

Figure 3.11 The structure of A-MOS varactor (a) in accumulation and (b)

depletion. Their corresponding circuit model in (c) and (d), respectively.
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The quality factor performance can also be easily understood from the circuit mod­

els of Figure 3.10 and Figure 3.11. When the A-MOS is biased in strong accumulation, the

resistance Race has a small value leading to high values of Qc as shown in Figure 3.12. As

the VGB increases, less electrons are accumulated under the oxide and thus, Race increases,

which consequently leads to decrease in Qc' Race reaches its largest value at point "a" in

Figure 3.12. Beyond point "a", Race does not exist any more because the A-MOS turns its

operation region to the depletion and the model at this point becomes the model shown in

Figure 3.l1(d). The quality factor starts increasing again as the varactor goes more into

depletion. Further increase in the gate voltage pushes the varactor into inversion.

Although no inversion capacitance is present in the A-MOS varactor model, however, the

resistance Rinv has a loading effect on the depletion capacitance and degrades its perfor­

mance more as the varactor goes deeper into inversion.

In the case of the I-MOS varactor, Rinv increases and the level of inversion

decreases. Therefore, the Qc values also becomes higher as the level of inversion

increases.

c
\

Strong
ace.

Depletion Weak Mod. Strong
inv. inv. inv.

Figure 3.12 C- V curve of an AMOS varactor and the corresponding Qc- V curve.
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Figure 3.13 C-V curve of an I-MaS varactor and the corresponding Qc-V curve.

3.4.3 Optimized Circuit Design

The most important rule that should be considered when connecting any of the

MaS varactors to the circuit is that the gate terminal should be connected to the load node

of the Yeo. If connected otherwise, the losses of the substrate will add extra loading to

the output node of the yeO which degrades the overall Qc' and consequently degrades the

overall performance of the Yeo.
Similar to the discussion in section 3.3.2 for the pn diode varactor, the MaS varac­

tor should also be treated in the same way. It is recommended to connect an external rela­

tively-large capacitance to the cathode terminal to avoid the loading effect of the low Qc

substrate capacitance [23].

3.4.4 Optimized Layout

In order to achieve the desired performance of the MaS varactor, it should be

properly laid-out, as its layout plays an important role on its performance. But, as men-
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tioned before for the pn diode varactor, trade-offs are always present between optimizing

the performance for high Qc operation or high Cma:lCmin operation.

For example, the ratio Cma:lCmin is dependent on the area of the MaS varactor.

Consider the parasitic capacitances in Figure 3.14, where COy is the overlap capacitance

between the gate and the source as well as the gate and the drain and Cjringing is the fring­

ing capacitance between the gate and the source and the drain. Usually, the values of COy

and Cjringing are technology dependent when normalized to the width of the transistor. So

in order to achieve high Cma:lCmin values Cox, Cdep and Cinv should be maximized with

respect to COy and Cjringing' Maximizing Cox, Cdep and C inv for a fixed COy and Cjringing

can be achieved in two ways. The first approach is by maximizing Cox, Cdep and Cinv by

increasing the gate length of the gate (Lgate) of the MOSFET and decreasing its width

(Wgate). The second approach is by minimizing Covand Cjringing through shallow trench

isolations (STI), as shown in Figure 3.15. However, introducing the STI increases the par­

asitic resistances shown in Figure 3.15, and consequently degrades Qc' This approach

shows the first conflict between designing the layout for maximum Qc and maximum

Cma:lCmin·

G

S

p-substrate

.. ,

····· ....~~nging D

Figure 3.14 Parasitic capacitances of the MOS.
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S

Figure 3.15 MaS with STI [27].

Cfringing
......~

'*... \

D

From the Qc point of view, there are two main components that determine the

losses of the varactor: the gate resistance Rg and the resistance of the channel under the

oxide. The value of Rg is usually not dominant due to the relatively low sheet resistance of

the polysilicon gate, however, using MaS varactors with wide gates will lead to higher Rg

values, which will consequently decrease Qc' Therefore, gate splitting of the MaS varac­

tor should be done to decrease the total Rg> as shown in Figure 3.16(b). Splitting the gate

into n fingers decreases the value of Rg by a factor of n2. As a result, the factor of Qc that

is responsible for the losses of the gate is enhanced by a factor of n2.

To further decrease Rg> double gate connections are used, as shown in Figure

3.16(c). This double gate connection reduces Rg by a factor of 4, which consequently

enhances Qc'

For higher Qc values, the channel resistance under the oxide should be minimized.

This is achieved by adjusting Lgate to the minimum length provided by the technology.

This approach shows another conflict between designing for maximum Qc and maximum

CmdCmin·
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Wgate
4-----......::..-----I~~ Distributed effects

:;.,h:-:--~~~=~~---:=,-,i r W
I-'---O. =---...J~te Rg = 3x Rgsh x L

(a)

w ntransistors I Wgateln I
R = -xR hX - x-

g 3 ~ L n
(width = Win) gate
connected in parallel

(b)

R ·Wgsh gate
2

3n Lgate

~ each signal wvels half of the distance W

! x R x Wgatel2 x! = _1_ x R x gate
3 gsh L 2 3 . 4 gsh L

gate '-- gate
two resistors connected in parallel

(c)

Figure 3.16 Effective gate resistance (Rg) of (a) single finger, (b) n multi-fingers

and (c) single finger with double gate contacts [29].

3.5 Differential Varactors

The varactors discussed so far, whether pn junctions based or Mas based, are sin­

gle-ended only and are used for single-ended circuits. However, in the case of differential

circuits, it is better if the device is optimized for differential operation. Figure 3.17(a) and

Figure 3.17(b) shows a typical differential diode and MaS varactors, respectively, that are

optimized for differential operation. These varactors are composed of an even number of

capacitive cells (pn junction or MaS), and they are laid-out in such a way such that each
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capacitive cell that is connected to V;ut of the YCO has an adjacent one connected to

V~ut. This connection makes the common node that is connected to the control voltage act

as an AC ground. As a result, the effect of the lossy substrate network is eliminated and no

external capacitors are needed to reduce the effect of the control voltage source resistance

or the substrate network.

Single-ended varactors can also be used for differential circuits. They can be con­

nected back-to-back in order to have an AC ground at the control voltage node. However,

in the case of the differential varactors, higher Qc values can be achieved because their

compact layout eliminates the contact and the inter-connection resistances between the

two varactors, as they both share the same control voltage contact. Also, differential type

varactors are more compact when compared to the single-ended ones, and hence, saves

on-chip space.
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Figure 3.17 Layout of differential (a) MOS-based varactor and (b) diode varactors

[32].

3.6 Comparisons

Table 3.1 shows the comparisons between the pn diode and the MOS varactors,

with respect to the two main performance parameters Qc and CmdCmin. The table shows

that the ratio CmdCmin for MOS varactors is better than that of the diode varactors. How­

ever, Qc for diode varactors show higher values when compared to MOS ones.

These comparisons were done for varactors fabricated in 0.5 ~m CMOS technol­

ogy. There is not much research published on more advanced technologies, specially for

diode varactors. However, MOS varactors are showing an improved performance with
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technology scaling, where a value of 108 for Qc min was measured in [26] for A-MaS var­

actors, although these varactors were not optimized for high Qc values.

Table 3.1 Comparison ofcapacitance tuning ratio and QC,min for different types ofCMOS
varactors [31].

Reference
Varactor CMOS Tuning CmJCmin

QC,minType Technology (~m) Voltage (V) Ratio

[32] 2000 p+-to-n-well 0.5 VR = [0, 1.8] 1.31 110
junction

[32] 2000 0.5 (/g = 0.5 ~m) VGs = [-1.6, 0.2] 1.74 19

[32] 2000
pI-MOS

0.5 (/g = 1 ~m) VGs = [-1.6, 0.2] 2.01 3.4

[33] 2000 nI-MOS 0.5 VGS = [0.5, 2.3] 2.15 25.8

[32] 2000 0.5 (/g = 0.5 ~m) VGS = [-1, 0.8] 2.07 51

[32] 2000 nA-MOS 0.5 (/g = 1 ~m) VGS = [-1, 0.8] 2.76 10.5

[33] 2000 0.5 VGs =[0.5, 2.3] 1.69 33.2

3.7 Summary

In this chapter, the basic fundamentals of the varactors were discussed. The differ­

ent parameters that define and evaluate the performance of the varactor were introduced.

In section 3.3, the diode varactors were discussed. The discussion on the pn diode varac­

tors was then focused on one type of varactor which is the p+ in n-well as it has the best

quality factor performance of the pn diode varactors. The circuit model of this diode was

described. Based on that model, the design circuit considerations of the diode varactor

were discussed. The review on the diode varactors was finalized by the layout consider­

ations when designing the varactor in order to achieve the highest quality factor possible.

Similar presentations were given for the MaS varactors and all its types. In section

3.5, the design ofvaractors for differential circuits was shown. Finally, a comparison was
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presented between the performance of the diode varactor and the MaS varactor with all its

operation regions.

Based on the discussions in this chapter, the diode varactors in chapter five are

designed. The main goal was to design an A-MaS varactor for the YCO design. Unfortu­

nately, A-MaS varactors models were not available at the time. Simulations using a GEN­

SIS device simulator provided by ISE (Integrated system engineering) were done in order

to characterize the A-MaS varactor. However, the simulations were not accurate because

the speculated process parameters of the CMOS 0.18 J..l.m technology were not accurate.

Accurate process parameters were not available because it is considered confidential

infonnation for the manufacturer. Therefore, the varactors used in the design of the oscil­

lators are regular B=D=S MOS.
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4 Passive Inductors

In chapter three, the design and operating fundamentals of varactors were dis­

cussed. This was the first passive device used in the design of the Le Yeo. However, a

properly designed varactor does not mean that the veo would have the required phase

noise, power consumption and tuning performances. A properly designed varactor, limits

the performance of the veo by the inductor only, which reduces the tasks of the RF

designer and focuses attention to the inductor design.

In this thesis, three types of inductors are used. These inductors are off-chip sur­

face-mount (S.M.) commercial inductors, monolithic spiral inductors and bond-wire

inductors. The off-chip S.M. inductors and the monolithic spiral inductors will be used in

the veo designs in later chapters. However, a quick review should be given on the bond­

wire type because they are used to connect the chip to the outside world and their effects

should be added after each pad. Each type of these inductors has its own advantages and

disadvantages, arid there is no inductor that gives the best characteristics and perfor­

mances. These advantages and disadvantages will be discussed later in this chapter while

studying the inductors themselves.

62



M.A.Sc Thesis - Ahmed Fakhr McMaster - Electrical & Computer Engineering

4.1 Performance Parameters of Inductors

Generally, inductors are the passive components that limit the performance of the

yeO the most. This is because of their low QL values and low self resonance frequency

ifSR) values. This will be discussed in detail below.

4.1.1 Quality Factor

Recall eq. (2.8) in which the quality factor of an inductor is given by

2 ITotal magnetic energy stored - total electric energy storedI
1t ITotal energy dissipatedl

(4.1)

The inductors discussed in this chapter are all based primarily on the self-induc­

tance of a long wire or a microstrip. These long wires or wound microstrips increase the

total inductance by adding the effect of mutual-inductance to the .overall inductance. Due

to the long lengths and the finite conductance of the metals used, inductors exhibit losses

due to the resistance of the metal itself, which decreases their QL' In the case of monolithic

spiral inductors, other physical phenomena contribute to the degradation of the overall QL

value, such as the magnetic and capacitive coupling to the conductive substrate. This will

be discussed further in section 4.5.2.4.

4.1.2 Self Resonance Frequency

The self resonance frequency is defined as the frequency at which the reactive

component of the passive device becomes zero. In case of an inductor, fSR determines the

frequency at which the inductor exhibits capacitive characteristics.

The fSR of inductors is usually much less than that of varactors, and for some

inductors,fsR is in the range of 50 GHz.

It is always desired to operate at frequencies much less than the fSR' in order to

obtain high QL values as QL degrades near the fSR. The reason for this can be clearly iden-
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tified from eq. (4.1) where at/SR, the magnetic energy stored and the electrical energy are

equal and out of phase, which makes the nominator of eq. (4.1) equals to zero, and hence,

a QL becomes zero, which is undesirable for the yeO design.

4.2 Off-chip Surface Mount Inductors

An off-chip Surface Mount (SM) inductor is a solenoid wrapped around a ceramic

core. Traditionally, off-chip SM inductors were used in yeo circuit designs. These induc­

tors have high QL values of about 40 at De and low RF [34]. They are cheap and small in

size. However, there is a major disadvantage from the system-integration point of view,

where it is always preferable to decrease the number of off-chip components in order to

reduce the p.e.B. complexity and component count [28], which results in less cost and

assembly efforts.

Another disadvantage of SM inductors is the relatively high tolerance in the induc­

tance values. The tolerance can be up to ±5 % for the inductors used in this research. This

relatively high tolerance has two drawbacks on the yeO design. First, the oscillating fre­

quency is affected by this tolerance with a value of approximately 2.4%. Second, in case

of differential oscillators that use different tank circuit loads, mismatch might occur

between the two tank circuits. This mismatch affects the phase noise and the power con­

sumption performance of the oscillator and might even cause malfunction of the oscillator.

This mismatch issue will be discussed later in chapter five.

I'cw~r '-..l

lit1 +
I E IT
'iemiiiai'

Tlinn inaI wraparot.fld:
appral 0.00710.18 bcih lIIlds

Figure 4.1 (a) A schematic of the S. M. inductors, (b) its equivalent model.
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Table 4.1 Typical dimensions for S. M. inductors in mm.

Size
A B C 0 E F G

Code

0402 1.19 0.64 0.66 0.25 0.51 0.23 0.56

0604 1.85 1.37 1.19 0.64 1.02 0.33 0.86

A typical S.M. inductor is shown in Figure 4.1 (a), and its equivalent model in Fig­

ure 4.1 (b). The dimensions for different sizes are illustrated in Table 4.1 In Figure 4.1, L

resembles the inductor value, Rs models the series resistance due to the wiring of the

inductor. Rs is affected by the skin effect at high frequencies. Therefore, it varies with fre­

quency through the relation [34]

(4.2)

where k is a constant provided by the manufacturer.

The capacitance C is the equivalent inter-capacitance between the turns of the

inductors, R] is the losses associated with these capacitances and R2 is the series losses

due to the contacts. The parameters k, C, R] and R2 are extracted from the measured s­

parameters of the inductor and are provided in the data sheets of the manufacturers.

4.3 Bond-Wires

Bond-wires are used whenever the chip is connected to the outside world. The

bond-wires are gold or aluminum wires that connect the pads to the pins of the package

that surrounds the chip. The inductance of the bond-wires is a function of its length

through the relation [13]

(4.3)

where, ~o is the penneability in free space, I is the length of the wire and r is its radius.
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Bond-wires have QL values around 50, which made them very attractive for RF

circuit designers. Furthermore, they save on-board space and decrease its complexity.

Hence, bond-wires were used in yeO designs in [35], [36]. Figure 4.2 shows a yeO with

bond wires as the tank inductances. The bond-wires shown in this figure connect the two

far ends of the chip to achieve the desired inductance value, however, this would result in

an on-chip routing problem. Hence, bond-wires are used in pairs (one going to the far end

of the chip and the other returning back) to overcome this problem. These bond-wire pairs

are shown in Figure 4.2 [35].

Figure 4.2 Die photo of the yeO presented in [35] which used four bond-wires to

implement two inductors [37].

A disadvantage of using bond-wires occurs when multiple inductors are required,

because of the mutual coupling between the bond-wires. This mutual coupling must be

taken into consideration as it may result in many unwanted interactions between the bond­

wires that would affect the performance of the circuit [37]. Another disadvantage of using

bond-wires comes from the parasitic capacitances and resistances of the pads that are used

to connect the bond-wires. Finally, due to the positioning uncertainties of the bonding pro­

cess, a tolerance value ofabout ±6% is expected [35], [37]. Also, the controllability of the

wire size, length, spacing and curvature are not precise, which result in extra high toler­

ance in the inductance value. This high tolerance in the inductance value causes high toler-
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ance in the frequency of oscillation and causes mismatch issues in case of differential

circuits.

4.4 Spiral Inductors

Monolithic spiral inductors have attracted a lot of attention in the past decade as

they present the fully-integrated, on-chip solution for RF circuit design. Extensive studies

have been done on the theory, design, modeling and characterization of spiral inductors

[38], [54].

The concept of the spiral inductors resembles the concept of the off-chip inductors,

where the total inductance is due to the spiral self inductance and the mutual inductance

between the turns of the inductor. However, monolithic spiral inductors are planar spirals

unlike the three dimensional off-chip inductors. If monolithic spiral inductors were three

dimensional inductors then the vias that connects different metal layers would increase the

losses of the spiral. Also, using several metal layers to implement the spiral in 3-D would

increase the inter-capacitances of the spiral and the capacitance to the substrate which

results in a lower fSR and higher substrate coupling.

Spiral inductors were first implemented in GaAs technologies [39]-[41]. The

inductors showed high QL values that range from 10-20 [28]. Later in the 1990s, inductors

were introduced into Si technology [42], however, lower QL values were obtained when

compared to GaAs spirals due to the higher conductivity substrates that are used in Si

technologies. A major part of the research done on spiral inductors has been dedicated to

finding suitable techniques to increase the QL values of spiral inductors that are fabricated

on Si substrates. Some of these approaches will be discussed later in this chapter.
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(a) (b) (c)

Figure 4.3 Different shapes for planar spiral inductors. (a) Circular (b) Octagonal

(c) Square [58].

The implementation of spiral inductors can take the shapes shown in Figure 4.3.

The circular and the octagonal spirals are reported to have 10% less series resistances than

the square spirals [55]. The 90° bend in the square spiral results in current crowding at the

edges which increases the losses at this point; however, the effect of the edge losses is

minimized in the circular and the octagonal structures due to the smooth edges; with the

circular one being superior to the octagonal. In spite of the modest performance of the

square spiral inductor when compared to the circular or the octagonal, it is still the most

widely used type of spirals because most technologies do not support non-Manhattan

geometries. However, the TSMC 0.18 Ilm technology that is used in this research support

the 45° angles, and hence, octagonal spirals can be implemented.

In the following subsections, the modeling methods of the spiral inductor will be

briefly discussed. More comprehensive discussion will be given afterwards on the compo­

nents forming the lumped circuit model and their physical origin, with emphasis on the

methods used to minimize the lumped model to achieve high QL values. Finally, a devia­

tion of the conventional spiral inductor will be discussed and simulation results will be

presented.
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McMaster - Electrical & Computer Engineering

Modeling of spiral inductors is generally preferred in one of the following three

ways: using field solvers, segmented circuit models or lumped element circuit models

[56]. There are always trade-offs between the accuracy of the model verses its computa­

tional time and simplicity. The field solver method is the most accurate. It sblves the 3-D

Maxwell's equations to derive the s-parameters of the spiral inductor. 3-D simulations are

slow and have several drawbacks. One of the drawbacks of this method is that it is not

compatible with circuit simulators. The 3-D simulator is used to generate a library of sim­

ulated s-parameters of the inductors that can be used later by a circuit simulator. Further­

more, this method does not give the RF circuit designer any design insight, in order to

understand the trade-offs and to optimize the performance of the inductor [56].

The compatibility with circuit simulator problem was solved by using the seg­

mented circuit models method. The inductor in this case is segmented and a lumped model

is used for each segment. The self and mutual inductances of the whole spiral are calcu­

lated using the Greenhouse approach. Unfortunately, this approach is complicated and

time consuming [56].

To overcome the drawback of the field solver method and the segmented circuit

method, a lumped element "n" model for the inductor, shown in Figure 4.4 is used. This

model offers high speed of computation and is compatible with circuit simulators. How­

ever, the lumped model is not accurate at high frequencies because it does not capture the

distributed performance of the inductor.

69



M.A.Sc Thesis - Ahmed Fakhr McMaster - Electrical & Computer Engineering

Figure 4.4 Lumped circuit model of the spiral inductor.

Researchers have tried to derive expressions for the circuit elements of this model.

These expressions were derived to be functions of the geometries and dimensions of the

spiral. These dimensions are [46]:

(a) The number ofturns n.

(b) The turn width w.

(c) The turn spacing s.

(d) Anyone of the following: the outer diameter dout' the inner diameter din' the

average diameter davg = 0.5 (dout + din), or the fill ratio, defined as p = (dout ­

din) I (dout + din)·

By having expressions for the spiral inductor in terms of its dimension; the RF

designer can predict and have an idea about the performance of the inductor, and can

change the dimensions of the spiral to achieve the suitable values and performances.

These expressions are completely empirical or semi-empirical. The semi-empirical mod­

els are based on a well understood physical background, but they require fitting parame­

ters due to approximations or neglected effects.
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(4.4)

In the rest of this chapter, the physical phenomena behind each of the circuit ele­

ments that form the model will be discussed. Emphasis will be given to the model ele­

ments that influence the QL of the inductor and the methods used to reduce them.

4.5.1 Inductance Calculation

The major challenge in the modeling of spiral inductors is the expression of the

inductance itself. Many expressions were proposed to estimate the values of the series

inductance Ls' Some published research derived an empirical expression for Ls' A popular

model was proposed in [46], where the inductance value was given as,

L = A,al 0.2,a3 0.4 0.5(4)
s I-'aoutw aavgn S .

Here, the coefficients ~ and ai are tabulated values and are classified according the geo­

metrical structure of the spiral [46].

This expression gives high accuracy because it was based on the data fitting of a

library of 19,000 inductors. A major advantage of this model is that it is simple, scalable

and also dependent on the geometries of the spiral. However, it does not provide any phys­

ical insight on the design of the inductor.

Physically-based models are built on the fact that the total inductance of a spiral

inductor is the sum of the total self-inductance (Lset/ of all metal strips, added to the

mutual inductance between those strips. Figure 4.5 shows that segments on one side of the

spiral have their currents flowing in the same direction. Meanwhile, segments on the other

side of the spiral have their current flow in the opposite direction. Therefore, the interac­

tion between adjacent metal strips produces positive mutual-inductance (M+) that

increases the total value of the inductance. However, the interaction between the metal

strips on opposite sides of the inductor produces a negative mutual-inductance (M-) that

tends to decrease the overall inductance v;l1ue of the spiral.
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Current

Figure 4.5 Positive and negative mutual inductance between the strips of the spi­

ral [37].

All the inductance components are calculated, starting with Lselfi and then M+ and

M-. The total inductance Ls is then given by

(4.5)

The starting point of the physically based models is from Grover's formula for self­

inductance [47], where the self-inductance (LseJfl of a rectangular conductor is given by

(
2/ w + t)Lse /j = 2/ In-- + 0.5 + -/-

w+t 3
(4.6)

Here, / is the wire length (em), w is the width (em) and t is the thickness (em).

Hence, the total self-inductance of the spiral can be given by the sum of the Lseljof

each metal strip,

Lse/f = L Lse/f..J'

j
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where, LsellJ is the self-inductance of segment j.

The second step in calculating the total inductance Ls is to evaluate the overall

mutual-inductance of the spiral. Starting with two segments with common equal length I,

the mutual-inductance M is equal to

M = 21M,

where, M is in nH, I is the length of the wires in cm and

GMD is the geometric mean distance between the wires and is given by

2 4 6 8
_ W W W wInGMD - Ind------------- ,

12; 60et 168~ 360~

(4.8)

(4.9)

(4.10)

(4.11 )

where wand d are the wire width and the pitch between the segments in cm, respectively.

Based on eq. (4.7) for the self inductance and eq. (4.8) that shows the concept of

the mutual inductance, the total inductance of a segment is equal to Ls is given by [50],

N, Ii - nl N, Ii - nl + 1

Lj = LselLi + L (-1) 2 ~,n+ L (-1) 2 MJ:n' (4.12)

n=l,n*J n = 1

where Lself.J is the self inductance value of segment}, Af.j,n is the mutual inductance value

of segment} and segment n, MJ:n is the mutual inductance value of actual inductor seg­

ment} and image inductor segment n, and Ns is the number of segments [50].

The total inductance of the spiral inductor is equal to the sum of inductance of all

the segments [50] and is

N,

(4.13)
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Parasitics of the spiral inductor take two main forms. The first type of parasitics is

the resistive type, which affects the overall QL of the spiral. The resistive losses occur as

metal losses and substrate losses due to electric and also magnetic coupling. The second

type of parasitics is capacitive. The capacitive parasitics influence both QL and the fSR'

Parasitics can also be classified according to their origin, whether it is due to the metal

strip or the substrate parasitics, where each of these has both resistive and capacitive para­

sitic effects.

4.5.2.1 Metal losses (Series Resistance Rs)

The metal losses of the inductor is modeled in Figure 4.4 as the series resistance

Rs' At DC, the current passing in the metal strips is distributed evenly within its cross-sec-

tion, as shown in Figure 4.6(a). In this case, Rs simply models the resistance of the total

length of metal used to implement the inductor through the relation

1 IR = -.-
DC cr w· t'

(4.14)

where, cr is the metal conductivity, w is the width of the metal, I is the total length and t is

the metal thickness.

(a) (b) (c)

Figure 4.6 (a) DC current distribution, (b) skin effect, (c) proximity effect due to

two adjacent strips [54].

As the frequency of operation increases to the GHz range, eq.(4.14) does not hold

any more. The resistance of the metal is influenced by the skin effect, where the current

tends to flow near the surface, as shown in Figure 4.6(b). Therefore, the effective cross-
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section area of the current flowing decreases and thus, increasing the total resistance. The

total resistance in this case is given by,

where,

R = 1.. ---'---skin cr -1/0 '
w·.8·(I-e )

8 = J1tcrl~J

(4.15)

(4.16)

where, 8 is the skin depth, ~o is the penneability in free space and f is the frequency of

operation.

As shown in Figure 4.7, the current density within the metal takes an exponentially

decaying profile with the metal depth. This exponential current distribution can be mod­

eled as an equivalent current with constant distribution with a depth equal to teffi which is

given by,

-1/0
tel! = 8· (1 - e ) . (4.17)

Figure 4.7 Effective thickness of a conductor with finite thickness (t) under the

skin effect.

In order to optimize the design of the microstrip at the required frequency of oper­

ation, its width w should be set to a values equal to (4-5)8 [57]. If larger values ofw are·

designed, the metal strip will have no current passing through its center and the resistance
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will stay the same if w increases. Therefore, it is not practical to go for larger widths as it

will just increase the space consumed and the capacitance.

Another high frequency parasitic effect is the current crowding mechanism due to

the proximity between the metal strips of the inductor. The magnetic flux produced by the

metal strips produces eddy currents within the metal of the adjacent metal strips, as shown

in Figure 4.8. The eddy current produced tend to redistribute the current within the metal,

where the current density increases near one end of the metal strip and deceases at the

other side. As a result, the effective cross-sectional area for the current is decreased, lead­

ing to an increase in the overall resistance. The overall current distribution due to the skin

effect and the proximity effect is illustrated in Figure 4.6(c).

Spiral Trace

Figure 4.8 Illustration of current crowding [49], [50].

The resistance caused by current crowding is given by,

with

Rerowd = 0.1 x R DC · (1-12 ,
'j en!

3.1 (w + s)
fcrit = ~. -2- . RSheet'

'-0 w

(4.18)

(4.19)

where I is the total length of the spiral, wand s are the width and the spacing, respectively.
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The current crowding effect is related to the intensity of the magnetic flux that

crosses the metal strip, which depends on the number oftums (i.e. total number of parallel

strips) and the spacing between the strips. Eq.(4.18) and eq.(4.19) shows that Rerowd

increases when the number of parallel strips increase and when the spacing between the

metals decreases.

Finally, as a result of the above discussion, the overall series resistance of the

inductor at high frequency is given by,

(4.20)

4.5.2.2 The Feed-through Capacitance

Figure 4.9(a) shows the origin of the feed-through capacitance Cs of the lumped

circuit model in Figure 4.9(b). The capacitance Cs is formed due to two types of capaci­

tances, as shown in Figure 4.9(a). The first is the cross-talk capacitance (Cet) between the

neighbour metal strips The second is the overlap capacitance (Cov) which occur between

the lower level metal that is used to connect the inner port of the inductor and the other

strips of the spiral. Simulations done in [37] showed that Cs is mainly due to COy and not

Cet, because Cet is added in series and COy is added in parallel, that decreases the overall

Cet and increases the overall COV' respectively. The overall Cs is then given by,

(4.21)

where n is the number of overlaps, w is the line width and tax is the oxide thickness

between the spiral and the underpass [37].
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P0l1 I-+.....",.. ----1

(b)

(e)

Figure 4.9 A three-tum inductor: (a) layout and relevant elements (b) distributed

model and (c) lumped model [37].

4.5.2.3 The Oxide Capacitance

The oxide capacitance Cox is given by [37],

where tox is the thickness of the oxide between the spiral and the substrate.
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4.5.2.4 The Substrate Parasitics
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The substrate network Csub and Rsub models the capacitive effects occurring in the

semiconductor and the high-frequency resistivity of silicon, respectively. The signal

through the inductor is electrically coupled to the substrate network through the oxide

capacitance Cox' The substrate network elements can be calculated [37] using

1
Csi = 2' t· w . Csub

2Rsi =
t· w· G bsu

(4.23)

(4.24)

where, t is the spiral length, w is the spiral width and the product w.t is the total area under

the inductor. Csub and Gsub are the capacitance and the conductance per unit length,

respectively.

The substrate network has a great impact on the high-frequency performance and

the QL of the inductor, where the conductive CMOS substrate degrades thefsR and QL sig-

nificantly. As high QL values are a major concern in this thesis, approaches that reduce or

eliminate the degradation of QL at high frequency due to the substrate network are dis­

cussed. However, to further discuss this matter, it is better to look at the corresponding

series equivalent circuit of the substrate network and Cox' The one port model of the spiral

in Figure 4.1O(a) has its substrate network and Cox converted to their series equivalent in

Figure 4.1O(b) [37]. The quality factor of this model is then given by,

(4.25)

mLs
= R' Substrate Loss Factor· Self-resonance Factor

s

where,

(4.26)
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and

Rs

Cs Rp cpr L,
Cs

- -

(4.27)

Figure 4.10 (a) One port model, and (b) the equivalent model with combined

impedance of Cox' Csub and Rsub substituted by Rp and Cp [37].

The quality factor is composed of three terms. The first term includes the metal

losses, the second term takes into account the substrate losses, and the last term captures

the degradation of QL with frequency. The main goal in this section is to minimize the sec-

ond term that accounts for the substrate losses. From eq.(4.25), it can be seen that the sub­

strate loss factor will approach unity as Rp reaches infinity, which implies that Rsub should

tend to zero or infinity.

Some approaches were proposed in order to reduce the effect of the substrate net­

work through pushing Rsub to infinity. An example of these approaches is etching the sub-

strate underneath the spiral to reduce the electrical coupling to the substrate as well as the

magnetic coupling [63]. However, such an approach requires special processes and tech­

niques that are not available in commercial digital CMOS technology. Therefore, only one

approach is considered in this section which is the patterned ground shield which causes

Rsub to approach zero.

4.5.2.5 Pattern Ground shield

Ground shields are used to terminate the electric field and prevents it from pene­

trating into the substrate. However, when the magnetic field crosses the ground plane it
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induces image loop currents that flow in a direction opposite to the direction of the current

in the spiral. As a result, a negative mutual coupling between the spiral current and the

loop current within the ground plane occurs, which degrades the overall inductance of the

spiral [37].

In order to avoid the induced current loops within the ground plane, the ground

plane is patterned with slots. The slots should be orthogonal to the direction of current in

the spiral itself to cut-off the path to any induced loop current. Also, the spacing between

these slots should be narrow to avoid the leakage of the electric field to the substrate [37].

Figure 4.11 shows an example of a patterned ground shield. The outermost edges of the

patterned ground shield are connected with a metal strip to ground. The ground shield

itself is implemented using Metal_lor polysilicon. In [37] measurements show that poly­

silicon is the better choice for the ground plane, however, no clear explanation was given

for such a reason.

Figure 4.11 Patterned ground shield [56].
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4.5.2.6 Eddy Current Losses

The modeling of the eddy currents losses induced in the substrate are not as well

studied as the other losses mechanisms. Early attempts to model this phenomenon

included these losses within the series resistance Rs of the inductor. This additional resis­

tance due to the eddy current losses in the substrate were calculated and its equivalent

effect was added to Rs [56]. Further improvements to model magnetic coupling to the sub-

strate was done in [64], where the substrate magnetic induced losses were modeled by an

ideal transformer that is terminated with a resistance equivalent to the impedance of the

substrate, as shown in Figure 4.12.

Figure 4.12 Modeling the substrate losses through using a transformer to the sub­

strate [64].

4.5.3 Spiral Inductors in RF Circuits

Spiral inductors are connected to RF circuits in either a single ended or a differen­

tial manner. In the case of yeO design, the inductor is sometimes connected as a one-port

device, such as the inductors used in the yeO configurations of Figure 2.13 (a) and (b).

The spiral can also be connected as a two-port device as in the yeO configuration in Fig­

ure 2. I3 (c). In previous research, it was shown that spiral inductors connected differen­

tially can acquire higher peak QL values and also fSR when compared to the single ended
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ones [59], [62]. The reason for the different performance can be understood by consider­

ing the spiral inductor as a transmission line (TL) with a length equal to the total length of

the spiral, and with an equivalent circuit that resembles the spiral's model. In the case of a

single-ended spiral, the other port is short circuited, therefore, the first fSR of the spiral

would occur at a the quarter-wavelength frequency. However, when the spiral is

used as a two-port device, the frrstfsR will occur at the half-wavelength frequency.

Therefore, the two-port spiral has afSR that is twice the fSR in case of a one-port spi­

ral. This also implies that higher QL values are achieved using the two-port devices

and the peak QL values are also at higher frequencies when compared to the one­

port device.

In order to utilize this observation, symmetric center-tapped inductors were

designed [61], [62], as shown in Figure 4.13. The layout shown in Figure 4.13 is ideal for

use in the complementary cross-coupled -gm veo of Figure 2.13(c). If the veo in Figure

2.13(c) used the center-tapped inductors as its load, then this configuration can have an

inductor that has a Q value twice that for the inductors used for the circuit configurations

in Figure 2.13(a) and (b). Using the center-tapped inductor for Figure 2. 13(c) provides the

veo with higher QL and a higher fSR' which consequently enhances the phase noise per­

formance and the power consumption of the oscillator. Furthermore, using a center-tapped

symmetric inductor enhances the symmetry between the two differential branches of the

YeO, and hence decreases any mismatch effects. Moreover, using a single two-port

inductor rather than two one-port inductors saves on-chip area and decreases the substrate

losses.
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Figure 4.13 Center-tapped (a) square spiral and (b) circular spiral [58].

4.6 Parallel Strip, Mutual-inductance Based Inductor

All the inductors discussed so far depend on the self-inductance of the wire or a

strip. This wire or strip is then wound to increase the total inductance by adding the effect

of the mutual-inductance that occurs between the parallel current lines. However, with

increasing either the total length or the number of windings, the series losses of the induc­

tor also increase, leading to limited QL values, specially in the case of spiral inductors.

In an attempt to eliminate the resistance of the inductor, that is to increase the

value of Qr. a new parallel strip mutual inductance is proposed, as shown in Figure 4.14.

In this figure, n strips are placed in parallel to each other. The total self-inductance then is

equal to the self-inductance of one strip divided by n. Similarly, the total resistance is also

decreased by a factor of n, keeping the overall QL value equal to the QL ofone single strip.

If these parallel strips are brought close to each other, then the mutual inductance

between the strips would increase the total inductance Ls' As a result, the total value of the

inductance would be equal to

(4.28)
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According to this equation, the total inductance is decreased by a factor less than

the factor of the total resistance. Thus, the overall QL value of the inductor is increased

when compared to a single strip.

..... .....- uuu -M12..... - . ()uri .....- - - -
MIn iM2n

L2
n

..... .....- -
(a)

Rjn Ljn+M

(b)

Figure 4.14 (a) Parallel Strips inductor, (b) equivalent circuit model.

A disadvantage of this approach is the low inductance values of the parallel strips,

hence, it would be only practical to use this approach for high frequency circuit designs,

where low inductance values are required. However, more investigations should be done

to determine the fSR and the increase in resistance due to the current crowding effect that is

produced by proximity of the metal strips for this inductor.

Two inductors with the same inductance value were simulated to compare the per­

formance of the single and the parallel strip inductors. Inductor I was 12 I-!m thick and

was 900 I-!m long. Inductor 2 was composed of four strips. Each of these strips were I mm

long and 6 I-!m thick and they were set at 1 I-!m from each other. Figure 4.15 shows the

equivalent inductance values of both inductors to be approximately the same. However,

Figure 4.16 shows that inductor 1 has a peak Q of 11.5 while inductor 2 shows a peak Q of

14.2.

These simulation results show higher Qvalues for the parallel strip inductor. How­

ever, electromagnetic simulation results might be optimistic, therefore, measurements of

these inductors are required to confirm the theory.
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Figure 4.15 Equivalent inductance values of the two inductors.
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Figure 4.16 Qvalues for the two inductors.
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In this chapter, various types of inductors used in the yeO design are presented.

Main parameters that determine the performance of the inductor were also discussed. The

chapter then focused on the study of the monolithic spiral inductor and its model. Means

of increasing the quality factor of the spirals were discussed, and the way the spiral should

be connected to a circuit in order to achieve high quality factor is illustrated.

Based on the discussion on the spiral inductor, a new technique for implementing

spiral inductors was proposed in section 4.6. Simulations for this inductor were done with

momentum. The simulation illustrated that with a combination of parallel strips, higher

quality factor for the inductor can be reached. Simulations showed an increase of about

23% in the peak quality factor of the parallel strip when compared to an equivalent single

strip. This design of the parallel strip inductor was not optimized for a specific application,

however, if the combination for the length, thickness and spacing of the parallel strip were

optimized, better performance can be achieved.
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5 Low-Voltage, Low-Power
VCODesign

In this chapter, the yeO design will be discussed based on the yeO fundamentals

and the basic passive components presented in the previous chapters. Although, low

power consumption is the main criterion in this design, the topology will be based on its

phase noise performance. Further discussion will be given afterwards on how to operate

this circuit under irregular conditions, such as the ultra low-voltage supply and how to

push its power consumption down as low as possible.

5.1 Noise Filtering

Recall from chapter two that the major sources of noise are the following:

• The current source transistor introduces flicker noise that is up-converted around

the oscillating signal, as shown in Figure 5.1 (a). The current source is also con-

sidered as the major contributor for the (L1ffi ..3) region shown in Figure 2.9.
1/}

• The current source transistor introduces noise at the harmonics of the oscillating

signalas shown in Figure 5.l(a), which is down-converted around the carrier,

and thus, increasing phase noise.

• Noise at harmonics of the fundamental frequency are either produced due to the

noise injection of the devices or due to harmonics produced from the nonlinear­

ities of the Yeo. The odd harmonics circulate in the differential path of the
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YCO whereas the even harmonics take the common-mode path, as shown in

Figure 5.1 (b). Therefore, the YCO must acquire high common-mode rejection

(CMR) for even harmonics [65].

• The noise produced at 20)0 (the second harmonic) from the current source affects

the phase noise performance the most, because it has the highest down-conver­

sion coefficient C2 in eq.(2.32).

I

L...---........-r-_~: I
Path for odd

• harmonics

(a) (b)

Figure 5.1 Schematic of a typical oscillator circuit showing the path of (a) noise at

harmonics from the current-source, (b) odd and even harmonics.

In order to decrease the phase noise of the VCO, in [65], a filtering technique to

limit the noise sources listed above from being injected into the YCO was proposed. A

capacitor in parallel to the current source was introduced and its value was chosen high

enough to act as a low impedance at 20)0' As a result, the 20)0 noise component injected by

the current source would flow into the low impedance path to ground, and thus, it is pre­

vented from contributing to the overall phase noise. However, this capacitor makes the

common-mode node (CM node) in Figure 5.2(a) become low impedance at 20)0 instead of
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being a high impedance node for the common-mode signal at 2000 , Thus, the CMR of the

oscillator at high frequencies degrades, which makes the phase noise performance of the

oscillator vulnerable to the common-mode signal at 2000 , Therefore, a high impedance

should be introduced at the common node to increase the CMR at 2000 , This is achieved by

introducing the LC tank circuit (LsCs) in Figure 5.2(b) which is tuned at 2000 [65]. The

measurements in [65] proved that the circuit with the noise filter has a better phase noise

performance when compared to the regular circuit Figure 5.1.

II
Noise components
produced at 2000

(a)

Figure 5.2 Filtering the noise (a) produced by the current-source at 2000 and (b)

introducing a tank circuit to increase the CM rejection.

However, the flicker noise induced by the current source transistor into the tank

circuit remains a disturbing issue. Therefore, the current source transistor was removed

and replaced by the tank circuit LcsCcs, as shown in Figure 5.3. This tank circuit is tuned

at 2000 to act as high impedance for the common-mode signal at that frequency.

The circuit in Figure 5.3 is classified as a "voltage-biased" circuit because a supply

voltage used to control the biasing current of the circuit. This topology has the advantage
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of achieving a high voltage swing that is as two times of VDD for single-ended output.

Also, due to the non-stacking nature of this circuit configuration, low voltage operation is

possible. However, it suffers from large current consumption due to the absence of the cur­

rent source transistor to regulate the current through the circuit. As a result, the power con­

sumption of this topology is higher than the conventional implementations that used the

current source for biasing.

Figure 5.3 Negative gm oscillator with a current-source tank circuit tuned at 2<.00

which is used for low-voltage application.

Previous researchers [66], [67] have used this topology for low voltage applica­

tions. A supply as low as 0.7 V was used in [67] but the power consumption was 2mW,

which is too high for low power applications.

5.2 Ultra Low-Voltage, Low-Power Operation

The circuit shown in Figure 5.3 has the disadvantage of having high current con­

sumption. As a result, the power consumption
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P = IDD' VDD (5.1)

becomes very high. Traditionally, in analog circuit design, to decrease the power con­

sumption of the circuit, techniques are applied to decrease only IDD in eq.(5.1). Usually,

VDD is preferred to be as high as possible in order to maintain high dynamic ranges. How­

ever, for the circuit shown in Figure 5.3, reducing the supply voltage is not a crucial issue

because the single-ended peak-to-peak output swing can reach twice VDD' In fact, decreas­

ing the supply voltage plays a twofold role in decreasing the power consumption as it

reduces both the VDD and IDD in eq.(5.1). However, while decreasing VDD, the width of

the cross-coupled transistor should be increased to achieve the condition of oscillation

given by

(5.2)

where Rtank is the equivalent parallel resistance of the Le tank circuit.

"Decreasing VDD decreases also the current, while keeping the condition of oscil­

lation" can sometime be a misleading statement. As it is sometime thought that the

increase in the width that compensates for the decrease in VDD would result in the same

current value. However, this statement is not correct and the reason will be given below.

For lower power consumption, the condition of oscillation in eq.(5.2) can be

achieved with lower values of gm by using high Rtank values. These high values can be

achieved by choosing a high Q tank circuit at the load. Choosing high Q tank circuit sets a

higher value for Rtank, which consequently sets a lower value for gm that ensures the con­

dition of oscillation. However, another issue arises about whether lower currents can be

achieved for the required value of gm or not.

5.2.1 Sub-Threshold Operation of MOSFETs

Assume that we have two transistors with the same amount of current IDS and that

transistor M2 operates in the sub-threshold region and transistor M J operates in strong

inversion. In order for both transistors to operate with the same current, transistor M2
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should have a wider gate than transistor M j in order to compensate for the change in the

bias gate voltage. The differences between the two transistors are shown in Table 5.1.

Table 5.1 Comparison between the sub-threshold and the strong inversion operation of MOS
transistors.

Transistor 1 Transistor 2

VGS > VTH <VTH

Region Strong Inversion Sub-threshold

Gate Width Narrow Wide

IDS
gm J2~nCox ~IDS n<l>,

Figure 5.4 shows the difference between the DC drain current versus the DC gate­

to-source voltage of the two transistors. An interesting point to be emphasized from this

figure is that although the currents in both transistors are the same, the slope at point 2 on

the graph is larger than the slope at point 1, which indicates that the value ofgm2 is greater

than the value of gmj. Therefore, the required values of gm that satisfy the condition of

oscillation can be achieved at lower values of the drain current.

In previous analog circuit design research, circuits have been biased in sub-thresh­

old region in order to achieve high values of gm for low current operation [68]. However,

this idea is not used in RF circuit design due to the non-linear I-V characteristics of the

transistor in sub-threshold, which deteriorates the overall performance of the circuit. In

addition, due to the fact that large gate widths are used when operating in sub-threshold,

the overall capacitances are also large. Therefore, sub-threshold operation is not suitable

for high frequency circuit design. However, in the case of the veo design, since non-lin­

earities are not a major issue in the design as the veo is a non-linear circuit, then, the

veo designed in this chapter is biased in the sub-threshold.
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Sub-threshold VTH Normal operation
• •

- Transistor 1
__Transistor 2

0.0 0.2 0.4 0.6 0.8 1.0

Vas (V)

Figure 5.4 Comparison between the 1-Y characteristics of two transistors in differ­

ent modes of operation, but at the same biasing current.

5.3 Design Procedures

The challenge in this design is to bias the transistor with a low supply voltage and

to achieve the low power consumption criterion while keeping an acceptable phase noise

performance. The first step to achieve this is to select the circuit configuration shown in

Figure 5.3. The second step in the design is that the supply voltage is set at 0.4 Y, which is

about 100-150 mY below the threshold voltage of the transistor. The rest of the procedures

of the design are explained in the following sub-sections.

5.3.1 Choice of the Tank circuit

The choice of the tank circuit in this design is dependent on the quality factor crite­

rion. Based on the varactor discussion in chapter three, the varactor used in this design is a

MOSFET with the bulk, drain and source connected together to form a B=D=S MOS var-
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actor biased in accumulation. Although, the A-MOS varactor is preferable to the regular

B=D=S MOS varactor biased in accumulation, it was not used in the design as the librar­

ies available did not include the A-MOS type varactor. Some device simulations for the A­

MOS varactor were done using the GENSIS device simulator provided by ISE (Integrated

System Engineering), trying to predict the performance of the device. However, the simu­

lation was not properly done due to the lack of some technology information from the

manufacturer that is confidential.

Unfortunately, the model does not include the channel losses in depletion or accu­

mulation. The current MOSFET model predicts the channel losses in inversion only.

Therefore, in order to overcome that, the measurement data provided in [26] were used to

estimate the channel losses of the MOSFET in accumulation and depletion.

As for the inductor part, high Q S.M. inductors that were discussed in section 4.2

were used. Although.the equivalent parallel resistance RL of a S.M. inductor is relatively

high, it is still much smaller than the equivalent parallel resistance Rc of the varactors.

Hence, the equivalent parallel resistance of the LC circuit will be taken to be equal to RL

only. However, at high frequency, RL and Rc become close to each other and the total par­

allel equivalent resistance become equal to their parallel combination (RLIIRc).

5.3.2 Transistors Size

The LC tank circuit produce an equivalent parallel impedance Rtank. This resis­

tance Rtank resembles the losses of the resonator that should be compensated by the active

circuit to achieve the condition of oscillation in eq.(5.2). Adjusting the value of gm needed

to achieve the condition of oscillation is achieved by adjusting the width W of the transis­

tor. W is adjusted to give a value of the gm that can achieve the condition of oscillation

with a safety factor of2. With such a small-signal gain, the circuit starts to oscillate till the

amplitude saturates. Further details on the large-signal operation and amplitude saturation

of this oscillator is discussed in section 5.4.2.
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As stated in [65], the current-source inductor Les filters out the 2nd harmonic noise

components and prevents them from circulating through the cross-coupled transistors in

the signal path. An approximate value for Les is

Les = 2 (5.3)
(200

0
) (2Css + 2CSG + Cpar + Ces)

where CSB is the source-bulk junction capacitance, Cpar is the parasitic capacitance of

Ltail> CSG is the source-gate capacitance of M1 and M]> and Ces is current-source capaci-

tance.

The value of the equivalent parallel resistance Res is very important. As the value

of Res increases, the CMR for the 2nd harmonic becomes higher, and thus, it is attenuated

at the output.

The value of Res can be set large by choosing an inductor of high inductance

value, a high Q, or both. The problem of a low Q inductor is the finite impedance that the

filter provides at 000 , which affects the gain at that frequency.

The value of Res is also important from the power consumption point of view.

Since Res rejects the 2nd harmonic, then it reduces the common mode current drawn from

the supply voltage, and thus decreases the power consumption.

5.3.4 Buffer

The buffer for the oscillator is made of one source-follower transistor with a bias­

Tee connected to its source. The buffer transistor and the equivalent circuit model of the

bias-Tee is shown in the circuit diagram in Figure 5.5. The circuit model shows the bias­

Tee to be composed of a capacitor and an inductor. The values of the capacitor and induc­

tor of the bias-Tee are large in order for the inductor to act as an RF choke and the capaci­

tor to act as an RF short circuit. With this configuration, the DC bias to the source of the
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transistor can be connected through the RF choke while the RF output to the spectrum

analyzer is taken from the capacitor terminal.

Cbypass

VDD buff

.....

~
:~
I Bias-Tee

./

VDD =0.4 V

High Q tank circuit
--- .....

" fl fl'-----.oL----1 I

I
I
J

(
I
I
\

/

i1
I
I
I

Cbypass

Figure 5.5 Complete circuit with the buffer.

The biased-Tee is used at the output of the buffer to avoid any non-linearities that

can be introduced by the buffer. If a regular resistance at the output stage of the buffer is

used, then the buffer would have needed a high Vos to push the quiescent point (Q-point)

away from the non-linear part of the IDs-VOS curve in Figure 5.6(a). Keeping the Q-point

at low Vos values produces a distorted and clipped signal at the output as shown in Figure

5.6(a). However, using the Bias-Tee increases the maximum swing limit that the signal

can take. The bias-Tee also stabilizes the current and prevents it from taking high peak

values. Therefore, the interconnections to the buffer would use metals with smaller width

as there is no fear from melting the metals due to high current densities.

In order to guarantee enough power transfer to the 50n load of the spectrum ana­

lyzer; the width of the transistor should be set to give an equivalent impedance at the
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source equal to 500. The width of the transistor is set so that the real part of the output

impedance is l/gm' which is 50n. Also, the imaginary part of the output impedance is

compensated by the bias-Tee.

Q- point with
no load

Q-point 1 .with load Output clIpped

C""'OC 1 ,mu;-
loadline ----i---Qb

I I
I ~

IDS
DC load line

AC load line

Maximum input swing

Undistorted output
current

Figure 5.6 Large-signal I-V curve of the buffer transistor.

The buffer transistor is biased by a different supply voltage VDD_buffi where it

biases the gate through the high resistance R bujf The bypass capacitor C bypass isolates the

basing circuit of the buffer from the veo circuit and translates the RF signal to the gate of

the buffer. In most cases, the value of Cbypass is set as large as possible to minimize any

voltage drop across it. However, in this design the value of Cbypass is set small to have

some voltage drop across it. Cbypass decreases the load capacitance due to the output stage

and thus increases the Q of the capacitance of the output stage. As a result, the Q of the

tank circuit will not be loaded by the buffer.
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In this section, the VCO simulations and the circuit performance are discussed.

Also, additional simulations are shown in order to confirm the theory of operation of the

VCO.

5.4.1 Types of Simulations

There are four main type of simulations that need to be performed for the VCO

with SpectreRF. The first type is the DC simulation to determine the value ofgm that guar­

antees the condition of oscillation. Parametric analyses were done with the width of the

transistor as the variable parameter. The biasing conditions while performing the paramet­

ric analysis were fixed. The width of the transistor was chosen from the output data of this

simulation, where this chosen width is the one that gives the desired gm value that satisfies

the condition of oscillation. To guarantee the oscillation criterion, a safety factor of 2 was

taken, therefore, the actual chosen gm was the one that satisfies the condition of oscilla­

tion. Another way of doing this is to remove the feedback connection for one of the cross­

coupled transistors and insert an AC source. AC analyses are then performed to check the

gain of the common-source amplifier, while varying the width of the transistor by per­

forming parametric sweeps for the AC simulation and plotting the resulting gain. The

width of the transistor can be chosen from this type of analysis so that the output spectrum

has the desired gain.

The second type is the transient analysis. The importance of this type of simulation

is that it shows the start-up and stabilization of the amplitude of oscillation and it deter­

mines the power consumption. In order for the oscillator to start oscillating from its DC

biasing, some sort of disturbance must be applied to the circuit in the simulator. The way

this is done in transient simulation is to set initial current condition in the inductor model.

This initial current produces the necessary perturbation to the system to start up the oscil­

lation. One important note is not to set the value of the initial condition very high with a
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low transient time analysis because the oscillation might be decaying in a long period of

time.

The third type is the periodic steady-state (PSS) simulation. This type of simula­

tion computes the steady-state response of the circuit and calculates the frequency and

amplitude of the fundamental frequency component of the steady-state output and its har­

monics. The resultant information leads to the fourth type of simulations, which is the

Periodic noise (Pnoise) analysis. The Pnoise analysis computes the noise at the output of

the oscillator due to the different noise sources in the circuits and then, utilizes the output

information about the harmonic components provided by the PSS simulation, to compute

the phase noise of the oscillator by applying this data to the time-varying phase noise

model.

5.4.2 Simulation Results

The initial condition of the current in the inductor starts-up the oscillation of the

Yeo. A few periods after the oscillation starts, the amplitude starts to saturate. Usually,

the value at which the amplitude saturates in yeas is determined by the value of the cur­

rent produced by the tail current source, multiplied by Rtank. However, in this case there is

no current source to stabilize the current and the transistor's gate width are set large to

achieve a high gm at a low Vas. As a result, high current pulses are produced at the drain

of the transistor, as shown in Figure 5.7, which produces a fundamental component of the

current that can set the amplitude ofoscillation to values that can exceed 2VDD' Hence, the

amplitude of oscillation produced by this circuit is not considered as current-limited but

rather voltage limited by the supply, as will be discussed shortly.
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Figure 5.7 Current pulses produced by a large-signal input.

Practically, the current waveform shown in Figure 5.7 cannot be produced except

by an amplifier that has a short circuit load or a tuned circuit that produces a small ampli­

tude that keeps the transistor in saturation. However, in this circuit, the amplitude of fun­

damental component produced at the output is very large and the minimum output voltage

can reach zero. When the output voltage reaches such low values it drives the transistor

into the linear region. Hence, the current produced by the transistor becomes dependent on

the output amplitude as well as the input amplitude and the resultant current waveform

produced at the drain takes the form shown at the bottom graph of Figure 5.9. To further

understand how this waveform is produced and how the amplitude slituration occurs, con­

sider the transistor shown in Figure 5.8, with a large-signal input voltage at the gate and

the out-of-phase large-signal output voltage produced at the drain.

At the start of each period, the gate of the transistor and the drain have the same

biasing voltage, which is the DC biasing point and it is equal to VDD' This condition is

presented by point "a" in Figure 5.8 and Figure 5.9 which shows the equivalent output

current. The current produced at this point is DC, which only flows through the inductor

and does not produce any output voltage drop. When the amplitude of the input waveform

at the gate starts to increase, then the amplitude at the output starts to decrease, producing

a current waveform which is similar to the current pulse shown in Figure 5.7. This part of

the pulse is shown in Figure 5.9 from points "a" to "b". Beyond point "b", the current
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waveform starts to become different than that of Figure 5.7. At point "b", the value of VDS

becomes small and drives the transistor into the linear region from saturation. And as the

transistor becomes biased in the linear region, the drain current becomes strongly depen­

dent on VDS, hence, IDS starts to decrease, as shown in the part between point "b" and "d"

in Figure 5.9.

d
D

d

S

Figure 5.8 The voltage waveforms applied to a cross-coupled transistor.

During the transition from point "b" to "d", the current changes its direction and

becomes negative at point "c". As the current changes its direction, the drain and source

terminals of the transistors are switched, which means that VGS is now the gate-to-output

node voltage and VDS is the ground-to-output voltage. Therefore, the amplifier transistor

of the yeO becomes a source-follower with the output of the yeO as the follower node

rather than a common-source amplifier. This causes the follower output of the amplifier

increase to follow the input waveform at this point amplifier. Forcing the output to

increase just after it reaches zero, and thus, limits the output amplitude and prevents it

from having more negative values. So, if symmetric resultant fundamental components

are assumed at the input and the output of the transistor, then the output amplitude will

have a voltage swing that is approximately equal to twice VDD' Therefore, the yeO in this
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case is said to be voltage-limited rather than current-limited, because the output amplitude

is always limited by VDD'
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c
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Figure 5.9 Waveforms for the core transistor, (a) VOS' (b) VDS and (c) IDS
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The designed 2.4GHz veo at 0.4 V supply has a simulated phase noise of -123

dBc/Hz at IMHz offset. This simulation performed assumes a perfect matching between

the two tank circuits of the oscillator. This matching between the two tank circuits results

in an overall transfer function that has a peak equal to the product of the peaks of the two

transfer functions and is also at their center frequency, as shown in Figure 5.1 O(a). How­

ever, due to the tolerance of the off-chip inductors used, the two tank circuit starts to have

different component values and their transfer function becomes shifted from each other

instead of being at the same center frequency. This is similar to the case of stagger tuning

in filters, where two transfer functions with shifted center frequencies are used to produce

an overall transfer function, as shown in Figure 5.10(b), which has lower peak gain and

wider bandwidth, in other words, it has less Q.

Resultant of two
transfer function with
shifted center frequency

/

Resultant of two
identical transfer
functions
~

(a) (b)

Figure 5.10 Overall transfer function of two tuned amplifiers with equal transfer

functions (a) at same center frequency and (b) with shifted center frequency [22].

To study the effect of the stagger tuning due to the inductor mismatch, the value of

one inductor is varied over a range of ±5%, while the second inductor remains constant.

The phase noise and the power consumption of the oscillator is then simulated as shown in

Figure 5.11 and Figure 5.12, respectively. The phase noise and the power consumption
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shows a minimum value (best performance) at the 0% tolerance and they increase as the

degree of mismatch increases. For the phase noise curve, the minimum is at 0% tolerance

because this is the point with highest Q, which when substituted in the phase noise relation

in eq.(2.25), results in the best phase noise performance. As for the power consumption,

the Q values becomes smaller due to the mismatch, so more power is then transferred to

the harmonics. The increase in the power consumption in this case is due to the power pro­

duced at the even harmonics, which introduces a common-mode current that increases the

average DC current drawn from the supply. If the tolerance of the inductor is increased

more than the values shown in figures, the oscillator will not oscillate any more as the

overall gain will then drop below unity.

To be able to determine the mismatch by measurements, the two varactors of the

two tank circuits were isolated, where each one had its own Vcont. If the values of the

inductors were not matched, a sweep can be done on one of the control voltages of the var­

actors while the other is fixed, and then monitor the power consumption. The point at

which the power consumption is minimum means that the tank circuits are at their best

match. Taking the value of the variable control voltage at which the power consumption is

minimum, the corresponding capacitance can be calculated, and the inductance is then cal­

culated.
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Figure 5.11 Effect of inductor mismatch on the phase noise performance of the

Yeo.
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Figure 5.12 Effect of inductor mismatch on the power consumption of the Yeo.

106



M.A.Sc Thesis - Ahmed Fakhr McMaster - Electrical & Computer Engineering

A drawback of this method is that the characteristics of the varactor are now differ­

ent. The Q value of the varactors deceases significantly due to the finite impedance of the

DC source Vcont' as discussed in chapter three. A solution was given for this problem in

chapter three, where a large value capacitor can be connected to the control node. This

capacitor has low impedance at the frequency of operation and this eliminates the losses

due to the substrate and the DC source. However, in the case of differential circuits, it is

always preferred to implement the varactors differentially, as discussed earlier in section

3.5, in order to have an AC ground between the two varactors, as shown in Figure 5.13(a),

to minimize all losses and thus, maximize Q. Therefore, a capacitor was connected

between the two varactors as shown in Figure 5. 13(b). The advantage of this capacitor is

that it isolates the biasing of the two varactors from each other, while having an AC

ground between them. Also, the restrictions on the value of this capacitor are much looser

than when two capacitors are used.

AC ground V
node cant

(a) (b)

Figure 5.13 (a) Regular connection of the varactor to the control voltage. (b) Con­

necting the varactors to different control voltages.

It is also important to see the effect of the current-source tank circuit LcsCcs on

the performance of the oscillator. Figure 5.14 shows the effect of the Q value of the cur­

rent-source inductor on the power consumption and phase noise ofthe oscillator. This sim­

ulation was done by varying the equivalent parallel resistance of the oscillator to achieve
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the desired Qcs values. Figure 5.14 shows that the phase noise is enhanced by more than

6dB if an inductor of Qcs equal to 8.5 is used, which is the on-chip inductor that was

really used. The decrease in the phase noise totally agrees with the theory of this circuit

configuration, where the higher the Q value for the current-source inductor, the more

attenuated is the second harmonic, as shown in Figure 5.15. Hence, less power is down­

converted from the second harmonic around the carrier. The decrease in the second har­

monic also explains why the power consumption is decreased with higher values of Q for

Lcs, however, the decrease is only 6%.
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Figure 5.14 The effect of Qcs on phase noise and the power consumption.
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Figure 5.15 The effect of Qcs on the values of the current at the 2nd harmonic.

The last simulation that was done for this circuit was to examine the effect of tun-

ing. Figure 5.16 shows the effect of changing the control voltage on the frequency ofoscil­

lation and the corresponding phase noise at this frequency of oscillation. The frequency of

oscillation decreases with increasing Vcont' as increasing Vcont drives the varactors more

into accumulation where the capacitance reaches its maximum at Cox' The phase noise

simulation in the same figure shows a minimum at I.3V, the value of Vcont where the oscil­

lator is optimized. Any shift below or above this frequency makes the current-source tank

circuit tuned at a value above or below 200o' respectively. Therefore, the second harmonic

components are less attenuated, which results in a higher 2nd harmonic power down-con­

verted around the carrier and thus, higher phase noise.
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Figure 5.16 Frequency of oscillation and phase noise vs. the control voltage.

5.5 High Frequency Effects

Two circuits have been designed with a low supply voltage that reached OAY.

These circuits operate at frequencies of 600 MHz and 204 GHz. However, as the frequency

of oscillation is pushed to higher frequency bands, the design of the oscillator becomes

more difficult. Changes in the transfer function of the oscillator are noticed when the

oscillator is pushed to operate in the 5.8 GHz ISM band. When preforming an AC simula­

tion of the oscillator to check its gain, the narrow band-pass frequency response of the

amplifier of the VCO starts to have two peaks instead of one peak. Also, there are notice­

able changes in the phase plot of the gain ofthe amplifier. To understand the cause ofthese

effects, consider the simple small-circuit model for the amplifier that is shown in Figure

5.17.
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Figure 5.17 (a) The amplifier of the veo and its equivalent small-signal model.

(b) The small-signal model at resonance.

For the small-signal model of the amplifier shown in Figure 5.17(a), the voltage

gain Av is given by

A = Vout = -_(_g...;.;.m'--_J_·ro_C....;;;.G....;;;.D_) _
v

V
GS

. (I +jroLIRtank-ro2LC]
JroCGD + . L

Jro

(5.4)

If the tank circuit is tuned to oscillate at a relatively low frequency, then the equivalent of

circuit (a) at resonance will be as in (b) and the gate-to-drain capacitance (CGD) can be

ignored. The capacitance CGD is ignored because its equivalent impedance (l/roCGD) is

very high compared to Rtank, which makes the output isolated from the input. The gain is

given by

V -gm 'J'roL
A =.....!!..!E = ---.....;.;.;-----

v 2 '
vGS, 1 +jroLIRtank - ro LC

which is the normal equation for the gain that yields to -gm.Rtank at resonance.
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When the frequency of oscillation is increased, the equivalent impedance of the

capacitance COD becomes smaller and its value is comparable to the value of Rtank. In the

case of the sub-threshold operation of the MOSFET, the effect of the Miller capacitance

COD is noticed at lower frequencies when compared to the MOSFETs that operate in

strong inversion. The reason is due to the large gate widths that are used in sub-threshold

that increase the overlap and the fringing capacitance between the gate and the drain. This

high frequency effect is considered one of the major drawbacks of the operating in sub­

threshold. In order to overcome this drawback, the capacitance COD should be decreased

to avoid this effect. Hence, the gate width was decreased until the high frequency effect

became negligible, however, the gain then dropped much below unity.

To increase the gain of the amplifier, the MOSFET is utilized as a four terminal

device, where the body contact was is connected to the source. The body contact of each

of the cross-coupled transistors are all connected together to a DC bias, as shown in Figure

5.18. By forward biasing the transistors, the threshold voltage decreases, thus, the degree

of inversion increases for the fixed Vos and gm increases, as shown in Figure 5.19.

VBodyL..-----""""l!'-----.......'---

Figure 5.18 Body-biasing of the cross-coupled transistors.
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Figure 5.19 Effect of body-biasing on the threshold voltage and the transconduc-

tance.

As a result of the above discussion, a VCO at 6 GHz was designed with forward

body-biasing. The simulated phase noise of the oscillator is -113 dBc/Hz at 1 MHz offset.

Further details on the experimental results will be presented in the next chapter.

5.6 Experimental Results

For the VCOs discussed in this chapter, the 600 MHz VCO was tested experimen­

tally. Figure 5.20 shows the layout of this VCO. The chip was packaged into a 80-pin CFP

package and was soldered to a printed circuit board (PCB), as shown in Figure 5.2I(a).

The off-chip inductors were soldered on the other side of the PCB as shown in Figure

5.2I(b). The equipment used to test the VCO were the Agilent E4440 26.5 GHz spectrum

analyzer and the Agilent 4I56C semiconductor parameter analyzer.
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Figure 5.20 Layout of the 600 MHz YCO.

(a)

Figure 5.21 (a) Packaged chip and the PCB used for measurements with (b) the

off-chip inductors soldered on the other side of the PCB.
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The veo did not oscillate at the biasing conditions that it was designed for at VDD

of 350 mV. Therefore, the supply voltage VDD was increased in small steps to determine

the voltage at which the veo starts to oscillate. Oscillation was established at a VDD of

430 mV, corresponding to a frequency of oscillation of 390 MHz, as shown in Figure 5.22,

and a power consumption of 257 11W. The main reason for deviation of these results from

the simulation is the parasitics of the package, which were not taken into account during

the simulations because there were no circuit models available to model the parasitics of

the package. In fact, no proper model for the 80-pin eFP was present in literature, There- .

fore, a simple model for the package was estimated, as shown in Figure 5.23, and used in

to re-simulate the veo to obtain more accurate results.

,-... -20
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t:Q -40
"'d
'-"'

$-c -60Q)

~
0 -80
~
-+->
~ -100
~
0 -120

388 389 390 391 392 393 394

Frequency (MHz)

Figure 5.22 Measured output spectrum of the Yeo.
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3 nH 700mn 2.3 nH 865 mn 600mn

Figure 5.23 Estimated circuit model of the package parasitics.

As the frequency of oscillation is decreased, the QL of the inductor decreases,

which decreases the equivalent resistance of the tank circuit RTank. This directly affects the

condition ofoscillation of the YCO, and thus, the cross-coupled transistors of the YCO are

required to provide a higher gain. This effect is, actually, one of the contributors to the

increased VDD'

The PCB has also contributed to the increase in the VDD' where the symmetry in

the layout ofthe differential YCO was maintained only on-chip and not at the PCB level.

Figure 5.21 (b) shows an extra microstrip on the PCB in series with the inductor L /> which

increases the inductance of only one of the differential branches of the YCO. This micros­

trip was simulated using ADS-Momentum and its equivalent circuit model is shown in

Figure 5.24. When the microstrip model was introduced into the circuit and then simu­

lated, as shown in Figure 5.25, the value of VDD needed to achieve oscillation was very

close to measurements. Another contributor to the increase in the VDD is the mismatch

between the off-chip inductors used, as previously discussed in section 5.4.2. Finally, the

losses in the cables that are used to connect the measurement instruments and the PCB

also contributed to increasing VDD'
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Figure 5.24 Circuit model of the microstrip.
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Figure 5.25 VCO circuit including all parasitics. Each pin is represented by the

euivilent circuit model in Figure 5.23. The microstrip was mdelled using circuit in

Figure 5.24.
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The change in the frequency of oscillation with the control voltage is shown in

Figure 5.26, indicating a tuning range of 7 MHz. Unfortunately, data points for Vcont less

than 1 V were not recorded as most of the bonded chips available were burnt while per­

forming the experiments because the simple Electro-Static Discharge (ESD) protection

used was inadequet to protect the circuit. The phase noise performance of the veo at a

control voltage of 1.3 V is shown in Figure 5.27. The simulated phase noise versus the

control voltage is shown in Figure 5.28, while the measured and the re-simulated results

are shown in Figure 5.29. The measured phase noise curve is approximately flat within

this range at a value of -132.5 dBc/Hz. This difference between the simulations in Figure

5.28 and the measurement results is due to neglecting the effect of the package at the load

inductors and the common-source inductor which made the common-source tank circuit

tuned at a frequency different than the 2nd harmonic. Also, any change in phase noise with

the control voltage would be much smaller than expected because the implemented induc­

tor does not attenuate the 2nd harmonic component as expected by the model from the

manufacturer. In fact, the implemented inductor has losses that are about two times higher

than the model because it was implemented using the regular metal 6 while the model is

for inductors implemented using special metal 6 that is about two times thicker than the

regular metal 6. Finally, the phase noise performance versus the control voltage can be

considered constant which agrees with the simulated data shown on the same figure. How­

ever, there is about 11 dB difference between the measured data and the simulation results.

This could be due to the inaccurate noise model of the MOSFETs in sub-threshold, where

the channel noise is overestimated and is modeled as if the MOSFET is operating in

strong-inversion. The differences between the simulated and the measured results are

shown in Table 5.2.
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Table 5.2 Comparison between measured data and simulation.

Q fo
PN at 0.6

P FoM
MHz

(MHz) (dBc/Hz)
(roW)

Measured 40 392 -132.5 0.257 162.66

Simulated 40 385 -121.5 0.21 152.8

400

,..-..... 395N -.- Measurement

~ .-. -A- Re-Simulated-.-.::s 390 -.-.
"-' -.
~ ................ ---.---

385 .-.-.u A
d ~Q)

~ 380 A ___~

Q) A ___........
M
~ 375 ................

A

370
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Figure 5.26 Frequency of oscillation versus the control voltage.
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Figure 5.27 Measured phase noise of Yeo.
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Figure 5.28 Simulated phase noise at 600 MHz versus the control voltage. Here

the effect of the parasitics of the package is not included.
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Figure 5.29 Measured phase noise versus the control voltage.

5.7 Summary

In this chapter, ultra-low voltage micro-power oscillators were discussed. In the

first section, the basic theory for the oscillator topology was discussed. This was followed

by a discussion of the me~ns to minimize the power consumption and to operate this YCO

under low bias. Section 5.3 was dedicated to the explanation of the design procedures. The

theory was then justified with some basic simulations. Emphasis was given on the large­

.signal analysis and explanations were given for the current and voltage waveforms of the

YCO. In the last section, the high frequency effects that occur in sub-threshold were dis­

cussed and forward body-biasing of the cross-coupled pair was given as a solution to over­

come these effects.

In this Chapter, the main features of the YCOs designed is that they can operate at

very low-voltage supplies. However, biasing at low-voltage does not imply low power

consumption. The first step for achieving the low-power consumption was to use high

quality tank circuit, which is a very intuitive approach. The second approach was biasing

the transistor in sub-threshold. In section 5.2.1, a comparison between two transistors was
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shown, where the first transistor was biased at regular biasing condition above threshold

while the second transistor was biased in sub-threshold. Figure 5.4 shows that if the two

transistors have the same current passing through them, then the transistor biased in sub­

threshold will have the higher transconductance. Therefore, by biasing the transistor in

sub-threshold, the drain-to-source current needed to generate the value of the transconduc­

tance that fulfills the condition of oscillation in eq. (5.2) would be less. In fact, for the two

transistors shown in Figure 5.4, the first transistor that is biased at 0.7 V would have five

times the drain-to-source current passing through it, when compared to the transistor that

is biased with 0.4 V and have the same value of the transconductance. This approach can

be used in the design of any veo, not necessarily a veo that already has a low-voltage

supply.

Finally, The veos designed are at frequencies of 600 MHz, 2.4 GHz and 6 GHz.

Their supply voltages were 350 mV, 400 mV and 450 mV, respectively. The power con­

sumption of these oscillators is 36 IlW, 41 IlWand 90 IlW, respectively. The above values

for the supply voltage and the power consumption are considered the lowest recorded in

literature.

The measurement results for the 600 MHz veo were discussed in section 5.6. The

measurement results show that the frequency of oscillation of the veo is 392 MHz at a

supply voltage of 430 mY. The veo has a measured phase noise of -132.5 dBc/Hz at 0.6

MHz offset and power consumption of 257 IlW. The main reason for the deviation of the

measurement data from the simulation results is the package parasitics that were not taken

into account during the simulations. A simple circuit model was estimated for the pack­

age. Thus, by taking into account the estimated package model in simulations, the mea­

surement results and the simulations were close.

The control of the gain needed to provide oscillation can be done by adjusting the

body-bias of the transistors, as changing VDD is not practical. However, in our discussion

only VDD was changed in order to focus on the parasitic effects that lead to that increase.
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6 CMOS -gm Low-Power
VCO

In the previous chapter, the theory and design of low-voltage, low-power YCOs

were discussed. The circuit configuration of the oscillator that was used was very helpful

to achieve the low-voltage, low-power and low-phase noise requirement. However, if this

oscillator is to be used for higher voltage applications, the power consumption would be

extremely high. Therefore, another topology should be used for designing a low-power

YCO at higher supply voltages. One of the circuit configurations that can be used is a -gm

topology with a current source, as shown in Figure 6.1. To achieve the low-power require­

ment with such a circuit, then the same steps described in chapter five must be applied.

First, high quality factor tank circuits must be used. Second, the cross-coupled transistor

must be biased in sub-threshold to achieve the value of gm that satisfies the condition of

oscillation at lower values of the tail current. However, to avoid the disadvantages that

occur due to the mismatch between the two high quality off-chip inductors, such as the

phase noise degradation and the increased power consumption, an alternative configura­

tion must be used. The best configuration that overcomes these disadvantages is the

CMOS -gm configuration shown in Figure 6.2.
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Figure 6.1 NMOS cross-coupled -gm VCO with a current source.

Figure 6.2 CMOS cross-coupled -gm VCO.
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As discussed in chapter two, the CMOS cross-coupled -gm oscillator has many

advantages over the NMOS only oscillators. These advantages are based on the two fac­

tors, which are the presence of complementary transistors to provide the gain and also the

presence of only one common load inductor between the two differential branches. The

one load inductor allows only the AC component of the current to pass through it. This

makes the amplitude of oscillation become twice the amplitude in the case of a NMOS

only oscillator, if both oscillators are biased by the same biasing current. The use of one

symmetric inductor for the CMOS -gm oscillator makes this topology immune to the tank

circuit mismatch issues that were discussed in the previous chapter. These mismatch

issues lead to an increase in the power consumption and phase noise, as discussed in sec­

tion 5.4.2.

6.2 Design

The design steps for this circuit are very similar to the design steps of the YCO in

chapter five. This circuit is designed for a supply voltage of I Y and the frequency of

oscillation is 2.4 GHz.

6.2.1 Choice of the Tank Circuit

The choice of the tank circuit is based on the high Q value criteria. The inductor

used is an off-chip inductor that has a Q greater than 40. In this design, there were no var­

actors used and tuning was done via the body contacts 'of the transistors. In this case, the

tuning control voltage is connected to the body contacts of the transistor, and thus, varying

the control voltage changes the substrate potential. As a result, the junction capacitances

between the drain and the source from one side and the substrate from the other side will
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change as a function of this control voltage. Thus, the overall load capacitance will

change.

In order to avoid any problems that may occur due to the biasing of the substrate,

each NMOS transistor has to be laid out in a DNW and the control voltage is connected to

the p-type body contact that lies within the DNW. The disadvantage with body-biasing of

the CMOS -gm oscillator is that it requires the presence of two control voltages, where one

is used for the NMOS transistors while the other is used for the PMOS transistors.

Using the body-bias for tuning makes the tuning range very small. One way to

increase the tuning range is to increase the contribution of the tuning capacitance to the

overall tank capacitance. This can be done by increasing the area of the source and the

drain by implementing them with larger lengths LSource and LDrain, as shown in Figure 6.3.

Increasing LSource and LDrain increases the width of the pn junction between the n+

implantation of the drain and the source regions and the p-well, and thus, increases the

junction capacitance C DB and CSB, where C DB and CSB are the drain-to-bulk capacitance

and the source-to-bulk capacitance, respectively. However, by making the source and the

drain areas wider, this would increase the length of the path of the current in the lossy sub­

strate, shown by Rsub in Figure 6.3, which degrades the overall Qof the tank circuit. How-

ever, since the value of the capacitances to the substrate are small, then Q = 1/(coCRs)

would still have a large value.
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Figure 6.3 The MOS transistor with larger LDrain and LSource to increase CDB and

6.2.2 Transistors Size

For a supply voltage of 1 V, the PMOS and the NMOS transistors are estimated to

have a voltage drop of 0.5 Veach. The widths of their gates are then adjusted to fulfill the

condition of oscillation at this biasing point. For a gain safety margin of 2, the widths of

the transistors are adjusted to obtain values for the transconductance equal to

_ 2
g +g --mn mp R'

L

(4.1)

where gmp and gmn is the transconductance values for the PMOS and the NMOS transis­

tors, respectively. The values of gmp and gmn are adjusted to be approximately equal,

therefore, the widths of the PMOS transistors are nearly three times the widths of the

NMOS transistors, since the mobility of holes is about 2.8 times smaller than the mobility
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of electrons and threshold voltage for both PMOS and NMOS transistors are approxi­

mately the same in the 0.18 ~m eMOS technology.

6.2.3 Buffer

The buffer used in this circuit is similar to the buffer used for the yeO in chapter

five. For further details about the design of the buffer, check section 5.3.4.

6.3 veo Simulations

In this section, the veo simulations are shown in order to confirm the theory of

operation of the veo and explain its performance.

A schematic of the veo is shown in Figure 6.4. The veo is designed to operate at

2.4 GHz with a supply voltage of 1 V. The two control voltages are shown on the figure,

where VBp is the control voltage for the PMOS transistors, which is initially set to 1 Y, and

VBn is the control voltage for the NMOS transistors, which is initially set at 0 V.
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Figure 6.4 Schematic of the desgined Yeo.
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Figure 6.5 shows the change in the frequency of oscillation with both VBn and VBp'

The two voltages VBn and VBp are adjusted in a way to make IVBSpl equals VBSn, which

IVBSpl and VBSn are the body-to-source voltages of the PMOS and the NMOS transistors,

respectivly, and change with the same steps and they are referred to by Vcont' The fre­

quency of oscillation in this figure decreases as the MOSFETs are forward body-biased.

Forward biasing of the body of the MOSFETs makes the pn junction between the the drain.

and source implatations of the MOSFET and its substrate becomes forward biased, which

consequently increase in the pn junction capacitance. Unfortunately, the frequency tuning

range is very small. The change in the frequency of oscillation is about 11 MHz, which

makes the tuning factor about 0.5%.
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Figure 6.5 Changes in frequency versus both VBn and VBp'
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One of the disadvantages of using body biasing as the tuning element is that the

power consumption increases with the forward body bias. Forward biasing of the substrate

decreases the threshold voltage of the transistor, as shown in Figure 6.6, and thus, pushes

the MOSFET deeper into inversion. By lowering the threshold voltage of the transistor

while having the same Vos, the drain-to-source current IDS increases. As a result, the total

power consumption increases, as shown in Figure 6.7.
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Figure 6.6 Changes in the threshold voltages of the NMOS (VTH N) and the

PMOS (VTH p) with the body bias.

The YCO has a power consumption of 135 flW. Figure 6.7 shows a drastic increase

in the power consumption as the forward bias of the body contact is larger 0.5 V. At this

point, the pn junction formed by the substrate from one side and the drain and source

regions on the other side of the PMOS starts conducting and most of the current flows

through the substrate. Similar behaviour happens with the NMOS, however, this occurs at

a body potential equal to 0.7 Y. Therefore, the limiting factor for body biasing the MOS­

FET is set by the condition where the pn junction between the drain and the source and the
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substrate must not be turned on. In other words, with forward body biasing the MOSFET,

the potential of the substrate must be less than the built-in potential of the pn junction.
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Figure 6.7 The power consumption of the yeo versus Vcont'

The phase noise of the yeo is -123.1 dBc/Hz@ 1 MHz offset at zero control volt­

age. Figure 6.8 shows the phase noise performance of the oscillator at 1 MHz offset with

forward body biasing. The performance shown in this figure might be confusing as the

phase noise performance is expected to degrade rather than to improve. The phase noise is

expected to degrade because of two reasons. First, forward body-biasing the MOSFETs

increases IDS, which consequently increases the channel noise current that is injected into

the tank circuit. Second, as the amplitude of oscillation is limited by the supply voltage,

then any increases in IDS does not increase the amplitude of oscillation and the increase in

the current is an increase in the harmonic currents not the fundamental.
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Figure 6.8 Phase noise at 1 MHz offset versus Vcont'

However, there is a stronger effect that leads to the improvement ofthe phase noise

performance. Since the MOSFETs are biased to operate at the edge of strong inversion, the

MOSFETs are considered highly non-linear. The non-linearties of the MOSFET at this

biasing point generate high currents at harmonics, which contribute to the phase noise and

degrade the performance. However, with forward biasing the MOSFET, the threshold

voltage decreases and the MOSFET becomes biased more into the linear part of the IDS­

VGS curve. Thus, by being biased in a more linear region, the currents at the harmonics

start to decrease making the fundamental current increase, as shown in Figure 6.9 and Fig­

ure 6.10, and thus, contributing less to the phase noise. Therefore, the phase noise perfor­

mance becomes better with forward body bias. However, driving the MOSFET further

into inversion makes the other noise sources described earlier becomes dominat and thus,

degrades the phase noise performance.
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The 2.4 GHz -gm CMOS oscillator, presented in this chapter, was tested using the

Agilent E4440 26.5 GHz spectrum analyzer and a custom-made battery supply. The chip

was packaged using the 80-pin CFP package and was soldered to a PCB, as shown in Fig­

ure 6.11 (a), and the inductor was soldered onto the other side of the PCB, as shown in Fig­

ure 6.11 (b). To examine the effect of the parasitics of the package, the off-chip inductor

was short circuited so that the circuit would oscillate with its parasitic inductance of the

bond wire and the package. With the short circuit load, the circuit oscillated at a VDD of 2

V with a frequency of oscillation of 1.3 GHz. The short circuit load was then replaced

with a 1.1 nH inductor that made the circuit oscillate at 1.105 GHz and its output spectrum

is shown in Figure 6.12. With this inductive load, the oscillator started oscillating at a VDD

of 1.7 V. By considering the two cases of the short circuit load and the inductive load, an

equivalent circuit model for the parasitics of the package can be estimated, as shown in

Figure 6.12. The losses of the package were estimated from the condition of oscillation

when using a short circuit load. The parasitic losses of the package led to a decrease in the

value of RTank, and thus, the value of VDD required to achieve oscillation was increased.

The power consumption under this bias condition is 730 IlW, which corresponds to a

phase noise of -128 dBc/Hz at 1 MHz offset frequency and is shown in Figure 6.14. Note

that at the experimental VDD of 1.7 V, the MOSFETs are operating in strong inversion. In

this mode, their noise model is more accurate, so closer agreement between the measure­

ment and simulations of the phase noise is expected, compared to the results in chapter

five. This is shown in Table 6.1 where the measured phase noise is -128 dBc/Hz and the

simulated one is -131 dBc/Hz. Note that the simulated power is higher than the measured

one. The reason for that difference is not known at present. The differences between the

simulated and the measured results are shown in Table 6.1.

The phase noise at 1 MHz offset frequency versus the control voltage is shown in

Figure 6.15. The phase noise decreased with the increase in the control voltage, unlike the

simulated performance shown before in Figure 6.8. The reason of this deviation is the
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measured oscillator operates in a current-limited regime while the one simulated in chap­

ter six operates in the voltage-limited regime. The reason for that is because the (R Tank X

IDS) becomes smaller that VDD. Increasing the control voltage increases the drain current,

which increases the output voltage swing of the oscillator, and thus, phase noise improved

with the increase of the control voltage until the oscillator is driven into the voltage-lim­

ited regime. However, in this case, the oscillator is always operating in the current-limited

regime as can be observed in Figure 6.16.

Table 6.1 Comparison between measured data and simulation.

Q fo PN P FoM
(MHz) (dBc/Hz) (mW)

Measured 40 1.105 -128 0.73 158.93

Re-simulated 40 1.105 -131 1.2 160.6
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Figure 6.11 (a) Packaged chip and the PCB used for measurements with (b) the

off-chip inductor soldered on the other side of the PCB.
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Figure 6.12 Measured output spectrum of the oscillator.
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Figure 6.13 Estimated circuit model of the package parasitics.
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6.5 Summary

In this chapter, the design and simulation results for a 2.4 GHz CMOS -gm YCO is

presented. The YCO is designed to operate with a supply voltage of 1 V. In order to

achieve low-power consumption for this design, the concepts discussed in chapter five are

used. The inductor used is a high Q value inductor and the transistors are biased in sub­

threshold. Tuning is realized by body-biasing the cross-coupled transistors and the effect

of this body-biasing on the performance of the YCO is studied. The phase noise of the

YCO is -123.1 dBc/Hz at 1 MHz offset and power consumption of 135 J.!W. This is con­

sidered the lowest power consumption recorded in the literature at this supply voltage.

These results shows the effectiveness of the methods used to design a low power oscillator

even at higher supply voltages.

The measurment results shows that the CMOS -gm cross-coupled oscillator had fre­

quency of oscillation of 1.105 GHz, its corresponding phase noise was -128 dBc/Hz at 1

MHz offset and the power consumption was 730 I.lW. The oscillator started oscillating at
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a supply voltage of 1.7 V. The main reason for the differences between the measurement

data and the simulation results is the package parasitics that were not taken into account

during the simulations. A simple circuit model was estimated for the package by using a

short circuit load for the oscillator discussed. Thus, by taking into account the estimated

package model in simulations, the differences between the measurement results and the

simulations were reduced.

139



M.A.Sc Thesis - Ahmed Fakhr

Chapter

McMaster - Electrical & Computer Engineering

7

7.1 Conclusion

Conclusion & Future
Work

The focus of this thesis was directed to the design of low-power, low-voltage

veos. During the course of this work, much has been learnt about the design of low-volt­

age and low-power RF circuits. In particular, much was learnt about the design of veos.

Also, much was learnt about passive components and the means to optimize their perfor­

mance for low-power applications. This chapter concludes the research work completed.

In this thesis we have presented a new parallel strip, mutual-inductance-based

monolithic inductor. Simulations for this inductor were done with momentum. The simu­

lation illustrated that with a combination of parallel strips, higher quality factor for the

inductor can be reached. Simulations showed an increase of about 23% in the peak quality

factor of the parallel strip when compared to an equivalent single strip. This design of the

parallel strip inductor was not optimized for a specific application, however, if the combi­

nation for the length, thickness and spacing of the parallel strip were optimized, better per­

formance can be achieved.

A comparison between the sub-threshold operation of MOSFET and the conven­

tional operation in inversion showed that by biasing the transistor in sub-threshold, the

drain-to-source current needed to generate the value of the transconductance that fulfills

the condition of oscillation would be less. In fact, for the two transistors shown in Figure

5.4, the first transistor that is biased at 0.7 V has five times the drain-to-source current
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passing through it, when compared to the transistor that is biased with 0.4 Y and have the

same value of the transconductance.

Theory, design and simulation results of three ultra-low voltage mIcro-power

yeas using the -gm topology with noise filtering were presented. The yeas were

designed at frequencies of 600 MHz, 2.4 GHz and 6 GHz: Their supply voltages were 350

mY, 400 mY and 450 mY, respectively. The power consumption of these oscillators is 36

f..lW, 41 f..lWand 90 f..lW, respectively. The above values for the supply voltage and the

power consumption are considered the lowest recorded in literature for RF Yeas.

For this circuit configuration, the 600 MHz yeO was tested. The yeO had drastic

changes in its performance. The main reason for these changes was the package used,

where its parasitics were not included in the simulation. The parasitics of the package led

to a decreased frequency ofoscillation to 392 MHz. The yeO operates with a supply volt­

age of 430 mY and consumes 257 f..lW. The diference between the phase noise measur­

ment and the re-simulation was around 11 dB, which is due to the inaccurate noise model

in sub-threshold. In order to obtain measurement results closer to the simulated, alterna­

tive types of packages should be used. These packages should be lead-less in order to min­

imze the parasitic inductance and capacitance of the package. Although having different

results than simulation, this oscillator agrees with the theory of operation that was dis­

cussed in chapter five.

A 2.4 GHz yeO using the eMOS -gm topology at a supply voltage of 1 Y was pre­

sented. The transistors were biased in sub-threshold to achieve low power operation. Tun­

ing was realized using the body-biasing of the MOSFET. The phase noise of the yeO is­

123.1 dBclHz @ 1 MHz offset and power consumption of 135 f..lW. This is considered the

lowest power consumption recorded in the literature at this supply voltage.

This oscillator was tested using the same 80 pin eFP package. The measured fre­

quency of oscillation was 1.105 GHz. The yeO operates with a supply voltage of 1.7 Y

and consumes 730 f..lW. This oscillator has its transistors operating in strong-inversion

rather than sub-thresold, as was originally designed. Therefore, the theory of operation

discussed in chapter six does not apply to this set of measured data.
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A comparison between the four veos designed in this thesis and other oscillators

in literature is shown in Table 7.1. Our oscillators show better power consumption perfor­

mance when compared to others and a higher figure-of-merit.

Table 7.1 Performance of the designed oscillators.

Ref. Q fo PN P FoM
(GHz) (dBc/Hz) (mW)

600 MHz 50 0.6 -128 @ 1 MHz 0.035 166.2

600 MHz
40 0.392 -135.5 @ 1 MHz 0.257 16\.22

(measured)

2.4 GHz 60 2.4 -123 @ 1 MHz 0.041 168.2

6GHz 40 6.01 -124@ 1 MHz 0.09 168.5

CMOS 2.4 GHz 40 2.4 -123.1 @ 1 MHz 0.135 167.3

CMOS 2.4 GHz
40 1.105 -128 @ 1 MHz 0.73 158.93

(measured)

[66] 13.4 2.4 -130@3MHz 1.98 162.5

[67] 13 2.4 -124 @ 1 MHz 5.5 16\.6

[70] 5 10 -101 @ 1 MHz 9 158.9

Generally, the sub-threshold operation of the MOSFETs is not suitable for RF cir­

cuit design. However, we have shown that this operation is very effective in achieving low

power consumption in the veo design without deteriorating other performance parame-

ters.

7.2 Future Work and Recommendations

One of the areas that requires more investigations is the varactor design. With

older technologies such as the 0.5 ~m, the diode varactors were shown to have much

higher Q values than the MOS ones. However, recent research on MOS varactors has

shown that their Q values had significantly increased with the more recent technologies, as

the minimum dimensions were scaled down. Therefore, more research should be done on

the effect of technology scaling on the choice of the varactor for RF circuits. Also, future
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research must examine whether the effect of technology scaling on the performance of dif­

ferent types of varactors is the same or not, as it was noticed that the performance of the

MaS varactors is enhanced with a better rate with technology scaling when compared to

the diode.

For the yeas discussed in this thesis, the inductors used were high Q off-chip

inductors. However, the ultimate goal is to implement the entire system on-chip. There­

fore, further research should be done for monolithic inductors to improve their quality fac­

tor in order to be used in the design of low-power circuits.

One special technique to improve the Q values of the spiral inductors used in dif­

ferential yeas was discribed in [69]. In this technique the two inductors of the differential

branches are used as a transformer. This transformer causes mutual coupling between the

two inductors of the tank circuit and they are implemented in such a way as to produce

positive mutual coupling between the inductors. The positive mutual coupling between the

inductors increases the reactive component of the inductor and thus, increases the quality

factor. Therefore, for the yeO designed in chapter five, the off-chip components would be

replaced with this kind of transformer in order to have a fully integrated low-power Yeo.

Figure 7.1 yeO using a transformer as the load inductance of the tank circuit.
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In this thesis, the low-power yeo designs were only studied. However, in order to

have the whole receiver chain operating with low-voltage and low-power, similar research

should be done on the design of other RF circuits such as LNAs and mixers.

As for the transmitter chain, it is difficult to have a micro-power transmitter as the

power budget of the power amplifier is very high. However, for application where the

transmission is over short distances, the yeas designed in this thesis can be used as the

transmitter. In order to avoid loading the high Q tank circuit with the 50 n load, imped­

ance transformation can be utilized to increase the effective resistance of the 50 n load

seen by the tank circuit, as shown in Figure 7.2. This impedance transformation is done by

the capacitors eland C2, and the equivalent resistance of the tank circuit at resonance

becomes

(7.1)

where

(7.2)

Unfortunately, due to the impedance transformation, most of the output voltage

drop goes across the capacitor C2' As a result, the power at the load (V2 /2R Load) would

be very small. Therefore, this technique can only be used for short distance transmission.
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Figure 7.2 Transmitter yeO with impedance transformation of the load.

The final point that needs future investigation is whether there can be a circuit

developed that can detect the mismatch of between the inductors in the differential Yeo.
If such a circuit can be implemented, then it would be a good idea to implement a control

circuit that can compensate for the mismatch.
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