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Thesis Abstract: 

Exchange proteins directly activated by cAMP (EPAC) are guanine nucleotide exchange factors for the 

small GTPases, Rap1 and Rap2.  The central regulatory module of EPAC is a cAMP binding domain (CBD), 

which in the absence of cAMP provides auto-inhibition of the catalytic guanine nucleotide exchange 

activity.  Binding of the allosteric effector, cAMP, removes the auto-inhibition exerted by the CBD of EPAC.   

Herein, we investigate through NMR spectroscopy the structural and dynamical basis of auto-inhibition 

and cAMP-dependent allosteric activation in the CBD of EPAC.  Specifically, the work described in this 

dissertation proposes novel methods that utilize NMR chemical shifts to define the network of residues 

that mediates long-range intra-molecular signalling, i.e. the chemical shift covariance analysis (CHESCA) 

and the chemical shift projection analysis (CHESPA).  Using CHESCA as explained in Chapter 2, we 

identified an allosteric network that bridges the sites of cAMP-binding and cAMP-dependent structural 

changes to those of cAMP-dependent dynamical changes, which are critical for the release of auto-

inhibition.  The CHESCA results therefore rationalize how cAMP leads to activation through modulation of 

both structure and dynamics.  In order to dissect the determinants of auto-inhibition in the absence of 

cAMP, several mutations along the signaling pathways identified by CHESCA were implemented and their 

effect on the auto-inhibitory conformational equilibrium of the apo-CBD was assessed through CHESPA, 

as outlined in Chapters 3 and 4.  Overall, we have shown how CHESCA and CHESPA provide unprecedented 

insight into the allosteric networks underlying auto-inhibition and cAMP dependent activation in the CBD 

of EPAC.  In addition, the methods employed here to map EPAC allostery are likely to be generally 

applicable to other systems. 
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Chapter 1 

Introduction 

1.1 The Molecular Basis for Regulation - Allostery 

Signalling cascades are regulated by “molecular switches” that bind effectors with high specificity (1, 

2).  Such molecular recognition results in conformational differences, often at sites remote from the 

effector binding site.  This phenomenon of regulation at a distance, i.e. the intra-protein signal 

transduction event that dictates the state of the molecular switch subsequent to the effector binding, is 

commonly referred to as allostery (3–6). The concept of allostery was originally formulated in the context 

of large multi-subunit and/or oligomeric and symmetric proteins to explain regulatory and cooperative 

behaviour (6, 7).  However, it is now clear that allostery is essentially an intrinsic property of all proteins, 

including those that are monomeric, asymmetric, and even of single regulatory domains (4, 8–12).   

In the absence of the appropriate allosteric effector, a protein may be in an inactive and auto-inhibited 

state.  The mechanism by which the auto-inhibition is relieved or reinforced is a consequence of an 

allosteric perturbation, which is typically due to ligand/effector binding, post-translational modifications, 

mutations and/or environmental changes in solution (3, 4, 8).  In other words, allostery is an innate 

function of auto-inhibition and vice versa. 
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Currently, the two prominent mechanistic models of allosteric regulation are induced fit and 

conformational selection.  The induced fit model proposes that it is the allosteric effector that drives the 

conformational change toward the active state.  According to the induced fit model, no active 

conformation is sampled prior to binding.  On the contrary, the conformational selection model posits 

that there is an ensemble of multiple conformers with a minor pre-existing population of the active 

species even in the absence of the allosteric effector.  Preferential binding of the effector to this minor 

population results in a population redistribution, which underlies the equilibrium shift toward the now 

more stable and dominant active state.  Experimental evidence from NMR studies illustrates the presence 

of this minor population in several regulatory systems (3, 5, 13, 14).  

It has also been proposed that both the induced fit and conformational selection mechanisms can 

contribute to molecular recognition and removal of auto-inhibition.  The mechanism that dominates is 

thought to be dependent on the kinetics of binding and conformational change as well as on the 

concentration of the allosteric effector (5).  For example, at relatively low concentrations of the allosteric 

effector, or in the presence of substrates that promote the apo/active state, the conformational selection 

mechanism is thought to prevail(3–5).  However, at relatively high concentrations of the allosteric 

effector, the induced fit pathway should be taken into consideration as well (5, 15).   

 

1.1.1 Role of Allostery in Drug Design 

Traditionally the active site, or the ‘orthosteric site’ as it has come to be called, has been the primary 

target for screening and rational drug design.  However, allosteric sites have also attracted considerable 

attention in the last decade-and-a-half as potential drug targets.  This is partly because allosteric sites are 

thought to be subject to lower evolutionary pressure to attain a highly specific function in comparison to 

orthosteric sites.  As a result, the remote allosteric sites are often less conserved and provide greater 

subtype selectivity (16).  Given this potential for enhanced selectivity, targeting allosteric sites is thought 

to be useful in the generation of novel agonists and antagonists or inhibitors, such as antibiotics that may 

be species specific (7). 

In light of the benefits of allosteric sites, drug discovery endeavours have also resulted in the 

identification of novel allosteric sites.   These novel sites are commonly referred to as the ‘serendipitous 

allosteric sites’ because they appear to have no endogenous allosteric effector, but drugs that sample the 

appropriate chemical space are able to bind in these “unconventional pockets” and remotely control 

protein function.  This adaptive binding by inhibiting drugs occurs often between secondary structural 



Ph.D. Thesis – Rajeevan Selvaratnam  McMaster University, Chemical Biology 
 

3 
 

elements, in grooves and in cavities that are not part of previously known allosteric sites (16, 17).  

Structural investigations have revealed that drugs binding in the serendipitous allosteric sites often trap 

the protein in previously observed inhibited states (17).  This suggests that having a map of the intra-

molecular networks that bridge the sites underlying auto-inhibition can aid in the design of novel 

therapeutic inhibitors that down-regulate or “jam” the signal propagation between functional sites. 

 

1.1.2 Role of Dynamics in Allostery 

The structural comparison between the active and inactive end points as determined by X-ray or NMR 

structure determination methods, provides an initial framework for appreciating allosteric modulation.  

However, allostery is inherently a thermodynamic function of both structural and dynamic changes.  The 

latter is not fully captured by the static representation of the average structures since functional events 

involve motions on a wide range of time-scales.  That is, intra-protein signalling encompasses not only 

structural changes, but also the changes in intrinsic dynamics – which have been shown to relay 

information from one site to another, even without major structural changes (4, 5, 18–20).  For example, 

in the case of the prokaryotic transcription factor, catabolite activator protein, that is activated by cAMP, 

Popovych et al., recently employed NMR measurements to show dynamics alone without major structural 

changes, modulates the negative cooperativity of the second unliganded subunit in the homodimeric 

protein (21).  In this regard, NMR spectroscopy is then ideally suited for investigating allostery as it 

provides both structural and dynamic information at atomic resolution (18–20). 

 

1.2 Second Messengers and cyclic-Nucleotides 

Second messengers are essential endogenous allosteric effectors.  These small molecules regulate 

intra-cellular responses to extra-cellular stimuli.  One class of second messengers are cyclic-nucleotides 

(cNTs): guanosine 3’5’ cyclic monophosphate (cGMP) and adenosine 3’5’ cyclic monophosphate (cAMP).  

The generation of cAMP is initiated by the binding of a primary messenger molecule such as hormones 

and neurotransmitters to a G-protein coupled receptor (GPCR), which in-turn activates the appropriate α-

subunit of the heterotrimeric G-protein. The stimulatory isoform of the α-subunit of the G-protein 

subsequently activates adenylyl cyclase, which catalyzes the conversion of ATP into cAMP (22, 23).  The 

increase in concentration of cAMP leads to targeting of the archetypal cAMP binding domain (CBD) linked 

to various cellular function. 
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The CBD is an ancient regulatory module embedded in a number of multi-domain and supramodular 

proteins (Figure 1).  These include the essential housekeeping proteins: tetrameric K+ transporters, such 

as hyperpolarization modulated and cyclic-nucleotide gated (HCN) channel proteins; 

phosphotransferases, such as Protein Kinase A (PKA) and Protein Kinase G; and guanine nucleotide 

exchange factors (GEF), such as exchange proteins directly activated by cAMP (EPAC).   

 

1.3 EPAC – a primary mammalian receptor for cAMP 

The CBD of EPAC is particularly important because it provides a cytosolic mammalian receptor for 

cAMP, different from HCN and PKA, which prior to the discovery of EPAC were believed to be the major 

target of cAMP in the cytosol (24, 25).  EPAC is a guanine nucleotide exchange factor (GEF) for the small 

GTPases, Rap1 and Rap2.   That is, EPAC is an allosterically controlled catalyst that upon activation by 

cAMP, greatly accelerates the dissociation of the Rap-bound GDP, so that GTP can then readily bind (24).  

Rap activity in-turn underlies fundamental cellular events such as growth, differentiation, secretion, and 

adhesion(2). 

Figure 1: Cyclic-nucleotide mediated signalling.  cAMP is generated through the binding of primary messenger 
molecule (shown as star) to GPCR (G-protein coupled receptor), which activates the α-subunit of the G-protein that 
binds adenylyl cyclase (AC).  AC catalyzes the conversion of high energy molecule ATP into cAMP.  Also shown is the 
production of cGMP from high energy molecule GTP by soluble or membrane bound guanylyl cyclase (GC).  cGMP 
preferentially targets PKG and some cyclic-nucleotide gated channel (CNG) proteins. 
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As an essential member of the cAMP signalling cascade, EPAC is expressed in nearly all human tissues 

(24, 26, 27) and exists as two well characterized paralogs (Figure 2a): EPAC1 and EPAC2, with the latter 

containing an additional CBD at the N-terminus that is nonessential for regulation and binds cAMP only 

weakly (24, 28).  The sequence identity between the essential CBD of EPAC2 and that of EPAC1 is ~69% 

(Figure 2b).   EPAC1 is more ubiquitous, and  is involved in cAMP dependent immunoregulation and 

inflammatory response (26, 27).  Hence EPAC1 regulation and expression has been suggested to have 

therapeutic implications in renal- and neuro-pathology as well as a vast number of other inflammatory 

diseases (26, 29).  Therefore, the focus of this thesis is on EPAC1 (henceforth referred to as EPAC, unless 

otherwise noted) and specifically on its indispensable regulatory module, the CBD (Figure 2a).   

Deletion of the CBD as a whole from EPAC results in constitutively active GEF activity (24).  This 

suggests that the CBD includes the essential determinants (structural and dynamical) for auto-inhibition 

of apo-EPAC. 

 

Figure 2: EPAC1 vs. EPAC2. a) Domain organization of EPAC1 and EPAC2.  The catalytic region is composed of REM, 
RA, and CDC25HD.  The CDC25HD is the central site of catalysis where the substrate protein Rap binds.  The 
regulatory region is defined by the CBD and DEP domain.  The latter is involved in membrane translocation (30, 31).  
Abbreviations are as defined in the figure.  b) Sequence alignment between human EPAC1 and EPAC2 from both 
mouse and human.  The secondary structure obtained from apo-EPAC2 (PDB ID: 2byv) is reported above the 
sequence.  This figure was adapted from Das et al. (2008), ref. (9).      

 



Ph.D. Thesis – Rajeevan Selvaratnam  McMaster University, Chemical Biology 
 

6 
 

As in other characterized CBDs, the CBD of EPAC preserves the archetypal fold with eight β-strands 

forming a jelly-roll like topology (32–34) (Figure 2b and 3).  Together, the β-strands constitute the β-

subdomain of CBDs.  The segment between β-strands 6 and 7 is the phosphate binding cassette (PBC) that 

contains a short helix called α5.  This PBC segment interacts with the phosphate moiety of the cAMP 

molecule. The antiparallel strands β4-β5 typically interact with the adenine base and are referred to as 

the base binding region (BBR).  The helices (α1-α4) at the N-terminus of the β-subdomain, are 

appropriately called the N-terminal helical bundle (NTHB), whereas the helix C-terminal to the β-

subdomain is referred to as the α6 hinge helix.  Together, the non-contiguous helices in the CBD are 

referred to as the α-subdomain.   

 

Figure 3: The archetypal CBD of EPAC.  The N-terminal helical bundle (NTHB) includes helices α1-α4.  The IL residues 
and the PBC segment where cAMP binds are colored in orange.  This figure was generated using EPAC2 crystal 
structure with PDB ID: 2byv. 

 

1.4 Understanding of EPAC Allostery Prior to this Dissertation 

In the absence of the endogenous allosteric effector, i.e. cAMP, EPAC exists in a predominantly 

inactive/auto-inhibited state.  Upon cAMP binding, the auto-inhibitory interactions mediated by the CBD 

is removed.  This allosteric regulation of EPAC by cAMP-dependent release of auto-inhibition is effectively 

modeled by a four state thermodynamic cycle resulting from the coupling of the cAMP-binding and the 

EPAC-activation equilibria (Figure 4).  
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The available structures suggests that in the absence of cAMP, the dominant species of EPAC share 

an overall closed and auto-inhibited conformation, whereby the CBD is situated in the proximity of the 

catalytic site (CDC25HD; Figure 4) (30, 35, 36).  This closed topology is stabilized by a cluster of four 

conserved salt-bridges between helices α1 and α2 in the NTHB of the CBD and the CDC25HD (Figure 4).  

These salt bridges are collectively referred to as the ionic latch (IL).  

Upon cAMP binding, two key regions have previously been shown to be affected and to promote the 

transition toward an active and open conformation: 1) a conserved structural element in the CBD called 

the α6 hinge helix is rotated towards the β-subdomain; and 2) the IL that bridges the CBD and catalytic 

site is disrupted (11, 30, 35, 36).  These two cAMP-dependent events assist the transition to an open and 

active conformation, enabling the active site of the catalytic domain, CDC25HD, to be accessible by the 

Figure 4: Thermodynamic cycle of the EPAC.  In the absence of the cAMP, EPAC samples mostly the auto-inhibited 
and inactive state (top equilibrium).  cAMP (black sphere) binding shifts the equilibrium, favorably toward the open 
and active conformation.  Abbreviations are as in Figure 2a. 
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substrate protein Rap (Figure 4).  This turn of events leads to up regulation of the GEF activity by EPAC 

(30, 35, 37). 

 

1.4.1 The role of the conserved α6 hinge helix 

Secondary chemical shifts from NMR indicate that upon cAMP binding, the α6 hinge helix becomes 

partially unstructured, suggesting that the rotation of the helix toward the β-subdomain is accompanied 

by a partial destabilization at the C-terminal end of the hinge helix.  This has been confirmed by the crystal 

structure of holo-EPAC2 (35), illustrating a random-coil like preference for the last two turns of the hinge 

helix (30, 35, 36).  Additionally, the cAMP analogue, Rp-cAMPS, an antagonist that binds the CBD, but fails 

to induce GEF activity, does not destabilize the C-terminal end of the hinge helix to the same extent as 

cAMP, even under saturating concentration of Rp-cAMPS (9, 11).   Therefore the disordering of the hinge 

helix and the ensuing increase in flexibility is purely an allosteric effect induced by cAMP to relieve auto-

inhibition.  This is further supported by the enhanced dynamics observed in this region through NMR 

relaxation experiments for the backbone amides (9). 

 

1.4.2 Dynamically Driven Control of the Ionic Latch (IL) 

The importance of the IL for the control of EPAC function was illustrated for EPAC2 through a deletion 

mutation (EPAC2Δ306), which lacks one of the four salt bridges.  The functional result of the mutation was 

a 5-fold increase in maximum GEF activity, suggesting that in the absence of cAMP, the IL promotes the 

inactive and auto-inhibited conformation (30).  

Initial NMR studies on EPAC showed that upon cAMP binding, the region spanning the IL (α1 and α2 

helices) was not subject to major structural variations as judged by chemical shift changes of the backbone 

amides (Figure 5) and by the secondary chemical shifts (9, 11, 38).  The lack of major structural variation 

observed in solution was confirmed subsequently by the crystal structure of holo-EPAC2 (35) when 

compared to the apo-EPAC2 (30, 36).  

However, the apo vs. holo structure comparisons by NMR chemical shifts and X-ray crystallography 

did not explain how cAMP allosterically modulates the IL.  Since, no significant cAMP-dependent structural 

changes were observed for the IL, Das et al. hypothesized that the IL of the CBD was controlled by cAMP-

dependent changes in dynamics and therefore employed NMR relaxation measurements to probe both 
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the ms-µs and ps-ns motions of the backbone amide.  Comparison of the dynamic profiles between the 

apo and cAMP-bound forms showed an enhanced flexibility in the region spanning the IL.  However, to 

ensure that the observed variation in the dynamics were caused by allosteric effects of cAMP and not 

simply due to binding, the dynamics of EPAC bound to an antagonist, Rp-cAMPS, was also assessed.  The 

Rp-cAMPS antagonist which binds the CBD, but does not activate EPAC, failed to elicit a similar enhanced 

flexibility in the IL region, suggesting that cAMP controls the IL allosterically through dynamics.  Therefore, 

it can be deduced that cAMP binding weakens the inhibitory IL interactions by increasing the 

conformational entropy in this region.   That is, the entropic penalty imposed by cAMP on the IL promotes 

the transition to the active and open conformation of EPAC.  Based on these findings, a refined model of 

EPAC allostery that encompasses also the dynamic features of the CBD was proposed (Figure 6) (9). 

 

Figure 5: The effect of cAMP on the IL.  Binding of cAMP (black) causes only minor chemical shift changes in the 
region spanning the IL as computed by the compounded chemical shifts for the backbone amides.  Binding of Rp-
cAMPS (green), an antagonist of cAMP, induces no major chemical shift changes in the α6 hinge helix.  This figure 
was adapted from Das et al. (2008), ref. (9). 

 

Interestingly, the dynamic enhancement of the IL was also not observed in the presence of cGMP, 

another second messenger molecule that binds EPAC, but does not induce activation, thereby being an 

antagonist, similarly to Rp-cAMPS (11).  This selective modulation of dynamics in the IL rationalizes how 

the CBD of EPAC has evolved to garner an increased specificity for cAMP; in contrast to CBDs of other 

proteins that can be activated by both second messenger molecules (11, 39).   

Although the importance of the IL dynamics in auto-inhibition emerged from the CBD fragment alone, 

the findings are likely to be even more relevant in the full-length EPAC where the IL interactions are further 

stabilized by the catalytic site in the apo inactive form (9).  In support of this, dynamics in the context of 
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full-length EPAC2 has also been assessed by VanSchouwen et al. through NMR validated molecular 

dynamics (MD) simulations.  Although MD simulations sample dynamics on a relatively short time scale 

(ps-ns), the results reaffirm the central role of dynamics in the IL of full-length EPAC, while implicating 

other conserved structural features of the CBD as also dynamic constituents of auto-inhibition (15).   

 

Figure 6: Refined thermodynamic cycle of EPAC with incorporation of backbone dynamics.  Overall dynamics in the 
central core and in the β-subdomain (denoted as CBD:β) that are subject to quenching by cAMP (black sphere) are 
colored red in the apo-states (top auto-inhibitory equilibrium) and blue in the holo-states.  Overall dynamics that 
are subject enhancement by cAMP, the C-terminal end of the hinge helix and the region spanning the IL, are colored 
as blue in the apo-states (top auto-inhibitory equilibrium) and red in the holo-states.  This figure is adapted from Das 
et al. (2008), ref. (9).  

 

1.4.3 The coupled role of the β2-β3 loop and PBC 

A unique feature of the computational study utilizing MD simulations by VanSchouwen et al., was the 

ability to provide an initial insight into the experimentally unobservable transient states (i.e. cAMP-bound 

inactive state and apo yet active state in Figure 4).  A comparative analysis of the dynamics of the 
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apo/inactive state to that of the transient apo/active states showed that an additional barrier toward 

allosteric activation in apo-EPAC is embedded in the dynamic nature of the flexible β2-β3 loop that is 

coupled to the PBC.  That is, the MD simulations suggest that transition to the active state in the absence 

of cAMP involves a loss of conformational entropy not only in the PBC, but also in the β2-β3 loop (15).  

Additionally, NMR relaxation measurements have shown that binding of cAMP has an overall effect of 

reducing the flexibility of the distal β2-β3 loop, concomitant with quenching of dynamics in the PBC region 

(9–11).   

The β2-β3 loop is a conserved structural motif (33) whose significance had been elusive until the 

advent of NMR studies on the first CBD of PKA (10, 40).  Subsequent studies elaborated on the allosteric 

role of this region by comparing CBDs of diverse proteins from a wide array of species to illustrate that 

G238 within the β2-β3 loop region co-evolved with R279 of the PBC.  These two highly conserved residues 

interact through the CH-π interaction between the guanidinium group of R279 and the Cα of the G238.  

The coupling between these two sites is also observed for the CBD-A of PKA, in which an overall loss of 

conformational entropy (i.e. rigidification) of the β2-β3 loop is necessary for inducing allosteric activation 

(10, 40, 41).  Additionally, as in the case of PKA, the β2-β3 loop region, in particular G238 is a sensitive 

reporter of allosteric activation in EPAC, exhibiting pronounced chemical shifts changes in response to 

cAMP (Figure 5) and agonists alike (9, 10, 40).  

   

1.5 Thesis Outlook and Key Questions Addressed by this Dissertation: 

 A common theme stemming from the previous sections is the functional role of dynamics in the 

conserved structural elements of the CBD in EPAC.  Upon cAMP-induced allosteric activation, the C-

terminal end of the α6 hinge helix and the IL of the NTHB exhibits enhanced dynamics as required for the 

closed-to-open transition, while the β2-β3 loop and the PBC regions become rigid (9, 11, 35, 38).  Among 

these cAMP-dependent modulations of EPAC dynamics, the increased IL entropy upon activation is the 

longest-range effect observed for the CBD.  However, it remains unclear how the signal originating at the 

site of cAMP-binding is transmitted to the distant IL site that lacks major structural changes (9, 11).  

Therefore one of the central questions addressed by this thesis is: What is the intra-molecular network of 

allosteric residues that bridges the sites affected by macroscopic cAMP-dependent structural variations, 

such as the hinge-helix, to the distant loci exhibiting cAMP-dependent modulations of dynamics, such as 

the IL?  To address this question, Chapter two describes a method to identify the allosteric networks 

embedded in the CBD of EPAC by employing the covariance analysis of NMR chemical shifts, which are 
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sensitive probes of allosteric modulations.  We call this method the chemical shift covariance analysis 

(CHESCA).   

The main premise of CHESCA is that highly coupled residues that define an allosteric network exhibit 

concerted and correlated chemical shift movements for a given set of perturbations.  Consequently, such 

correlations can be between residues with major chemical shift changes, reflecting well resolved 

structural variations, and residues subject to only minor chemical shift variations, reflecting more subtle 

alterations in the conformational ensemble, as in the case of the IL.  The results of CHESCA suggest that 

the cAMP signal initiated at the site of binding are propagated through a network of contiguous residues 

situated in the flexible loops and helices of the α-subdomain that ultimately reach the IL, while leaving 

the β-sheets largely unaffected.  Further details and background on the CHESCA method, including the 

theoretical link between the CHESCA approach and the NMR theory of fast chemical exchange, are 

available in the supplementary material for Chapter two. 

A challenge in the implementation of the CHESCA approach is in the selection of an appropriate set 

of informative allosteric perturbations that simultaneously meet the following criteria: 1) induce different 

degrees of activation with minimal covalent modifications; 2) are spatially well co-localized within a single 

region of the protein structure.  For EPAC, these criteria were fulfilled by a carefully selected set of cAMP 

analogs: Rp-cAMPS, Sp-cAMPS, and 2’-OMe-cAMP.   Alternatively, criteria one and two can be met 

through mutations used as allosteric perturbations, which is often a more feasible strategy.  However, to 

ensure that the perturbations caused by the mutations have a significant effect on the auto-inhibitory 

equilibrium (Figure 4, top equilibrium) requires a systematic pre-screening and assessment of the 

mutation-induced chemical shift changes.  In other words, a quantitative analysis is required to gauge the 

extent of activation or inactivation achieved by a given mutation prior to a full CHESCA implementation.   

Chapter 3 addressed this pre-screening need and illustrates how a simple vectorial analysis, called 

chemical shift projection analysis (CHESPA), efficiently maps the effect of selected mutations on the auto-

inhibitory equilibrium of EPAC.  For example, the effect of mutations in flexible regions were assessed, 

since MD simulations suggested that in the absence of cAMP, mutations that reduce the flexibility in the 

β2-β3 loop and PBC regions sample more frequently the active state (15).  In addition, since the β2-β3 

loop is also part of the allosteric network proposed in Chapter 2, the mutations employed in Chapter 3 

serve also as a validation of the signalling pathway identified by CHESCA.   

The functional role of flexible regions is further probed in Chapter 4 with regard to the C-terminal end 

of the α6 hinge helix.  The allosteric network identified by CHESCA also implicated a sub-cluster of residues 
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that form hydrophobic spines involving the C-terminal end of the hinge helix, which becomes flexible in 

the ps-ns time-scale upon cAMP-binding (9, 12).  Since NMR studies have shown that allosteric activation 

by cAMP causes partial unfolding of the hinge helix (9, 11), we argued that mutations that destabilize the 

hinge helix could to some extent mimic the effect of cAMP in the apo-state.  To test this hypothesis, 

Chapter 4 employs the CHESPA approach to assess how deletion mutations that induce hinge helix 

destabilizati(42)on, affect the auto-inhibitory equilibrium of the EPAC CBD.   Interestingly, it was found 

that a deletion mutation without the destabilized end, bound cAMP more tightly.  Additionally, the hinge 

helix localized mutations in the apo-state were used as a perturbation set for CHESCA to probe the 

allosteric role of the hinge helix in the absence of cAMP.   The result of employing both chemical shift 

analysis methods, suggest that the integral hinge helix stability underlies auto-inhibition, at least partially 

and is tightly coupled to the other allosteric hot-spots mediating inhibitory interactions, even in the 

absence of cAMP (42).  

Lastly, Chapter five of the thesis recapitulates the significance of the chemical shift analysis approach 

in providing a link between the “allosteric hotspots” within the CBD of EPAC and a brief discussion of 

alternative methods that have attempted to address similar questions in other systems.  The final chapter 

also discusses possible extensions of the methods and application to other systems in the context of future 

directions. 
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Chapter 2 

Mapping Allostery through the Covariance Analysis of NMR Chemical 

Shifts 

2.1  Author’s Preface 

The work presented in this chapter has previously been published and is reproduced here with 

permission from the Proceedings of the National Academy of Sciences USA.  Full citation is as follows: 

Selvaratnam, R., Chowdhury, S., VanSchouwen, B. & Melacini, G. Mapping allostery through the 

covariance analysis of NMR chemical shifts. Proc. Natl. Acad. of Sci. USA 108, 6133–8 (2011). 

I conducted most of the experiments necessary for the manuscript.  Dr. Somenath Chowdury assigned 

the backbone amides of wild type EPAC bound to Sp-cAMPS, Rp-cAMPS, and 2’-OMe-cAMP.  Bryan 

VanSchouwen replicated the experiment under different buffer conditions.  I co-wrote the manuscript 

with Drs. Somenath Chowdury and Giussepe Melacini. 
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2.2  Abstract 

Allostery is a fundamental mechanism of regulation in biology.  The residues at the end points of long-

range allosteric perturbations are commonly identified by the comparative analyses of structures and 

dynamics in apo- and effector-bound states.  However, the networks of interactions mediating the 

propagation of allosteric signals between the end points often remain elusive. Here we show that the 

covariance analysis of NMR chemical shift changes caused by a set of covalently modified analogs of the 

allosteric effector (i.e. agonists and antagonists) reveals extended networks of coupled residues. 

Unexpectedly, such networks reach not only sites subject to effector-dependent structural variations, but 

also regions that are controlled by dynamically driven allostery. In these regions the allosteric signal is 

propagated mainly by dynamic rather than structural modulations, which result in subtle, but highly 

correlated chemical shift variations. The proposed chemical shift covariance analysis (CHESCA) identifies 

inter-residue correlations based on the combination of agglomerative clustering (AC) and singular value 

decomposition (SVD).  AC results in dendrograms that define functional clusters of coupled residues, while 

SVD generates score plots that provide a residue-specific dissection of the contributions to binding and 

allostery. The CHESCA approach was validated by applying it to the cAMP-binding domain of the exchange 

protein directly activated by cAMP (EPAC) and the CHESCA results are in full agreement with independent 

mutational data on EPAC activation. Overall, CHESCA is a generally applicable method that utilizes a 

selected chemical library of effector analogs to quantitatively decode the binding and allosteric 

information content embedded in chemical shift changes. 
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2.3  Introduction 

Long-range allosteric perturbations are propagated not only by structural changes but also by 

effector-dependent modulations in dynamics (1-23).  The end points of these long-range allosteric signal 

propagations are effectively characterized by the comparative analysis of the structural and dynamic 

profiles of apo- and effector-bound states (2,7).  However, what remains experimentally challenging is 

often defining the networks of residues that mediate the cross-talk between distal sites.   Such clusters of 

coupled residues are particularly elusive in allosteric processes with a significant dynamically driven 

component (11-17), as in this case the allosteric signal propagation relies on subtle, but critical, 

conformational and side chain packing rearrangements that often fall below the resolution of common X-

ray or NMR structure determination methods (2,7,24). 

Here we introduce a general experimental method to map allosteric networks based on the 

covariance analysis of NMR chemical shifts. The chemical shift covariance analysis (or CHESCA) is based 

on two simple but general notions.  The first assumption is that the subtle but functionally relevant 

structural changes that underlie the allosteric modulations of dynamics are effectively probed by 

accurately measured NMR chemical shift variations, even when they escape detection through traditional 

structure determination methods (24-27). The second general assumption of the CHESCA approach is that 

when a system is subject to a set of perturbations, residues that belong to the same effector-dependent 

allosteric network exhibit a concerted response to the perturbation set. This collective response is 

effectively sensed through correlations between the chemical shift variations experienced by different 

residues as a result of the perturbations. Such perturbations may arise from mutations or from chemical 

modification of the ligand effector.  In either case, the perturbation set includes both active and inactive 

states, enabling the identification of networks of correlated residues linked to activation. 

The CHESCA method is illustrated and validated here through its application to the multi-domain 

signaling protein EPAC (Fig. 1a) (28).  EPAC is a guanine exchange factor controlled by the second 

messenger cAMP and epitomizes signaling proteins that function as molecular switches and signal 

transducers (28). In such systems, the ligand-dependent activation is often adequately explained by the 

coupling of binding and activation equilibria, resulting in the four-state thermodynamic cycle illustrated 

in Fig. 1b (29).  According to this model, in the apo-state the activation equilibrium is shifted toward 

inactive conformations, while in the effector-bound (holo) state the activation equilibrium is shifted 

toward the active conformations (29) (Fig. 1b).  The structures of EPAC in both apo-and holo-states have 

been recently solved (30, 31), revealing that the main difference between the inactive and active 
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conformations is in their overall topology.  The inactive state is defined by a ‘closed’ topology, whereby 

the regulatory region of EPAC (Fig. 1a) sterically occludes access of substrate Rap proteins to the catalytic 

site (Fig. 1b) (30).  In the absence of cAMP, the steric occlusion in the inactive state is secured by a cluster 

of salt bridges between the catalytic segment of EPAC and the N-terminal α1,2 helices, which are part of 

the EPAC cAMP-binding domain (CBD) (Fig. 1b) (30).  This inhibitory salt bridge cluster is commonly 

referred to as the ‘ionic latch’ (IL) (Fig. 1b).   

Upon cAMP binding, no significant changes in local structure are observed for the IL region as assessed 

based on the root mean square deviation (RMSD) values shown in Fig. 1c (red region) (30,31).  However, 

cAMP enhances the ps-ns and ms-μs dynamics in the IL zone (red dots in Fig. 1c), increasing the entropic 

penalty for the IL and thus contributing to the weakening of the inhibitory IL interactions between the 

regulatory and the catalytic regions (15,16).   The dynamically-promoted release of the IL induced by cAMP 

assists the transition to ‘open’ active structures (Fig. 1b), in which a hinge rotation of a helix C-terminal to 

the CBD (α6, Fig. 1c) moves the regulatory region away from the catalytic region, providing Rap 

unhindered access to the catalytic site of EPAC (Fig. 1b) (15, 31,32). 

 

Figure 1: (a) Domain and region organization of EPAC1.  The cAMP-binding domain (CBD) analyzed by NMR is 
highlighted in orange; (b) Allosteric model of EPAC regulation based on coupled activation and cAMP-binding 
equilibria. CBD:β denotes the β-subdomain and IL stands for Ionic Latch. (c) Local RMSD between the structures of 
the EPAC CBD in the apo-and holo-states (PDB ID: 2BYV and 3CF6, respectively). The secondary structure is reported 
with dashed lines. The regions undergoing significant conformational changes (i.e. PBC and hinge helix) are 
highlighted in green, while the IL zone is marked in red.  The IL residues are indicated by vertical bars. Residues in 
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the N-terminal helical bundle (NTHB) that display enhanced dynamics in the ps-ns and/or ms-μs time-scale upon 
cAMP binding are indicated by red dots. PBC denotes the cAMP phosphate binding cassette. (d) Ribbon diagrams of 
the superimposed apo (gray) and holo (green) EPAC CBD structures (PDB ID as in panel c).  The holo ribbon is shown 
only for the regions where it differs significantly from the apo-state as judged based on the local RMSD reported in 
panel (c).  cAMP is shown as black spheres.  The IL residues are shown in red.  The dashed contours define the PBC 
and IL regions.   

 

The enhancement of IL dynamics linked to cAMP-binding provides an initial explanation for how the 

inhibitory IL is remotely controlled by cAMP in the framework of dynamically driven allostery, but it is still 

unclear how the cAMP signal propagates from the cAMP phosphate binding cassette (PBC) and the 

adjacent α6 hinge helix (green regions in Fig. 1d) to the distal IL region, where dynamics is enhanced (red 

sites in Fig. 1d).  Here we address this question by applying the CHESCA method, which results in a PBC-

to-IL signaling pathway independently supported through mutagenesis (33) and conserved co-

evolutionary patterns reported for known CBDs (34).  The application of the chemical shift covariance 

approach to EPAC illustrates therefore the effectiveness of the CHESCA principle for defining intra-

molecular allosteric networks that control signal transduction. 

 

2.4 Materials and Methods 

Sample Preparation: Isotopically labeled samples were prepared as explained in Supplementary 

Information (page 41). 

NMR Spectroscopy: All spectra were acquired at 306 K with a Bruker Avance 700-MHz spectrometer 

equipped with a 5 mm TCI cryoprobe.   Ligand titrations where monitored through [15N-1H] HSQC spectra.  

The 1H and 15N chemical shifts employed for CHESCA were referenced relative to 15N-Ac-Gly and measured 

using HSQC spectra acquired at saturating ligand concentrations.  Ligand saturation is critical because the 

four ligands selected as perturbations (Fig. 2a) span a wide range of affinities with KD values varying up to 

two orders of magnitude (Table S1).  This means that when non-saturating concentrations of ligands are 

used, the differences between the different ligand-bound states (Fig. 2a) reflect not only the different 

degrees of activation, as desired for the purpose of mapping allosteric networks, but also the varying 

extents of binding.  To avoid this bias, it is important to ensure that saturating ligand concentrations are 

reached, as verified by the binding isotherms displaying a clear dose-response pattern (Fig. 2c; Fig. S1).  

The plateau region of the binding isotherms (Fig. 2c; Fig. S1) defines the ligand concentration range 

recommended for CHESCA.   The 1H and 15N chemical shifts used as input for CHESCA are the average of 
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the values measured through Gaussian peak fitting for the last three points in the titration (i.e. at ligand 

saturation).  The standard deviation for these three measured chemical shift values at saturation is 

assumed to represent the error in the chemical shifts for the bound states.  For the apo-state, the error 

of the chemical shifts was estimated based on the differences between the ppm values measured for two 

different apo samples.  The measurement of minor chemical shift changes is further detailed in SI Text. 

Chemical Shift Analysis: The protocols for the AC and SVD analyses are available as SI Text and Figure 

S2. 

 

2.5 Results and Discussion 

 

2.5.1 Selection of Perturbations 

The first step in the implementation of the chemical shift covariance method is a careful choice of the 

states and of the associated perturbations used to identify correlations between residues.  In general, a 

primary criterion for the selection of perturbations useful in mapping networks of coupled residues that 

control biological function, such as enzyme activity, is the inclusion of both active and inactive states that 

sample a diverse activation spectrum.  In the case of the EPAC CBD, such perturbations are provided by 

the binding of the endogenous activator (i.e. cAMP, Fig. 2a) and of three related analogs, the 2’-OMe-

cAMP and the diastereoisomeric phosphorothioate cAMP analogs Rp- and Sp-cAMPS (Fig. 2a).  The 

covalent modifications of these three cAMP surrogates perturb key hydrogen-bonds that anchor cAMP to 

the phosphate binding cassette (Fig. 2b) and result in different degrees of EPAC activation, as indicated 

by the wide range of relative kmax values spanned by the selected cAMP analogs (Fig. 2a) (33).  The relative 

kmax value quantifies the guanine exchange activity of EPAC at saturating concentrations of effector ligand 

and is a useful indicator of the position of the activation equilibrium (Fig. 1b) (33).  In the inactive states, 

such as the apo or the antagonist Rp-cAMPS-bound states, kmax,relative = 0, corresponding to at least partial 

guanine nucleotide exchange inhibition, while at saturating concentrations of the cAMP activator 

kmax,relative = 1 (Fig. 2a) (33). However, even at saturating concentrations, cAMP does not fully shift the 

activation equilibrium to the active state and therefore other ligands with enhanced active vs. inactive 

state selectivity cause super-activation (kmax,relative > 1) by further increasing the population of the active 

state.  This is the case for the super-agonists Sp-cAMPS and 2’-OMe-cAMP that display a kmax,relative > 1 (Fig. 

2a) (33). This wide kmax,relative range from 0 to > 1 indicates that the chosen perturbations are able to 
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modulate the populations of inactive and active conformations, locking the activation equilibrium at 

different positions and making the chosen ligands an effective tool to map functional allosteric networks.   

In summary, the five states used for CHESCA are the apo- and the four holo-states (Fig. 2a), all at saturating 

concentrations (Fig. 2c, Fig. S1).  The apo- and Rp-cAMPS-bound states are inactive, while the other three 

states are active. 

 

2.5.2 The Chemical Shift Covariance Analysis (CHESCA) 

Once the 1H-15N HSQC spectra of the five selected states are fully assigned, pair-wise correlations 

between chemical shift variations experienced by different residues are analyzed for the purpose of 

identifying networks of coupled residues. A simple proof of the linear correlations between chemical shift 

variations is obtained when the allosteric activation is adequately described by a single two-state and fast 

exchanging equilibrium (Fig. 2e; SI Text).  In this respect it should be noted that the inactive/active 

equilibrium can still be and often is in the fast exchange regime even when the apo/holo exchange is slow 

in the chemical shift time scale.  According to the two-state activation model in the fast exchange regime, 

the chemical shifts measured for residues far removed from the effector binding site are modeled simply 

as population weighted linear averages of the chemical shifts in the active and inactive states, implying 

that the chemical shifts observed for different residues sensing the same inactive/active equilibrium are 

linearly correlated.    

The inter-residue linear chemical shift correlation can be proven in more formal terms (SI Text) if we 

denote as δi,Ac (and δj,Ac), δi,In (and δj,In) and δik (and δjk) the combined chemical shifts of residue i (and j) in 

the active, inactive and kth perturbed states, respectively. The combined chemical shift typically refers to 

weighted contributions from the ppm values of the amide proton and nitrogen (i.e. δik = wN δN
ik + wH δH

ik, 

with wN = 0.2 and wH = 1) (35).  If amino acids i and j are sufficiently distant from the sites of the 

perturbations, their chemical shifts sense exclusively the perturbation-linked changes in the 

active/inactive conformational equilibrium.  In this case, δik and δjk are related through the linear equation 

(SI Text): 

δik = δjk α + β   (1) 

where α = Δδi/Δδj , Δδi = (δi,Ac – δi,In), Δδj = (δj,Ac – δj,In) and β = δi,In – αδj,In .  
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Equation (1) has two key implications.  First, it should be noted that equation (1) is valid irrespective 

of the size of Δδi and Δδj, indicating that, if residues i and j belong to the same allosteric network, their 

perturbation-dependent chemical shift variations are expected to be highly linearly correlated regardless 

of their magnitude.  This observation suggests that even minor ppm variations are potentially significant 

for the definition of allosteric networks, if measured accurately and precisely (SI Text).  Second, since 

equation (1) was derived based on the assumption that the chemical shifts observed in the different 

perturbed states are a weighted average of the ppm values in the active and inactive conformations 

(equations SI1, SI2), it is expected that when a network of residues is functionally related to allostery, the 

chemical shifts of the active states (e.g. agonist bound) should be well separated from those of the inactive 

states (e.g. apo and antagonist bound), i.e. the active and inactive states should cluster into two distinct 

groups in the chemical shift correlation plots, as shown for the representative correlations of Fig. 2f-h.  

Taken together, these two implications of equation (1), i.e. the high degree of correlation between the δik 

and δjk chemical shifts, independently of the magnitudes of Δδi and of Δδj, and the separate clustering of 

active vs. inactive states, define the foundation of the CHESCA approach and provide two simple, but 

effective, criteria for the identification of allosteric networks.  These considerations are not necessarily 

limited to a two-state model, because in the presence of multi-state equilibria the inter-residue chemical 

shift correlations are still linear when the relative chemical shift changes experienced by the two 

correlated residues form isomorphic patterns (SI Text; Fig. 2d). 
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Figure 2: (a) Covalent structure and related modifications of cAMP utilized to modulate the activation equilibrium 
of EPAC.  For each ligand the relative kmax value is reported (kmax,rel). (b) Key residues and hydrogen-bonds that anchor 
cAMP to the PBC.   cAMP sites that are modified in the cAMP-analogs used in this work are highlighted with color 
circles (color coding as in (a)). (c) Binding isotherms for high and low affinity ligands measured though relative 
chemical shift changes of L207. (d) Hypothetical scheme showing correlated chemical shift variations for two 
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different residues i and j.  For residues subject to a two-state active/inactive fast exchange, a linear pattern is often 
observed (e). (f-h) Representative inter-residue combined chemical shift correlations (SI Text). 

 

2.5.3 Identification of Networks 

In order to facilitate the systematic implementation of the two equation (1)-based criteria for 

allosteric networks, the combined 1HN and 15NH chemical shifts of the EPAC CBD construct EPAC1h 

(149-318) in the apo- and in the four holo-states (i.e. under saturating conditions of Rp-cAMPS, 

cAMP, Sp-cAMPS and 2’-OMe-cAMP) were compiled into an nr x 5 data matrix M, where nr is the 

number of residues for which assignments are available in all five states (Fig. S2). The correlation 

matrix (R) of M transpose was then computed, whereby the rij elements of R represent the 

Pearson’s correlation coefficients between residues i and j (SI Text; equation SI9; Fig. S2).  The 

off-diagonal elements of R corresponding to |rij| values  0.98 are displayed in Fig. 3a and three 

representative correlations are shown in Fig. 2f-h.  While for all three correlations of Fig. 2f-h rij 

> 0.98, their slopes vary by more than one-order of magnitude (Fig. 2f-h), confirming that the 

chemical shift variations of two residues can be highly correlated even when their magnitudes 

are markedly different, as anticipated based on equation (1).  This observation explains why in 

the R matrix of Fig. 3a several cross-peaks connect regions undergoing changes in conformation, 

and subject to major chemical shift variations (green highlights in Fig. 1c and Fig. 3a,f), to regions 

undergoing changes in local dynamics rather than in local structure, and subject only to minor 

chemical shift variations such as the IL zone (red highlights in Fig. 1c and Fig. 3a,f).  The R ‘cross-

peaks’ of Fig. 3a provide therefore an initial appreciation of the potential of chemical shift 

correlations as a reliable tool to map the interaction networks underlying allosteric processes, 

including dynamically driven allostery.  However, based on simple visual inspection of R (Fig. 3a) 

it is difficult to reliably and systematically identify such allosteric networks.  For this purpose it is 
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necessary to analyze the R matrix using agglomerative clustering (AC) methods, which are aimed 

at effectively identifying groups of coupled residues. 

 

2.5.4 Agglomerative Clustering (AC) 

AC is a method commonly used to identify gene networks from microarray data and it can be generally 

applied to identify clusters based on correlation matrices, such as R (Fig. S2) (36).  Specifically, AC assigns 

a first intra-cluster link to the residue pair with the highest absolute value of the correlation-coefficient 

within R.  A second intra-cluster link is then assigned between the first residue pair and the so-called 

‘nearest neighbor’ among the remaining residues, i.e. the residue with the highest absolute value of the 

correlation coefficient to either of the residues in the original pair.  Subsequent links in this hierarchical 

clustering process are created in a similar way and are graphically represented through dendrograms.  

Dendrograms are tree-like diagrams in which the linked residues are aligned in a horizontal row, while the 

vertical axis reports the magnitude of the correlation coefficient at which each successive residue is added 

Figure 3: (a) Chemical shift correlation matrix for the EPAC CBD.  If the absolute value of the Pearson’s correlation 

coefficient between a pair of residues is  0.98 the corresponding cross-peak is marked with a dot.  The two clusters 
of residues identified through the agglomerative algorithm illustrated in panels (b, c) are marked with blue and black 
lines, respectively.  The secondary structure is reported as in Figure 1c. (b, c) Dendrograms for clusters I and II, 
respectively.  Residues linked through the dendrograms are reported at the bottom of each tree. All nodes shown 

correspond to correlation coefficients with absolute values  0.98. (d) Dendrogram for the agglomerative clustering 
of the 5 states (apo and four holo) obtained using the chemical shift sub-matrix containing only the residues of 
cluster I. (e) As panel (d) but for cluster II. (f) For each residue the maximum variation in δNHcomb. among the five  
states is reported as absolute value.  Residues belonging to clusters I and II are reported as blue and black bars, 
respectively.  Residues that do not belong to clusters I or II are indicated by dotted lines.  Residues for which no line 
is reported are those for which unambiguous assignments in all five states are unavailable.  The ppm changes for 
G269 and A280 are off-scale as indicated by the arrows. 
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to the previous groups.  For instance, Fig. 3b shows the dendrogram for the largest cluster found in R with 

a cut-off of |rij|  0.98 (SI Text).  This cluster will be referred to as cluster I and consists of 38 residues (Fig. 

3b; Table S4), which are connected by a blue grid in Fig. 3a.  The second largest cluster with |rij|  0.98 is 

denoted as cluster II and contains ten residues (Fig. 3c; black grid in Fig. 3a).  All other clusters within the 

0.98 |rij| cut-off have only two or a maximum of three residues and will not be considered further here, 

as they are not large enough to define a network.  

The AC analysis and the related dendrograms illustrated in Fig. 3a-c indicate that the residues in each 

of the identified networks I and II display a highly concerted response to the perturbations used to build 

the correlation matrix R, i.e. they are highly cross-correlated within each cluster and in this respect they 

fulfill the first criterion for a network, as proposed above based on equation (1) (i.e. the high degree of 

correlation between the δik and δjk chemical shifts).  However, the clustering analysis of Fig. 3a-c does not 

provide any information on the second criterion for an allosteric network mentioned above, i.e. the 

separate clustering of active and inactive states.  Namely, the dendrograms of Fig. 3b,c have the merit of 

identifying the residues belonging to clusters I and II (Fig. S2), but do not provide any information on the 

function of these networks in terms of their role in allostery or effector binding (i.e. functional 

assignment). 

 

2.5.5 Functional Assignment of Networks 

In order to assign a function to clusters I and II, we propose two independent approaches.  The first 

method is still largely based on correlation matrices and subsequent hierarchical clustering, while the 

second relies on singular value decomposition (SVD).  Specifically, the first approach starts with the 

selection of the sub-matrix of M corresponding to cluster I residues (i.e. matrix MI in Fig. S2) and the 

computation of the correlation matrix of MI (i.e. RI). RI is then analyzed according to the same 

agglomerative clustering algorithm discussed above for Figures 3b and 3c, but this time to group states 

based on residues rather than residues based on states (Fig. S2).  The resulting dendrogram is shown in 

Fig. 3d, which clearly indicates that cluster I correctly separates the active from the inactive states, 

confirming that cluster I functions as an allosteric activation network.  For example, Fig. 2f-h displays three 

representative correlations between cluster I residues with well-separated active and inactive states.  

Interestingly, when a similar protocol is applied to the cluster II submatrix of M (Fig. S2), the separation is 
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not between active and inactive states but between the apo- and the bound- states (Fig. 3e), strongly 

suggesting that the function of cluster II, unlike cluster I, is linked more to binding than activation. 

A second independent method used to validate the functional assignments of networks I and II to 

allostery and binding, respectively, is based on SVD (36, 37). Considering that SVD is designed to search 

for orthogonal directions of maximum variance, an effective assignment of allosteric vs. binding functions 

is obtained when SVD is employed to factorize matrix M’ rather than M (SI Text; Fig. S2). M’, unlike M, is 

a matrix that compiles relative rather than absolute compounded chemical shifts.  Specifically, M’ is 

calculated using the antagonist bound state as reference (i.e. Rp-cAMPS). This means that for each residue 

M’ reports four δNHcomb. differences: apo vs. Rp-cAMPS, cAMP vs.  Rp-cAMPS, Sp-cAMPS vs.  Rp-cAMPS 

and 2’-OMe-cAMP vs. Rp-cAMPS (Fig. S2).   The matrix M’ is then column mean centered and factorized 

through SVD (Fig. S2).   The first two principal components (PCs) identified through SVD account for > 96 

% of the total variance (Table S2) and therefore the other PCs can be safely discarded.  The resulting 

loading and score plots for the first two PCs are displayed in Fig. 4.   

 

Figure 4: Score and loading plots for the first two principal components derived from the SVD of matrix M’ (Fig. S2).  
Circles correspond to scores and diamonds to loadings. Selected scores are labeled with the related residue number 
(i.e. M’ row) and each loading is labeled with the respective state difference (i.e. M’ column). The scores for residues 
in clusters I and II (Fig. 3) are shown as blue and black filled circles, respectively.  Scores for residues that do not 
belong to cluster I or II are shown as open circles. Ellipsoids at one and two standard deviations for the first two 
principal components are displayed with solid black lines. The inset shows an expansion of the score plot below one 
standard deviation. 

The loading plot is useful to decode the chemical meaning of each PC, while the residue specific scores 

quantify the contribution of each residue to each PC.   For example, the loading plot (Fig. 4, diamonds) 
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clearly indicates that the major contribution to the first PC (PC1) is from the apo vs. Rp-cAMPS column of 

M’.  Since the Rp-cAMPS antagonist binds EPAC, but does not activate it, this means that PC1 mainly 

quantifies binding as opposed to allosteric contributions.  Figure 4 also shows that for PC2, unlike PC1, the 

most significant contributions arise from the cAMP vs.  Rp-cAMPS, Sp-cAMPS vs.  Rp-cAMPS and 2’-OMe-

cAMP vs. Rp-cAMPS columns of M’.  Since cAMP, Sp-cAMPS, 2’-OMe-cAMP and Rp-cAMPS all bind EPAC 

but only the first three ligands are able to activate it, PC2 reflects mostly contributions from allosteric 

activation rather than binding.  In summary, the SVD loadings of Fig. 4 indicate that PC1 and PC2 are mainly 

associated with binding and allostery, respectively.   

Based on the loading analysis, the position of the score for a given residue relative to the PC1 and PC2 

coordinates (Fig. 4, circles) reflects mainly the contributions of that specific residue to binding and 

allostery, respectively.   We should then expect that the SVD scores for residues identified by AC as 

belonging to the allosteric cluster I (Fig. 3b,d) are aligned along PC2, while the SVD scores for residues 

assigned by AC to the binding-related cluster II (Fig. 3c,e) are distributed along PC1.  This prediction is 

remarkably well confirmed by Fig. 4, which shows that the scores for residues in clusters I and II (blue and 

black solid circles, correspondingly) tend to be confined along PC2 and PC1, respectively, with only a 

minimal spread over the rest of the PC1/PC2 plane. The SVD factorization (Fig. 4) therefore corroborates 

the AC-based functional assignment of these two networks (Fig. 3d,e).  Further details on the SVD vs. AC 

comparison are available in the SI Text. Overall, taken together the SVD and AC methods provide a robust 

protocol (Fig. S2) to evaluate the binding and allosteric relevance of the clusters identified through 

CHESCA. A further and NMR-independent confirmation of the AC/SVD-based functional assignments of 

networks I and II to allostery and binding, respectively, is provided by mutational analyses, as explained 

in SI Text. Once the identification and the functional assignment of networks I and II is validated, further 

insight into the significance of these clusters is obtained by analyzing how they relate to the residue-

specific chemical shift changes (Fig. 3f) and to the known structure of EPAC (Fig. 5). 
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Figure 5: (a) Map of cluster I residues (gray stick and surface representation) onto the ribbon diagram of the EPAC 
CBD using the same color coding as in Figure 1d and with the NTHB sites displaying increased dynamics upon cAMP-
dependent activation marked in red. Cluster I residues that appear as isolated, non-contiguous pairs are shown 
separately in Fig. S3c,d.  The dashed red arrow outlines a possible signal propagation pathway from the PBC to the 
IL based on cluster I. (b, c) Key interactions within cluster I: (b) two spines of hydrophobic residues at the interfaces 
between α4, α5 and α6; (c) an interaction node centered on R186 and bridging α1, α2, α4 and β1.  (d) Cluster II 
(orange surface and sticks). 

2.5.6 Significance of Minor Chemical Shift Changes 

Figure 3f reports the maximum ppm variations observed for each residue across all the five states of 

Fig. 2a.  One notable result evident from Fig. 3f is that the CHESCA-based allosteric cluster I includes also 
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several residues subject to minimal ppm changes.  For instance, Fig. 3f shows that the allosteric cluster I 

comprises several residues in the IL-spanning N-terminal helices α1 and α2, which display minor ppm 

differences.  Consistently with the minor chemical shift variations (Fig. 3f), this region of EPAC does not 

change significantly in local conformation upon cAMP-binding (Fig. 1c), but exhibits enhanced local 

dynamics upon activation (Fig. 1c).   This example illustrates a more general scenario in which minor 

chemical shift changes are associated with subtle variations in the local environment that fall below the 

resolution of currently available structure determination methods.  Such subtle changes may include 

minor readjustments in backbone and/or side-chain structure and/or dynamics, e.g. in the energy 

landscape of the inter-converting states within the conformational ensemble.  Although these variations 

often escape direct structural observation, they are sensed through chemical shift differences and 

underlie the modulations in dynamics that are critical for the allosteric signal propagation (7, 24).   It is 

therefore essential to not only identify such allosterically relevant minor chemical shift changes through 

AC of the R matrix (Fig. 3, Fig. S2), but to also ensure that these minor variations in ppm values are reliably 

measured (SI Text).  Further insight into the interactions mediating these chemical shift correlations is 

gained by mapping clusters I and II onto the structures of the EPAC CBD (Fig. 5). 

 

2.5.7 Structural Analysis of the Allosteric Network Defined by Cluster I 

Figure 5a shows that the majority of the residues in cluster I define a continuous surface that bridges 

the gap between the region with most significant conformational changes, i.e. the PBC and the hinge helix 

(Fig. 5a, green ribbon), and the region which is not subject to any significant local conformational change 

but displays enhanced dynamics in the active state, i.e. the IL zone in the distal N-terminal helical bundle 

(NTHB) (Fig. 1c; Fig. 5a, red ribbon).  Interestingly, these bridging residues of cluster I are almost entirely 

confined to the non-contiguous α-subdomain of the EPAC CBD, originating from the α5 helix in the PBC 

and extending into the C-terminal α6 hinge helix and α4-1 in the NTHB, ultimately reaching the inhibitory 

IL zone (Fig. 5a, red dashed arrow).  Within this extensive allosteric network bridging α5 to α1, two sub-

sets of interactions are particularly notable.   

First, residues L273 in α5 and F300, I303 and V307 in α6 define a hydrophobic spine (Fig. 5b) that 

interfaces with another hydrophobic spine in α4 including L207, V211 and V218 (Fig. 5b).  These coupled 

spines within cluster I indicate that the previously identified contacts between L273 and F300 (i.e. 

‘hydrophobic hinge’) (31) are part of a significantly more extended allosteric network of interactions that 

couples α5 in the PBC to both α6 and α4 (Fig. 5b).  Second, α4 is also part of another sub-set of cluster I 
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residues that connect the α4/β1 region to helices α2 and α1 (Fig. 5c).  Although composed mostly by 

hydrophobic amino acids (Fig. 5c), this second sub-cluster I is centered around R186 that serves as an 

interaction hub stabilized by multiple hydrogen bonds between its guanidinum and adjacent carbonyl 

oxygen atoms (Fig. 5c).  Together the interactions formed by the hydrophobic spines (Fig. 5b) and those 

that nucleate around R186 (Fig. 5c) provide an effective allosteric network to propagate the cAMP signal 

from the PBC to the distal IL region.  Such cAMP signal propagation relies on subtle structural re-packing 

and/or re-arrangements that escape detection by conventional structure determination methods, but are 

effectively sensed by NH chemical shift changes.   

The bridging role from the PBC to the IL outlined above for cluster I helps explain how the IL dynamics 

are enhanced upon cAMP binding and rationalizes how the IL residues mediate in a cAMP-dependent 

manner several critical inhibitory salt bridges.  Furthermore, cluster I also includes residues that don’t 

bridge the PBC to the IL (i.e. 9 out of 38 cluster I residues) and reside in the β-subdomain of the EPAC CBD 

(Fig. 5a; Fig. S3).   Interestingly, these cluster I residues are not part of the β-strands but of the inter-strand 

loops of the typical β-barrel of CBDs (Fig. S3), suggesting that the β-strands serve primarily as a passive 

scaffold, while the loops play a more active allosteric role.  This observation applies both to the isolated 

inter-strand regions located opposite to the PBC (Fig. S3c,d) and to those adjacent to the PBC (Fig. S3b). 

The structural analysis of cluster II (Fig. 5d) is available as SI Text. 

 

2.6 Conclusions 

We have shown that the covariance analysis of subtle but significant NMR chemical shift changes 

caused by a set of covalently modified agonists and antagonists reveals extensive allosteric networks that 

bridge the site of effector binding to distant regions mediating inhibitory interactions, including those that 

are dynamically-controlled.  The chemical shift covariance analysis (CHESCA) relies on agglomerative 

clustering (AC) and singular value decomposition (SVD) of the chemical shift matrix.  The combined 

analysis of the dendrograms and score plots generated by AC and SVD, respectively, not only identifies 

networks of coupled residues, but also provides a residue-specific dissection of the relative contributions 

to binding and allostery.  These CHESCA results are independently validated by several known EPAC 

mutants as well as by previous assessments of allostery based on co-evolutionary patterns (34).  Overall, 

the CHESCA method employs a small but carefully selected chemical library of effector analogs to decode 

the binding and allosteric information content embedded in chemical shifts.  We anticipate CHESCA to be 
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of general applicability for mapping allosteric networks in proteins amenable to NMR, complementing 

results from mutant cycles (38) and analyses of functional couplings between co-evolving sites (39). 
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2.9 Supplementary Information: Supporting Text 

 

2.9.1 Derivation of Equation 1.  Linear Inter-Residue Chemical Shift Correlations for a Two-State 

Activation Equilibrium in the Fast-Exchange Regime  

When the active-inactive exchange is fast in the chemical shift time scale, the chemical shifts observed 

for residues i and j in each of the perturbation sets (i.e. δik and δjk) are a simple linear average of the ppm 

values for the active and inactive states (1): 

δik = pk δi,Ac + (1 – pk) δi,In.  (SI1) 

δjk = pk δj,Ac + (1 – pk) δj,In.  (SI2) 

where δi,Ac (and δj,Ac) and δi,In (and δj,In) denote the combined ppm values of residue i (and j) in the active 

and inactive states, respectively and pk indicates the fractional population of active states when the kth
 

perturbation is in effect.  Combined chemical shifts are computed as a weighted average of the amide 15N 

and 1H ppm values: δik = 0.2 δN
ik + δH

ik, δi,Ac = 0.2 δN
i,Ac + δH

i,Ac and δi,In = 0.2 δN
i,In + δH

i,In (2). If we define Δδi 

as (δi,Ac – δi,In) and Δδj as (δj,Ac – δj,In), then: 

δik = pk Δδi + δi,In.  (SI3) 

δjk = pk Δδj + δj,In.  (SI4) 

and therefore: 

δik = δjk α + β  )1(  

where α = Δδi/Δδj ,and β = δi,In – αδj,In ,
 
as mentioned in the text. 

Deviations from equation (1) are expected when amino acids i or j are in the vicinity of the 

perturbation sites and can therefore potentially sense additional variations in the local environment 

associated more with the specific chemical nature of the perturbations (e.g. ligand-specific neighbor 

effects at or near the binding site) than with modulations of the activation equilibrium.  In other words, 

in the immediate proximity of the perturbed site the correlations formalized by equation (1) are obscured 

by local and perturbation-specific effects, resulting in a ‘dark-zone’.  However, the number of residues 

within these ‘dark-zones’ is minimized by choosing perturbations that are confined to a single group of 

residues, adjacent in both sequence and in space.  This approach maximizes the superimposition of the 

‘dark zones’ surrounding each perturbed locus and ensures that the biases on the correlations introduced 
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by the perturbation-specific effects are not spread across multiple sites of the protein. The cAMP 

derivatives shown in Fig. 2a meet this ‘perturbation confinement’ criterion: the covalent modifications of 

the phosphorothioate cAMP analogs (Rp- and Sp-cAMPS) and of 2’-OMe-cAMP perturb non-covalent 

interactions that are well localized within the phosphate binding cassette (PBC) (Fig. 2b).  Specifically, the 

methylation of the 2’ hydroxyl and the isolobal replacement of the axial exocyclic oxygen with the bulkier 

and less electronegative sulfur in Sp-cAMPS affect the hydrogen bonds that secure cAMP to the N- and C-

termini of the PBC, respectively (Fig. 2a,b), while the substitution of the equatorial exocyclic oxygen in Rp-

cAMPS targets the hydrogen bonds in the central region of the PBC (Fig. 2a,b).   The high degree of 

localization of these perturbations maximizes the overlap between ‘dark-zones’, as shown in Fig. S4a, and 

therefore maximizes also the number of residue pairs that comply with equation (1).  

 

2.9.2 Linear Inter-Residue Chemical Shift Correlations for a Three-State Activation Equilibrium in 

the Fast-Exchange Regime 

While the main effect of binding cAMP analogs is a shift in the inactive/active equilibrium according 

to the differential affinity of the ligand for these two states, it is also possible that the cAMP analogs cause 

minor distortions in the structures that correspond to the inactive and active states. Although minimal 

and certainly negligible compared to the structural differences between the active and inactive states, 

these subtle structural variations can cause minor changes in the chemical shifts of the inactive and active 

states.  Such structural distortions caused by the covalent modification of cAMP-analogs are not fully 

captured by a two-state model, but are effectively modeled in the context of a three-state model. It is 

therefore important to justify the use of the |rij| correlation coefficient also in the context of a more 

general three-state model.  Specifically, we have analyzed the conditions under which the pairwise inter-

residue correlations remain linear in the presence of three-states.  For this purpose, we start again from 

the simple two-state equation (SI1): 

δik = pk δi,Ac + (1 – pk) δi,In.  (SI1) 

In the presence of a third state this equation becomes: 

δik = p’k δi,Ac + p’’k (δi,Ac + Ɛi)  +  (1 – p’k  – p’’k) δi,In.  (SI5) 

where p’k and p’’k are the populations of the active state and of the new third state, respectively, with 

residue i chemical shifts δi,Ac and  (δi,Ac + δi), correspondingly. The Ɛi term denotes the difference between 
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the chemical shifts of residue i in the third and in the active states. If pk is defined as p’k  + p’’k, which 

represents the total population of active states assuming the third state is active as well, and if Δδi is 

defined as (δi,Ac – δi,In), then equation (SI5) becomes: 

δik = pk Δδi  + δi,In. + p’’k Ɛi (SI6) 

Replacing residue i with residue j, equation (SI6) leads to:  

δjk = pk Δδj  + δj,In. + p’’k Ɛj (SI7) 

Combining equations (SI6) and (SI7) into a single equation, we obtain:  

δik = δjk α + β+ p’’k Δδiγ  (SI8) 

where α = Δδi/Δδj , β = δi,In – αδj,In ,
 
as seen before for the two-state model, and γ =(Ɛi /Δδi) – (Ɛj /Δδj).  The 

first two terms in equation (SI8) (i.e. δjk α + β) are as in the previously derived two-state model equation 

(1) and they describe linear correlations.  The third term in equation (SI8) (i.e. p’’k Δδi γ) is unique to the 

three-state model.  Due to the dependence of this new term on the kth perturbation, it cannot be 

combined with the β constant and it is a potential source of non-linearity if it is non-negligible relative to 

the linear terms in α and β.  It is therefore important to understand under which circumstances the 

p’’kΔδiγ non-linear term becomes negligible and equation (SI8) is reduced to the linear equation (1).  This 

occurs if at least one of the three following conditions is met: 

I. p’’k ≈ 0 

II. Ɛi/Δδi ≈ 0 and Ɛj/Δδj ≈ 0 or Ɛi ≈ -Δδi and Ɛj ≈ -Δδj  

III. Ɛi /Δδi ≈ Ɛj /Δδj 

Condition (I) corresponds to the case in which the population of the third state p’’k  is minimal.  

However, even when the third state is significantly populated, it is still possible that the p’’kΔδiγ  term is 

negligible provided that the factor γ ≈ 0.  This occurs if conditions (II) and/or (III) are met. Considering that 

Ɛi (Ɛj) is the difference between the residue i (j) chemical shifts of the third and of the active states and 

taking into account that changes in chemical shifts reflect changes in the structure of the states, scenario 

(II) reflects the case in which the third state is very similar, although not identical, to either one of the 

other states (i.e. the active or the inactive state).  For instance, the third state could correspond to a 

structure that falls within the same broad energy well as the active state. Overall, conditions (I) and (II) 

apply when the three-state model tends to converge towards a two-state equilibrium. 

Scenario (III) corresponds to the case in which the structural changes that occur in going from the 
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active to the third state cause correlated perturbations in the local environments of both residues i and j.  

Such correlated perturbations indicate that, even in the context of a three-state model, values of the |rij| 

correlation coefficient close to unity are still evidence that residues i and j display a collective and 

concerted response to the applied perturbations, i.e. residues are part of the same network of coupled 

residues. We therefore conclude that the use of |rij| in the proposed CHESCA protocol is justified also in 

the context of the general three-state model summarized by equation (SI8).  

Finally, it should be noted that even when the three-state equation (SI8) leads to linear correlations, 

it is still possible that the presence of a third state causes chemical shift reordering effects similar to those 

observed in the pairwise correlations of Figure 2f-h. This is most directly appreciated with a simple 

numerical example.  For instance, let’s assume that the populations and the chemical shifts are as in Table 

S5, which mimics a scenario similar to that observed in Figure 2g.  Let’s also assume that for residue i: δi,Ac 

= 32.74 ppm, (δi,Ac + Ɛi) = 32.71 ppm, δi,In = 32.64 ppm and that for residue j: δj,Ac = 31.26 ppm, (δj,Ac + Ɛj) = 

31.25 ppm, δj,In = 31.22 ppm.  Based on equation (SI5), these values result in the correlation shown in 

black in the Figure S4b.  Figure S4b also includes a correlation shown in red, which corresponds to the 

simple two-state model, i.e. Ɛi = 0 and Ɛj = 0 so that γ = 0 as well in equation (SI8). 

Figure S4b clearly illustrates that the addition of a third state to the two-state model does not 

necessarily compromise significantly the linearity, but does cause an appreciable re-ordering of the three 

active forms (i.e. cAMP, Sp and 2’-OMe), as shown by the dashed arrows and as also observed in Figure 

2g.  The re-ordering effect illustrated in Figure S4b is specific to a given correlation pair because it depends 

on the value of the γ coefficient and therefore of Ɛi and Ɛj, which vary from residue pair to residue pair, 

explaining why the re-ordering of the active species is observed in Figure 2g but not in Figure 2f or 2h.  

Overall, the example above clarifies how it is possible that the presence of a third state can cause a partial 

reordering of the points that correspond to the active ligands, without significantly compromising the 

linearity of the correlation and the separation between the active (i.e. cAMP, Sp and 2’-OMe) and the 

inactive species (i.e. apo and Rp), which are at the basis of the proposed CHESCA method. 

 

2.9.3 Extension to Side Chains: 

Although equations (SI1-SI8) have been presented for the combined chemical shift of backbone amide 

1H and 15N spins, the CHESCA approach can in principle be applied to any type of chemical shifts, including 

those of side chain 1H, 13C and 15N spins, provided that accurate and precise ppm values are measured.  
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One possible strategy to implement this extension of the CHESCA analysis is to compute for each residue 

a compounded chemical shift that includes the ppm values of the 1H, 13C and 15N spins with weight factors 

that reflect the standard deviations of the respective chemical shifts in the BioMagResBank database.  

However, one complication in the extension of the CHESCA approach to side chains is caused by the 

variability of the types of side chains and the consequent possible biases in the pairwise inter-residue 

linear correlations. This problem can be addressed by limiting the compounded chemical shift calculations 

to either backbone and Cβ spins only or to methyl groups only.  The first approach confines the potential 

biases in the pairwise correlations only to correlations involving Glycine residues, while the second option 

is anticipated to be particularly useful for large systems for which methyl TROSY-based NMR spectroscopy 

is suitable (3). 

 

2.10 Supplementary Information: Materials and Methods 

 

2.10.1 Sample Preparation 

The EPAC1h (149-318) construct was chosen because it spans the EPAC CBD and, as previously shown 

(4, 5), it provides a reliable representation of the interactions perturbed by the selected cAMP analogs.  

The EPAC1h (149-318) construct was expressed as a GST-fusion construct in the E. coli strain BL-21 (DE3).   

Cells were grown in isotopically enriched minimal media (1.00 g/L 15NH4Cl, 3.00 g/L 13C-glucose, 6.78g/L 

Na2HPO4, 3.00 g/L KH2PO4, 0.50 g/L NaCl), supplemented with trace metals, D-biotin (10 mg/mL),  and 

thiamine-HCl (10 mg/mL).  Expression was induced with 0.5 mM Isopropyl β-D-1-thiogalactopyranoside 

at an optical density of 0.50-0.60 (λ=600 nm), and further incubated for 16-17hrs at 20°C.   Cells were 

lysed and apo-EPAC1h (149-318) was purified and concentrated to 0.10 – 0.15 mM using previously 

described protocols and buffers (15, 16). Additionally, 0.5 mM of singly labeled 15N-acetylglycine (Sigma 

Aldrich) was added to each sample as a ppm referencing compound.  Stock solutions of all ligands (25 mM 

in cyclic nucleotide) were prepared using the same buffer as for the protein solution. Starting from the 

apo-samples, stock solutions of the cyclic-nucleotide ligands were titrated into the protein solution to full 

saturation.  For all titrations we employed cyclic-nucleotide ligands (BIOLOG and Sigma) of the highest 

available purity (i.e. > 99% with the exception of 2’-OMe-cAMP with a purity > 98%).  As a control for 

potential dilution effects occurring during the ligand titrations, a blank buffer solution without any ligand 

was also titrated into the protein sample and it did not result in any measurable chemical shift changes. 
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2.10.2 NMR Measurements: 

Upon addition of each titrant, gradient and sensitivity enhanced [15N-1H] heteronuclear single 

quantum coherence (HSQC) spectra with 256 (t1) and 1024 (t2) complex points and spectral widths of 

31.82 and 14.06 ppm for the 15N and 1H dimensions, respectively, were recorded with 8 scans and a recycle 

delay of 1.00 s.  All HSQC spectra were processed with NMRPipe (6) employing linear prediction in the 15N 

dimension, and a resolution-enhancing 60° shifted sine-squared bell window function for both dimension. 

All 15N-1H HSQC cross-peaks were analyzed with Sparky using Gaussian line-fitting (7).  Assignments were 

confirmed using triple-resonance experiments (8). 

 

2.10.3 Structural Analyses 

All structures were analyzed and displayed using Molmol (9) and/or Pymol (10). The local RMSD values 

reported in Fig. 2c were computed using the coordinates for the holo- and apo- EPAC structures with PDB 

codes 3CF6 (11) and 2BYV (12), respectively. For each residue the backbone heavy atoms of the amino 

acid triplet formed by the selected and the two adjacent residues were superimposed.  The pairwise RMSD 

for the backbone heavy atoms of all three residues was then computed.  Since the local RMSD is calculated 

between residue triplets, an error margin of ± one residue should be allowed in the interpretation of the 

local RMSD. 

 

2.10.4 Measurement of Minor Chemical Shift Changes 

Minor 1H chemical shift differences of the order of ~0.01 ppm correspond to frequency variations of 

~7 Hz at a field of 700 MHz and are measurable with high accuracy and precision with currently available 

commercial spectrometers (13). However, it is critical to avoid systematic errors due to the lack of reliable 

ppm referencing signals or due to potential non-specific effects associated with the perturbations 

employed to measure the correlation coefficients (e.g. binding of agonists and antagonists).   To address 

these possible concerns, 15N-AcGly was used as an internal referencing standard for both 1H and 15N ppm 

measurements, rather than using the residual water signal for 1H or indirect methods based on the 

gyromagnetic ratios for 15N.  In addition, as a control for potential non-specific binding effects, the 

chemical shift based dose-dependent binding isotherms for representative residues subject to changes in 

resonance frequencies ≤ 10 Hz were examined (Fig. S5).   Fig. S5 shows that for both 1H and 15N nuclei 
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clear plateaus are observed for the binding isotherms of all four ligands, indicating saturability for all 

bound-states and ruling out any significant non-specific binding effect.  Furthermore, the KD values 

measured through these binding isotherms (Fig. S5; Fig. S1; Fig. 2c) are in agreement with the previously 

measured dissociation constants (Table S1).  Moreover, the agglomerative clustering (AC) and singular 

value decomposition (SVD) analyses presented here were conservatively confined to residues for which 

the frequency spread across the five states (i.e. apo and four bound states; Fig. 2a) meets the following 

threshold requirements: ΔνN,max > 5 Hz and/or ΔνH,max > 10 Hz (Fig. S2). The ppm changes associated with 

these frequency variations can be minimal (ΔδNHcomb. > 0.014 ppm at a field of 700 MHz) but are still 

surprisingly well correlated with both other minor and major ppm differences as shown in Fig. 2f-h and 

Fig. 3a,f. Moreover, the ΔνN,max > 5 Hz and/or ΔνH,max > 10 Hz selection criteria ensure that for all residues 

in clusters I and II the maximum variation in the combined ppm across the five states is always greater 

than twice the error in each of the combined ppm values.   

 

2.10.5 Chemical Shift Analyses: 

Fig. S2 provides a full description of the overall protocol employed for the AC and SVD analyses of the 

measured chemical shifts.  The SVD analyses as well as all other matrix manipulations outlined in Fig. S2 

were implemented with Octave (http://www.gnu.org/software/octave/), while for the agglomerative 

clustering analysis the ‘Cluster’ suite of programs was used 

(http://bonsai.hgc.jp/~mdehoon/software/cluster/) (14). The dendrogram trees were generated using 

JavaTreeview (http://jtreeview.sourceforge.net/) (15).   

The ith row of matrix M shown in Fig. S2 is an array: {δi1, δi2, …., δin}, which will be referred to as δi.  

The cross-correlation between residues i and j is then quantified by the Pearson’s correlation-coefficient 

(rij element of the correlation matrix R), which measures the covariance of arrays δi and δj (covij) 

normalized according to the product of their standard deviations (sisj): 

  

    



 








n

k

n

k

jjkiik

jjk

n

k

jik

ji

ij

ij
ss

cov
r

1 1

22

1





  (SI9) 

http://www.gnu.org/software/octave/
http://bonsai.hgc.jp/~mdehoon/software/cluster/
http://jtreeview.sourceforge.net/


Ph.D. Thesis – Rajeevan Selvaratnam  McMaster University, Chemical Biology 
 

44 
 

where 
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 are the average values of δi and δj, respectively, and n is the 

number of states (i.e. n = nst =5 in Fig. S2 and Fig. 2). As a result of the normalization of the covariance 

with respect to the standard deviation product, the correlation coefficient between residues i and j is 

insensitive to the magnitude of the chemical shift variations occurring within each of the δi and δj arrays, 

i.e. it is possible that |rij| approaches near maximum values (~1) even when si and/or sj are minimal.  This 

means that the correlation coefficient defined in equation (SI9) is an excellent tool to capture the allosteric 

relevance not only of large ppm shifts, but also of those subtle yet significant and informative chemical 

variations mentioned in the main text and anticipated based on equation (1).  These minor changes in 

resonance frequencies would otherwise pass unnoticed as they often fall well below the commonly used 

threshold values derived from simple descriptive statistics, such as the protein grand average plus one 

standard deviation (4). 

 

2.10.6 Singular Value Decomposition (SVD) 

Fig. S2 also illustrates the SVD analysis protocol. SVD is a widely used method of dimensionality 

reduction (14, 16, 17, 18) and is essentially equivalent to a coordinate rotation whereby each row of the 

input matrix is re-computed as a linear combination of basis vectors (also called principal components 

(PCs)) oriented along orthogonal directions of maximal variance (14).  For instance, if an n x 3 matrix is 

represented by an ellipsoidal distribution of n points in the space defined by the x, y and z Cartesian 

coordinates, then the SVD is equivalent to a rotation of the Cartesian axes along the axes of the ellipsoid, 

with the longest and shortest axes being defined as the first and third PCs, respectively.  If most of the 

variance in the three-dimensional distribution of points is accounted for by the first two PCs (i.e. if the 

first two axes of the ellipsoid are significantly larger than the third), the deviations of the points from the 

plane of the ellipsoid defined by the first two PCs are effectively considered noise and thus discarded, 

leading to a new matrix with reduced dimensionality (i.e. n x 2) but still preserving most of the relevant 

information of the original n x 3 matrix (14).  However, it is important to note that the SVD results heavily 

depend on data pre-processing. 
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2.10.7 Matrix Pre-Processing for SVD (i.e. the Matrix M’ vs. the Row Mean Center Matrix M) 

A typical pre-processing prior to SVD is row mean centering and therefore we considered first the SVD 

factorization of the row mean centered matrix M. The SVD of the row mean centered M indicates that 

the first two principal components (i.e. PC1 and PC2) account for more than 95 % of the total variance and 

the PC1 vs. PC2 scores and loadings plots are shown in Fig. S6.  Fig. S6 shows as black dots the scores for 

residues in the AC-based cluster II (linked to binding) and as red dots the scores for the residues in the AC-

based cluster I (linked to allostery).  From Fig. S6 it is clear that the scores of cluster II residues are aligned 

along PC1, which represents binding as it contains a negative loading contribution from the apo-state and 

positive loading contributions from the holo (i.e. cyclic nucleotide-bound) states. However, the cluster I 

scores do not align with either PC1 or PC2 (Fig. S6).  Specifically, Fig. S6 shows that the scores of cluster I 

residues tend to align along a line that is not orthogonal to PC1 and points towards the loadings of the 

two super-active states (i.e. Sp-cAMPS and 2’OMe-cAMP).  This line is also perpendicular to the line that 

connects the loading of the apo-state to that of the antagonist Rp-cAMPS-bound state (Fig. S6). While this 

result is fully consistent with the allosteric function assigned to cluster I residues, the lack of orthogonality 

between the cluster I and II scores (Fig. S6) complicates the biophysical interpretation of the first two 

principal components (PC1 and PC2 in Fig. S6).  We therefore considered an alternative pre-processing of 

the nr x nst matrix M (Fig. S2), in which we used the Rp-cAMPS antagonist-bound state as reference rather 

than the row-mean.  In other words we applied the SVD factorization to the nr x (nst -1) matrix M’ (Fig. S2). 

As explained in the main text, when the SVD is applied to M’ (as opposed to the row-mean centered 

M) the scores of the two clusters tend to align with the first two principal components (Fig. 4).  It should 

also be noted that if matrix M’ had been obtained by using the apo-state as the reference state as opposed 

to the Rp-cAMPS antagonist-bound state, the interpretation of the principal components would still be 

complicated by a lack of orthogonality similar to that observed in Fig. S6.  Furthermore, when matrix M’ 

is computed using the Rp-cAMPS antagonist-bound state as reference, each of the four columns of M’ is 

amenable to a straightforward biophysical interpretation: the first column refers to the differences 

between the apo- and the antagonist-bound state, i.e. a manifestation of binding, while each of the 

remaining three columns pertains to the differences between an active-bound state and the inactive-

bound state, i.e. to activation and allostery rather than to binding.  For these reasons, we opted to focus 

on the SVD analysis of a matrix M’ in which the Rp-cAMPS antagonist-bound state is used as a reference, 

rather than on the SVD factorization of the row mean-centered matrix M or of other M’ matrices 

calculated with other reference states. 
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2.11 Supplementary Information: Comparison of the SVD vs. AC Chemical Shift Covariance 

Analyses 

One clear advantage of SVD compared to AC is that the relative contributions to binding vs. allostery 

are readily quantified for each residue.  For instance, the score plot of Fig. 4 shows that the PBC residues 

L273 and A277, although part of the allosteric cluster I, display a |PC1| component larger than most of 

the other residues of network I, suggesting these two sites affect not only allostery but also to some extent 

ligand binding.  This prediction is independently confirmed by the L273W mutation, which affects not only 

the allosteric activation (Table S3), but also the affinity for cAMP (five-fold increase in Kd) (19).  Therefore 

at least some residues belonging to the allosteric network (i.e. cluster I) play a role in binding as well.  

Conversely, it is also possible that selected residues assigned to the binding network (i.e. cluster II) affect 

allostery.   For instance, the PBC residue A280 is characterized by a PC2 component markedly larger than 

the other residues of cluster II suggesting that site 280 is involved not only in cAMP binding, as shown in 

Fig 2b, but to some degree in the cAMP-dependent allosteric control as well.  This prediction is 

independently confirmed by the A280T mutation, which causes a 50 % reduction in the maximal activation 

of EPAC by cAMP (20).  These residues with a dual allosteric and binding role are expected to be critical 

for the coupling between the activation and binding equilibria, which is at the basis of the cAMP-

dependent regulation of EPAC (Fig. 1b). 

Another distinct advantage of SVD over AC is that the score plot (Fig. 4) includes also those residues 

that do not belong to any AC-based network due to the ligand neighbor effects mentioned above, which 

compromise the correlations described by equation (1) and create a ‘dark zone’ for the AC method in the 

proximity of the perturbation sites (Fig 2b; Fig. S4a).  For example, G269 is directly involved in cAMP 

binding (Fig. 2b) and falls within am AC-‘dark zone’ (Fig. S4a).  As a result, G269 does not belong to clusters 

I or II (Fig. 4).  However, G269 still displays |PC1| and |PC2| scores comparable to some of the highest 

values observed for residues in networks I and II.  This observation suggests that G269 plays a dual role in 

both binding and allostery.  The role of G269 in binding is confirmed by the hydrogen bond it forms with 

cAMP (Fig. 2b), while the allosteric function of G269 is fully consistent with the observation that this highly 

conserved glycine is critical for the cAMP-dependent activation of the homologous CBDs of protein kinase 

A (PKA) (21, 22).  
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An additional difference between SVD and AC is that only the former provides direct information on 

the size of the chemical shift variations associated with each residue in networks I and II.  For instance, 

Fig. S7a shows that for the residues in cluster I, the |PC2| projection of the scores correlate well with the 

maximum chemical shift variations observed across the five states shown in Fig. 2a. Fig. S7b shows that a 

similar correlation is obtained between the maximum chemical shift variations observed for residues in 

clusters II and the |PC1| projection of the respective scores. While these correlations indicate that SVD 

provides a more direct read out of the magnitudes of chemical shift variations than AC, they also mean 

that the SVD results are possibly dominated by outliers with large chemical shift variations.  For instance, 

Fig. S7c shows that for the whole ensemble of 100 residues assigned in all five states, 84% of the total 

ppm variance is dominated by only two residues, G269 and A280.  It is therefore critical to verify that the 

SVD-based conclusions are not biased by these two residues alone.  Fig. S8a shows the score and loading 

plots obtained after eliminating G269 and A280 from the SVD analysis.  The main change relative to Fig. 4 

is that the first two PCs, which still account for more than 97 % of the total variance (Table S2), have been 

swapped, with cluster I and II now distributed along PC1 and PC2, respectively (Fig. S8a).  This change in 

Fig. S8a relative to Fig. 4 reflects the convention of defining the first PC as that corresponding to the 

highest variance, which in the case of Fig. S8a corresponds to the allosteric network.  However, the main 

conclusions based on the SVD analysis of Fig. 4 are still valid and similar to those drawn from Fig. S8a. 

A further implication of the correlation between the PC sizes and the magnitudes of the ppm 

variations (Fig. S7a and S7b) is that SVD provides a reliable separation of binding vs. allosteric 

contributions only for the residues with the largest ppm changes.  Residues with smaller ppm variations 

tend to cluster in the proximity of the origin of the score plot (Fig. 4, inset), where SVD alone does not 

provide a clear assessment of binding or allosteric effects.  This limitation is a direct result of SVD being a 

variance-based method and in principle it could be circumvented by applying SVD after matrix M is not 

only row mean centered but also row standard deviation scaled (i.e. normalized M).  We therefore applied 

the SVD factorization to the row mean centered and row standard deviation scaled M and the resulting 

scores and loadings plots are shown in Fig. S8b, in which the residues of clusters I and II are marked in red 

and black, respectively. Fig. S8b shows that, unlike Fig. 4, due to the row normalization of matrix M, the 

scores for the residues affected by minor chemical shift changes now have been moved away from the 

origin of the PC1/PC2 plane and are shifted toward the scores of other residues belonging to the same 

cluster and associated with major chemical shift variations (Fig. S8b).  However, the sought-after 

orthogonality between the scores of clusters I and II, as observed in Fig. 4, is lost in Fig. S8b.  Therefore 

the biophysical interpretation of the first two principal components in terms of binding and allostery is 
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now not as straightforward as in Fig. 4, in which the two clusters align well with the first two PCs.  Similar 

problems are encountered when the SVD is applied to the row standard deviation scaled matrix M’.  In 

addition, the two principal components displayed in Fig. S8b account for only 78.5 % of the total variance 

(i.e. 54.7 % + 23.8 %).  For these reasons, we opted for agglomerative-clustering (Fig. S2 and Fig. 3) of the 

correlation matrix R, which includes the normalization, rather than for the SVD of the normalized matrix 

M.  

 

2.12 Supplementary Information: Confirmation of the Functional Assignment of the 

Chemical Shift Covariance Networks through Mutational and Co-Evolutionary Analyses 

Mutations at L273, F300 and E308 are known to affect primarily the degree of cAMP-dependent 

activation, based on measured kmax,relative and AC50 values (Table S3) (19, 20).  The activation data of Table 

S3 are in full agreement with the results of CHESCA that assigns L273, F300 and E308 to the allosteric 

cluster I. Furthermore, the prominent allosteric role of L273 and F300 has been highlighted also by the 

comparison of the apo- and cAMP-bound structures of the EPAC CBD (11, 12, 19), indicating that the van 

der Waals contacts between these two hydrophobic residues control the relative orientation of the PBC 

and the hinge helices (i.e. hydrophobic hinge hypothesis for EPAC activation) (S11, S14). CHESCA also 

assigns G238 of the β2-3 loop to the allosteric cluster I (Fig. 3a,b,f; Fig. 4).  This is consistent with recent 

co-evolutionary analyses of conserved allosteric networks, which identified this Gly residue as an essential 

element of the cAMP-dependent allostery of CBDs in general (21). In summary, the SVD/AC-based 

functional assignments proposed here for the two CHESCA clusters are independently corroborated by 

the comparative analyses of EPAC mutants (19, 20, 24) and sequences (21).  Additional details on the 

validation of the functional assignments obtained through the CHESCA approach are available in the 

previous SI section about the comparison of the SVD vs. AC chemical shift covariance analyses. 

 

2.12 Supplementary Information:  Structural Analysis of the Binding Network Defined by 

Cluster II 

As shown in Fig. 5d, cluster II, which based on the AC and SVD analyses is mostly coupled to binding, 

includes, as expected, residues in the base binding region (BBR) (i.e. 252, 254) and in the phosphate 

binding cassette (PBC) (i.e. 274, 280).  However, it is interesting to note that several sites of this network 

extend also beyond the immediate cAMP binding site (Fig. 5d). For instance, this is the case for residues 
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281-284 in β7 that bridge the PBC to the BBR (Fig. 5d) and for Q234 that connects the N-terminus of the 

β2-3 loop to the BBR (Fig. 5d).  These β7 and β2-3 residues belong to cluster II but are formally outside 

the PBC and BBR, showing that the loci coupled to binding extend beyond the cAMP binding site identified 

solely based on the structure of the effector-bound CBD.  
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2.14 Supplementary Figures 
 

 

Figure S1: Proof of full saturation based on the binding isotherms for the intermediate affinity ligands Sp-cAMPS and 
2’-OMe-cAMP (Table S1), measured though the relative chemical shift changes of L207, which is subject to a fast 
apo-holo exchange regime. 
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Figure S2: Flow chart (on previous page) summarizing the general CHEmical Shift Covariance Analysis (CHESCA) 
protocol based on agglomerative clustering of matrix R = cor(MT) and on singular value factorization. M is the 
chemical shift matrix.  The main results of this combined analysis are highlighted in red: (1) the identification of 
residues in clusters I and II; (2) the functional assignment of clusters I and II. Rp, Sp and 2’-OMe stand for Rp-cAMPS, 
Sp-cAMPS and 2’-OMe-cAMP analogs (Fig. 2a), respectively. Standard deviations for each principal component (PC) 
were computed as Sk/√nr with k = 1 or 2. Sk and nr are defined in this figure. 

 

Figure S3: (a) Map of all cluster I residues into the EPAC CBD structure.  This figure is similar to Fig. 5a, but it also 
includes the isolated pairs that are non-contiguous with the rest of cluster I, as shown in expansions (c) and (d).  
Panel (b) shows a zoomed in view of the cluster I residues displayed in Fig. 5a and located in the PBC and the β2-β3 
loop.  Specifically, E236 and G238 in the β2-β3 loop are in the vicinity of cluster I PBC residues N275 and A277 (Fig. 
S3b), which are subject to significant cAMP-dependent conformational changes (Fig. 1c). EPAC2 residues that differ 
from the aligned residues in the EPAC1 isoform are reported in parenthesis. 
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Figure S4: (a) Schematic representation of the ‘perturbation-confinement’ approach aimed at maximizing the 
overlap of the ‘dark-zones’ (large gray circles) surrounding the sites of covalent modification (smaller circles color 
coded as in Fig. 2a,b).  The larger the overlap of the ‘dark-zones’ surrounding each perturbation locus, the lower the 
number of spins affected by neighboring effects (i.e. the higher the number of spins for which equation (1) applies). 
(b) Effect of a three-state model on the chemical-shift ordering observed in linear pairwise inter-residue correlations. 
This figure is based on the data of Table S5.  See SI Text for further details. 
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Figure S5: Binding isotherms measured for representative residues with some of the smallest chemical shift changes 
measured in this study.  A clear dose-response pattern is observed with a well-defined plateau region, which is a 
signature of specific binding. (a-d) Representative 1H frequency changes as a function of cAMP, Sp-cAMP, Rp-cAMPS 
and 2’-OMe-cAMP relative concentrations, respectively. (e-h) As panels (a-d) but for representative 15N frequency 
variations. 
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Figure S6: Scores (circles) and loadings (diamonds) plots obtained through SVD of the nr x nst matrix M (Fig. S2) 
after row mean centering. (a) Expansion of region including all residues but the A280 outlier; (b) Full plot including 
also A280 (highlighted by an arrow).   Scores and loadings are labeled with the corresponding amino acid number 
and state, respectively.  Cluster I (II) scores are in red (black). 
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Figure S7: (a, b) Correlations between the absolute values of the second and first principal component scores and 
the maximum variation in the combined chemical shifts for each residue in clusters I and II, respectively.  The slopes 

in panels (a) and (b) are 1.56 and 0.89, respectively.  In both cases the correlation coefficients are  0.98.  The inset 
in panel (b) shows an expansion of the correlation for cluster II in the 0-1 combined ppm range. (c) Sorted distribution 
of maximum variations in compounded chemical shifts measured for each assigned residue across the five measured 
states (i.e. apo, cAMP, Sp-cAMPS, Rp-cAMPS and 2’-OMe-cAMP saturated states).  Residue labels are displayed.  The 
distribution reveals that 84 % of the total variance is accounted for by only 2 % of the residues, i.e. two out of a total 
of 100 residues assigned in all five states.  These two residues are G269 and A280, located at the PBC N- and C-
termini, respectively.  These two residues are therefore likely to dominate and possibly bias the variance probed 
through singular value decomposition (SVD).  To check for this possibility the SVD was then repeated after discarding 
G269 and A280, as shown in Figure S8a. 
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Figure S8: (a) Scores and loadings plots displayed as in Figure 4, but the SVD was computed after eliminating the 
rows corresponding to G269 and A280 from matrix M’ in Figure S2. (b) Scores (circles) and loadings (diamonds) plots 
obtained through SVD of the nr x nst matrix M (Fig. S2) after row mean centering and row standard deviation scaling. 
Scores and loading are labeled similarly to Figure 4.  Black and red filled circles represent scores of clusters I and II, 
respectively.  All other scores are shown as open circles. The percentages of the total variance contributed by PC1 
and PC2 are reported in parenthesis along the two axes. 
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2.15 Supplementary Tables 

 

Table S1: EPAC1 Ligand Dissociation Constants 

Ligands KD (From Literature)a  KD Measured Hereb
 

cAMP 3-5 μM 5 ± 4 μM  

Sp-cAMPS 28-34 μM 20 ± 10 μM 

2’-OMe-cAMP > 10 μM 30 ± 20 μM  

Rp-cAMPS 305-340 μM 350 ± 100 μM 
aFrom SI references (25 and 26); bBased on the binding isotherms of Fig. 2c and Fig. S1. 

 

Table S2: Principal Component Breakdown of Total Variance 

 Percentage of Total Variance 

Principal Component (PC) All Assigned Residues (100) G269 and A280 Outliers Excluded 

PC1 62.3 % (62.3 %)a 83.0 % (83.0 %)a 

PC2 34.4 % (96.7 %)a 14.5 % (97.5 %)a 

PC3 2.7 % (99.4 %)a 1.7 % (99.2 %)a 

PC4 0.6 % (100.0 %)a 0.8 % (100.0 %)a 
a The percentage reported in parenthesis reflects the cumulative contributions of the PCs in a 
given row and above. 

 

Table S3: Effect of Mutants on the cAMP-Dependent Activation of EPAC 

Epac1 Construct kmax,rel AC50 

Wt 1a 45 μMa 

L273W 0b N/A 

F300A N/A 20 μMb 

F300T N/A 6 μMb 

E308A 3.0a 15 μMa 
aFrom SI reference (20); bFrom SI reference (19). 
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Table S4: Residues in Cluster I and II Computed with Different Cut-offs 

|rij| ≥ 0.97 |rij| ≥ 0.98 |rij| ≥ 0.99 

Cluster I Cluster II Cluster I Cluster II Cluster I Cluster II 

178* 284** 179ǂ 284** 219 252 

185* 282** 160ǂ 282** 194 283 

222* 252 236ǂ 252 196 256 

226* 283 246ǂ 283 203 234 

217* 256 265ǂ 256 301 281 

243* 234 277ǂ 234 307 274 

174* 281 238ǂ 281 221 280 

179 274 229ǂ 274 181 287 

160 280 289ǂ 280 227  

236 287 219 287 273 

246  194  195 

265 196 218 

277 203 186 

238 301 302 

229 307 173 

289 221 180 

219 181 299 

194 227 187 

196 273 275 

203 195 213 

301 218 211 

307 186 214 

221 302 216 

181 173 192 

227 180 207 

273 299 300 

195 187 298 

218 275 303 

186 213 308 

302 211 219 

173 214  

180 216 

299 192 

187 207 

275 300 

213 298 

211 303 

214 308 

216  

192 

207 

300 

298 

303 

308 
*Residues that are not part of cluster I when |rij| ≥ 0.98; ** Residues that are not part of cluster II when |rij| ≥ 0.99; 
ǂResidues that are not part of cluster I when |rij| ≥ 0.99. 
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Table S5: Example of Populations in the Three-State Model 

 Populations 

Perturbation (k) Active State  (p’k) Third State (p’’k) Inactive State 
(1 - p’k - p’’k) 

Rp 0.05 0.00 0.95 

apo 0.30 0.00 0.70 

cAMP 0.80 0.00 0.20 

Sp 0.15 0.70 0.15 

2’-OMe 0.15 0.80 0.05 
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Chapter 3 

The Projection Analysis of NMR Chemical Shifts Reveals Extended EPAC 

Auto-inhibition Determinants 

3.1 Author’s Preface 

The work presented in this chapter has previously been published and is reproduced here with 

permission from Elsevier.  Full citation is as follows: 

Selvaratnam, R., B. VanSchouwen, F. Fogolari, M.T. Mazhab-Jafari, R. Das, et al. 2012. The projection 

analysis of NMR chemical shifts reveals extended EPAC autoinhibition determinants. Biophysical journal. 

102: 630–9.  

I conducted most of the experiments necessary for the manuscripts, including the backbone 

assignment of all EPAC mutants.  Bryan VanSchouwen performed and analyzed all MD simulations.  

Mohammad T. Mazhab-Jafari and Dr. Rahul Das assigned the wild type EPAC and generated the E308A 

mutation.  I co-wrote the manuscript with Bryan VanSchouwen and Dr. Giussepe Melacini. 
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3.2  Abstract 

EPAC is a cAMP dependent guanine nucleotide exchange factor that serves as a prototypical molecular 

switch for the regulation of essential cellular processes.  While EPAC activation by cAMP has been 

extensively investigated, the mechanism of EPAC auto-inhibition is still not fully understood. The steric 

clash between the side chains of two conserved residues, L273 and F300 in EPAC1, has been previously 

shown to oppose the inactive-to-active conformational transition in the absence of cAMP. However, it has 

also been hypothesized that auto-inhibition is assisted by entropic losses caused by quenching of 

dynamics that occurs if the inactive-to-active transition takes place in the absence of cAMP.  Here, we test 

this hypothesis through the comparative NMR analysis of several EPAC1 mutants that target different 

allosteric sites of the cAMP-binding domain (CBD). Using a novel projection analysis of NMR chemical 

shifts to probe the effect of the mutations on the auto-inhibition equilibrium of the CBD, we find that 

whenever the apo/active state is stabilized relative to the apo/inactive state, dynamics are consistently 

quenched in a conserved loop (β2-β3) and helix (α5) of the CBD.    Overall, our results point to the presence 

of conserved and non-degenerate determinants of CBD auto-inhibition that extend beyond the originally 

proposed L273/F300 residue pair, suggesting that complete activation necessitates the simultaneous 

suppression of multiple auto-inhibitory mechanisms, which in turn confers added specificity for the cAMP 

allosteric effector. 
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3.3  Introduction 

The exchange protein directly activated by cAMP (EPAC) is a guanine nucleotide exchange factor (GEF) 

for the small GTPases, Rap1 and Rap2 (1-5), and is a key regulator of several physiological responses with 

implications in chronic degenerative inflammatory diseases (6). EPAC consists of an N-terminal regulatory 

region (RR) and a C-terminal catalytic region (CR).  The RR of EPAC1 contains a single cAMP binding domain 

(CBD), while the CR includes a CDC25-homology domain (CDC25-HD), which binds the Rap substrate (Fig. 

1a) (1-5).    

The EPAC CBD is an archetype of other eukaryotic regulatory CBDs, such as those of Protein Kinase A 

(PKA) (7-15) and of the hyperpolarization-activated cyclic nucleotide modulated (HCN) channels (16).    The 

eukaryotic CBDs share a common architecture with a β-subdomain of jelly-roll β-sheets and a non-

contiguous α-subdomain of α-helices.  The latter includes an N-terminal helical bundle (NTHB), a C-

terminal helix (α6), also known as the hinge helix, as well as a short helix (α5) located between β6 and β7 

in the phosphate binding cassette (PBC), where cAMP docks (Fig. 1b,d) (8,11,12).   

The orientation of α6 with respect to the PBC is controlled by cAMP.  In the absence of cAMP (i.e. apo-

state), the hinge helix is oriented away from the PBC (Fig. 1b-d), but upon cAMP binding the hinge helix 

rotates towards the PBC (Fig. 1b-d). In the case of EPAC, the hinge helix rotation is also coupled to a partial 

unfolding of the last two turns of the α6 helix (Fig. 1b,d)(3,17,18).  These cAMP-dependent changes in the 

α-subdomain are critical for the control of auto-inhibitory interactions (3,5,7-14,17-20).   Auto-inhibition 

pertains to the mechanisms that prevent the premature inactive-to-active transition in the absence of the 

allosteric effector (i.e. auto-inhibitory equilibria, Fig. 1a) (4,21).  The maintenance of an auto-inhibited 

state is essential for eliciting cAMP dependence and preventing constitutive activation, which can 

otherwise have drastic effects on downstream signalling (4,6,21). 

The cAMP-dependent hinge rotation has been previously rationalized by the so-called hydrophobic 

hinge hypothesis, which posits that a highly conserved contact between L273 in the PBC and F300 in α6 

would lead to a steric clash if the hinge reorientation towards the β-subdomain occurred in the absence 

of cAMP (3-5). Such steric hindrance has been suggested to be a key determinant of auto-inhibition and 

is alleviated by the repositioning of L273 caused by cAMP binding (Fig. 1b,c). Furthermore, it has been 

hypothesized that an additional determinant of auto-inhibition arises from entropic losses in the PBC α5 

and in an adjacent loop (β2-β3) caused by a reduction of dynamics and tighter L273/F300 packing in the 

apo/active vs. apo/inactive states of the CBD (Fig. 1a) (21). However, this hypothesis has not been tested, 

as currently no experimental data is available for the apo/active intermediate due to its transient nature. 
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Figure 1: a) Domain organization of EPAC1 and thermodynamic cycle for the coupled cAMP binding and activation 
equilibria.  The catalytic region (CR) consists of the CDC25-homology domain (CDC25-HD), the Ras exchange motif 
(REM) and the Ras association (RA) domain. The regulatory region (RR) contains the Dishevelled Egl-10 Pleckstrin 
(DEP) domain and the cyclic-nucleotide Binding Domain (CBD). The CBD under study here is coloured in grey; the 
black circle represents the cAMP molecule. The vertical black dashed line represents the separation between the RR 
and CR. The auto-inhibitory equilibrium between the apo/inactive  and apo/active states is encircled with a dashed 
line.  b) Ribbon diagram of the apo-CBD structure is shown in (grey), with the regions subject to major cAMP-
dependent changes superimposed in green with the corresponding labels. cAMP is represented with black spheres. 
c) Expanded view of the L273/F300 pair in the apo (grey) and holo (green) structures.  d) Contacts mediated by the 
β2-β3 loop and the PBC.  The PBD ID codes for the apo (grey) and holo (green) structures are 2byv and 3cf6, 
respectively. 

 

Here, we test the hypothesis that the PBC α5 and β2-β3 loop dynamics is quenched in the apo/active 

conformation relative to the apo/inactive state by investigating three single point mutations that stabilize 

the transient apo/active state by targeting the alloseric ‘hot spots’ of the EPAC CBD (i.e. G238A in the β2-

β3 loop, Q270A in the α5 helix and E308A in the α6 hinge helix; Fig. 1d). The effect of each mutation on 

the active/inactive equilibrium of the CBD was evaluated by NMR in the apo state, since the auto-inhibited 

state occurs in the absence of cAMP.  Specifically, we used NMR to not only probe at atomic resolution 
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the changes in dynamics caused by the mutation, but also to gauge how the mutation affects the position 

of the apo/inactive vs. apo/active equilibrium.  For this purpose, we propose a method based on 1H and 

15N NMR chemical shifts, which are ideally suited to sense changes in the position of the apo/inactive vs. 

apo/active equilibrium of EPAC in the fast exchange regime, minimizing biases due to nearest neighbour 

effects of the mutants. This approach relies on the chemical shift projection analysis (CHESPA) and was 

validated using the L273W mutation, which has been shown to stabilize the apo/inactive state (5).  We 

also complemented the NMR analyses with molecular dynamics (MD) simulations and our combined NMR 

and MD results indicate that whenever a mutant causes a stabilization of the apo/active state, a quench 

in dynamics is consistently observed for the α5 and β2-β3 loop regions.  This result is in agreement with 

the hypothesis that the auto-inhibited state is stabilized not only by the steric hindrance between L273 

and F300, but also by the α5/β2-3 entropic losses occurring when the inactive-to-active transition ensues 

in the absence of cAMP.  Overall, the combined analysis of the EPAC mutants presented here reveals a 

novel model of EPAC auto-inhibition, in which the stabilization of the inactive vs. active structures in the 

absence of cAMP relies on a complex network of interactions that extends well beyond the previously 

proposed L273/F300 contact.   

 

3.4 Materials and Methods 

Purification of Wt and Mutant EPAC1 Constructs: Purification procedures used for both the Wt and 

mutant EPAC1 (GenBank No. AAC83381.1) constructs were as previously explained (20).  Briefly, cells of 

E.coli strain BL-21 harbouring plasmids encoding EPAC1 constructs were grown in isotopically enriched 

media with 15NH4Cl and 13C-labelled glucose.  Cells were lysed as before and protein was purified using 

the following chromatographic columns (GE Healthcare): Glutathione Sepharose 4B, HighTrap Q HP and 

Superdex 75 16/60.  Singly labelled 15N-acetylglycine (Sigma Aldrich) (0.5mM) was added to the final 

concentrated protein sample (0.5mM) as a ppm referencing compound.   

NMR Measurements: All spectra were acquired at 306 K with a Bruker Avance 700-MHz spectrometer 

equipped with a 5 mm TCI cryoprobe.   Gradient and sensitivity enhanced [15N-1H] heteronuclear single 

quantum coherence (HSQC) spectra with 256 (t1) and 1024 (t2) complex points and spectral widths of 

31.82 ppm and 14.06 ppm for the 15N and 1H dimensions, respectively, were recorded with 8 scans and a 

recycle delay of 1.00 s.  Carrier frequencies of the proton and nitrogen channels were centered on water 

and the backbone amide region, respectively.  All spectra were processed with NMRPipe (22) employing 

linear prediction in the 15N dimension, and a resolution-enhancing 60° shifted squared sine bell window 
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function for both dimensions. All 15N-1H HSQC cross-peaks were analyzed with Sparky using Gaussian line-

fitting (23).  Assignments were obtained using triple-resonance experiments, as previously explained (17, 

18).  The measured 13Cα, 13Cβ, 13CO, 1H, and 15N chemical shifts were utilized to derive order parameters 

by employing the RCI algorithm with correct referencing (24) which reports on dynamic processes on a 

broad range of time scales (25).  Indeed, the trends captured by the RCI-based S2 values are in agreement 

with previously measured 15N relaxation data for the apo-Wt and cAMP-bound Wt states (17).   In addition, 

the RCI based order parameters have the advantage of being measurable also for the critical phosphate 

binding cassette (PBC) region, which in the apo-state, is subject to significant line-broadening, 

compromising the signal-to-noise ratio of traditional 15N relaxation experiments.   

MD Simulation Protocol: All simulations were executed using the EPAC2 fragment composed of amino 

acid residues 310-498 (corresponding to 175-363 in EPAC1h).  Mouse EPAC2 (GenBank No. AAD09132.1) 

was used for all MD simulations as this is the EPAC isoform for which experimental structures have been 

determined by X-ray crystallography in the absence and presence of the agonist Sp-cAMPS (3,4) and 

contains the functionally-essential CBD, which is highly homologous to the EPAC1h CBD (~81% sequence 

similarity and ~69% sequence identity).   Initial structures of the apo/inactive and holo/active states were 

obtained from X-ray crystal structures with PDB IDs 2BYV and 3CF6, respectively (3, 4) by deleting all 

amino acids other than residues 310-498 (i.e 175-363 in EPAC1h) and all water molecules from both 

structures.  In addition, the bound Sp-cAMPS molecule was replaced with the endogenous cAMP and an 

extra surface-bound Sp-cAMPS molecule was deleted from the structure as it was found to be in a crystal 

packing contact.  For clarity, the corresponding EPAC1h amino acid numbering is used in the remaining 

part of the manuscript, unless otherwise specified.  For further details, see Supplementary Materials (Page 

83).  

 

3.4 Results 

NMR chemical shift variations are sensitive reporters of the position of the inactive vs. active fast-

exchanging equilibrium of signalling proteins, such as EPAC (Figure S1 in the Supporting Material) (20).  

However, the commonly used compounded ppm changes, computed as ((0.2ΔδN)2+(ΔδH)2)  (9,13,14,17-

19) report only on the magnitude of the chemical shift variations caused by a mutation (Fig. 2, dashed 

circles) and not on the direction in which the given mutation affects the auto-inhibitory equilibrium.  For 

instance, Fig. 3a shows the combined ppm changes of apo-L273W vs. apo-Wt EPAC1149-318 and indicates 

that most of the regions subject to the largest ppm shifts caused by the L273W mutation in the apo-state 
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match quite well the sites displaying the most significant cAMP-dependent ppm changes for the Wt 

protein (Fig. 3a, grey zones) (17,18,20).  However, cAMP is an activator and the L273W mutant is inactive 

(5).  Thus the compounded ppm changes provide an effective quantification of the size of the ppm 

changes, but they are not sufficient to establish whether a mutation shifts the apo equilibrium towards 

the inactive or the active state. In order to quantify both the size and the direction of the perturbation 

caused by a mutation on the auto-inhibitory equilibrium, we introduce the projection analysis of NMR 

chemical shifts (Fig. 2).  We will first illustrate the chemical shift projection analysis (CHESPA) method and 

then validate and apply it to the EPAC system. 

 

Figure 2: Schematic illustration of the projection analysis of NMR chemical shifts.  The open and filled circles 
represent the apo-and holo-forms respectively, as labelled in the figure. Wt and mutant peaks are shown in dark and 
light grey, respectively. The compounded chemical shift between the apo-Mutant and the apo-Wt was calculated as 
the magnitude of vector A (i.e. |A|). Similarly the compounded chemical shift between the cAMP-bound Wt and 
apo-Wt was computed as |B|.  The modules of vectors A and B define the radii of the dashed circles centered on the 
Wt-apo peak. 

 

3.4.1 Chemical Shifts Projection Analysis (CHESPA) 

The compounded chemical shift difference between the apo-Wt and the apo-mutant was calculated 

as the magnitude of vector A in Fig. 2 connecting the apo-Wt and apo-mutant peaks (Fig. 2) and defined 

in the plane of the 1H and scaled 15N ppm coordinates. The scaling factor of the 15N ppm values is 0.2 (20). 

Similarly, the compounded chemical shift difference between the apo-Wt and the cAMP-bound Wt (holo-

form)  is computed as the magnitude of vector B in Fig. 2, which represents the ‘activation vector’ joining 

the apo/inactive to the holo/active state.  The projection of vector A onto B is a measure of the shift along 

the ‘activation vector’ caused by a given mutation.  To quantify the extent of activation (or inactivation) 
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achieved by a mutation in the absence of cAMP, the fractional shift (X) is calculated as the ratio of the 

component of vector A along vector B and the magnitude of vector B (i.e. |B|):   

||

cos||

B

A
X 






  

Eq. (1) 

where  is the angle between vectors A and B, as shown in Fig. 2. Considering that: 
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Equation (1) is equivalent to: 
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  Eq. (3) 

The fractional shift (X) is a scalar and is complemented by the cos(θ) value, which reports on the 

relative orientation of vectors A and B. Thus the projection analysis of NMR chemical shifts results in two 

key residue-specific descriptors of the perturbation caused by the mutation, i.e. the fractional shift (X) and 

the cos() (Fig. 2).  Only those residues with |B| > 0.05 ppm were considered further in the projection 

analysis in order to filter out the fractional shifts (X) affected by large experimental errors.  Specifically, 

because |B| is used to normalize the fractional shifts in Equation 3, a small value of |B| (e.g. |B| ≤ 0.05 

ppm) would result in an amplification of the experimental error affecting the measurement of X.  In other 

words, the vector B used as reference in the projection analysis must be reliable in order to result in 

meaningful fractional activation values.  Decreasing the |B| cut-off threshold value would introduce more 

‘noise’ in the projection analysis, whereas increasing this threshold value would filter out potentially 

informative residues as illustrated in the Supporting Material Table S1. 

The fractional shift, X is positive if the mutation shifts the auto-inhibition equilibrium towards the 

active state and negative otherwise.  The absolute value of X approaches 0 if the ppm variations caused 

by the mutation are negligible compared to those caused by cAMP binding and/or if vectors A and B are 

orthogonal (Fig. 2).  When the mutation and cAMP result in ppm changes of comparable magnitude and 

direction, |X| ~ 1 (Fig. 2).  The |cos()| values approach unity (i.e. |cos()| ~ 1) when the effect of the 

mutation is modeled exclusively based on the two-state active/inactive equilibrium, irrespective of the 

magnitude of the mutation-induced ppm changes, while |cos()| < 1 for residues that are more 

significantly affected by the mutation through nearest neighbour effects or other structural distortions 

caused by the mutation and not fully modeled by a shift in the two-state active/inactive equilibrium.  

Consequently, the presence of more than two states in the fast exchange regime would compromise the 

linear chemical shift patterns (Fig. S1) that are exploited by the CHESPA method.  This lack of linearity 
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would lead to |cos()| values below unity.  Thus, only residues with |cos()| values approaching unity are 

suitable reporters of the position of the two state auto-inhibitory equilibrium through the fractional shift 

(X).  The combined use of cos() and X will be illustrated and validated by the application of the CHESPA 

method to the well-characterized L273W inactive mutant. 

 

3.4.2 The EPAC auto-inhibitory equilibrium is sensitively probed through the projection analysis 

of NMR chemical shifts: the L273W mutant as a test case 

As a first validation of the projection analysis of NMR chemical shifts, we applied it to the apo-L273W 

vs. apo-Wt comparison (Fig. 3b,c, black bars).  The L273W mutation has been shown to promote 

inactivation (5,21) and therefore we expect a shift of the apo-EPAC conformational equilibrium towards 

the inactive state.  This prediction is confirmed by the projection analysis in Fig. 3b,c (black bars), as the 

fractional shift (X) is markedly negative for the residues with |cos()| approaching unity (Fig. 3b,c and Fig. 

4a).  Furthermore, the projection analysis of L273W bound to cAMP indicates that inactivation is 

preserved in the holo state (Figure S2 in the Supporting Material), in full agreement with the inability of 

cAMP to activate the L273W mutant (5). Therefore, in contrast to compounded chemical shift profiles, 

the chemical shift projection analysis provides an effective tool to establish how a given mutation affects 

the inactive vs. active equilibria of the EPAC CBD.  In the following sections, the projection analysis is 

utilized to assess the effect of point mutations on the auto-inhibitory apo-EPAC CBD equilibria.  
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Figure 3: The effects of the L273W and G238A mutations on apo-Wt. a) The compounded chemical shift profile of 
the apo-mutant relative to apo-Wt. The secondary structure of the apo form is shown as dashed lines.  The asterisks 
mark the sites of mutation.  Highlighted grey zones denote the sites subject to some of the most significant cAMP-
dependent ppm changes for the Wt protein.  b) Fractional shift toward activation achieved by the mutation in the 
absence of cAMP for residues with a compounded chemical shift between the apo-Wt and holo-Wt greater than a 
cut-off value of 0.05 ppm. c) Projection angle, which is also an indicator of the direction of chemical shift movement 
along (positive values) or against (negative values) the activation path (i.e. the vector B in Fig. 2). 
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Figure 4: Structural map of the fractional chemical shift changes (X ) induced by mutations in the apo-state for 
residues with |cos(θ)| > 0.9,  as identified from Figures 3 and 7. (a) L273W, (b) G238A, (c) Q270A and (d) E308A.   
There are a select few residues for which the fractional chemical shift change is negative (or positive in the case of 
apo-L273W) when |cos(θ)| > 0.9.  However, these residues cluster in the vicinity of the mutation and are excluded 
as they are likely affected by nearest neighbor effects and not captured by the two-state model as explained in the 
Results section.  The mutation site is indicated by a star symbol and illustrated with sticks. 

 

3.4.2 The projection analysis of the G238A mutant reveals that the highly conserved Gly238 of 

the β2-β3 loop contributes to auto-inhibition 

G238 of EPAC1 was chosen as a mutation site because this residue is more conserved across CBDs 

than L273/F300 (11,12) and is indirectly involved in bridging contacts between the PBC and the hinge helix 

(Fig. 1d).  In order to probe the contribution of G238 to auto-inhibition, we have purified the G238A 

EPAC1149-318 mutant and have assigned and analyzed the NMR chemical shifts (Fig. S1). The compounded 

chemical shifts for the apo-G238A vs. apo-Wt comparison are shown in Fig. 3a.  Based on Fig. 3a, it is clear 

that the G238A mutation causes significant long-range chemical shift perturbations that extend to regions 
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far removed from the site of the mutation (indicated by asterisk).  Remarkably, G238A affects all key 

allosteric loci controlled by cAMP, i.e. the PBC, the hinge helix (α6) and the adjacent α4 helix in the NTHB 

(Fig. 3a), similarly to L273W (Fig. 3a, black bars).  However, the projection analysis (Fig. 3b,c) reveals a 

marked difference between the L273W and G238A mutants in the apo-state.  Unlike apo-L273W, for apo-

G238A, most of the residues with |cos()| ~ 1 (Fig. 3c) are characterized by strikingly positive fractional 

shift (X) values (Fig. 4b).  For instance, for the hinge helix (α6) as well as the adjacent α4 helix, the majority 

of fractional shifts are in the ~0.4-0.5 range, clearly indicating that the G238A mutation causes a > 40 % 

shift of the conformational equilibria in the apo-EPAC1h CBD towards the active state, i.e. in the apo-

G238A mutant, the auto-inhibition is partially, but significantly, removed. Therefore the highly conserved 

G238 of the β2-β3 loop is a key contributor to CBD auto-inhibition, exerting an inhibitory control on the 

allosteric sites of the CBD, including the adjacent PBC and the distal C-terminal hinge helix region (Fig. 4b).  

In contrast, the G238A mutation has relatively negligible effects on the holo/active state of the CBD (Fig 

S2b,c), suggesting that, at the level of the CBD, the G238A mutation results in more pronounced  

perturbations on the auto-inhibitory equilibria than on activation (Fig 1a).  A possible explanation for the 

effect of G238 on the auto-inhibitory equilibria is through the CH-π interaction between the Cα of G238 

and the guanidinium moiety of a highly conserved arginine in the PBC, i.e. R279 in EPAC1, which has been 

reported to co-evolve with G238 (12).  In order to probe the effect of the G238A mutation on the CH-π 

interaction between G238 and the R279 guanidinium (Fig. 1d), we performed MD simulations on the EPAC 

CBD in three states: the Wt apo, the G238A mutant apo as well as the Wt cAMP-bound forms. 

 

3.4.3 Molecular dynamics simulations indicate that the apo/active mimicking mutation G238A 

leads to tighter G238/R279 CH-π interactions and quenched dynamics in the PBC/β2-β3 loop regions 

The MD simulations were first validated by computing the residue-specific α-helix probabilities (Fig. 

5).  We have previously shown by NMR spectroscopy that the most significant changes in secondary 

structure upon cAMP-binding are an increase in the helicity of α5 in the PBC and a concurrent helical 

unwinding in the C-terminal region of α6 in the hinge region (17,18).  These experimental observations 

are well reproduced by the simulated MD trajectories (Fig. 5a).  Furthermore, since the projection analysis 

of the NMR chemical shifts measured for apo-G238A indicates that this mutation causes a stabilization of 

the active conformation, we expect that, if the MD simulations are reliable, they should exhibit a 

stabilization of α5 and a C-terminal destabilization of α6 when Gly 238 is mutated to Ala in the apo-form 

of EPAC.  Figure 5a shows that indeed the MD trajectory computed for the apo-G238A mutant displays 

the experimentally observed trend for the variation in the helical profile of α5 and α6, indicating that, 
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despite the relatively brief 100 ns-time scale of the simulations, the MD trajectories capture at least 

qualitatively the trends observed experimentally through the projection analysis of the chemical shifts of 

G238A.  The qualitative agreement between the MD simulations and the NMR data suggests that the MD 

Figure 5: The effect of the G238A mutation as modeled by MD simulations. (a) Secondary structure analyses by DSSP 
over the course of the MD trajectories for the apo-Wt, the holo-wt, and the apo-G238A constructs.  The analysis is 
for the region spanning the α5 and α6 helices, which are known to be cAMP-dependent (17-20). (b) Time profile for 
the contact distances between the Cα of residue 238 and the heavy atoms of the R279 guanidinium group.  The 
color scheme is apo-Wt, holo-Wt, and apo-G238A. 
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trajectories are a useful tool to probe how the G238A mutation affects the CH-π interactions between the 

conserved Gly and Arg residues of the β2-β3 loop and PBC, respectively.   

Figure 5b reports the MD-simulated time profiles for the distances that define the CH-π G238/R279 

interaction.  The G238/R279 distances for the Wt EPAC construct (Fig. 5b, grey and black traces) indicate 

that cAMP binding results in a tightening of the CH-π interaction between these two residues (17,18).  

Figure 5b reports also the G238/R279 distances simulated for the apo-G238A mutant.  Interestingly, the 

G238A mutation results in a shortening of the 238/279 distances in the apo-form that is remarkably similar 

to that seen upon cAMP binding in the Wt construct (Fig. 5b).  Thus, both the G238A mutation and cAMP-

binding result in a tighter CH-π 238/279 interaction.  We therefore expect that, similarly to cAMP binding, 

the G238A mutation should lead to a quenching of dynamics for the PBC and β2-β3 loop regions.  This 

prediction is confirmed by the Procustean rotation analysis of the MD trajectories (Figure S3 in the 

Supporting Material), which indicates that the G238A substitution causes a net loss in the relative PBC/β2-

β3 loop dynamics of the apo-form.  This MD result is in full agreement with the order parameters of G238A 

(Fig. 6a,b; Fig. S4 in Supporting Material), indicating that this apo-state mutation causes a quenching in 

the ps-ns dynamics of the PBC and β2-β3 regions. 

Overall, the MD results suggest that G238 controls the auto-inhibitory equilibrium of EPAC through 

its interaction with the guanidinium of R279, which in turn modulates the dynamics and conformational 

entropy of the PBC and β2-β3 loop regions.  Based on this interpretation, G238A stabilizes the active 

conformation of the apo-state by reducing the entropic loss that occurs in the apo-inactive to apo-active 

transition (Fig. 1a).  This conclusion highlights the importance of the conformational entropy in the PBC 

and β2-β3 loop for the auto-inhibitory equilibrium of EPAC.  However, it should be considered that the 

G238A mutation not only shifts the auto-inhibitory equilibrium of EPAC, but also causes severe nearest-

neighbour perturbations both at the site of the mutation and in the adjacent PBC, as indicated by the large 

magnitude of the compounded chemical shift changes (Fig. 3a) and by the reduced cos() values observed 
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for these regions (Fig. 3c).  Consequently, we conclude that, while the G238A mutation is an excellent tool 

to evaluate the auto-inhibitory role of the β2-β3 loop, the auto-inhibitory contribution of entropic losses 

in the PBC and β2-β3 loop should be further confirmed through other apo/active state-stabilizing 

mutations that do not directly perturb the β2-β3 loop and are therefore less invasive in this region.  The 

E308A and Q270A mutations are extremely useful in this respect (Fig. 1d). 

Figure 6: a) Order parameter differences relative to apo-Wt.  The dashed horizontal line represents the standard 
deviation in the S2 difference between cAMP-bound Wt (18,21) and apo-Wt. b) Average differences in S2 for the 
regions subject to consistent dynamic quenching relative to apo-Wt when the apo-active state is stabilized in relation 
to the apo-inactive state. 
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3.4.4 The E308A and Q270A EPAC1 mutants provide a non-invasive ‘glimpse’ of the apo/active 

metastate 

The projection analysis of the chemical shifts of E308A and Q270A (Fig. 7b,c) shows that both mutants 

shift the apo conformational equilibria towards the active state, because the majority of residues with 

|cos()| ~ 1 display positive fractional activation values in the ~0.2 – ~0.3 range (Fig. 7b,c and Fig. 4c,d).  

In this respect, the E308A and Q270A mutants mimic the apo/active state, similarly to G238A, albeit to a 

smaller extent.  However, unlike G238A, the E308A and Q270A mutants do not cause severe nearest-

neighbour distortions in the PBC and β2-β3 loop, as indicated by |cos()| values close to unity for most 

of the residues in these regions (Fig. 4c,d).  E308A and Q270A are therefore minimally invasive apo/active-

stabilizing mutants in the EPAC1149-318 construct and as such they are ideally suited to test the hypothesis 

that the PBC and β2-β3 loop dynamics are quenched upon transition from the apo/inactive to apo/active 

state, causing an entropic penalty that prevents premature activation in the absence of cAMP, i.e. that 

promotes auto-inhibition.   

Figure 7: The effects of the E308A and Q270A mutations on apo-Wt (previous page). a) The compounded chemical 
shift profile of the apo-mutant relative to apo-Wt.  b) Fractional shift toward activation achieved by the mutation in 
the absence of cAMP, as in Fig. 3b. c) Projection angle as in Fig. 3c. 
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In order to quantify the losses in conformational entropy occurring in the apo/inactive to apo/active 

transition, we evaluated the order parameters, S2 (26) for apo-E308A and apo-Q270A (Fig. S4) and 

compared them to the corresponding apo-Wt values (Fig. 6a,b). A remarkable feature that emerges from 

Fig. 6 is that for both the β2-β3 loop and the PBC α5 helix, the order parameters measured for the Wt apo 

are consistently lower than those observed for the mutant apo-samples with increased relative 

populations of the active conformation (i.e. G238A, E308A and Q270A).  As shown in Fig. 6b, the average 

β2-β3 and α5 S2 enhancement relative to apo-Wt is consistently positive for both apo-mutants, similarly 

to G238A and to the Wt cAMP-bound (holo) state.  We therefore conclude that the β2-β3 and PBC-α5 

regions promote auto-inhibition by contributing a conformational entropy loss in the inactive-to-active 

conformational transition. 

 

3.5 Discussion 

 

3.5.1 The auto-inhibition determinants of EPAC extend beyond the L273/F300 pair of the 

hydrophobic hinge and include the β2-β3 loop and the α5 

The mechanism of auto-inhibition in EPAC has been previously rationalized in terms of the 

hydrophobic hinge hypothesis (4,5), whereby the reorientation of the hinge helix towards the β-

subdomain required for activation is prevented by a steric clash between the L273 in α5 and F300 in α6 

(Fig. 1c).   Our NMR data supports this mechanism, as the projection analysis of the chemical shifts of 

L273W shows that this bulky mutant shifts the apo conformational equilibrium towards the inactive state.  

However, the NMR investigation of the other mutations included in this study clearly reveals that the 

L273/F300 steric hindrance is not the only determinant of EPAC auto-inhibition.  Several other structural 

elements of the CBD of EPAC contribute to the control of the inactive vs. active conformational equilibrium 

of the CBD in the absence of cAMP.  Here we have identified two such elements, i.e. the α5 in the PBC and 

the β2-β3 loop.  The β2-β3 loop has been previously shown to play a key role in the cAMP-dependent 

activation of EPAC (17,18,20,21), but its contribution to auto-inhibition, i.e. to the selective stabilization 

of the apo/inactive vs. apo/active state, was not anticipated before.  In the following sections we discuss 

the mechanism utilized by these structural moieties to control the position of the auto-inhibitory 

equilibrium of EPAC. 

 



Ph.D. Thesis – Rajeevan Selvaratnam  McMaster University, Chemical Biology 
 

79 
 

3.5.2 Entropic control of auto-inhibition by α5 and the β2-β3 loop 

The comparative analysis of the G238A, Q270A and E308A mutants indicates that whenever the 

apo/active state is stabilized relative to the apo/inactive state (Fig. 1a), the dynamics of the β2-β3 and α5 

regions is consistently reduced.  This result fully supports the hypothesis that the β2-β3 loop and the α5 

in the PBC help control the position of the apo/inactive vs. apo/active equilibrium by imposing an 

unfavourable entropic loss as their ps-ns dynamics are quenched in the inactive-to-active conformational 

transition.  A similar quenching of dynamics was previously reported for the β2-β3 loop and the α5 helix 

upon cAMP binding to Wt EPAC1 as measured by 15N relaxation measurements (17).  However, in the 

absence of cAMP, this entropic penalty does not appear to be fully compensated by the enthalpic gain 

resulting from the tighter G238/R279 Cα-π and L273/F300 Van der Waals contacts in the apo/active vs. 

apo/inactive structures.   This conclusion highlights how flexible regions in the apo-form can be a critical 

molecular determinant of auto-inhibition. 

 

3.5.3 The investigated determinants of auto-inhibition in EPAC CBD are non-degenerate and lead 

to enhanced specificity in the ligand-dependent activation. 

The main goal of this work was to identify key determinants of auto-inhibition in the cAMP-binding 

domain (CBD) of EPAC, which serves also as a model system for other eukaryotic CBDs.  The isolated CBD 

model used here (i.e. EPAC1149-318) is ideally suited for this purpose.  In addition, we anticipate that, if the 

NMR data on the CBD are functionally relevant, a shift towards activation in the auto-inhibitory 

equilibrium of the apo-CBD should result in decreased AC50 and increased kmax values (27) as measured 

from bioassays (Fig. S5).  This prediction is confirmed not only in the extreme case of L273W as discussed 

above (5), but also in the case of Q270A and E308A, for which published AC50 and kmax values are available 

(Table S2) (27), suggesting that, at least on a qualitative basis, the NMR data on the isolated CBD bears 

some functional significance.   However, a quantitative correlation between the NMR and the bioassay 

data (i.e. AC50 and kmax values) is not warranted at this stage, because the construct used in our NMR 

studies is a fragment of the multi-domain EPAC proteins typically required for functional assays.  These 

longer constructs include additional auto-inhibitory elements that involve other domains.  For instance, 

the so-called ionic latch (IL) is a set of salt bridges between the regulatory and catalytic regions of EPAC, 

which selectively stabilizes the closed inactive topology of EPAC.  We therefore expect that the correlation 

between the NMR results on the isolated CBD and the bioassay data to be only qualitative (Table S2).  

Despite these limitations, a striking feature of auto-inhibition emerging from this NMR mutational study 
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is that the suppression of a single auto-inhibition determinant, among those investigated here, is 

insufficient to elicit a complete shift toward activation, i.e. no single mutation out of those tested is able 

to completely mimic the activation obtained at saturating cAMP concentrations.  This observation 

suggests that it is necessary to simultaneously suppress multiple auto-inhibitory determinants in order to 

obtain a complete shift toward the active state.   In this respect, the different structural elements of the 

CBD involved in auto-inhibition (i.e. α5, β2-β3 loop and α6) are non-degenerate and we propose that such 

lack of degeneracy in the auto-inhibition mechanism of EPAC confers added specificity towards cAMP. 

Overall, the requirement that multiple auto-inhibitory determinants must be simultaneously and 

collectively suppressed builds into the CBD a molecular switch with increased specificity towards the 

cAMP ligand.   

 

3.5.4 Concluding Remarks 

The mutations utilized in this study suggest that the previously proposed hydrophobic hinge 

hypothesis based on the L273/F300 steric clash is not sufficient alone to account for all the molecular 

determinants of EPAC auto-inhibition.  First, several other highly conserved motifs within the CBD 

contribute to auto-inhibition, including the β2-β3 loop and the α5 helix.  Second, these conserved 

structural elements fine-tune the auto-inhibitory equilibrium of EPAC for optimal cAMP sensitivity not 

only through steric and van der Waals interactions, as previously proposed, but also through entropic 

losses arising from regions that are more dynamic in the apo/inactive state relative to the apo/active 

state. Third, the multiple auto-inhibitory determinants identified here appear to be non-degenerate with 

respect to the complete activation of EPAC, suggesting that their collective suppression is required for full 

EPAC activity.  Such non-degeneracy provides an effective means to enhance the specificity of the 

allosteric effectors that act on the EPAC “molecular switch”.  Finally, we anticipate that the concepts and 

methods illustrated here will be useful also for other systems.  For instance, the novel chemical shift 

projection analysis (CHESPA) proposed here will likely be useful in evaluating how mutations modulate 

the position of conformational equilibria for domains that function as allosteric sensors in the regulation 

of signalling pathways (28-30). 
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3.8 Supplementary Materials: MD Simulation Protocol 

All MD simulations were performed using the NAMD 2.7 software (S1) on the Shared Hierarchical 

Academic Research Computing Network (SHARCNET).  The CHARMm27 force field was used for all 

simulations and the simulations were set up to mimic experimental conditions utilized in previous 

solution-state studies of EPAC: a pH of 7.6; explicit water (with periodic boundary conditions) with a 50 

mM concentration of NaCl; a constant temperature of 34°C (307 K); and a constant external pressure of 1 

atm.  Protein structure coordinate and parameter files (with hydrogen atoms) for the EPAC2 structures 

were constructed using the “Psfgen” module of VMD 1.8.6.  Parameters for cAMP were constructed from 

the parameters for the adenine ribonucleotide (“ADE” in the CHARMm force field) by applying the force 

field’s intrinsic “CY35” patch function.  Amino acid substitutions present in the simulated EPAC2 mutants 

were also introduced using the “Psfgen” module, by applying the module’s intrinsic “mutate” routine to 



Ph.D. Thesis – Rajeevan Selvaratnam  McMaster University, Chemical Biology 
 

84 
 

the affected amino acid residues.  In order to mimic a pH of 7.6, hydrogen atoms were added such that 

all His side chains were in their deionized τ-state and the N-/C-termini and all Asp, Glu, Arg and Lys side 

chains were in their ionized states.  The structures were then immersed in a box of TIP3P water molecules 

using the Solvate module of VMD 1.8.6, ensuring a minimum distance of 12 Å between the protein and 

the edge of the solvent box.  Salt ions (Na+ and Cl-) were added to the solvent box using the Autoionize 

module of VMD 1.8.6, such that the system was neutralized and the effective NaCl concentration in the 

solvent was 50 mM.   

Initial energy minimizations were performed using the conjugate gradient algorithm of NAMD.  

Minimization was performed for 5000 steps with harmonic position restraints on the protein backbone 

(force constant of 300.0 kcal/mol·Å2), followed by an additional 2000 steps without restraints.  During 

minimization, a cut-off of 15 Å was utilized for all non-bonded energy calculations.  Electrostatic 

interactions beyond the cut-off distance were computed using the Particle Mesh Ewald (PME) algorithm, 

with a tolerance of 10-6 and a maximum grid spacing of 1.0 Å.  Molecular dynamics simulations were then 

performed under periodic boundary conditions, beginning from the energy-minimized initial structures.  

A time-step of 1.0 fs was implemented throughout the simulations.  All water molecules were constrained 

to their equilibrium geometries using the SETTLE algorithm and all covalent bonds to hydrogen were 

constrained using the SHAKE algorithm.  A cut-off of 12 Å with PME implementation was utilized for non-

bonded energy calculations during the simulations.  Short-range non-bonded and long-range electrostatic 

interactions were evaluated every 2.0 fs and 4.0 fs, respectively, using the RESPA multiple timestep 

integrator.  All minimizations and simulations were executed on a 2.83 GHz octuple-core Xeon cluster, 

using 56 CPUs per run. 

The structures were heated linearly from 0 K to 307 K over 200 ps at constant volume, using the 

velocity reassignment protocol of NAMD.  The heated structures were then simulated at 307 K and 

constant volume (NVE ensemble) for another 1.0 ns, to allow a period of temperature equilibration prior 

to introducing pressure regulation.  Next, the structures were simulated at a constant temperature and 

pressure (NPT ensemble) for 1.0 ns, to allow a period of temperature and pressure equilibration prior to 

the NPT production run.  A constant temperature of 307 K was maintained using the Langevin dynamics 

algorithm, with a Langevin damping coefficient of 1.0 ps-1.  A constant pressure of 1 atm (1.01325 bar) 

was maintained using the Nosé-Hoover Langevin piston method, with a barostat oscillation period of 

200.0 fs and a barostat damping time scale of 100.0 fs.  Throughout the heating and equilibration runs, 

weak harmonic position restraints were imposed on the protein backbone (force constant of 5.0 



Ph.D. Thesis – Rajeevan Selvaratnam  McMaster University, Chemical Biology 
 

85 
 

kcal/mol·Å2), to permit equilibration of the protein side chains and solvent without altering the protein 

backbone.  Finally, production-run simulations were performed at a constant temperature and pressure 

(NPT ensemble) without restraints.  These runs were executed for 110 ns, in order to obtain a 100 ns 

trajectory for analysis, while allowing for a final unrestrained equilibration period of 10 ns before the 100 

ns trajectory.  A constant temperature and pressure were maintained using the NPT protocol described 

above.  During the production runs, structures were saved every 10000 timesteps (i.e. every 10.0 ps) for 

subsequent analysis. 

Principal Component and Procrustean Rotation Analysis: Assessment of Differences in the Amplitudes 

of Inter-Residue Distance Fluctuations - To examine patterns in the amplitudes of inter-residue distance 

fluctuations within the EPAC2 construct, and how these patterns compare between simulated states of 

the construct, a Procrustean rotation analysis was performed on the MD trajectories.  In this method, a 

principal component analysis is first performed on structures obtained from each simulation to be used 

for comparison, with inter-α-carbon distances as input variables (S2).  The resulting principal component 

(PC) vectors are computed such that they optimally describe the patterns of fluctuation within the peptide 

structures, and how the fluctuation is distributed among the inter-α-carbon distances.  The analysis is 

performed on inter-α-carbon distances because such variables have been previously shown to be the most 

reliable protein backbone structure descriptors for use in PC calculations.  Following computation of the 

PC vectors, a comparison of two simulations is performed by orthogonal Procrustean rotation, followed 

by computation of factor loading deviations to examine differences in the amplitudes of inter-α-carbon 

distance fluctuations. 

The analysis procedure starts with an (M x N) matrix of all M inter-α-carbon distances to be examined, 

for each of the N structures obtained from a simulation of interest (S2).  The distance fluctuations in this 

matrix are then centered relative to the respective mean and normalized in accordance with the standard 

deviation values of each distance:  

                                                                                   (S1) 

where disti,k is the ith inter-α-carbon distance from the kth structure; Ndisti,k is the corresponding 

normalized inter-α-carbon distance; and <disti> and Sdist(i) are the mean and standard deviation, 

respectively, of the ith inter-α-carbon distance across all N structures.  From the normalized distance 

matrix, an (M x M) correlation matrix R is computed as follows: 
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                                                                       (S2) 

where Ri,j is the computed correlation coefficient for the ith and jth inter-α-carbon distances; and Ndisti,k is 

the ith normalized inter-α-carbon distance from the kth structure (S2).   

The computed matrix R is then loaded into the PDSYEVX routine of the ScaLAPACK software package 

for diagonalization.  The (M x M) matrix U, which contains M normalized eigenvectors, diagonalizes matrix 

R as follows:  

                       Λ = UTRU                                                                                          (S3) 

where UT is the transpose of matrix U and Λ is a diagonal matrix that contains the corresponding 

eigenvalues.  The eigenvalues and eigenvectors computed by PDSYEVX are sorted in order of decreasing 

eigenvalue and the first P eigenvalues and eigenvectors are selected for subsequent processing.  The P 

selected eigenvectors are then scaled according to the respective eigenvalues to obtain an (M x P) matrix 

of principal component (PC) vectors called Fac:  

                                                                                                      (S4) 

where Faci,j is the factor loading for the ith inter-α-carbon distance and jth PC; and Ui,j and λj are the 

corresponding eigenvector and eigenvalue (S2).   

Once the principal component (PC) vectors have been obtained for two simulations of interest (e.g. 

for Wt-apo and Mutant-apo), a Procrustean rotation is used to rotate the P selected PC vectors from one 

simulation such that they optimally superimpose onto those from the other simulation (S2).  An optimal 

superposition is deemed to have been achieved when the following minimization criterion has been met:  

 

                                                                  (S5) 

where Roti,j
2 is the Procrustean-rotated squared factor loading computed from one simulation for the ith 

inter-α-carbon distance and jth PC; and Tari,j
2 is the corresponding un-rotated squared factor loading 

computed from the other simulation, to which the first simulation is to be compared.  Such rotation 

ensures that when differences between the simulations are subsequently computed, the two data sets 

will be positioned in comparable reference frames in multidimensional space.   
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The analysis was carried out using a Fortran-based software package, in which the PC calculations 

were performed with SHARCNET’s AMD ScaLAPACK library (S2).  All analyses were performed on residues 

310-462 of the EPAC2 construct, in order to exclude C-terminal conformational fluctuations that could 

obscure results of interest in the CBD.  In addition, a total of 100 PCs were utilized from each simulation, 

as these PCs captured 80-90 % of the total inter-α-carbon distance variance from the simulations.  All PC 

calculations were run on 16 CPUs of a 2.2 GHz quad-core Opteron computer system at SHARCNET, and 

the subsequent Procrustean rotations were run as single-CPU routines.  The resulting squared factor 

loadings were used to compute the factor loading deviation for each inter-α-carbon distance as follows:  

                                                      (S6) 

where Roti,j
2 and Tari,j

2 are defined as above and the sum of differences is computed across all 100 PCs 

selected for the analysis.  Finally, the factor loading deviations were plotted as two-dimensional graphs, 

which display differences in the amplitudes of backbone structure fluctuations for all pairs of α-carbon 

atoms examined – i.e. on a per-inter-α-carbon-distance basis. 

 

3.8.1 Supplementary Materials: References 

 
S1) Phillips, J.C., R. Braun, …, and K. Schulten 2005. Scalable molecular dynamics with NAMD. J. 

Comput. Chem. 26, 1781-1802. 
 
S2) Oblinsky, D.G., B.M.B. VanSchouwen, …, and S.M. Rothstein 2009. Procrustean rotation in concert 

with principal component analysis of molecular dynamics trajectories: Quantifying global and local 
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3.9 Supplementary Figures:  
 

 

Figure S1: Representative region of the [15N-1H] HSQC spectra of apo-Wt (grey) and cAMP-bound (holo) Wt (black) 
superimposed with the [15N-1H] HSQC spectra of mutants: apo-L273W (blue) and apo-G238A (red). 
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Figure S2: The effects of the L273W (black) and G238A (red) mutations in the presence of cAMP.  a) The compounded 
chemical shift profile of the cAMP-bound mutant relative to cAMP-bound Wt.  b) Fractional shift toward 
activation/inactivation as achieved by the mutation in the presence of cAMP. c) Projection angle as in Fig. 3c. 

 

Figure S3: Results of the Procrustean rotation analysis of the MD simulations. The residue numbering refers to 
EPAC2. The area corresponding to the β2-β3 loop and the PBC is boxed in black lines.  Dynamics in these regions are 
subject to quenching either due to the G238A mutation (upper triangular half) or cAMP (bottom triangular half). 
Refer to Supplementary Materials for more details. 
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Figure S4: Order parameters (S2) for the fast (ps-ns) dynamics of the apo-Wt, apo-G238A, apo-Q270A and apo-
E308A.   
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Figure S5: (a) Two-state thermodynamic model for the cAMP-dependent activation of EPAC.  This model is defined 
by three key parameters: L = [Inactive]Apo/[Active]Apo, which is the equilibrium constant for the apo/inactive vs. 
apo/active equilibrium (i.e. auto-inhibitory equilibrium); Kd,Inactive and Kd,Active, which are the dissociation constants 
for the binding of cAMP to the inactive and active conformations, respectively.  In the case of EPAC, the exact 
values for L, Kd,Inactive and Kd,Active are not known.  However, for illustrative purposes it is useful to note that setting 
L = 102, Kd,Inactive = 500 µM and Kd,Active = 0.5 µM results in an activation profile in the experimentally observed [cAMP] 
range (panel (b); blue curve).  The activation profiles were computed based on the following equation: Fractional 
Activation = 1/(1+Lapp) with Lapparent = L(1+([cAMP]/Kd,Inactive))/(1+([cAMP]/Kd,Active)), where [cAMP] is the 
concentration of free cAMP. (b) Effect of a reduction of L on the activation profile. Simulated activation profile for 
wt EPAC (blue) and for a mutant (red) with reduced L value (e.g. L = 50 with unchanged Kd,Inactive and Kd,Active). A 
reduced L models a shift of the apo auto-inhibitory equilibrium towards activation, similarly to what is observed 
through the NMR projection analysis for the Q270A and the E308A CBD mutants (Figure 7). Overall, a shift of the 
auto-inhibitory equilibrium towards activation results in decreased AC50 and increased kmax values (grey arrows), 
as also observed experimentally for the Q270A and the E308A CBD mutants (Table S2). 
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3.10 Supplementary Tables 
 

Table S1: Fractional shifts for apo-L273W from projection analysis with varying cut-off 

|B| cut-off: 0.025 |B| cut-off: 0.05 |B| cut-off: 0.1 
Residue X, when 

|cos (θ)| 
>0.90 

Residue    All X Residue    X, when 
|cos (θ)| 
>0.90 

Residue All X Residue    X, when 
|cos (θ)| 
>0.90 

Residue All X 

295 
219 
265 
247 
236 
277 
194 
263 
220 
180 
213 
275 
221 
214 
307 
211 
303 
229 
216 
179 
294 
268 
305 
308 
243 
231 
226 
296 
230 
286 

5.6417 
1.4105 
0.9237 
0.8904 
0.4859 
0.4091 
0.2540 
-0.2476 
-0.3176 
-0.3741 
-0.4148 
-0.5506 
-0.5807 
-0.5840 
-0.6782 
-0.7223 
-0.7346 
-0.7391 
-0.7401 
-0.8506 
-0.9119 
-0.9738 
-0.9814 
-1.1205 
-1.9546 
-2.3173 
-2.6512 
-2.7131 
-2.8985 
-3.0738 

295 
219 
265 
247 
248 
236 
277 
246 
289 
194 
250 
293 
252 
280 
282 
207 
285 
301 
287 
263 
178 
220 
174 
180 
213 
299 
233 
275 
176 
221 
214 
267 
307 
211 
303 
229 
216 
192 
249 
302 
179 
294 
304 
268 
305 
308 
237 
243 
262 
231 
226 
296 
230 
286 

5.6417 
1.4105 
0.9237 
0.8904 
0.8727 
0.4859 
0.4091 
0.4088 
0.2653 
0.2540 
0.1523 
0.0220 
0.0052 
-0.0002 
-0.0222 
-0.0853 
-0.1086 
-0.1568 
-0.1773 
-0.2476 
-0.3099 
-0.3176 
-0.3218 
-0.3741 
-0.4148 
-0.4716 
-0.4774 
-0.5506 
-0.5694 
-0.5807 
-0.5840 
-0.5852 
-0.6782 
-0.7223 
-0.7346 
-0.7391 
-0.7401 
-0.7444 
-0.7904 
-0.8371 
-0.8506 
-0.9119 
-0.9371 
-0.9738 
-0.9814 
-1.1205 
-1.8461 
-1.9546 
-2.0320 
-2.3173 
-2.6512 
-2.7131 
-2.8985 
-3.0738 

219 
265 
277 
263 
220 
180 
213 
275 
221 
214 
307 
211 
303 
229 
216 
294 
268 
305 
308 
231 

1.4105 
0.9237 
0.4091 
-0.2476 
-0.3176 
-0.3741 
-0.4148 
-0.5506 
-0.5807 
-0.5840 
-0.6782 
-0.7223 
-0.7346 
-0.7391 
-0.7401 
-0.9119 
-0.9738 
-0.9814 
-1.1205 
-2.3170 

219 
265 
277 
246 
252 
280 
282 
207 
301 
263 
220 
180 
213 
299 
275 
221 
214 
267 
307 
211 
303 
229 
216 
249 
302 
294 
304 
268 
305 
308 
231 

1.4105 
0.9237 
0.4091 
0.4088 
0.0052 
-0.0002 
-0.0222 
-0.0853 
-0.1568 
-0.2476 
-0.3176 
-0.3741 
-0.4148 
-0.4716 
-0.5506 
-0.5807 
-0.5840 
-0.5852 
-0.6782 
-0.7223 
-0.7346 
-0.7391 
-0.7401 
-0.7904 
-0.8371 
-0.9119 
-0.9371 
-0.9738 
-0.9814 
-1.1205 
-2.3173 

277 
220 
275 
214 
307 
211 
303 
216 
294 
268 
305 
308 

0.4091 
-0.3176 
-0.5506 
-0.5840 
-0.6782 
-0.7223 
-0.7346 
-0.7401 
-0.9119 
-0.9738 
-0.9814 
-1.1205 

277 
252 
280 
282 
301 
220 
299 
275 
214 
307 
211 
303 
216 
302 
294 
268 
305 
308 

0.4091 
0.0052 
-0.0002 
-0.0222 
-0.1568 
-0.3176 
-0.4716 
-0.5506 
-0.5840 
-0.6782 
-0.7223 
-0.7346 
-0.7401 
-0.8371 
-0.9119 
-0.9738 
-0.9814 
-1.1205 
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Table S2: Functional Bioassay Data for Q270A and E308A EPAC mutants from ref. (27). 

EPAC Construct AC50 / μM Relative kmax 

Wt 50 1 

Q270A 40 1.7 

E308A 15 3.0 
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Chapter 4 

The Auto-inhibitory Role of the EPAC Hinge Helix as Mapped by NMR  

4.1 Author’s Preface 

The work presented in this chapter has previously been published and is reproduced here under the 

Creative Commons Attribution License.  Full citation is as follows: 

Selvaratnam, R., M.T. Mazhab-Jafari, R. Das, and G. Melacini. 2012. The auto-inhibitory role of the EPAC 

hinge helix as mapped by NMR. PloS one. 7: e48707. 

I conducted most of the experiments necessary for the manuscripts.  Mohammad T. Mazhab-Jafari 

and Dr. Rahul Das generated and assigned the de305 mutant.  Mohammad T. Mazhab-Jafari performed 

the saturation transfer difference experiments.  I co-wrote the manuscript with Dr. Giussepe Melacini. 
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4.2  Abstract 

The cyclic-AMP binding domain (CBD) is the central regulatory unit of exchange proteins activated by 

cAMP (EPAC).  The CBD maintains EPAC in a state of auto-inhibition in the absence of the allosteric 

effector, cAMP.  When cAMP binds to the CBD such auto-inhibition is released, leading to EPAC activation.  

It has been shown that a key feature of such cAMP-dependent activation process is the partial 

destabilization of a structurally conserved hinge helix at the C-terminus of the CBD.  However, the role of 

this helix in auto-inhibition is currently not fully understood.  Here we utilize a series of progressive 

deletion mutants that mimic the hinge helix destabilization caused by cAMP to show that such helix is also 

a pivotal auto-inhibitory element of apo-EPAC.  The effect of the deletion mutations on the auto-inhibitory 

apo/inactive vs. apo/active equilibrium was evaluated using recently developed NMR chemical shift 

projection and covariance analysis methods. Our results show that, even in the absence of cAMP, the C-

terminal region of the hinge helix is tightly coupled to other conserved allosteric structural elements of 

the CBD and perturbations that destabilize the hinge helix shift the auto-inhibitory equilibrium toward the 

apo/active conformations.  These findings explain the apparently counterintuitive observation that cAMP 

binds more tightly to shorter than longer EPAC constructs. These results are relevant for CBDs in general 

and rationalize why substrates sensitize CBD-containing systems to cAMP.  Furthermore, the NMR 

analyses presented here are expected to be generally useful to quantitatively evaluate how mutations 

affect conformational equilibria. 
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4.3 Introduction 

The cAMP binding domain (CBD) is an ancient regulatory module found throughout multiple proteins 

with diverse functions (1-3).  For example, in prokaryotes, a CBD is present in the transcription factor, 

catabolite activator protein (CAP) (4, 5).  In eukaryotes, CBDs are found in Protein Kinase A and G (1,2,6-

18) , in transport proteins, hyperpolarization activated and cyclic-nucleotide modulated (HCN) channels 

(19,20), as well as in the guanine nucleotide exchange factors, EPAC (Fig. 1) (3,10,21-28).  Although, these 

aforementioned proteins are functionally diverse, the embedded CBD(s) play a similar allosteric role – 

regulation by means of auto-inhibition (29,30), i.e. the CBDs maintain a state of inactivity in the absence 

of the endogenous agonist, cyclic-AMP (cAMP) (22,23,25,27,31,32).  Binding of cAMP acts by releasing the 

inhibition exerted by the auto-inhibiting determinants of the CBDs  

The CBDs are typically characterized by an eight stranded jelly-roll β-sandwich, flanked by helices at 

the N- and C-termini as well as a small intervening helix situated between strands β6 and β7 (Fig. 1a,b) 

(1,2).  Recent methods aimed at comparing patterns of amino acid conservations in sequence (1) and in 

space (2) have identified four conserved structural elements that are universally present in eukaryotic 

CBDs: the N-terminal helical bundle, the β2-β3 loop, the phosphate binding cassette (PBC) and the hinge 

helix (2).  Previous investigations on the CBD of EPAC1, have established the former three structural 

elements as crucial determinants underlying auto-inhibition (10,21,27).  However, the role of the hinge 

helix as an auto-inhibitory determinant of the EPAC CBD is currently not fully understood. 

The last two turns of the EPAC hinge helix (called α6, Fig. 1a) partially unfold as α6 rotates towards 

the α5 helix of the PBC upon cAMP binding (Fig. 1b) (21,28,33).  This hinge rotation has been rationalized 

as a consequence of the cAMP-induced repositioning of the PBC L273 residue, which contacts with F300 

in the hinge helix.  The repositioning of the conserved L273, and consequently F300, retracts the hinge 

helix toward the PBC helix upon activation (Fig. 1b) (23,25,27,31).   

Recent studies mapping the EPAC allosteric network through chemical shift covariance analysis 

(CHESCA) have revealed that L273 and F300 are part of a larger cluster of allosteric residues, which 

includes also a hydrophobic spine at the interface between the α4 and α6 helices (Fig. 1d) (26).  Such spine 

spans residues in the C-terminal end of the hinge helix that unwinds upon cAMP binding (i.e. 305-310, Fig. 

1d).   
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Figure 1: The CBD of EPAC and the domain organization.  a) The regulatory region consists of the DEP (disheveled 
Egl-10 pleckstrin) domain and the cAMP binding domain (CBD), colored grey.  The catalytic region includes the CDC25 
homology domain (CDC25HD), the Ras exchange motif (REM), and Ras association (RA) domain.  The dashed red 
lines illustrate an expanded view of the sequence alignment of CBDs for the regions spanning the PBC α5 helix to the 
Hinge Helix.  The corresponding secondary structure is shown above the sequence. The asterisks mark the site of 
termination in the deletion mutants.  b) The structure of the CBD of apo-EPAC is shown in grey, whereas the major 
changes caused by cAMP (black spheres) binding are shown in orange.  The curved black arrow illustrates the 
transition of the hinge helix from the apo-form (grey; PDB ID: 2BYV) to the holo form (orange; PDB ID:3CF6). c) The 
thermodynamic cycle of cAMP dependent EPAC activation. Dashed lines encircle the equilibrium between the 
apo/inactive and apo/active states, i.e. the auto-inhibitory equilibrium. d) The hydrophobic “spine”, a network of 
residues involving the hydrophobic contacts between the hinge helix and adjacent helices (α4 and α5). 

 

Based on these observations, here we hypothesize that the C-terminal residues of the hinge helix (i.e. 

residues 305-310) are key determinants of EPAC auto-inhibition and that perturbations that destabilize 

the helix or induce unwinding shift the apo/inactive vs. apo/active pre-equilibrium toward the latter state, 

i.e. an active state without cAMP (Fig. 1c).  To test this hypothesis, we designed three successive deletion 

mutations of the 149-318 EPAC1 construct (10,21), which spans the CBD and which from here on forth 

will be referred to as the Wt-EPAC.  Specifically, these mutants are C-terminally truncated at positions 

305, 310, and 312 (called de305, de310, and de312, respectively from here on forth) and act as 
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perturbations that destabilize the hinge helix of apo-EPAC, mimicking the cAMP-induced unwinding (Fig. 

1b). 

In order to explore how the mutations affect the inactive vs. active conformational equilibrium of apo-

EPAC, we employed the previously proposed chemical shift projection analysis (CHESPA), which provides 

residue-specific fractional shift towards activation for each mutant (Fig. 2a) (27).  In addition, the allosteric 

role of the hinge helix was further probed by the chemical shift covariance analysis (CHESCA), for which 

mutations were utilized as source of perturbations, unlike in previous CHESCA applications where cAMP 

and analogs were used to perturb the allosteric system (26). 

 

Figure 2: Chemical shift projection analysis (CHESPA) using mutations as perturbations.  a) Schematic of CHESPA.  
Open circles indicate HSQC peaks of the apo-forms, whereas the filled circle represents the holo form (cAMP bound) 
HSQC peak.  The green open circle represents the apo-mutant.  The compounded chemical shift between the 
Wt(apo) and Wt(holo) was computed as the magnitude of the vector B, |B|.  Similarly the compounded chemical 
shift between the Wt(apo) and Mutant(apo) was calculated as |A|.  The magnitude of vectors A and B define the 
radii of the dashed circles centered on the Wt(apo) peak (b) Representative regions of the [15N-1H] HSQC spectra of 
Wt(apo) (grey) and cAMP-bound, Wt(holo) (black) overlaid with the [15N-1H] HSQC spectra of apo-Mutants: de312 
(red), de310 (blue), de305 (green).  Arrows indicate the direction of shift toward activation and dashed contour lines 
enclose peaks of the same residues. 
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Our results confirm the hypothesis that the C-terminal residues of the hinge helix (i.e. residues 305-

310) are a pivotal determinant of EPAC auto-inhibition, showing that the hinge helix is extensively coupled 

to the other conserved allosteric elements of the CBD, even in the absence of cAMP.  These results also 

lead to the counter-intuitive prediction that deletion of this C-terminal region causes an enhancement in 

cAMP-affinity, due to an increase in the apo/active relative population.  This unexpected prediction was 

corroborated by the measurement of cAMP-binding isotherms through saturation transfer difference 

(STD) NMR experiments and the relevance of these results for the substrate-dependent sensitization to 

cAMP is also discussed (34,35). 

 

4.4 Materials and Methods 

Sample preparation: The deletion mutations de312, de310, and de305 were generated by inserting a 

stop codon at position 313, 311, and 306, respectively, by PCR in the Wt construct (EPAC1149-318) and 

confirmed by DNA sequencing.  Wt and all mutant constructs including E308A were purified and labelled 

according to published methods (26).   

NMR Measurements: Spectra were acquired with a Bruker Avance 700-MHz spectrometer equipped 

with a 5 mm TCI cryoprobe at 306 K.   Gradient and sensitivity enhanced [1H-15N] heteronuclear single 

quantum coherence (HSQC) were recorded for a total of 8 scans per t1 point.  The number of digitized 

complex points were 256 and 1024 for the 15N and 1H dimensions, respectively, with an inter-scan delay 

of 1 sec.  Carrier frequencies of the 15N and 1H channels were centered on water and the backbone amide 

region, respectively.  All spectra were processed using NMRPipe (36) with linear prediction and a 

resolution-enhancing 60° shifted squared sine bell window function for HSQC spectra. Cross-peaks were 

assigned and integrated using Gaussian line-fitting in SPARKY (37).  Assignments were obtained using 

triple-resonance experiments (21,38).  All samples were referenced using the internal referencing 

compound 15N-Ac-Glycine. 

Chemical Shift Projection Analysis (CHESPA): The projection analysis descriptors, i.e. the cos Θ values, 

the fractional activations X and the compounded chemical shift differences between the apo-Wt and the 

apo-mutants (Fig. 2a) were computed as previously described (27).  In brief, the compounded chemical 

shift difference between the apo-Wt and the apo-mutants was calculated as the magnitude of vector A in 

Figure 2a.  Similarly, the compounded chemical shift difference between the Wt(apo) and the Wt(holo) 

was calculated as the magnitude of the activation vector B in Figure 2a.   The chemical shift (ppm) of the 
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15N was downscaled by a factor of 0.2, as indicated in Figure 2a.  The cos Θ and fractional activation X 

were calculated as:   

||||
cos

BA

BA





  (Equation 1)  

2|| B

BA
X 




  (Equation 2) 

Chemical Shift Covariance Analysis (CHESCA): The inter-residue correlation matrix (Figure 5) was 

generated according to published protocols (26).  However, in contrast to previous applications of 

CHESCA, the perturbation set was composed of select mutations that destabilize the C-terminal end of 

the hinge helix.  Such mutations were analyzed in the apo-state, where the extended hinge helix is stable.  

Thus, the perturbation set used here for CHESCA consisted of: Wt(apo), de305(apo), de310(apo), 

de312(apo) and E308A(apo).    

Singular Value Decomposition (SVD) Analysis of Deletion Mutants: The SVD analysis is based on 

previously published protocols (26), which were adapted and extended here for the application to 

deletion mutants.  Specifically, a matrix M containing the combined chemical shifts for each assigned 

residue was first generated for five selected states: apo-Wt, cAMP-bound Wt, Sp-cAMPS-bound Wt, Rp-

cAMPS-bound Wt and a 5th state that consisted of one of the deletion mutants in the apo-form (i.e. 

de312, de310 or de310) or the apo-L273W.  The combined chemical shifts (δNH) were calculated as δNH = 

0.2δN + δH, where δN and δH are the individual chemical shift (ppm) values of the backbone 15N and 1H 

nuclei (26,39).  Only residues for which the frequency spread across all five states was greater than 5 and 

10 Hz for the individual 1H and 15N nuclei, respectively, were considered.  A matrix M’ was then 

subsequently generated from M in which the Rp-cAMPS-bound Wt state was used as reference for the 

remaining four states.  Specifically, the columns of the M’ matrix were: Wt(apo)–Wt(Rp-cAMPS), 

Wt(cAMP)–Wt(Rp-cAMPS), Wt(Sp-cAMPS)–Wt(Rp-cAMPS) and a 4th state with a deletion mutant or 

L273W in the apo-form measured relative to Wt(Rp-cAMPS) (i.e. de312(apo)–Wt(Rp-cAMPS), 

de310(apo)–Wt(Rp-cAMPS), de305(apo)–Wt(Rp-cAMPS) or L273W(apo)–Wt(Rp-cAMPS)).  The matrix M’ 

was then column mean centered and factorized through SVD as previously explained (26).  The first two 

principal components (PCs) resulting from the SVD analyses performed here account for > 93% of the total 

variance (Table 1) and therefore the other PCs were deemed negligible and discarded. 
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cAMP Binding Measurements: The dissociation constant (KD) for cAMP from Wt and de305 were 

measured through the saturation transfer difference (STD) amplification factor (STDaf) (24,40).  All STD 

measurements were carried out with a solution of 25μM of Wt or 15 μM de305 in 20 mM phosphate 

buffer, pH 7.6, 50 mM NaCl, 99.9 % D2O and at 25°C. The 1D-STD spectra were acquired at total cAMP 

concentrations of 25, 50, 75, 100, 150, 200 and 300 μM (24).  Separate reference 1D (STR) experiments 

were also acquired. The STD amplification factor (STDaf) was calculated as the product of the STD/STR 

ratio (measured for the well resolved cAMP ribose H1' at 6.2 ppm) and of the ratio of the total cAMP and 

protein concentrations. The STDaf values were then normalized relative the STDaf plateau value reached 

at high cAMP concentrations ([cAMP]Tot. ≥ 150 μM). The normalized STDaf values were then analyzed with 

the binding isotherm equation: Normalized STDaf = 1 – (1 / (1 + ([cAMP]/KD))), where [cAMP] is the 

concentration of free cAMP (24,40). 

 

Table 1: Total Variance Breakdown in the SVD Analysis of Deletion Mutants and L273W 

Mutant Principal Components (PCs) Percentage of Total Variance  

EPAC149-312 (de312) 
PC1 52.4% 

PC2 44.8% (97.2%)* 

EPAC149-310 (de310) 
PC1  59.8%  

PC2 36.3% (96.1%)* 

EPAC149-305 (de305) 
PC1 57.3%  

PC2 35.8% (93.1%)* 

EPAC149-318 (L273W) 
PC1 72.3% 

PC2 23.4% (95.7%) 

*The percentages reported in parentheses are the cumulative contribution of PC1 and PC2 for each 
SVD analysis involving a mutant. 
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4.5 Results and Discussion 

 

4.5.1 CHESPA analysis of de305, de310 and de312 

To investigate the effects of the C-terminal deletion mutations, we purified and assigned de305, 

de310 and de312 in the apo-states and compared them to the Wt(apo) and cAMP-bound states (Fig. 2a).  

We first analyzed the de312 truncation mutant (i.e. EPAC1149-312), which leaves the hinge region (residues 

296-310) to a large extent intact but removes the C-terminal tail of the Wt construct, EPAC1149-318.  The 

residue profile of the compounded chemical shift differences between Wt(apo) and de312(apo) (Figure 

3a, red bars) exhibits local maxima in the regions most affected by cAMP-binding (Fig. 3a, grey regions) 

(9,21).  In addition, the [15N-1H]-HSQC spectral comparison of the de312(apo) mutant relative to the 

Wt(apo) and cAMP-bound states for well dispersed and isolated peaks (Fig. 2b) reveals a slight but 

consistent shift for de312 towards the active state.   However, in order to systematically assess at residue 

resolution the effect of the de312 mutation on the apo/inactive vs. apo/active auto-inhibitory equilibrium, 

we took advantage of the recently developed chemical shift projection analysis (CHESPA) (Fig. 2a; Fig. 

3b,c, red bars).  While the compounded chemical shifts quantify only the size of the perturbation, the 

fractional activation X obtained from the projection analysis (Fig. 3b) together with the cosine Θ values 

(Fig. 3c) reflect both the direction and extent of the mutational perturbation toward the apo/active state.   

The fractional shifts obtained though the projection analysis reflect four main effects: (a) nearest 

neighbour effects experienced by residues in close spatial proximity to the site of the mutation; (b) 

mutation specific perturbations on interaction networks that involve the mutated site; (c) nearest 

neighbour effects experienced by residues in the binding site for the endogenous allosteric effector, i.e. 

cAMP in our case, as we use the Wt(apo) and Wt cAMP-bound (holo) states to define vector B (Fig. 2a); 

(d) changes in the inactive vs. active two-state equilibrium caused by the mutation (examined here for the 

apo samples).   The projection analysis presented here is aimed at isolating the residues that reflect mainly 

effect (d).  Effect (d) is residue independent, but effects (a-c) lead to residue-dependent variations in the 

fractional shifts.  The effect (d) is best represented by the fractional activation (X) measured for the residue 

with cosine Θ absolute values ~1 (Figure 3c).  In the case of de312(apo), the majority of such residues 

exhibit positive fractional activation values (Fig. 3b, red bars).  These regions are also subject to the largest 
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chemical shift changes caused by cAMP (Fig. 3, grey zones)(10,21), suggesting de312(apo) mutation shifts 

the pre-equilibrium toward apo/active conformations.   

 

 

Figure 3: Chemical shift projection analysis to map the effects of the apo truncation mutants de312 (red), de310 
(blue) and de305 (green) relative to Wt(apo),  The dashed lines represent the secondary structure of the apo-EPAC 
(PDB ID: 2BYV).  The grey highlights are regions subject to some of the most significant cAMP-dependent changes 
on the Wt(apo). (a) The compounded chemical shift profile of the apo-mutants relative to apo-Wt, that is the 
magnitude of vector A in Figure 2a. (b) Fractional shift toward activation achieved by the mutations in the absence 
of cAMP and with compounded chemical shifts greater than 0.05 ppm between the Wt(apo) and Wt(holo) state. (c) 
Cosine values for the projection angle, as in Fig. 2a, which is also an indicator of the direction of chemical shift 
movement along the activation path (vector B in Fig. 2a). 

 

The CHESPA analysis of de310(apo) and de305(apo) mutants leads to results similar to those obtained 

for de312(apo), but with overall larger chemical shift differences and fractional activation values (Figure 
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3a-c), indicating that these mutations further destabilize the C-terminal hinge helix.  The de310(apo) and 

de305(apo) constructs appear therefore to mimic the apo/active state more closely than de312(apo). 

However, due to structural distortions introduced by these mutations, the fractional activation values 

appear to be somewhat residue dependent (Fig. 3b) and based on the projection analysis alone it is not 

possible to obtain a reliable quantitative estimate of the overall relative shift towards the active state 

caused by the C-terminal truncation.  In order to circumvent this limitation of the projection analysis, we 

utilized a recently introduced alternative approach based on singular value decomposition (SVD) of NMR 

chemical shifts (26), which provides an improved isolation of the ppm changes that exclusively reflect 

variations in the position of the inactive vs. active equilibrium.   

 

4.5.2 The SVD analysis of the C-terminal truncation mutant indicates that the hinge helix residues 

305-310 contribute to auto-inhibition 

In the previously outlined SVD analysis of chemical shifts (26), HSQC spectra for the Wt EPAC1 

construct were acquired and assigned in five different states: the Wt(apo) as well as four Wt-bound states, 

saturated with cAMP, Sp-cAMPS, 2’-OMe-cAMP and Rp-cAMPS.  The Sp-cAMPS and 2’-OMe-cAMP analogs 

are both EPAC activators, while Rp-cAMPS functions as an EPAC antagonist, i.e. it binds the EPAC1 CBD 

without causing activation and is therefore used as a chemical shift reference state in the SVD protocol 

(26).  Here, we use a similar SVD analysis, but we replace the 2’-OMe-cAMP-bound state with one of the 

mutants under investigation, e.g. the de312(apo)  mutant.  The 2’-OMe-cAMP was selected for this 

replacement because two other activators are already included in the analysis (i.e. cAMP and Sp-cAMPS) 

and therefore the SVD analysis is meaningful even in the absence of the 2’-OMe-cAMP state. Through this 

approach, the projection analysis is effectively expanded to include not only the Wt(apo) and cAMP-bound 

reference states (Fig. 2), but also the Sp-cAMPS- and Rp-cAMPS-bound forms, leading to an improved 

identification of the chemical shift changes that reflect uniquely variations in the activation equilibrium.  

For instance, when the 2’-OMe-cAMP-saturated state is replaced with the de312(apo) mutant, the first 

two principal components (PC) computed through SVD (i.e. PC1 and PC2) account for more than 93 % of 

the total variance (Table 1).  PC1 reflects activation whereas PC2 is reflective of binding effects, as 

illustrated in Figure 4a by the Wt(Sp-cAMPS)–Wt(Rp-cAMPS) and Wt(cAMP)–Wt(Rp-cAMPS) loadings 

aligned with PC1 and the Wt(apo)–Wt(Rp-cAMPS) loading aligned with PC2.  The PC1 component of the 

difference between the Wt(cAMP)–Wt(Rp-cAMPS) and the Wt(apo)–Wt(Rp-cAMPS) loadings provides 

therefore a measure of the maximal activation caused by cAMP and is utilized to normalize the PC1 
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component of the difference between the mutant(apo)–Wt(Rp-cAMPS) and the Wt(apo)–Wt(Rp-cAMPS)  

loadings (Fig. 4a, red arrows).   This ratio of these PC1 components indicates that the de312(apo) deletion 

mutant causes a 7 % shift towards the apo/active conformers (Fig. 4b).   The reliability of this approach 

was cross-validated by applying the SVD method to L273W (Figure S1 in Supporting Information), which 

leads to a 47 % shift of the Wt(apo) equilibrium towards the inactive conformers, consistent with previous 

analyses (27).  A similar approach was also used to analyze the other two C-terminal deletion mutants, i.e. 

de310 and de305 (Fig. 4a, blue and green symbols, respectively), which cause further destabilization of 

the α6 helix. The percentage shifts towards activation caused by the successively truncating mutations 

de312, de310 and de305 are summarized in Fig. 4b. Figure 4b shows that the de310 and de305 truncations 

result in a further dramatic increase in the relative population of the apo/active conformers to 27 %   and 

35 %, respectively.  Overall, the SVD analyses of Fig. 4a indicate that, while deletion of the C-terminal tail 
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in de312 causes only a subtle shift towards activation, perturbations in the C-terminal region of the hinge 

helix, implemented through the de310 and de305 truncations, lead to a more drastic stabilization of the 

active conformation in the absence of cAMP.  These results are in agreement with the overall findings of 

CHESPA (Fig. 3b,c) and together consistently point to a significant and previously unanticipated auto-

inhibitory role for residues 305-310 of the EPAC hinge helix.  

Figure 4: SVD analysis of the chemical shifts measured for the C-terminal truncation mutants de305, de310 and 
de312.  a) This panel shows the PC1 vs. PC2 plot with three sets of loadings (diamonds) for each of the C-
terminal hinge helix deletion mutants: de312 (red), de310 (blue) and de305 (green). There are four loadings 
per mutant with each loading corresponding to a state referenced to Rp-cAMPS, as labelled in the figure. The 
smaller arrows correspond to the separation along PC1 between the Wt(apo) and the mutant(apo) state. The 
large arrows correspond to the separation along PC1 between the Wt(apo) and the cAMP-bound Wt(holo). b) 
The percentage ratio of the two separations measured in panel (a) (i.e. relative magnitude of the two arrows), 
provides a quantitative measure of the overall fractional shift toward activation caused by the mutation. 
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4.5.3 The covariance analysis of chemical shifts reveals that the hinge-helix is coupled to the 

whole allosteric network of the EPAC CBD 

In order to further explore the allosteric network controlled by residue 305-310 of EPAC1 in the 

absence of cAMP, we implemented the chemical shift covariance analysis (CHESCA) method (26) using as 

basis set the Wt(apo), de312(apo), de310(apo) and the de305(apo)  truncation mutants as well as 

E308A(apo), which also targets the 305-310 regions. Using these five apo EPAC1 samples, several linear 

inter-residue chemical shift correlations are observed (Fig. 5a,b), resulting in a residue correlation matrix 

(Fig. 5c) that reveals the presence of an extensive long-range network of interactions controlled by the 

305-310 α6 region.  Specifically, the agglomerative cluster analysis (Figure S2 in Supporting Information) 

of the correlation matrix (blue grid, Fig. 5c) indicates that perturbations on residues 305-310 propagate 

to all the known allosteric sites  of the EPAC1 CBD, from the PBC and the β2-β3 loop to most of the N-

terminal helical bundle (red highlights, Fig 5c).  Based on these observations, we conclude that the 

unwinding of residues 305-310 in α6 is coupled to the whole allosteric network controlled by cAMP (Fig. 

5c). 
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Figure 5: Chemical shift covariance analysis (CHESCA) of the hinge helix mutants. a) and b) show representative inter-
residue chemical shift correlation among the five apo-states (318:Wt, 318:E308A, de312, de310, and de305) and ‘m’ 
defines the slope. c) The chemical shift correlation matrix. Residue pairs with absolute correlation coefficients ≥ 0.98 
are marked with a dot. The blue grid represents the largest agglomerative cluster (Figure S2 in Supporting 
Information) (26), while regions highlighted in red correspond to key allosteric sites of the CBD other than the hinge 
helix. 

 

4.5.4 Destabilization of the hinge helix enhances the affinity for cAMP 

Considering that the apo/active state binds cAMP more tightly than the apo/inactive state, the 

coupling between the C-terminal region of α6 revealed by the combined CHESPA and CHESCA methods, 
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leads to the interesting prediction that de305, the closest mimetic of the apo/active form in our current 

investigation of the hinge helix (Fig. 4b), should exhibit higher affinity for cAMP than the Wt construct.  

This counter-intuitive prediction was experimentally confirmed by STD NMR measurements on both the 

de305 and the Wt construct (Fig. 6).  As expected, Figure 6 clearly shows that the de305 mutant binds 

cAMP more tightly than Wt CBD with the full integral hinge helix. The ~8-fold decrease in KD observed in 

going from the Wt to the de305 mutant rationalizes the observation that substrates sensitize CBDs to 

cAMP (34,35).  Substrates promote the open (active) topology of EPAC and consequently the unwinding 

of the hinge helix in apo-EPAC, which in turn results in higher affinity for cAMP, explaining the lower KD 

value measured for the dissociation of cAMP from EPAC in the presence of the Rap substrate (34).  

Interestingly, such sensitization of the CBD for cAMP in the presence of a substrate has also been observed 

for the CBD of PKA type I (35), suggesting that the auto-inhibitory role revealed here for the hinge-helix 

of EPAC may be relevant also for other cAMP-dependent systems. 

 

4.6 Conclusions 

The hinge helix is a universally conserved structural element of the CBDs.  Here we have shown that 

in the CBD of EPAC, the C-terminal region of the hinge helix is an important determinant of auto-inhibition 

and is tightly coupled to the other conserved allosteric CBD elements even prior to cAMP binding.  

Alleviating the contributions of the hinge helix to auto-inhibition, as engineered for example through 

mutations, favours the active conformations even in the absence of the cAMP allosteric effector and 

consequently enhances the affinity of the CBD for cAMP.  Overall, these results are relevant for CBDs in 

general and explain why substrates sensitize CBD-regulated systems to cAMP (34,35).  Furthermore, the 

NMR analyses presented here are expected to be generally useful to quantitatively evaluate how 

mutations affect conformational equilibria. 
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Figure 6: Binding isotherms for the titration of cAMP into an NMR sample with 15 µM de305 (green) and 25 µM Wt 
(grey) in 20 mM phosphate buffer, pH 7.6, 50 mM NaCl, 99.9% D2O, and at 25 °C. The binding of cAMP to de305 and 
Wt was monitored through the STD amplification factor (STDaf) normalized to the plateau value and plotted versus 
the total cAMP concentration. The binding of cAMP to the Wt construct, Epac1149-318 was measured here to ensure 
an unbiased comparison to de305 since previous measurements (22, 34) were on Epac1149-317 and used different 
experimental conditions and methods. 
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4.6 Supplementary Figures 

 

 

Figure S1: SVD analysis of the chemical shifts measured for the L273W(apo) mutant and other Wt states depicted in 
the plot relative to the Rp-cAMPS-bound Wt. PC1 and PC2 are as explained in the main text.  Blue diamonds are the 
loadings. 
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Figure S2: Dendrogram of the largest cluster of residues resulting from the agglomerative cluster analysis of the 
correlation matrix of Figure 5c.  All nodes correspond to Pearson correlation coefficient ≥0.98.
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Chapter 5 

Conclusions and Perspectives 

5.1 Determinants of EPAC Auto-inhibition  

The CBD of EPAC is the central regulatory module that couples the cAMP signal to GEF activity on the 

small GTPases, Rap1 and Rap2.  In the absence of cAMP, the CBD facilitates auto-inhibition of GEF activity.  

Chapters 3 and 4 of this thesis aimed at identifying the key determinants of auto-inhibition within the 

apo-EPAC CBD.  For example, the previous chapter assessed the auto-inhibitory role of the helix at the C-

terminus (i.e. α6 or hinge helix) of the CBD.  The auto-inhibitory portion of this helix had been previously 

hypothesized to be confined to a phenylalanine residue located in the N-terminal portion of this helix (1–

3).  However, in Chapter 4 we demonstrate that the auto-inhibitory role of the α6 hinge helix extends 

beyond F300 and encompasses also residues 305-310, which in apo-EPAC spans the last two turns of the 

hinge helix and in holo EPAC become disordered and more flexible (4).  Mutations that mimic the cAMP-

induced destabilization of the 305-310 region cause a right shift in the inactive vs. active conformation 

equilibrium of the apo-EPAC CBD.  This greater sampling of the apo/active state leads to a tighter affinity 

for cAMP, which is hypothesized to underlie substrate sensitization of EPAC (5).  
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In addition to the C-terminal end of the hinge helix, we also identified that dynamics of a conserved 

CBD structural motif, the β2-β3 loop, is an essential determinant of auto-inhibition in apo-EPAC, as 

predicted by MD simulations (6, 7).  Specifically, Chapter 3 showed that mutations that facilitate the 

inactive to active transition in the apo-CBD consistently quench the dynamics of both the β2-β3 loop and 

the PBC α5 helix.  Moreover, the β2-β3 / α5 dynamic quenching was observed irrespective of the specific 

location of the active state-promoting mutation (e.g. E308A in the hinge helix, Q270A in the PBC and 

G238A in the β2-β3 loop).  These observations suggest that the rigidification of the β2-β3 loop and α5 

sites is an intrinsic property of the inactive to active conformational transition and occurs even in the 

absence of cAMP, suggesting that the entropic losses resulting from the quenching of β2-β3 loop/α5 

dynamics stabilize the inactive state of the apo-EPAC CBD.  These results provide a validation of the 

predictions based on MD simulations and corroborate the pivotal role of the β2-β3 loop/α5 sites within 

the intra-molecular network identified by CHESCA in Chapter Two (7, 8). 

Overall, in Chapters Three and Four, we have identified key determinants of auto-inhibition in the CBD 

of EPAC that were previously unanticipated and, although a various number of mutations were 

individually assessed through the novel method of CHESPA, it was found that no single mutant could fully 

suppress the auto-inhibition and confer activation to the same extent as the allosteric effector, cAMP.  

This observation suggests the presence of multiple auto-inhibitory determinants in structurally conserved 

features of the CBD that are non-degenerate and act collectively to provide an increase specificity for 

cAMP (5, 7).  This result is in agreement with the recent functional assay for the apo-state of the hinge 

helix mutant F300G, which results in only ~60% of the GEF activity induced by cAMP in Wt EPAC (3). 

 

5.2 Bridging Sites of EPAC Auto-Inhibition 

The auto-inhibitory elements described in the previous section (5.1) and in Chapters Three and Four 

are subject to both major structural changes and dynamic modulations upon cAMP-binding.  On the 

contrary, another critical auto-inhibitory element of EPAC, i.e. the IL in the NTHB, is dynamically 

modulated by cAMP, but lacks major cAMP-dependent structural changes (Figure 5 of Chapter 1).  

Specifically, it had previously been shown that cAMP enhances the IL dynamics, thereby imposing an 

entropic penalty on the formation of the inhibitory IL salt-bridges in the presence of cAMP (4, 9).  Since 

the long-range functional control exerted by cAMP on the IL relies almost exclusively on changes in 

dynamics, Chapter 2 of this dissertation sought to examine how the cAMP signal originating at the PBC is 

able to ‘diffuse’ to distal regions not subject to major structural changes.  Through the CHESCA method 
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outlined in Chapter two, we have identified a spatially contiguous set of residues almost completely 

confined to the α-subdomain as the carrier of signal transmission between the PBC site, where cAMP 

docks, and the distal IL site, where the inhibitory salt bridges between the regulatory and catalytic regions 

of EPAC reside (8).  Moreover, all of the auto-inhibitory determinants discussed in the previous section 

are embedded in this intra-molecular network, further supporting the importance of this signalling 

pathway. 

Previous studies also attempted to address similar questions related to identifying the critical network 

of residues connecting distant functional sites (10, 11).  Two such popular methods include, the double 

mutant cycles (12) and the statistical coupling analysis (SCA) of multiple sequence alignments (13). The 

double mutant cycle method relies on the functional comparison between two single residue mutations 

and a double mutant with the goal of identifying non-additive effects (12, 14).   While this method 

identifies allosteric couplings with a clear functional relevance, the mutant cycle method is typically 

restricted to only a fraction of the residues in extended allosteric networks.  The SCA method makes use 

of the co-variation of amino acid residues that have co-evolved and therefore may confer 

allosteric/functional coupling.  While the SCA approach has the advantage of not requiring the acquisition 

of ad hoc experimental data, co-evolution of residues could be due to either structural or functional 

adaptation.  Therefore this can result in residues that are close in space as opposed to those residues that 

are remote from each other, but energetically coupled.  Hence SCA sometimes also misses critical 

networks of functionally coupled residues as shown for by Chi et al (12).  Nonetheless, we presume that 

both mutant cycles and SCA are likely to be complementary to CHESCA, which connects functionally 

remote sites such as the IL and the PBC based on an appropriate set of perturbations monitored by NMR.    

Overall, the CHESPA and CHESCA methods have provided an unprecedented insight into the allosteric 

signalling mechanism underlying auto-inhibition and cAMP dependent activation in the CBD of EPAC.  The 

characterization of intra-molecular networks provides new avenues towards designing effective allosteric 

inhibitors and activators of EPAC.  Additionally, these methods, which make use of carefully measured 

chemical shifts are likely to be broadly applicable with ease once assignment of the perturbed states can 

be obtained.   For example, Axe et al., recently employed both CHESPA and CHESCA relying only on the 

amide assignment of Alanine residue to probe long range interactions in the α-subunit of tryptophan 

synthase (15).  
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5.3. Future Directions 

The CHESPA method provides an immediate and systematic readout of the extent of activation or 

inactivation caused by a given perturbation.  This CHESPA feature could be exploited in the context of 

mutant cycles.  Such cycles often make use of functional assays to assess the consequence of the 

mutation.  However, in cases where mutations cannot be assayed as in adaptor proteins or fragments of 

modular proteins that cannot purified in whole, CHESPA with appropriate inactive- and active-state 

references could be a suitable substitute in double or triple mutant cycles.  This extension of CHESPA to 

mutant cycles would allow one to probe additive vs. non-additive effects of the mutation at residue 

resolution.   Additionally, although we used backbone amides as the probe, the method can easily be 

extended to methyl side chains (16). 

This thesis focused on identifying the intra-molecular networks of the CBD of EPAC.  However, future 

work could also aim to consider how the cAMP induced signalling is propagated to adjacent domains, i.e. 

inter-domain communication.  For example, it has been shown that translocation of EPAC to the plasma 

membrane requires both an open active conformation induced by cAMP and the recruitment of the N-

terminally adjacent DEP domain (Figure.  2) (17).  At present, it remains elusive as to how cAMP affects 

the adjacent DEP domain. 

Additionally, although the CBD is in the ‘central controlling unit’ of a number of other proteins such 

as PKA, PKG and HCN, it is currently unknown to what extent the intra-molecular networks that bridge 

the effector binding site and the auto-inhibitory loci are preserved in other CBDs.   For such comparison, 

it is critical to generate constructs with similar domain boundaries to avoid contributions from linkers and 

other non-conserved segments.  This comparative CBD analysis would provide an insight into not only the 

molecular divergence of allostery across structurally convergent CBDs, but would also be of use in the 

design of system specific agonists and antagonists.  The latter is particularly important in the case of HCN 

which is a direct target of novel inhibitory drugs to cope with coronary heart disease such as angina 

pectoris (18).  However, the mechanism of auto-inhibition in HCN by the CBD has largely been elusive, 

since the currently available structure of the apo-state of HCN is to a large extent similar to that of the 

cAMP bound state, although the HCN function is clearly cAMP-dependent.  This is a common problem for 

the apo-state of CBDs(19–21), which is typically highly dynamic due to the exchange between active and 

inactive states.  Upon crystallization often the former conformation is selected, resulting in technically 

sound, but functionally uninformative apo-CBD structures. However, since the chemical shift analysis 

methods presented here do not necessarily require structure determination, the application of CHESCA 
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and CHESPA to HCN would aid in mapping the intra-molecular networks that bridge the sites underlying 

HCN auto-inhibition, providing an unparalleled allosteric insight useful in designing novel inhibitors of 

HCN. 
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