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ABSTRACT 
 

We propose novel techniques for modeling, adjoint sensitivity analysis, and 

optimization of photonic and nano-plasmonic devices. The scope of our work is 

generalized to cover microwave, terahertz and optical regimes. It contains original 

approaches developed for different categories of materials including dispersive and 

plasmonic materials. Artificial metamaterials are also investigated and modeled. The 

modeling technique exploits the time-domain transmission line modeling (TD-TLM) 

technique. Generalized adjoint variable method (AVM) techniques are developed for 

sensitivity analysis of the modeled devices. Although TLM-based, they can be 

generalized to other time-domain modeling techniques like finite difference time-domain 

method (FDTD) and time-domain finite element method (FEM).  

We propose to extend the application of TLM-based AVM to photonic devices. 

We develop memory efficient approaches that overcome the limitation of excessive 

memory requirement in TLM-based AVM. A memory reduction of 90% can be achieved 

without loss of accuracy and at a more efficient calculation procedure. The developed 

technique is applied to slot waveguide Bragg gratings and a challenging dielectric 

resonator antenna problem.  

We also introduce a novel sensitivity analysis approach for materials with 

dispersive constitutive parameters. To our knowledge, this is the first wide-band AVM 

approach that takes into consideration the dependence of material properties on the 

frequency. The approach can be utilized for design optimization of innovative nano-
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plasmonic structures. The design of engineered metamaterial is systematic and efficient. 

Beside working with engineered new designs, dispersive AVM can be utilized in bio-

imaging applications. The sensitivity of the objective function with respect to dispersive 

material properties enables the exploitation of parameter and gradient based optimization 

for imaging in the terahertz and optical regimes. Material resonance interaction can be 

easily investigated by the provided sensitivity information. 

In addition to the developed techniques for simulation-based optimization, several 

analytical optimization algorithms are proposed to foster the parameter extraction and 

design optimization in terahertz and optical regimes. In terahertz time-domain 

spectroscopy, we have developed an efficient parameter based approach that utilizes the 

pre-known information about the material. The algorithm allows for the estimation of the 

optical properties of sample materials of unknown thicknesses. The approach has been 

developed based on physical analytical dispersive models. It has been applied with the 

Debye, Lorentz, Cole-Cole, and Drude model.  

Furthermore, we propose various algorithms for design optimization of coupled 

resonators. The proposed algorithms are utilized to transform a highly non-linear 

optimization problem into a linear one. They exploit an approximate transfer function of 

the coupled resonators that avoids negligible multiple reflections among them. The 

algorithms are successful for the optimization of very large-scale coupled microcavities 

(150 coupled ring resonators).  
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1 INTRODUCTION 

Nano-scale light manipulation has stimulated the emergence of various promising 

multidisciplinary fields of sciences and the growth of new technologies  [1]- [18]. Study of 

the applications of new materials has become of prime importance due to the extra-

ordinary light matter interaction in the nano-scale range. Nano-photonics is proposed for 

the evolution of diverse applications in biology, chemistry, material science, etc.  [4], 

 [19], and  [20]. It has wide applications for on-chip optical interconnects that mitigate 

challenges facing the current integration technology. Due to the high level of 

miniaturization, high density of device integration can be realized  [1]- [4]. 

This thesis focuses on modeling nano-plasmonic structures that can guide, trap, and 

steer light to unprecedented limits  [21]. The term plasmonics is utilized for the new 

emerging field describing light interaction with the noble metal surface electrons  [22]. 

This interaction was utilized before in the history (4th century A. D.) by means of metallic 

nano-particles embedded in glass. For example, the Lycurgus glass cup (see Fig.  1.1) 

demonstrates the resonance light interaction with the tiny gold particles. The glass cup 

transmits red, while appearing green in response to the incident light from the outside 

 [23]. The strong light interaction with the tiny particles was subject to a simple 

mathematical explanation by Gustav Mie’s paper in 1908  [24]. 
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Fig.  1.1. The Lycurgus glass cup; light interaction with miniaturized gold particles gives 
rise to resonance at the red light wavelength. © Trustees of the British Museum 
 

Recently, nano-plasmonics has been proposed to bridge the gap between low-speed 

copper interconnects and bulky optical interconnects  [3],  [25]- [27]. The ability of light 

confinement to sub 100-nm has enabled plasmonics to serve as miniaturized fast optical 

interconnects for on-chip digital data transmission. Thus, the link capacity can be 

increased up to 1000 times the speed of the usual copper interconnects that suffer from 

loss, delay, and crosstalk. 

Another important application of plasmonics is the lens effect  [5]- [14]. Nano-

plasmonic structures trap, steer, and guide light to the subwavelength scale. Numerous 

configurations have been proposed for focusing the light utilizing the resonant 

interference at subwavelength limit  [12]. Some of these configurations are modeled and 

studied in this dissertation. The lens effect can be exploited in the complementary metal-

oxide semiconductor (CMOS) image sensor  [13]. It has a wide application in optical 

microscopy as well.  
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The size, material, and geometrical properties of the plasmonic structures are key 

elements in the respective application. In nano-plasmonics, light can be guided to 

subwavelength scale at a metal dielectric interface  [8]. Basic plasmonic waveguide 

configurations include metal-dielectric-metal (MDM), dielectric-metal-dielectric (DMD), 

and most recently the hybrid configuration. While MDMs provide a larger light modal 

localization, inherent metal losses limit the light propagation length. DMD configurations 

are proposed for long-range applications; most importantly, for bio-sensing applications. 

The hybrid configuration provides large localization with minimal propagation losses.  

In this thesis, we provide novel techniques for modeling, sensitivity analysis, and 

optimization of a variety of nano-photonic devices including nano-plasmonics. We 

consider wide range of materials including artificial materials (metamaterials). 

1.1 MOTIVATION 

Photonics and nano-plasmonics have witnessed a drastic increase in device 

complexity, along with the availability of a wide variety of materials. Analytical solutions 

of such structures are not available. As a result, full vectorial time-domain modeling is 

necessary  [9]. Among the promising time-domain modeling techniques, transmission line 

modeling (TLM) is proposed as a physics-based, stable, and accurate technique for multi-

physics simulation. Modeling of nano-plasmonic structures using TLM provides a circuit 

model that is exploited for modeling optical electronic junctions. It enables efficient 

simulation of on-chip optical interconnects. The accuracy is consistent with other 
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numerical time-domain modeling techniques, such as the finite difference time-domain 

(FDTD) method. 

Computer aided design (CAD) tools are usually exploited to avoid the repetition of 

expensive fabrication and measurement cycles. CAD tools provide prediction for the 

achievable response and means for fine-tuning the proposed design. The full vectorial 

simulation is rich of information about the scattered field in the entire computational 

domain. Experience with computational electromagnetics suggests exploiting the entire 

calculations, rather than the required response only, to estimate the effect of the design 

parameters. For design optimization and sensitivity analyses, gradient information is 

mandatory. Efficient gradient-based techniques are developed for design optimization 

and parameter extraction inverse problems. Efficient approaches are proposed to avoid 

calculation of extra simulations.  

The adjoint variable method (AVM) is a well-established modality proposed for 

gradient calculations with minimal computational effort. It provides sensitivity of the 

objective function with respect to the design variables, using at most one extra 

simulation. This is far more efficient than the conventional finite difference approaches 

that scale linearly with the number of design parameters.  

One of the main challenges for the AVM calculation is handling large structures. 

The calculation of the gradient information of a general time-domain objective function 

requires storing a large number of computational information at each time step. This 

storage increases with the increase in structure complexity and size. This forfeits the 

advantage of utilizing AVM due to the large memory overhead. Advanced computational 
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platforms may not be able to handle the memory requirements of the AVM problem. Two 

possible approaches can be utilized to overcome this limitation. One of them is through 

the development of AVM techniques for frequency-dependent objective functions. This 

eliminates the need to store extensive time-domain information. Another approach is 

through elegant computational approaches that eliminate the redundant calculations and 

the subsequent extra storage throughout the whole simulation. Utilizing the latter 

approach, gradients of a general time-domain objective functions are estimated with 

minimum memory overhead. 

Adjoint sensitivity algorithms have been developed for numerous time and 

frequency-domain computational techniques. However, these approaches are limited to 

the non-dispersive materials. By extending the AVM technique to the dispersive media, 

various phenomena and applications are explored. For example, dispersive AVM can be 

utilized for bio-sensing, spectroscopy, and imaging applications, where the sample under 

study is inherently frequency dependent. For nano-plasmonic design optimization, the 

AVM algorithm is adapted to take into consideration the frequency dependence of the 

metal properties.  

In addition to simulation-based modeling and sensitivity approaches, we develop 

efficient optimization algorithms that address wide spectrum of applications. These 

algorithms are exploited for time-domain terahertz spectroscopy and the design of very 

large scale coupled microcavities. 

Terahertz technology has been proposed recently for imaging and spectroscopy 

techniques. The availability of sources and detectors at this range (0.3 THz to 3THz) 
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drives a large number of disciplines working towards imaging applications. The 

characteristics of terahertz wave, including high penetration and good resolution, 

compared to the infra-red and visible light regimes, made it a promising solution for 

concealed weapon detection (carried on person beneath clothing)  [28], food inspection, 

etc. Terahertz time-domain signals are also utilized in the spectroscopy of different 

categories of materials. A material sample is illuminated with an ultra-short terahertz 

pulse to estimate the optical characteristics of the sample. The transmissivity can be 

measured to extract the material information. This is a typical inverse problem dealing 

with responses of unknown materials. However, the uncertainty in the sample thickness 

measurements limits the accuracy of the parameter extraction. Efficient physics-based 

approaches enable the extraction of the sample material properties and thickness 

simultaneously.  

1.2 CONTRIBUTIONS 

The author has contributed to the efficient modeling of nano-plasmonic devices 

using the transmission line modeling (TLM). A full 3D dispersive TLM in-house 

software is developed for photonic and nano-plasmonic structures  [29],  [30]. The 

software can model plasmonic material dispersion characteristics and other materials 

characterized by the Debye and Lorentz models. The solver has been exploited for 

modeling and studying plasmonic subwavelength focusing structures and metamaterials. 

A perfectly matched layer (PML) has been optimized to ensure the elimination of 

6 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

spurious reflected waves. The software has been used in the optimization of different 

plasmonic devices  [31]. 

We present a memory efficient approach for TLM-based adjoint techniques  [32]-

 [35]. We achieve 90% reduction in the memory requirement of the AVM approach as 

compared to the original algorithms. The computational efficiency is improved as all 

redundant calculations are avoided. The technique is developed and applied to benchmark 

microwave structures and to optical structures. A spectral AVM approach, for the TLM 

technique, has also been implemented to increase the efficiency of the approach in the 

case of frequency-domain objective functions. 

We have proposed an AVM theory for sensitivity calculations of structures 

involving dispersive materials  [36]- [38]. The technique is based on the Z-domain 

formulation, which allows for AVM calculations for a general dispersion function. The 

developed approach has been applied for the sensitivity calculation with materials of the 

Debye, Drude, and Lorentz models. It has been applied to 2D and 3D structures for 

general time-domain objective functions, and for the special case of frequency-dependent 

objective functions. We have applied our approach to complex metamaterial plasmonic 

resonator antenna. The computational efficiency of our approach was demonstrated, and 

its accuracy was compared to central difference approaches. 

In terahertz spectroscopy, we have proposed an efficient approach to the parameter 

estimation of a sample material of unknown thickness  [39]- [41]. The uncertainty in the 

thickness measurements induces large error margin for the optical parameter estimation. 

To overcome this limitation, a physics-based parameter estimation technique was 
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developed based on the parameterization of the optical material frequency dependence. 

This reduces the number of unknown parameters, which enhances the convergence of the 

nonlinear optimization problem. The approach has been successfully applied to the 

terahertz characterization of doped semiconductors. The estimation of the plasmonic 

effect has been also demonstrated.  

Our work is not limited to simulation-based techniques. We have also proposed two 

simple structured optimization methods for the design optimization of coupled 

microcavities  [42]- [47]. They can be utilized for filter design with tens of coupled 

microcavities in few seconds. These techniques are based on adopting simplified transfer 

functions that transform the nonlinear optimization problem of the highly coupled 

parameters to a linear one with a global solution.  

In the first technique, the microcavity coupling parameters are assumed to vary 

around known mean values. A perturbation-based approach is developed to formulate the 

design problem in terms of the perturbation parameters. The design problem is then cast 

as a linear least square design problem with a unique solution that can be obtained in few 

seconds for tens of design parameters. This can be contrasted with other approaches that 

converge to a local solution only.  

Another efficient approach to filter design, using a large number of cascaded 

microcavities, is based on the linear phase filter (LPF) approximation. An approximate 

objective function is exploited to solve the design as a linear programming (LP) problem. 

This allows for a fast and efficient solution of large scale problems. In addition, no initial 

design is required. The LP solver can find a feasible starting point by solving an initial 
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feasibility problem. The computational time is less than one second for structures that 

contain up to 150 coupled microcavities. 

The work in this thesis has resulted in a number of published articles in highly 

ranked peer reviewed journals in the field. It has been also presented widely to the 

photonics and nano-plasmonics community at the recognized international conferences. 

These publications are cited throughout the thesis and are listed in the Bibliography.  

1.3 THESIS OUTLINE 

The thesis intends to explain in full detail the developed techniques and approaches 

for the modeling, design, and sensitivity analysis of nano-plasmoic structures. However, 

some examples are included for audiences of general microwave background. Although 

the thesis is mainly focused on simulation-based techniques, analytical and convex 

optimization approaches are also demonstrated. The thesis is organized into two parts. 

Part 1 includes Chapters 2-4, which cover the simulation-based modeling and sensitivity 

analysis approaches and their applications. Part 2 includes Chapters 5 and 6, which cover 

the analytical optimization approaches.  

In Chapter 2, the theory of transmission line modeling of nano-plasmonic devices is 

introduced. The application of the modeling technique to challenging nano-plasmonic 

structures is also included. Chapter 3 is dedicated to explain the memory efficient AVM 

approach to transmission line modeling. This technique is applied to several microwave 

and photonic structures. In Chapter 4, the theory of the AVM for dispersive materials is 

explained, exploiting the transmission line approach. 
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Chapter 5 is dedicated to terahertz time-domain spectroscopy approaches. An 

efficient optimization approach is developed and the results demonstrate its validity and 

accuracy.  

In Chapter 6, the convex formulations of the coupled resonator optical structures 

are presented. These formulations allow for the efficient design of a large number of 

coupled resonators. The responses are optimized to achieve optical filters of enhanced 

performance. Finally, the work is concluded in Chapter 7. 
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2 TIME-DOMAIN TRANSMISSION LINE 

MODELING OF NANO-PLASMONIC 

STRUCTURES 

Fast approaches to the modeling of electromagnetic wave propagation are achieved 

utilizing simplified analytical models  [1]- [4]. In order to derive the analytical model, the 

physical problem has to be approximated by applying a set of assumptions. Similar 

iterative semi-analytical approaches are incorporated to remove some restrictions on the 

proposed test design  [4]. Usually the analytical or semi-analytical models are of limited 

application for simple structures. Though many assumptions have to be included, we 

have to rely on the prediction of the response provided by this approximate analytical 

form, to test, design, and optimize the suggested device or structure. The design cycle can 

thus be fast and efficient. On the other hand, utilizing the ever-increasing computational 

power, one can simulate accurately these simple structures in a fraction of a second with 

no assumptions made. Moreover, computational techniques can simulate complex 

geometry and material combinations that have no analytical or semi-analytical solution.  

The fabrication of nano-scale plasmonic devices is very time consuming  [5]- [7]. It 

relies on resources that sometimes are not available at one design institute. The cost and 

time required to complete a single design is a challenge. Studying the effect of one 

parameter may require hundreds of different fabrication-measurement cycles. In order to 
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overcome these restrictions, numerical simulation has become a mandatory step in any 

design cycle  [8],  [9]. The design has to be first simulated utilizing the full vectorial 

Maxwell equations. The computational problem is discretized to ensure that the solver 

can handle the finest feature of the design. A complex three-dimensional design can be 

simulated typically in few hours. Tuning the design requires affordable computational 

cost. Using an efficient optimization approach, we can ensure optimal structure design 

before moving to the expensive fabrication cycles. 

One of the main motivations for numerical simulation is the ability to model multi-

physics problems. The design problem usually incorporates multiple physics phenomena 

that interact with each other. Simplified models aim to avoid these interactions by some 

mathematical manipulation. However, many interesting phenomena take place because of 

the presence of weak coupling between them. It is thus of prime importance to ensure 

accuracy of the modeling of the interaction between one physical phenomenon and 

another to avoid errors that would deteriorate the quality of the simulated system. A 

single platform is usually utilized – the transmission line method is an example – to avoid 

complex physics interfacing.  

The transmission line method (TLM) provides a universal approach to model 

electromagnetic-based structures  [10] and semiconductor based laser structures  [11]. It 

has also been utilized to model circuit components  [12],  [13], micro-electro-mechanical 

systems (MEMS)  [14], and electro-magnetic compatibility (EMC) problems  [15]. The 

drift and diffusion processes have also been modeled with TLM  [16]. Mechanical and 

heat systems are also modeled  [17],  [18]. Time-domain TLM is unconditionally stable 
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 [19]- [21], which allows for any excitation, ranging from time-domain impulses to 

Gaussian-modulated sinusoids. The accuracy of the calculated results is still dependent 

on the temporal and spatial discretization parameters. However, the application of the 

TLM in photonics area has been so far limited to few basic structures using simple 

boundary conditions  [22]. 

This chapter describes in detail the theory of the time-domain transmission line 

modeling technique. The algorithm is demonstrated for modeling dispersive materials. 

The challenge of having a perfect absorbing boundary condition is also addressed. The 

TLM technique is proven to be accurate through modeling challenging plasmonic 

structures.  

2.1 TRANSMISSION LINE MODELING  

In transmission line modeling, the electromagnetic problem is transformed into a 

circuit problem. A transmission line circuit replaces each cell in the computational 

domain. The modeling problem (calculation of fields at every point in space at every time 

instant) includes a solution of a network of transmission lines. The electric fields and 

magnetic fields are mapped to their corresponding voltages and currents, respectively. 

Constitutive parameters are modeled by local circuit parameters  [20].  

TLM is known to be a physics-based unconditionally stable technique  [23],  [24]. 

However, fine time and space discretization enables accurate modeling of the structure 

features and provides accurate wideband results. The calculation of the electric and 

magnetic fields is done in the same location within the computational cell and time 
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instant without any spatial or temporal shifts, which allows for highly accurate results of 

complex anisotropic material modeling. TLM as a time-domain technique avoids field 

divergence scenarios that are common for frequency domain solvers. 

In the last two decades, TLM has witnessed drastic advances for modeling a variety 

of different complex materials  [25]- [30]. Different cell configurations are proposed to 

enhance the accuracy and the efficiency of the technique. The symmetric condensed node 

(SCN) is utilized for the formulation of 3-D TLM  [21]. It represents a natural extension 

from simpler 1-D and 2-D nodes. It can be demonstrated to consist of combinations of 

series and shunt nodes that are utilized for modeling 2-D problems. Among all possible 

circuital representations, we focus on the SCN node. The Z-domain formulation proposed 

by  [28]- [30] is utilized. This simplifies and generalizes the modeling of complex 

dispersive and anisotropic materials. The use of extra stubs is avoided as it complicates 

the flow of the technique. However, equivalence between the required extra storage and 

the extra stubs can be shown. 

2.1.1 Maxwell Equations and the Transmission Line Representation 

Maxwell equations are utilized to calculate and predict the electromagnetic waves 

inside a medium. The solutions of these equations are accurate in the macroscopic 

domain where quantum mechanical effects are negligible, e.g., light quantization 

(photons)  [31]. For time-domain numerical simulations, Maxwell equations are solved 

locally to predict both electric and magnetic fields (E, H), associated with the 

electromagnetic wave, at each node inside the computational domain, and at each time 
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instant throughout the numerical simulation. Maxwell equations in their differential form 

in an isotropic media are as follows  [32]: 

 
[ ]

[ ]

0 0

0 0

e e e

m m m

t

t

σ ε ε χ

σ µ µ χ

∂
∇× + ∗ + ∗

∂
∂

−∇× + ∗ + ∗
∂

H = J E + E E

E = J H + H H
  (2.1) 

where Je and Jm are the impressed current and voltage densities, respectively. In (2.1), the 

material constitutive parameters are as follows: eσ  is the electric conductivity, mσ  is the 

magnetic resistivity, eχ  is the electrical susceptibility, and mχ  is the magnetic 

susceptibility. The symbol (∗ ) represents a time-domain convolution operation. Equation 

(2.1) represents the full vectorial Maxwell equations with all field components included. 

For Cartesian coordinates, [ ]x y zE E E=E , [ ]x y zH H H=H , 

[ ]e ex ey ezJ J J=J , and [ ]m mx my mzJ J J=J . 

Maxwell equations rarely have analytical solutions for problems of complicated 

geometry and material inhomogeneity. However, they provide the base for any full wave 

numerical solver, as they are locally valid at any spatial point in the domain at any time 

instant. Usually the electromagnetic (EM) structure is discretized spatially in all 

directions. For the Cartesian coordinates, the spatial steps are , ,  and x y z∆ ∆ ∆ in the x, y, 

and z directions, respectively. For a uniform structured grid, x y z l∆ = ∆ = ∆ = ∆ . The EM 

structure is solved at each time instant with zero initial conditions. The time sampling 

step is denoted as t∆ . In general, spatial and temporal steps have to satisfy accuracy 

limits and synchronism constraints. 
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z

y 6V 7VyE
xHx

z∆  

Fig.  2.1. The 1-D node configuration for wave propagation in z direction. Port numbers 
are chosen in accordance to the full 3D case  [28].  
 

The spatial discretization l∆  is usually constrained by the finest feature of the 

photonic structure. Another limit for l∆  in the case of bulk structures is defined by the 

smallest excitation wavelength minλ . In this case, the maximum spatial discretization 

min /10l λ∆ = . On the other hand, the time sampling step t∆  is usually determined as a 

function of the spatial steps for all the numerical techniques  [9],  [12], and  [20]. In TLM, 

t∆  is chosen throughout the whole domain to ensure one to one mapping between the 

circuit model and the electromagnetic model. This mapping is assumed at free space 

(vacuum). Synchronism of the signal propagation throughout an inhomogeneous media is 

ensured by means of extra storage as will be explained shortly. 

For clear representation of the TLM theory, the one-dimensional model is utilized 

to demonstrate how the EM model can be mapped to the corresponding circuit model. 

For the one-dimensional propagation of a plane wave in the z direction (Cartesian 

coordinates), the electric and magnetic fields are invariant with the x and y directions. 

Transverse electromagnetic (TEM) wave polarization is supported (see Fig.  2.1). For the 
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y polarized wave (electric field yE and magnetic field xH ), Maxwell equations (2.1) are 

reduced to: 

 
( )

( )

0 0

0 0

y x
mx m x m x

yx
ey e y e y

E HJ H H
z t t

EH J E E
z t t

σ µ µ χ

σ ε ε χ

∂ ∂ ∂
= + ∗ + + ∗

∂ ∂ ∂
∂∂ ∂

= + ∗ + + ∗
∂ ∂ ∂

 (2.2) 

The mapping of the EM equations (2.2) to a circuit equations requires the normalization 

rules  [28]. The electric and magnetic fields are mapped and normalized as 

 0/ , / / ( )y y x x xE V l H I l i lη= − ∆ = − ∆ = − ∆  (2.3) 

where yV  is the potential parameter in volts, xI  is the current quantity in amperes, and xi  

is the normalized current in volts, where 0η  is the free space wave impedance. Similarly, 

the current and voltage densities are mapped as  [28]: 

 2 2 2
0/ / ( ) , /ey ey ey mx mxJ I l i l J V lη= − ∆ = − ∆ = − ∆  (2.4) 

where eyi  and mxV  have dimensions of volts. 

By substituting (2.3) and (2.4) in (2.2), it is rewritten as: 

 
( )

( )

0 02
0 0 0

0 02
0 0

y mx x x
m m x

ey y yx
e e y

V V i i i
l z l l l t l t

i V Vi V
l z l l l t l t

σ µ µ χ
η η η

σ ε ε χ
η η

∂ ∂ ∂
= + ∗ + + ∗

∆ ∂ ∆ ∆ ∆ ∂ ∆ ∂
∂∂ ∂

= + ∗ + + ∗
∆ ∂ ∆ ∆ ∆ ∂ ∆ ∂

 (2.5) 

Similar to the derivation in  [28], we define the normalized spatial and time derivatives: 

 1 1,
z l z t t t

∂ ∂ ∂ ∂
= =

∂ ∆ ∂ ∂ ∆ ∂
 (2.6) 
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From (2.5), the constitutive parameters can also be mapped and normalized to the 

corresponding circuit parameters as follows: 

 0
0

, , 1, 1m
m e e n n

lr g l L Cσ σ η
η

∆
= = ∆ = =  (2.7) 

where mr , eg , nL , and nC  are the normalized resistance, conductance, inductance and 

capacitance, respectively. By substitution of (2.6) and (2.7) in (2.5), one gets: 

 
( )

( )

y x
mx m x n n m x

yx
ey e y n n e y

V iV r i L L i
z t t

Vi i g V C C V
z t t

χ

χ

∂ ∂ ∂
= + ∗ + + ∗

∂ ∂ ∂
∂∂ ∂

= + ∗ + + ∗
∂ ∂ ∂

 (2.8) 

In (2.8), the time sampling /t l c∆ = ∆ , where 0 01/c µ ε= is the light speed in free 

space. From the definition of t∆ , the network speed in the one-dimensional case is the 

same as the light speed in free space. Equation (2.8) represents the circuit model for the 

calculation of the electric and magnetic fields (i.e. yV and xi ). We apply the conventional 

transformation for the time derivatives to the normalized frequency domain s , where 

/s s t= ∆  as follows from (2.6). Equation (2.8) is transformed using the convolution 

theorem to  [28]: 

 z y mx m x nx x nx m xD V V r i L si L s iχ= + + +  (2.9) 

 z x ey e y ny y ny e yD i i g V C sV C s Vχ= + + +  (2.10) 

where 7 6z yD V V V= −  and 6 7z xD i i i= + with the port numbers are chosen for compatibility 

with the three dimensional (3D) case in Section 2.2 (Fig.  2.7).  
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Equations (2.9) and (2.10) can be realized with the circuits provided in Figs. 2.2 

and 2.3. In Fig.  2.2, a series node is utilized for the calculation of the x polarized 

magnetic field ( ). While in Fig.  2.3, a shunt node is utilized for the calculation of the y 

polarized electric field ( ). Using two different node configurations, we calculate the 

electric and magnetic fields at the same instant in time and at the same space point. This 

represents the condensed formulation that can be extended to the 2D or 3D case towards 

the symmetrical condensed node (SCN) that is usually exploited for the full vectorial 

time-domain simulation. 

 

Fig.  2.2. Circuit model of a computational node for one dimensional EM problem (series 
case). 

 

Fig.  2.3. Circuit model of a computational node for one dimensional EM problem (shunt 
case). 
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Fig.  2.4. Thevenin equivalent circuit for the series node. 
 

 

Fig.  2.5. Thevenin equivalent circuit for the shunt node. 
 

A direct approach for the calculation of  and  utilizes the Thevenin’s 

equivalent circuit at a load point of the transmission line induced with the right and left 

incident voltages (see Figs. 2.4 and 2.5). The open circuit voltage of a transmission line 

induced by ( ), at a port load, is ( ). The equivalent impedance is the unity 

characteristic impedance of the transmission line (due to normalization). The solution of 

the proposed circuits is formulated as, 

  (2.11) 

  (2.12) 

where  and  are magnetic and electric transmission coefficients utilized for direct 

calculation of the total voltage and current at each node. The total voltages and currents 
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are functions of the excitation currents and voltages ( ex
xi , ex

yV ), introduced by the incident 

voltage impulses combined with the free sources. The coefficients mxzt  and eyzt  have 

subscripts that denote the polarization (mx, ey) and the direction axis of change (z). This 

simplifies the derivation for the perfect matched layer materials that require field split for 

the Maxwell equations.  

2.1.2 Z-Domain Representation of the TLM Solution  

The s  domain formulation is not directly compatible with the numerical discrete 

time-domain simulation. Convolution has to be performed in the time-domain. A simple 

yet powerful tool to evaluate the convolution is through Z-domain representation of the 

transmission coefficients in (2.11), and (2.12)  [28]. Utilizing s t sz e e∆= =  which can be 

approximated as ( ) ( )1 / 2 / 1 / 2z s s= + − , the Laplace variable s  can be substituted as  

 
1

1

12
1

zs
z

−

−

−
≈

+
 (2.13) 

The transformation (2.13) is substituted in (2.11) and (2.12) to obtain the following,  

 
1

1

2
12 2
1

mxz

m m

t
zr
z

χ
−

−

=
 −

+ +  + 

 (2.14) 

 
1

1

2
12 2
1

eyz

e e

t
zg
z

χ
−

−

=
 −

+ +  + 

 (2.15) 

In order to calculate the total fields at each node inside the domain, we solve for the 

difference equations constructed from (2.14) and (2.15). Note that, the normalized 
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material parameters are general functions of z. For simplicity, we define extra storage per 

node to keep the history of the field values at previous instants, required for the 

calculation of the current instant. The number of extra storage depends on the dispersion 

function of the material properties.  

For the simple case of non-dispersive material, all parameters are of constant 

values, and only one extra storage is required to keep the field history. From (2.14), for 

materials with constant magnetic properties, the total field xi  is calculated by the 

following scheme  [28], 

 ( )12 , 2ex ex
x mxz x mx mx x mxz xi T i z S S i iκ−= + = +  (2.16) 

where mxS  is the magnetic field accumulator, mxzT  is the magnetic forward gain term  [28], 

and mxzκ  is the feedback gain term. The gain terms are defined as  [28]: 

 1(2 2 ) , (2 2 )mxz m m mxz m mT r rχ κ χ−= + + = − + −  (2.17) 

Similar procedure can be applied to (2.15) to calculate yV  which is given by: 

 ( )12 , 2ex ex
y eyz y ey ey y eyz yV T V z S S V Vκ−= + = +  (2.18) 

where eyS  is the electric field accumulator, eyzT  is the electric forward gain term  [28], and 

eyzκ  is the feedback gain term. The gain terms are given by:  

 1(2 2 ) , (2 2 )eyz e e eyz e eT g gχ κ χ−= + + = − + −  (2.19) 

The discussed update scheme in (2.16)-(2.19) is utilized at each node of the 

computational domain to calculate the electric and magnetic field normalized quantities  
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Fig.  2.6. Equivalent potential across the shunt node. 
 

at each time instant k. For the TLM network, the incident impulses ( , ) are subject 

to reflections which are connected to the neighboring nodes. The reflected signals are 

calculated as  

  (2.20) 

where ,  are the total port voltages, and ,  are the reflected port voltages for 

port 6 and 7 respectively. The total port voltages are calculated, by means of 

superposition, from the circuits in Figs. 2.4 and 2.5, where , and  are known. The 

total port voltages are calculated in terms of the node fields and incident voltages. An 

equivalent circuit is constructed (see Fig.  2.6) using the shunt node in Fig.  2.4. In Fig. 

 2.6, the equivalent potential between the transmission line ports is defined as . We 

calculate the superposition of the total voltage at each port from Figs. 2.5 and 2.6 as  

  (2.21) 

From (2.20) and (2.21), the reflected voltages at each node are calculated as 

  (2.22) 

29 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

The reflected voltage impulses calculated from (2.22) at an instant k are connected 

to the neighboring nodes to form incident impulses at instant k+1  [21]: 

 
6 71

7 61 1

i r

nz nz

i r

nz nzk k

V V

V V
+

− +

   
   =
   
   

 (2.23) 

where the spatial index in the z direction is nz. The developed TLM scheme utilizes  

(2.11) and (2.12) to calculate the node excitation currents and voltages ( ex
xi , ex

yV  ). The 

second step is to calculate the normalized fields at each node utilizing (2.16)-(2.19). The 

third step is to calculate the reflected voltage impulses as in (2.22). Finally, connection is 

done, as in (2.23), to calculate the updated incident voltage impulses at the next time step. 

The TLM scheme discussed in Section 2.1 can be extended to the three dimensional 

problem utilizing formulation based on the symmetrical condensed node (SCN)  [21]. The 

development of the 3-D TLM method is a straight forward generalization of the proposed 

derivation. The 3D scheme is demonstrated briefly in Section 2.2. Similar derivation can 

be conducted for the modeling of perfect matched layer usually employed for domain 

termination (see Section 2.3). 

2.2 3-D TRANSMISSION LINE MODELING 

The development of the 3-D TLM is achieved by combining shunt and series nodes 

to model all possible polarizations governed by Maxwell equations. By means of 

superposition, we can build a set of 2-D shunt nodes for the calculation of normalized 

electric field for all polarizations. Similarly, 2-D series nodes are constructed for the 

normalized magnetic field calculations. Utilizing those combinations, a condensed node 
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for the 3-D modeling is constructed as in Fig.  2.7. In this 3-D case, a total number of 12 

transmission line ports; 0 1 11. . .
Ti i iV V V =  V  are formed.  

For step-by-step explanation of the technique, first the modified node excitation 

voltages and currents are calculated. For example, similar to (2.12), the node excitation 

voltage for the y-polarized electric field ( ex
yV ) is modified as  [28]: 

 ( )7 6 4 5
1
2

ex i i i i
y eyV V V V V i= + + + −  (2.24) 

where the modified formulation takes into consideration the field variation in x-z plane. 

Following the same procedure, the node excitation voltages and currents at each node 

inside the domain at each time instant is defined as: 

 

0 1 2 3

4 5 6 7

8 9 10 11

7 6 8 9

0 1 11 10

3 2 4 5

1
2

i i i iex
exx

i i i iex
eyy

i i i iex
ezz

i i i iex
mxx

i i i iex
myy

i i i iex
mzz

iV V V VV
iV V V VV
iV V V VV

VV V V Vi
VV V V Vi
VV V V Vi

   + + +  
    + + +    
    + + +

= = −    
− + −   

   − + −
   

− + −         

exF





 (2.25) 

where the node and time subscripts are omitted for clarity. Equation (2.25) is formulated 

in a concise matrix form as: 

 , , ,
1
2

ex f
j k ex, j j k j k= −F R V V  (2.26) 

where at the computational node j and time instant k, 12
,j k R∈V  is the vector of incident 

voltage impulses, 6
,
ex
j k R∈F  is the vector of node excitation voltages and currents, and  
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Fig.  2.7. The symmetrical condensed node (SCN) for the 3-D TLM. 
 

6
,
f

j k R∈V  is the vector of free sources. 6 12
ex, j R ×∈R  is the node excitation matrix whose 

elements belong to the set {0, −1, 1}. 

The calculated node excitation voltages and currents (2.25) are utilized to calculate 

the normalized fields as  [28]  

 

ex
exx x

ex
eyy y

ex
ezz z

ex
mxx x

ex
myy y

ex
mzz z

tV V
tV V

tV V
ti i

ti i
ti i

   
   
   
   

= =    
   
   
   

          

F  (2.27) 

where a transmission matrix is utilized for modeling a material of diagonal constitutive 

parameter. The transmission coefficients are calculated utilizing the corresponding  
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circuit model with the solution of the resultant equivalent circuit. In the 3-D case, the 

speed of the signal propagation in the transmission line link / 2l t c∆ ∆ =   [20]. Electric 

and magnetic fields are mapped to electrical potential and currents as in (2.3). The free 

current and voltage densities are mapped according to (2.4). Utilizing the mapped circuit 

quantities (2.3), (2.4), the Thevenin’s equivalent circuit can be constructed with the 

normalized conductivity  0e eg lσ η= ∆  and normalized resistivity 0/m mr lσ η= ∆ . The 

transmission coefficient are formulated for example 

 2
4 2ex

e e

t
g s χ

=
+ +

 (2.28) 

and  

 2
4 2mx

m m

t
r s χ

=
+ +

 (2.29) 

Equation (2.27) in a matrix form is written as, 

 , ,
ex

j k j j k=F T F  (2.30) 

where 6
,j k R∈F  is the total normalized field at node j and time instant k and 6 6

j R ×∈T is 

the node transmission matrix dependent on the local material constitutive parameters.  

Utilizing the calculated normalized total fields, the reflected voltage impulses at 

each port for each node in the computational domain is calculated as  
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 (2.31) 
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Fig.  2.8. The TLM connection process. 

 

We define the vector of reflected voltage impulses at the node ports as 

0 1 11. . .
Tr r r rV V V =  V . A matrix form of (2.31) can thus be written as  [28] 

 , , ,
r
j k j j k j k= −V R F PV  (2.32) 

where at the spatial node index  j and time index k, 12
,
r
j k R∈V  is the vector of reflected 

voltages and 12 6
j R ×∈R  is the reflection matrix whose entries belong to the set {0, −1, 1}. 

Finally, the reflected voltage impulses at each port at each time step k are 

connected to the neighboring ports to form the vector of impulse voltages at the next time 

step, k+1. In Fig.  2.8, the connection process for ports 8, 9, 10, 11 is demonstrated, where 

the spatial indices at the current node are nx , ny , nz . The update of the incident voltage 

impulses using the reflected ones is usually called the connection step and is performed 

as follows, 
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 (2.33) 

The connection process applied to all links of the computational domain of size N is 

formulated as  

 1
r

k k+ =V CV  (2.34) 

where kV , r
kV 12NR∈  are the vectors of all incident and reflected impulses respectively, 

for all nodes inside the computational domain at the kth time step. The matrix 

12 12N NR ×∈C  is the overall TLM connection matrix utilized to perform the swapping 

operations on the reflected voltage impulses.   

The TLM technique utilizes the update scheme (2.25)-(2.33) for the calculation of 

the normalized field quantities inside the computational domain at any time instant during 

the specified simulation time. This scheme is based on two distinct processes called 
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scattering and connection. Utilizing matrix formulations (2.26), (2.30), (2.32), and (2.34), 

the TLM scheme is formulated in a standard concise matrix formulation as follows, 

 ( )1
s

k ex k k+ = − +V C RTR P V V  (2.35) 

where the system factorized matrices, 12 6 6 6 6 12N N N N N NR R R× × ×∈ ∈ ∈exR , T , R  , and 

12 12N NR ×∈P , are block diagonal matrices whose diagonal blocks are the nodal matrices 

Rj∈R12×6, Tj∈R6×6, Rex,j∈R6×12 and Pj∈R12×12, respectively, for j=1 2 … N. The vector s
kV  

is the source excitation at time step k. Equation (2.35) can be written in a more concise 

form as:  

 1
s

k k k+ = +V CSV V  (2.36) 

where 12 12N NR ×∈S  is a block diagonal matrix whose jth diagonal component is 

Sj∈R12×12, the scattering matrix of the jth node.  

2.3 MODELING OF DISPERSIVE PLASMONIC MEDIA 

The TLM scheme presented in Section 2.2 is general and can be extended to the 

modeling of the dispersive media by means of Z transform as demonstrated in (2.14)-

(2.19). In this case, the transmission matrix defined in (2.27) is constructed from 

frequency dependent constitutive parameters (causal frequency dependence). The 

normalized electric and magnetic fields are calculated through the solution of a simple 

difference equation by means of extra storage that preserves the system history.  

For modeling nano-plasmonic structures in the optical range, the dispersive 

behavior of metallic objects should be taken into account. The interaction between the 
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electron oscillations at the surface of metallic interface (surface plasmons) with the light, 

give rise to the surface plasmon polaritons (SPPs) wave, which can propagate along the 

metal surface. Dispersive Drude model is usually exploited to model the metal 

constitutive parameters in the optical range (plasma model). The metal is treated as a free 

electron gas of density (N0) moves in the presence of the positive ion cores  [33]. The 

electron undergoes damped oscillations in the presence of the electromagnetic radiation. 

The damping frequency is denoted as γ . The electric susceptibility for the metal in an 

SPP structure with the dispersion described by the Drude model  [33],  [34] is 

 
2

( )
p

e i
ω

χ χ
ω γ ω∞= +

−
 (2.37) 

In (2.37), χ∞  is the background frequency independent susceptibility of the model. ωp is 

the bulk plasma frequency ( 2
0 0/p N eω ε= ) where e is the electron charge and 0ε  is the 

free space permittivity, ω is the angular frequency, and γ is the collision frequency. 

Equation (2.37) is derived for the field time dependence 0( ) j tt e ω=E E  of a wave 

propagating in the positive spatial co-ordinates  [34]. 

The expression (2.37) may be transformed into the Laplace s domain and 

substituted in (2.28). Thus (2.28) is transformed into a time difference equation to 

calculate the vector F using the excitation vector Fex. An alternative approach for 

modeling the metal dispersion in SPP structures is to introduce dispersive conductivity 

using the relationship ( ) ( ) 0  1 /χ ω σ ω ε ω= − −   [33],  [34], where χ(ω) is the 

frequency-dependent part of the metal susceptibility with χ∞  excluded. Therefore, the 
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metal material is characterized as a non-magnetized plasma with constant susceptibility 

χ∞  and a frequency dependent conductivity σ(ω). The frequency dependent conductivity 

in s form is given by  [28] 

 0( )
1e

c

s
s

σσ
τ

=
+

 (2.38) 

where 1/cτ γ=  is the collision time constant. The DC electric conductivity is 

2
0 0p cσ ω ε τ= . Our TLM realization is based on a dispersive equivalent conductivity 

approach. Transforming (2.38) to the Z-domain formulation utilizing the impulse 

invariant method, the normalized conductance is formulated as  [28] 

 0
1

0

(1 )( )
1
ec

e
gg z

z
β
β−

−
=

−
 (2.39) 

where 0 0ecg lσ η= ∆  is the normalized conductance and /
0

cte τβ −∆= . Equation (2.39) can 

be expanded as follows, 

 1 1
0 1(1 ) ( ) ( )e e ez g z g z g z− −+ = +  (2.40) 

where ge0 = gec (1− β0), ge1 = α /(1− z-1β0) and 2
0(1 )ecgα β= − . Equation (2.40) is then 

substituted into the transmission matrix coefficients, e.g. (2.28), to construct a time-

domain difference equation. For example, for the calculation of Vx at a certain 

computational node, the transmission parameter tex in (2.28) is calculated, using the 

plasmonic material model (2.40), as follows: 

 
1

1 1
0 1

2(1 )
4 4 (4 4 ) ( )

x
ex ex

x e e

V zt
V g z z g zχ χ

−

− −
∞ ∞

+
= =

+ + + − +
 (2.41) 
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where the transmission coefficient ext  is transformed to the Z-domain representation 

using the bilinear transform (2.13). Equation (2.41) is frequency independent for the free 

space case ( 0χ∞ = , 0 0eg = , 1 0eg =  ). No memory is required in this case to store past 

field values. For a material of finite frequency independent permittivity and conductivity, 

the previous field value needs to be stored. For the plasmonic materials, the field history 

for the previous two time steps is accumulated. This is due to the 1z−  and 2z−  terms in the 

transmission coefficients. The application of TLM to other dispersive materials is 

straightforward and is achieved with a number of extra storages dependent on the 

material model functions. 

2.4 MODELING OF PERFECTLY MATCHED LAYER 

The perfectly matched layer (PML), developed by Bérenger, is widely used with 

FDTD codes  [35]. PML is based on the manipulation of Maxwell equations to allow for 

nonphysical contributions that lead to a finite computational domain. For the 

implementation of a PML at the boundary, in TLM, we utilize an adapted version of this 

approach.  

The implementation of PML to the TLM computational domain can be achieved 

through different approaches. The first approach is to implement the PML through an 

attached FDTD layer  [36]. This method requires an interpolation at the domain interface 

which may be a source of artificial spurious modes. It also adds the complexity of using 

two different numerical techniques for the same problem. 
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A second approach utilizes a modified TLM node suitable for the implementation 

of the PML for TLM  [37]. The overhead of this approach is an increased memory 

storage, computational effort, and complexity. An extra 8 links are attached to each node 

for implementing the PML  [37]. This approach, however, leads to a unified algorithm, 

which is more robust, accurate, and does not require any interpolation at the interface 

between different computational domains. 

In this work, we utilize an optimized version of the PML based on the TLM 

approach presented in Section 2.2. It utilizes the same node for the computational domain 

and the PML. This PML realization does not require the definition of extra ports. 

However, extra storage will be required to account for the field splitting  [30]. It is simple 

to implement with only a memory overhead due to the presence of extra field values. The 

calculation of the reflected waves (scattering) and new incident waves (connection) 

proceed as explained earlier. 

According to the basic idea introduced by Bérenger, the TLM implementation  [30] 

uses a modified set of normalized field quantities 

[ ]T
xz xy yx yz zy zx xz xy yx yz zy zxV V V V V V i i i i i i=F . The vector of 

the node excitation fields Fex is modified to 

[ ]ex ex ex ex ex ex ex ex ex ex ex ex ex T
xz xy yx yz zy zx xz xy yx yz zy zxV V V V V V i i i i i i=F . The 

calculations of both exF  and F  follow the same procedure as in (2.26) and (2.30) with 

modified exR  and T matrices.  

The evolution of the voltage and current signals inside the PML media is subject to 

similar scattering and connection processes, as in the non-split field regular TLM 
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technique. The scattering process is summarized as follows. The node excitation voltages 

and currents are calculated from the 12 ports incident voltages associated with the SCN 

 [30] as 
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 (2.42) 

where the free sources terms are vanishes inside the PML domain. The above expression 

can be derived following the same procedure in Section 2.1 (see (2.11) and (2.12)). The 

normalized local split fields at each node are determined using, 

 

 

,

,

,

,

,

,

ex ex
xz exz xz xy exy xy

ex ex
yx eyx yx yz eyz yz

ex ex
zy ezy zy zx ezx zx

ex ex
xz mxz xz xy mxy xy

ex ex
yx myx yx yz myz yz

ex ex
zy mzy zy zx mzx zx

V t V V t V

V t V V t V

V t V V t V

i t i i t i

i t i i t i

i t i i t i

= =

= =

= =

= =

= =

= =

 (2.43) 

The real six field components can be calculated by adding the corresponding two field 

quantities as follows: 
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 , ,x xy xz y yx yz z zx zyV V V V V V V V V= + = + = +       (2.44) 

and 

 , ,x xy xz y yx yz z zx zyi i i i i i i i i= + = + = +       (2.45) 

The reflected voltages and the connection processes (2.31), (2.33) are utilized to calculate 

the updated link voltage impulse. 

For the calculation of the transmission matrix coefficients we map the PML 

constitutive parameters calculated as in  [28] to the corresponding circuit parameters. The 

PML is an integral part of any computational domain for modeling photonic structures. It 

provides accurate truncation for infinite domains. To test our in-house simulator, we start 

by simulating a simple slab waveguide (see inset of Fig.  2.9 ). This waveguide is made of 

a cladding and a core layer with refractive index of 1.5 and 1.7, respectively. The width 

of the waveguide is d = 0.8 μm. This structure is excited with the fundamental mode. The 

excitation signal is a Gaussian-modulated sinusoid with a wavelength (λ) between 1.0 μm 

to 3.0 μm. The transmitted signal inside the waveguide is calculated using both the line-

matching boundary condition  [22] and the PML boundary condition. The results of this 

simple waveguide simulation are shown in Figs. 2.9 and 2.10. Fig.  2.9 shows a large 

time-domain reflection for the line-matching boundary condition. The transmission 

spectrum using the same boundary is highly distorted as shown in Fig.  2.10. The PML 

boundary provides more accurate results than the line-matching boundary especially for 

wideband excitations. Our PML implementation is employed in all subsequent examples. 

These examples are all conducted on an Intel® Xeon® Processor 5160 (3.0 GHz) 

platform. 
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Fig.  2.9. The transmitted time-domain signal in a slab waveguide is compared for the two 
types of boundaries; PML boundary and line-matching boundary. 
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Fig.  2.10. The transmitted frequency-domain signal in a slab waveguide is compared for 
the two types of boundaries; PML boundary and line-matching boundary. 
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2.5 MODELING OF SUBWAVELENGTH NANO-PLASMONIC 

STRUCTURES 

In this Section, we demonstrate the application of TLM to the modeling of 

plasmonic structures. We perform a wideband time-domain simulation for a number of 

structures using our in-house MATLAB-based TLM simulator. Our examples include 

surface plasmon polariton Bragg gratings, subwavelength beam focusing using surface 

dielectric gratings, improved focusing using surface metallic grooves, and focusing using 

nano-scale slit array. Our results are compared to the results available in the literature. 

We also utilize the TLM simulation to predict the dependence of the response on some 

device parameters (parametric study). Our examples are tested using both Gaussian-

modulated sinusoidal excitations and impulse excitations in order to illustrate the stability 

of the TLM approach. 

2.5.1 Surface Plasmon Bragg Grating 

In this example, we model a metal-insulator-metal (MIM)-type waveguide with 

metallic grating (see Fig.  2.11). Using this grating, we can achieve Bragg filtering. This 

device is known as surface plasmon polariton waveguide Bragg grating (SPP-WBG)  [38]. 

For wideband modeling of these devices, time-domain simulators are preferred. The 

parameters are chosen to be W = 500.0 nm, W1 = 100.0 nm, Λ = 660.0 nm, and L = 292.0 

nm  [39]. The values of the last two parameters allow the Bragg condition to occur at a 

wavelength of 1550.0 nm. The number of grating pitches is set to 14. The thickness of the 
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Fig.  2.11. The geometry of the SPP waveguide Bragg grating. 
 

grating (t) is included as a parameter in order to evaluate its impact on the response. We 

set the minimum value of t to 25.0 nm. The metal is assumed to be silver with its 

permittivity given by the Drude model. The parameters of the model are 

1 3.7ε χ∞ ∞= + = , ħωp = 9.1eV, and ħγ = 0.018eV  [40]- [43], where ħ is the reduced 

Planck’s constant. The dielectric layer is assumed air. 

The SPP Bragg grating is simulated using a TLM space step of 10.0 nm for 30,000 

time steps. The simulated structure has dimensions 0.4 × 13 μm which requires 40 × 1300 

TLM nodes. For this large structure with a large number of time steps, the overall 

simulation time is about 90 minutes. 

A time-domain impulse excitation is utilized in this example. The transmission 

spectrum is estimated, for the wavelength range 1.0 μm to 6.0 μm as shown in Fig.  2.12. 

The predicted center wavelength inside the band gap is 1550.0 nm. Both the center 

wavelength and the filter quality have good agreement to those reported in  [39],  [44]. The 

spectral response is asymmetric as in Fig.  2.12, which is consistent with the dispersive
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Fig.  2.12. The transmission response of the plasmonic Bragg grating whose operation 
wavelength is at 1.55 μm. 

 

permittivity of the silver. The magnetic field distribution (|Hy|) inside the SPP-WBG is 

shown in Figs. 2.13 and 2.14, for incident wavelengths 1000.0 nm and 1550.0 nm, 

respectively. It is clear that the incident wave with a wavelength of 1000.0 nm, which lies 

outside the band gap, is transmitted. However, at 1550.0 nm, the incident wave is 

completely reflected.  

For robust validation of our model, we estimate the impulse response due to 

different values of the grating thickness t. This is the first reported simulated impulse 

response of a photonic structure. This is the direct advantage of the TLM as a physics-

based numerical technique. The transmission response is calculated for thicknesses 
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ranging from 25.0 nm to 155.0 nm as shown in Fig.  2.15. The grating thickness affects 

both the band gap and the performance of the device. As the thickness increases, the band 

gap increases with a significant shift in the mid wavelength and the transmitted energy 

decreases. The thickness increase also allows for a large propagation loss inside the 

grating, which leads to a degradation in the filter response as shown in Fig.  2.15. 

 

 

Fig.  2.13. The magnetic field distribution inside the plasmonic Bragg grating for an 
incident wavelength of 1000.0 nm. 
 

 

Fig.  2.14. The magnetic field distribution inside the plasmonic Bragg grating for an 
incident wavelength of 1550.0 nm. 
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Fig.  2.15. The impulse response of the plasmonic Bragg grating for different grating 
thicknesses. 
 

2.5.2 Sub-wavelength Beam Focusing Using Dielectric Surface Grating 

In this example, we model a single subwavelength slit surrounded by chirped 

dielectric surface grating as shown in Fig.  2.16. By introducing a chirped dielectric 

grating on the metallic surface, the light is focused at a certain focal length that is 

dependent on the dielectric material and the grating period  [45],  [46]. This device can be 

used for focusing the light in nano-scale scanning optical microscopy. It consists of silver 

slab of thickness d with a slit of width a.  
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Fig.  2.16. The schematic of SPP beam focusing using aperture dielectric grating. 

 

For the considered structure, we set d=1.0 μm, a=100.0 nm, and t=120.0 nm. The 

structure consists of 12 surface grating pitches at each side of the slit with a 0.5 fill factor. 

The periods of these grating are given by Λ= [327.0 294.0 272.0 258.0 249.0 242.0 238.0 

234.0 231.0 229.0 228.0 226.0] nm which allows the focal point of an incident wave of 

wavelength 532.0 nm to be at 1.5 μm. The same silver dispersion model of Section 2.5.1 

is utilized with dispersion parameters consistent with  [47]. The dielectric grating material 

has a refractive index of 1.72. 

The structure is simulated with a space step of 5.0 nm for 8000 time steps utilizing 

different types of excitation. The space step is small to match the contrast in the design 

dimensional parameters. The simulation is conducted for a large domain size to ensure 

that the focal point is located inside the computational domain. For a 7.0×10.0 µm 
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Fig.  2.17. The magnetic field distribution of the focused beam from subwavelength 
metallic slit in the presence of an aperture dielectric grating at an incidence wavelength of 
532.0 nm. 
 

structure, the computational domain includes 1400× 2000 TLM nodes. The simulation 

time is approximately 300 minutes.  

The field distribution (|Hy|) at an operating wavelength of 532.0 nm is shown in 

Fig.  2.17. The achieved focal point is 1.5 μm which is identical to that reported in  [46] 

with the same full width at half maximum (FWHM=409.0 nm) as shown in Fig.  2.18. 

In Fig.  2.19, the longitudinal intensity distribution (|Hy|)2 for a selected set of 

wavelengths demonstrates the variation of the focal length. As can be seen, focusing is 

achieved at specific wavelengths from 500.0 nm to 600 nm according to the designed 

structure. Focusing is demonstrated by means of light intensity probing along the axis.  
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Fig.  2.18. The transverse intensity profile around the spot of the focused beam for the 
subwavelength metallic slit at an incidence wavelength of 532.0 nm. 
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Fig.  2.19. The longitudinal intensity distribution for the subwavelength metallic slit 
surrounded by a chirped dielectric grating at a selected set of wavelengths. 
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Fig.  2.20. The spectral distribution of the focal length for the lens structure of 
subwavelength metallic slit with chirped dielectric grating. 
 

Utilizing the time-domain data calculated along the axis, the focal length is 

calculated for a wide spectral region (500.0 nm to 600.0 nm) as shown in Fig.  2.20. As 

the light wavelength increases, the focal point becomes closer to the slit. 

2.5.3 Sub-wavelength Focusing Using Metallic Grooves 

We consider the promising focusing structure shown in Fig.  2.21. It consists of a 

metallic slit surrounded with metallic grooves of constant depths  [48]- [51]. These 

grooves allow for highly focused beam without any chirping. The main parameters are 

the slit width and groove period, depth, and width. The structure utilizes a gold film with 

a thickness of 400.0 nm. The film dielectric constant is characterized by the Drude model 

with parameters the ε∞=9.0685, ħωp=8.9269eV, and ħγ=0.076eV  [40]- [42]. The 
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Fig.  2.21. The schematic of the focusing structure with metallic grooves. 

 

dielectric layer is made of silicon dioxide (SiO2) with a refractive index of 1.46. The slit 

width is 200.0 nm. The groove period, width, and depth are 380.0 nm, 60.0 nm and 40.0 

nm, respectively. This structure provides focusing at wavelength of 650.0 nm with a focal 

point of 2.0 μm  [49]. 

This structure is modeled using a computational domain with a space step of 10.0 

nm for 8000 time steps. The computational effort for this simulation is less than the 

design in Section 3.2 because the grating is not chirped. For a 5×12 µm structure, the 

computational domain includes 500× 1200 TLM nodes. The simulation time is 

approximately 90 minutes.  
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Fig.  2.22. The magnetic field distribution for the subwavelength slit without the grooves. 
 

 

Fig.  2.23. The magnetic field distribution for the focusing structure with the grooves 
included. 
 

The structure is excited with a wideband Gaussian-modulated sinusoidal signal 

(from 400.0 nm to 700.0 nm). For this example, we demonstrate focusing effect by 

estimating the change in the field distribution due to the introduction of surface metallic 

grooves. The field distribution (|Hy|) for the structure without metallic grooves is shown 

in Fig.  2.22. The field distribution of the focusing structure is shown in Fig.  2.23. Here, 
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light is focused at a focal length of 2.0 μm. In Fig.  2.24, the intensity distribution along 

the transverse direction at the focal point is compared to that obtained in  [49]. The TLM 

simulation predicts a FWHM of 350.0 nm which is in good agreement with the reported 

data  [49]. 

The TLM time-domain simulation is further exploited to predict the focusing 

behavior for different wavelengths. The lateral intensity distribution (|Hy|)2 for a selected 

set of wavelengths is shown in Fig.  2.25. Focusing is achieved in the neighborhood of the 

wavelength 650.0 nm. For the wavelength range between 600.0 nm to 700.0 nm, the 

continuous focal length wavelength relation is shown in Fig.  2.26. 

 

-2 -1 0 1 2
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

X in µm

N
or

m
al

iz
ed

 In
te

ns
ity

 

 

Reference
TLM Simulation

FWHM=350nm

 

Fig.  2.24. The transverse intensity profile around the focusing spot for the subwavelength 
slit with metallic surface grooves. 
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Fig.  2.25. The longitudinal intensity distribution for the subwavelength slit with metallic 
surface grooves at a selected set of wavelengths. 
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Fig.  2.26. The spectral distribution of the focal length for the subwavelength slit with 
metallic surface grooves.  
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Fig.  2.27. The schematic of the planar slit array. 
 

2.5.4 Slit Array in a Metallic Film 

In this example, we model the nano-scale slit array shown in Fig.  2.27 using time-

domain TLM. This structure has been utilized for angle compensation which enhances 

the efficiency of the off-axis pixels in solid state image sensors  [52]. It also allows for 

beaming and focusing effects which can be utilized in optical microscopy  [52]- [58].  

The considered structure has a metal thickness h=400.0 nm. The slit widths are 

ranging from 80.0 nm in the middle to 150.0 nm at edges  [53]. The dielectric constant of 

SiO2 is 2.13. The metallic film is made of gold, which has the same parameters as in the 

previous example. 
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Fig.  2.28. The magnetic field distribution for the planar slit array. 
 

We set the node dimension of the TLM domain to 10.0 nm for 8000 time steps. For 

the 5.0 µm ×16.0 µm structure, the computational domain includes 500× 1600 TLM 

nodes. The simulation time is approximately 100 minutes. The excitation exploits a wide 

band Gaussian-modulated sinusoid with wavelength ranging from 400.0 nm to 800.0 nm. 

In Fig.  2.28, the magnetic field distribution is shown for an incident wavelength of 637.0 

nm. The achieved focal length is 5.3 μm which is identical to that reported 

experimentally  [53]. The field distribution around the focal spot in the transverse 

direction is compared to the reported experimental result in Fig.  2.29. Both results have a 

good agreement. 

From the conducted time-domain simulation, the focusing effect for different 

incidence wavelengths is investigated. Fig.  2.30 shows the longitudinal field distribution 

at the structure axis of the symmetry. The maximum field indicates the position of the 
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Fig.  2.29.  The transverse intensity profile around the focal spot for the slit array. 
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Fig.  2.30. The longitudinal intensity distribution for the planar slit array at a selected set 
of wavelengths. 
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Fig.  2.31. The spectral distribution of the focal length of the planar slit array. 
 

focal point. It is clear that focusing is achieved for all wavelengths at different focal 

lengths. The focusing effect for this structure is based on the interference pattern 

constructed from different waves coming out of the slits. The optical size of the lens 

determines the focal point. For an increased wavelength, the optical length is decreased 

leading to a scaled-down focal length. As the wavelength increases, the focal point 

becomes closer to the lens as shown in Fig.  2.31. 

2.6 SUMMARY  

We successfully demonstrated, for the first time, the application of the TLM 

method to the time-domain modeling of surface plasmon polaritons (SPPs) devices. A 

dispersive TLM node is utilized which allows for the modeling of any dispersion 

behaviour through simple difference equations. Wideband responses of various focusing 
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structures have been accurately modeled using impulse excitations or Gaussian 

modulated sinusoids.  Our calculations match well the reported results in the literature. 
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3 MEMORY EFFICIENT TLM-BASED 

ADJOINT VARIABLE METHOD 

In Chapter 2, we discuss the transmission line modeling (TLM) approach for the 

simulation of nano-plasmoic structures. Utilizing the self-consistent electric and magnetic 

field calculations, we model the structure to find its responses. The outcome of a time-

domain simulation is a time sequence of all the electric and magnetic field polarizations 

at any spatial point. This data can be transformed to the frequency domain where the 

signal can be spectrally analyzed.  

For design optimization of EM structures, the simulation has to be performed 

iteratively until an optimal objective value is reached  [1]. The design parameters can be 

fine-tuned (optimized) to reach a good performance. However, tuning the design 

parameters does not generally provide an optimal design. The EM problem is thus 

formulated as an optimization problem at the response level  [2]. The response is 

optimized by choosing the optimal design parameters (geometry and material properties). 

On the other hand, imaging and spectroscopy problems (inverse problems) require 

computationally efficient optimization approach to predict the structure parameters that 

lead to a given experimental response,  [3] and  [4]. The inverse problem is thus 

formulated as an optimization problem where the unknown structure parameters are 

predicted to minimize the deviation between the simulated and the experimental 

responses.  
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Sensitivity analysis resides at the heart of any optimization algorithm.  It estimates 

how the objective function would change in response to slight changes (perturbations) in 

the design parameters  [5]- [15].  Sensitivity calculation is an integral part of derivative-

based optimization, where the vector of optimization parameters ( p ) is tuned according 

to the calculated derivatives  [11]. Sensitivity is also utilized for tolerance and yield 

analysis.  

Conventional approaches for sensitivity calculation introduces formidable extra 

computational cost. For the calculation of the sensitivity utilizing the finite difference 

approach at the response level, at least n extra simulations have to be performed, where n 

is the number of optimization parameters. These simulations are conducted for a structure 

with a perturbed design parameter pi, where i=1,2,…, n. The accurate central finite 

difference approach requires two extra simulations per each parameter. This leads to the 

execution of 2n extra simulations. 

Adjoint variable method (AVM) represents the ultimate efficient modality for 

gradient or Jacobian calculations  [12]- [25]. It estimates the sensitivity of the objective 

function with respect to all parameters using at most one extra simulation  [14]. This can 

be contrasted with finite difference approaches where at least n extra simulations are 

required. The AVM approach has been successfully developed for both time and 

frequency domain modeling techniques, including the finite difference time-domain 

(FDTD) method  [15], transmission line modeling (TLM) method  [14],  [17], method of 

moments (MOM)  [18], and the finite element method (FEM)  [8].  
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A self adjoint variable method (SAVM) is developed for sensitivity calculations of 

the frequency-dependent network parameters  [22],  [23]. Using this approach, the 

response and its sensitivities with respect to all design parameters are calculated without 

any extra simulations. Recently, the AVM algorithm has found early implementation in 

commercial softwares such as HFSS  [24] and CST  [25]. 

The development of the AVM approach for TLM-based solvers has been achieved 

in several stages. The AVM was first developed for 2D time-domain TLM problems with 

perfect conducting discontinuity where the shape of a metallic object is the optimizable 

design parameter  [14]. An efficient mapping algorithm is developed in order to avoid the 

simulation of a perturbed adjoint structure. In this approach, only the perturbed 

transmission line links connected to the metallic object needs to be stored. 

The AVM approach was then extended to include dielectric lossy materials  [19]. 

An analytically accurate technique was developed to avoid any approximation for the 

required simulations. In this case, the impulses of all links inside the lossy dielectric 

discontinuities need to be stored in both the original and adjoint simulations at all time 

steps. The approach was also developed for problems that include dispersive boundaries 

 [20] and for 3D problems  [21]. A breakthrough self adjoint variable method (SAVM) is 

developed for a frequency dependent network parameters  [22],  [23]. Recently, the 

developed TLM-based AVM technique is utilized for sensitivity analysis of temporal 

fields  [16]. 

TLM-based AVM for lossy dielectric discontinuities are memory intensive  [19], 

 [21]. The algorithm stores the incident impulses at all perturbed cells at all time steps for 
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both the original and adjoint simulations. For these problems, the perturbation is 

volumetric and thus, the entire discontinuity domain is perturbed. This presents a memory 

barrier for conducting TLM-based AVM approach for problems incorporating large 

perturbed discontinuities. 

In this Chapter, we present a novel memory efficient implementation of the AVM 

algorithm with TLM. We show that the memory requirement is reduced to only 10% of 

that required for original TLM-based AVM algorithms  [19],  [21]. An elegant 

mathematical manipulation of the scattering matrices reduces the storage in the original 

domain simulation to 20% of that reported in earlier implementations. The memory 

storage of the adjoint simulation is completely avoided by estimating the sensitivities on 

the fly. This results in a net 90% reduction in the memory storage requirement for the 

algorithm. This chapter presents thorough explanation of the TLM-based AVM technique 

utilizing the memory efficient approach. The AVM memory requirements are 

demonstrated for both the 2D and 3D cases. The theory is supported by a number of 

general electromagnetic structures. 

3.1 ADJOINT VARIABLE METHOD 

Adjoint variable method is utilized to calculate the sensitivity of an objective 

function with respect to any optimization parameter. Exact sensitivity is obtained for 

analytic perturbation of the system equations. AVM utilizes a main simulation along with 

an adjoint simulation whose excitation is based on the objective function.  

A general EM-based objective function is formulated as  [14] 
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0 0

( ) ( )m mT T
F d dt dtψ

Ω

= Ω = Ψ∫ ∫ ∫p,V p,V  (3.1) 

 where Ω is the observation domain, V is the continuous vector of Vk and Tm  is  the 

simulation time. The vector V represents the simulation state variable. The discrete 

sequence Vk of the incident voltage impulses to all the TLM links, inside the 

computational domain, can be calculated according to (2.36) as follows 

 1
s

k k k+ = +V CSV V  (3.2) 

The sensitivity of F with respect to the ith parameter pi can be calculated as 

 
0

m
TTe

i i i

F F dt
p p p

∂ ∂ ∂Ψ ∂ = +  ∂ ∂ ∂ ∂ ∫
V

V
 (3.3) 

where ∂e/∂pi denotes the explicit dependences and is a zero in most practical cases. The 

sensitivity can be calculated once / ip∂ ∂V  is obtained. Direct calculation of this quantity 

would require at least N extra simulations. An alternative AVM approach is utilized for 

the calculation of the integral in (3.3). This approach is based on the numerical technique 

system update equation (3.2) and can be explained as follows. 

For a sufficiently small simulation time step ( t∆ ), the vector of incident voltage 

impulses at a time step k+1 can be approximated as  

 1k k
k

t
t+

∂ = + ∆ ∂ 
VV V  (3.4) 

Utilizing (3.2), the time derivative of the incident voltage can be calculated as  

 ( ) =
s

k
k

kt t t
∂ −  + ∂ ∆ ∆ 

VV CS I V  (3.5) 
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where I is the identity matrix. By defining the matrix ( ) /  t− ∆A = CS I , (3.5) at any time 

instant k can be written as  

 =
s

t t
∂

+
∂ ∆

VV AV  (3.6) 

For sensitivity with respect to arbitrary parameter pi, the derivative of (3.6)  is calculated 

as, 

 
2

=
i i it p p p

∂ ∂ ∂
+

∂ ∂ ∂ ∂
V A VV A  (3.7) 

Equation (3.7) is multiplied by the transpose of an arbitrary adjoint variable λ  and 

integrated over the simulation time [0, Tm] to get 

 
2

0

0
mT

T

i i i

dt
t p p p

 ∂ ∂ ∂
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∫
V A VV Aλ  (3.8) 

In (3.8), T NLR∈λ  where N is the number of computational nodes and L is the number of 

links per each node. Equation (3.8) holds for an arbitrary adjoint variable and can be 

applied to all the structure design parameters. We integrate (3.8) by parts  [19]: 

 
00

0
m m

T T T
T T T

i i i i

dt
p t p p p

 ∂ ∂ ∂ ∂ ∂
− + + = ∂ ∂ ∂ ∂ ∂ 

∫
V V A VV Aλλ λ λ  (3.9) 

The vector V has a zero initial value independent of the optimization parameter pi. The 

adjoint variable can be arbitrary chosen to be of zero terminal condition, i.e. ( )mT = 0λ . It 

follows that the first term in (3.9) vanishes. Equation (3.9) can be rewritten as:  

 
0 0

m mT TT
T T

i i

dt dt
t p p

  ∂ ∂ ∂
+ = −   ∂ ∂ ∂   

∫ ∫
V AA Vλ λ λ  (3.10) 

From (3.3), using (3.10), we can construct the following system equation  [14]: 
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TT

T

t
∂ ∂Ψ +  ∂ ∂ 

A =
V

λ λ  (3.11) 

which represents a possible choice for the adjoint variable calculation scheme. Equation 

(3.11) can be transposed, and the matrix A is substituted to get 

 ( )T Tt t
t

∂ ∂Ψ ∆ + − ∆  ∂ ∂ 
S C I =

V
λ λ  (3.12) 

Equation (3.12) can be reduced to the following update equation for the adjoint variable 

λ , 

 1 ( ) , ( )T T s
k k k mT− − = 0S Cλ = λ λ λ  (3.13) 

where ( )/s
k t k t

t
= ∆

= ∆ ∂Ψ ∂Vλ  is defined as the adjoint excitation. 

Equation (3.13) is the adjoint update equation. It runs backward in time with a zero 

terminal condition. The excitation of the adjoint problem is derived from the objective 

function. By conducting the adjoint simulation, the value of the adjoint variable is 

calculated at every instant at any node inside the computational domain. Using (3.3), 

(3.10), and (3.11), the sensitivity of the objective function F with respect to a design 

parameter, ip , is formulated as 

 
0

mTe
T

i i i

F F dt
p p p

 ∂ ∂ ∂
= −  ∂ ∂ ∂ 

∫
A Vλ  (3.14) 

which can be written in terms of the discrete values of the main and adjoint variables as  
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tNe
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where the total simulation time m tT tN= ∆ . Equation (3.15) is utilized to calculate the 

AVM sensitivity by storing the main and adjoint fields that contribute to the summation. 

We notice that, the matrix ip∂ ∂A /  contains few nonzero elements depending on the 

optimization parameter. Consequently, only the fields in the perturbation domain 

contribute to the calculation of the sensitivity. 

For the derivation of the AVM theory, we did not use any approximation. The 

calculated sensitivity analyses are of analytical accuracy for the case of domain material 

perturbation. We note from (3.13), that the adjoint simulation does not require any 

perturbation of the original structure as it utilizes the same system matrix. One adjoint 

simulation is sufficient to calculate all the sensitivities. In the original simulation, we 

store the fields inside the perturbed domain according to the nonzero elements of the 

matrix ip∂ ∂A / . Equation (3.15) is put in the more compact vector form:  

 , ,
T i
j k j k

k ji

F
p

∂
= −

∂ ∑∑λ η  (3.16) 

where the explicit derivative is zero in most practical cases. In (3.16), j denotes the node 

index. The vector of fields recorded in the main simulation at the jth node is defined as 

( ), ,
i j
j k i j kt p= ∆ ∂ ∂A / Vη . The matrix j L LR ×∈A  is the nodal system matrix, and 

1
, ,, L

j k j k R ×∈λV  are the vectors of all incident voltage impulses and adjoint impulses at 

the jth node.  

From (3.16), we notice that all the voltage impulses at the TLM links, associated 

with each perturbed node inside the domain, has to be stored in both the original and 
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adjoint simulation. This extra storage is required at each time instant during the 

simulation. A total of 2 p tL N N× × ×  extra storage is required, where L is the number of 

links per each node, and Np is the number of perturbed nodes inside the domain. This 

storage may be formidable for volumetric large perturbation, which imposes a practical 

constraint on the size of the perturbation allowed by the AVM approach. Bulk photonic 

structures are electrically large. The TLM-based AVM theory in its current form is not of 

practical use for large photonic structures as a large memory overhead is required. 

The TLM-based AVM is widely used for stub-loaded TLM techniques  [14],  [19]- 

 [21]. These techniques are similar to that presented in Chapter 2, as they maintain the 

domain synchronization using a background air media introduced throughout the domain 

 [26],  [27]. The domain inhomogeneity is taken into consideration by introducing an extra 

stub to compensate the extra permittivity or permeability. The AVM approaches 

developed for stub-loaded technique requires the storage of all voltage impulses, at the 

TLM network ports, and the extra stubs as well  [28]. For the modeling of lossy dielectric 

media with stub-loaded TLM, an extra stub is associated with each electric field 

polarization for a symmetrical condensed node. A total of 5 TLM ports per each node are 

needed for the 2D-TLM (see Fig.  3.1). For 3D-TLM case, 15 TLM ports are associated 

with each node. 

In this Chapter, we introduce the impulse sampling technique for the efficient 

implementation of TLM-based AVM, for problems of lossy dielectric media. The total 

memory usage is reduced by 90% through an elegant mathematical manipulation that 
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Fig.  3.1. Illustration of the link storage for the regular TLM based AVM. The arrowed 
bold links are the ones for which ,

i
j kη  has nonzero components for a perturbation in the 

material parameters in the shadowed region. 
 

overcomes the redundant calculations in the original technique. There is no 

computational overhead associated with the memory saving. The proposed theory can be 

applied to bulk photonic structures with a large volumetric perturbation domain. The 

theory is applied to numerous microwave and photonic structures to ensure validity and 

accuracy. 

3.2 IMPULSE SAMPLING METHOD 

Enhancement of the memory requirement of TLM-based AVM can be achieved 

through careful manipulation of the system matrix ( ) / t∆A = CS - I  and its derivatives 

with respect to the designable parameters. From (2.35) and (2.36), the nodal scattering 

matrix jS  at each cell is expanded using two matrices as follows, 

 j j j= −S T P  (3.17) 
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where j L L
ex R ×= ∈T RTR  is a parameter-dependent modified transmission matrix, 

denoted by j
T , to avoid confusion with the field transmission matrix denoted by T, 

defined as in (2.35). j L LR ×∈P is a constant matrix independent of the optimization 

variables. Due to the symmetry of link contributions for each cell, the matrix j
T  can be 

divided into 3 sub-matrices each with identical rows (for 3D-TLM case). Each sub-matrix 

is associated with a distinct field polarization. The derivation of the impulse sampling 

scheme is generalized for the 2D and 3D cases in this section, while details of 

implementation for specific approaches are proposed in the following sections.  

The AVM scheme calculated by (3.15), and (3.16) depends on the calculation of 

the voltage impulses at the links dependent on the optimization parameter using 

 , ,

j
i j
j k j k

ip
∂

=
∂
SC Vη  (3.18) 

where the connection matrix C represents a swapping operation that does not depend on 

the optimization parameter. We substitute by (3.17) in (3.18) to get  

 , ,

j
i j
j k j k

ip
∂

=
∂

TC Vη  (3.19) 

where / 0j
ip∂ ∂ =P . It can be shown for both 2D and 3D-TLM approaches that the term  

( ) ,/j
i j kp∂ ∂T V  produces a vector of size L of identical row dependence on the material 

design parameters. For the 2D case we can calculate  

 , ,

j
i

j k j k p
ip

ζ∂
=

∂

T V f  (3.20) 
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where ,
i
j kζ  is a scalar quantity to be stored for each cell affected by the optimization 

parameter pi, and L
p R∈f is a time independent analytic function of the local material 

properties only. The vector fp  is not stored during the original or adjoint simulations as it 

is calculated analytically as a function of the material property of the local cell. In most 

practical cases fp are constant throughout the entire perturbation domain. However, each 

entry of the produced vector are linked to a different cell due to application of the 

connection matrix as in (3.19). The subsequent connection process can be avoided by 

defining a modified adjoint variable vector 

 T T
k k
 Cλ = λ  (3.21) 

Equations (3.21) and (3.17) are substituted in (3.15) to get 

 
1

tNe
T
k k

ki i i

F F
p p p=

∂ ∂ ∂
= −

∂ ∂ ∂∑




T Vλ  (3.22) 

where A is substituted with the connection and factorized scattering matrices. Equation 

(3.22) can be put in concise simpler formulation as 

 , , )i T
j k j k p

k ji

F
p

ζ∂
= − (

∂ ∑∑  fλ  (3.23) 

From (3.23), the AVM sensitivity is calculated by storing one impulse per each 

node inside the perturbed domain (see Fig.  3.2). The memory requirement is thus reduced 

by 80% for the original simulation compared to the stub-loaded 2D-TLM that requires 

the storage of 5 links per each cell. Equation (3.23) can be further simplified to  

 , ,
i
j k j k

k ji

F
p

ζ µ∂
= −

∂ ∑∑  (3.24) 
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Fig.  3.2. Illustration of the storage for the impulse sampling AVM approach. The colored 
circled nodes are the ones for which  / iT p∂ ∂  has nonzero components for a perturbation 
in the material parameters in the shadowed region. 
 

where , ,
T

j k j k pµ = fλ . From (3.24), we can calculate the sensitivity on the fly, without any 

extra storage, during the adjoint simulation. The vector summation in (3.16) is thus 

converted to a scalar summation in (3.24). This approach has been successfully applied 

for both 2D and 3D TLM problems. We achieve a maximum memory requirement of 

10% of that utilized earlier  [19],  [28]. Notice that, while (3.24) uses a simple sum of 

scalars; the original equation (3.16) uses a sum of vector products. This implies more 

saving in the computational time of the algorithm. 

3.2.1 Impulse Sampling for 2D-TLM Case 

In this section, we provide implementation details of the impulse sampling scheme 

for the 2D-TLM case. The application of the impulse sampling to the stub-loaded TLM 

approach is straightforward and is demonstrated in detail in our work  [29]- [32]. However, 
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in this dissertation, we provide the reader an AVM formulation based on the TLM 

scheme in Chapter 2.  

The TLM update scheme, for the 2D shunt node, follows similar procedure to the 

introduced in Chapter 2. For the numerical TMy mode, there are four ports 

4 5 6 7
i i i iV V V V =  V  associated with each node. We calculate the node excitation 

voltage as in (2.24), 

 ( )7 6 4 5
ex i i i i

yV V V V V= + + +  (3.25) 

where the free source excitation term is assumed zero in the perturbation domain. The 

normalized field calculated as in (2.27), utilizing the Z-domain representation,  

 
1

1

2
14 4
1

ex
y

y

e e

V
V

zg
z

χ
−

−

=
 −

+ +  + 

 (3.26) 

The difference equation (3.26) is solved, similar to (2.18), and (2.19), to get 

 ( )12 , 2ex ex
y ey y ey ey y ey yV T V z S S V k V−= + = +  (3.27) 

where eyS  is the field accumulator, eyT  is the forward gain term  [33], and eyκ  is the 

feedback gain term. The gain terms are defined as  

 1(4 4 ) , (4 4 )ey e e ey e eT g gχ κ χ−= + + = − + −  (3.28) 

The reflected voltage impulses at the four ports  

 r
yV= −V I V  (3.29) 

where I is the identity matrix. We utilize (3.25), (3.27), and (3.29) to construct the 

scattering matrix as follows: 
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 1
, ,

r
j jj

ey j ey jS z S−

   
=   

      

V V
S  (3.30) 

where 5 5j R ×∈S , is the real valued nodal scattering matrix, constructed for the update of 

the link (port) voltage impulses and the extra storage associated with the node. This is 

similar to the stub-loaded TLM technique where the scattering matrix is of the same size.  

The scattering matrix jS  is factorized as follows, 

 j j= −S T I  (3.31) 

where  

 ( )

1
1
1 2 2 2 2 1
1

1/

j
ey

ey ey

T

T κ

 
 
 
 =
 
 
 + 

T  (3.32) 

Taking the derivative of the scattering matrix with respect to the material properties and 

multiplying it by the vector constructed from incident voltage impulse and the extra 

storage Sey, one gets 

 ( )1

1
1
1

2 1

/
/

j
j ey ex

y ey
i iey

ey i
ey ey

ey i

T
V z S

p pS
p

T
T p
κ

κ

−

 
 
 
   ∂∂  = + 

∂ ∂    
  ∂ ∂ +    ∂ ∂  

 VT  (3.33) 

Equation (3.33) can be in the form of (3.20) by defining 
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 ( )12eyi ex
y y ey

i

T
V z S

p
ζ −∂

= +
∂

 (3.34) 

and  

 ,

1
1
1
1

/
/

y pi

ey i
ey ey

ey i

p
T

T p
κ

κ

 
 
 
 
 =
 
  ∂ ∂ +    ∂ ∂  

f  (3.35) 

where i
yζ  is denoted with the subscript y as it is based on links contributing to the y 

polarized electric field. The time and space subscripts k and j are omitted for clarity. 

Equation (3.34) and (3.35) are substituted in (3.23) towards the calculation of the AVM 

sensitivity.  

The impulse sampling adjoint technique has been applied to the TLM scheme 

introduced in Chapter 2. However, the application is not limited to a specific TLM 

scheme as equivalence can be proved between them  [29]. The numerical examples that 

illustrate the accuracy and efficiency of the technique are provided in Section 3.3. 

3.2.2 Impulse Sampling AVM for 3D-TLM  

The development of the impulse sampling approach for the 3D case follows similar 

procedure as utilized in the 2D case. The scattering matrix is factorized and the 

derivatives are simplified. For the 3D case, original stub-loaded algorithms with the SCN 

utilizes 15 TLM ports to model a lossy dielectric media. We apply our impulse sampling 

to achieve similar memory saving to the case of 2D. Using the impulse sampling, we 
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store three nodal voltage values corresponding to the three possible electric field 

polarizations. This is achieved through factorization of the overall scattering matrix.  

For the 3D case, the scattering matrix can be reordered and factorized similar to 

(3.17), where the modified transmission matrix jT  is defined as  

 

j
x

j j
y

j
z

 
 =  
  



 



T
T T

T
 (3.36) 

 where 15 15j R ×∈T  is a block diagonal matrix whose elements are j
x
T , j

y
T , and 5 5j

z R ×∈T  

constructed in a similar way as (3.32). The AVM calculation requires the derivative of 

the modified transmission matrix j
T  multiplied by the vector of voltage impulses and the 

extra storage defined as  

, 0 1 2 3 4 5 6 7 8 9 10 11 ,

i i i i i i i i i i i i
j k ex ey ez j k

V V V V S V V V V S V V V V S =  X  (3.37) 

From (3.36), we calculate  

 
, , ,

, , ,

, , ,

i
x j k x pij
i

j y j k y pi
i i

z j k z pi

p

ζ
ζ
ζ

 
∂  =  ∂   



f
T X f

f
 (3.38) 

where , ,
i
x j kζ , , ,

i
y j kζ , and , ,

i
z j kζ  are dependent on the total fields calculated in the original 

simulation and are calculated as: 

 

( )

( )

( )

1
, , , , , ,

1
, , , , , ,

1
, , , , , ,

2

2

2

i exex
x j k x j k ex j k

i

eyi ex
y j k y j k ey j k

i

i exez
z j k z j k ez j k

i

T V z S
p
T

V z S
p
T V z S
p

ζ

ζ

ζ

−

−

−

∂
= +

∂

∂
= +

∂

∂
= +

∂

 (3.39) 
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In (3.38), ,x pif , ,y pif , and 5 5
,z pi R ×∈f are vector quantities of analytical dependence on 

the material properties of the perturbation domain. Similar to (3.35), we get 

 , ,

1 1
1 1
1 1

,1 1

/ /
/ /

x pi z pi

ex i ez i
ex ex ez ez

ex i ez i

p pT T
T p T p
κ κκ κ

   
   
   
   

= =   
   
      ∂ ∂ ∂ ∂   + +   ∂ ∂ ∂ ∂         

f f  (3.40) 

From (3.38)-(3.40), we see that only three values are to be stored at each cell for 

each time step. This reduces the storage required for the original impulses by 80%. The 

vector of the adjoint variables ,j kλ  is also split into three sub vectors based on the three 

polarizations associated with the problem. Using simple additive mathematical 

operations, the three vector quantities are replaced by three scalar ones. By substitution 

from (3.38) into (3.22), the AVM sensitivities are calculated using  [30]: 

 ( ), , , , , , , , , , , ,
i i i i i i
x j k x j k y j k y j k z j k z j k

k ji

F
p

ζ µ ζ µ ζ µ∂
= − + +

∂ ∑∑  (3.41) 

where , , , , , ,, , and i i i
x j k y j k z j kµ µ µ  are quantities derivable from the adjoint variables. Using 

(3.41), we calculate the sensitivities on the fly, without any extra storage, during the 

adjoint simulation. The vector summation in (3.16) has been converted to the scalar 

summation (3.41). This implies more saving in the computational time of the algorithm. 

This approach has been successfully applied to 3D TLM. We achieve a maximum 

memory requirement of 10% of that is utilized in  [21],  [28].   

86 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

From the thorough explanation of the 3D case, we notice that the memory 

reduction eliminates redundancy due to the symmetric contribution of the background 

network. The four ports contributing to the calculation of the sensitivity are summed 

together as in (3.25). For the case of magnetic material with magnetic susceptibility, a 

direct extension to our work would require another three extra storages based on the 

normalized current equation, see (2.27), contribution to the derivatives calculated. A brief 

derivation of the case of magnetic material suggests the definition of similar impulses 

based on the normalized current calculation equation. For example, the 1D update 

scheme of xi  at any computational cell using the node excitation term ex
xi is shown in 

(2.16), and (2.17). The 3D update equation is very similar. However, four links are 

contributing to the current instead of two. The 3D update equation is formulated as  

 ( )12 , 2ex ex
x mx x mx mx x mx xi T i z S S i k i−= + = +  (3.42) 

where mxS  is the magnetic field accumulator, mxT  is the magnetic forward gain term  [33], 

and mxκ  is the feedback gain term. The gain terms are defined as  [33] 

 1(4 4 ) , (4 4 )mx m m mx m mT r rχ κ χ−= + + = − + −  (3.43) 

Following similar procedure to the dielectric material case, we calculate the impulses 

 

( )

( )

( )

, 1

, 1

, 1

2

2

2

i m exmx
x x mx

i

myi m ex
y y my

i

i m exmz
z z mz

i

T i z S
p

T
i z S

p
T i z S
p

ζ

ζ

ζ

−

−

−

∂
= +

∂

∂
= +

∂

∂
= +

∂

 (3.44) 
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Comparing (3.44) to (3.39), the magnetic AVM impulses are defined as i
mxζ , i

myζ , and 

i
mzζ where the j, k subscripts are omitted. The adjoint variables can be manipulated using 

simple additive and factorization operations. The AVM sensitivity is calculated as 

( ), , , , , ,
, , , , , , , , , , , , , , , , , , , , , , , ,

i i i i i i i m i m i m i m i m i m
x j k x j k y j k y j k z j k z j k x j k x j k y j k y j k z j k z j k

k ji

F
p

ζ µ ζ µ ζ µ ζ µ ζ µ ζ µ∂
= − + + + + +

∂ ∑∑ (3.45) 

where , , ,
, , , , , ,, , and i m i m i m

x j k y j k z j kµ µ µ  are quantities derivable from the adjoint variables.  

3.3 NUMERICAL VALIDATION 

In order to validate the impulse sampling approach, we perform AVM sensitivity 

analyses for 2D and 3D problems. We utilize the self adjoint formulation  [23] for 

efficient estimation of the sensitivity of the scattering parameters of a dielectric resonator 

antenna (DRA). The results are identical to that obtained using the accurate and 

expensive central finite difference applied at the response level.  

The Impulse sampling is applied to structures operating in both the microwave and 

optical regimes. We demonstrate the accuracy and efficiency of our approach in the 

optical frequency range through the calculation of sensitivity analysis of loaded slot 

waveguide  [31]. The approach is then applied to an expensive grating structure with large 

number of design parameters  [31],  [34]. The memory usage is compared to conventional 

AVM approaches. 
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3.3.1 Dielectric Loaded Parallel Plate Waveguide 

Our approach is first demonstrated through sensitivity calculations of the scattering 

parameters of a partially filled parallel plate waveguide (see inset of Fig.  3.3). Analytical 

results are available for this example  [35]. 

The parallel plate waveguide has a length of 80.0 mm and a width a=20.0 mm. The 

width of the dielectric slab is D=20.0 mm. The relative permittivity of the slab is εr=20.0 

and the conductivity is σ= 0.7508 S/m. The 2D computational domain is discretized 

using a spatial resolution ∆l=0.25 mm. The structure is excited using a plane wave 

excitation of a Gaussian modulated signal centered at f=4.0 GHz with a bandwidth of 3.0 

GHz.  

For this problem, the vector of designable parameters is p=[εr  σ  D]T. The 

calculation of the sensitivities with respect to the material parameters εr and σ requires 

the storage of the parameter , ,
i
y j kζ  at every cell inside the dielectric. For the shape 

parameter D, only the voltage impulses for the cells at the interface between air and 

dielectric inside the dielectric are stored. 

The sensitivities of the |S11| parameter with respect to the material and shape 

parameters are calculated and compared to both exact analytical results and finite 

difference approximation (see Figs. 3.3-3.5). Our AVM calculations are accurate as 

compared to the exact results. The central finite difference (CFD) calculations require 

two separate simulations per parameter for each sensitivity calculation. 
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Fig.  3.3. The sensitivity of S11 with respect to the dielectric constant of the slab (εr) 
using AVM, finite difference approximations, and exact analytical sensitivity. 
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Fig.  3.4. The sensitivity of S11 with respect to the conductivity of the slab (σ) using 
AVM, finite difference approximations, and exact analytical sensitivity. 
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Fig.  3.5. The sensitivity of S11 with respect to the slab width (D) using AVM, finite 
difference approximations, and exact analytical sensitivity. 

 

Further illustration of the technique is through the calculation of the sensitivity of a 

time-domain objective function with respect to the slab parameters. The utilized objective 

function is the energy function: 

 2
,

1 1
( , ) ( , )

t xN N

y k z
k i

F t E i N
= =

= ∆ ∑∑p V  (3.46) 

where Nx is the number of cells in the x direction, Nz is the size of the computational 

domain along the z direction, and Nt is the number of time steps. In (3.46), Ey,k is the 

value of the electric field at the kth time step. The objective function (3.46) is a measure 

of the energy delivered to the output port.  
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Fig.  3.6. The energy function sensitivity with respect to εr for the 2D partially filled 
waveguide at εr=20, σ=0.7508 S/m with ∆l=0.25 mm, for different values of D using 
finite difference approaches and AVM. 

 

The AVM sensitivities are estimated, for different dielectric widths, as shown in 

Figs. 3.6-3.8. The results are compared to the forward, central, and backward finite  

difference (FFD, CFD, and BFD, respectively). The central finite difference approach 

requires 6 additional complete simulations for the calculation of the sensitivities with 

respect to the three parameters. However, AVM approaches require only one extra 

simulation. For the dielectric loaded waveguide, the problem is simulated for Nt=10,000. 

The number of the perturbed cells is dependent on the size of the dielectric. For the 

original formulation, the memory storage in the main and adjoint simulation is 2.56 

Gigabytes per simulation. 
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Fig.  3.7. The energy function sensitivity with respect to σ  for the  partially filled 
waveguide at εr=20, σ=0.708 S/m with ∆l=0.25 mm for different values of D using finite 
difference approaches and AVM. 

 

In this example, 80×160 is the number of perturbed cells due to the change of the 

material parameters. The total memory requirement is 5.12 Gigabytes. Using the new 

AVM formulation, we store only 512 Megabytes in the original simulation. According to 

the newly formulated AVM calculation (3.24), with the calculation of the parameter 

, ,
i
y j kζ , the sensitivity / iF p∂ ∂  is calculated on the fly without extra storage in the adjoint 

problem.  
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Fig.  3.8. The energy function sensitivity with respect to D for the partially filled 
waveguide at εr=20, σ=0.708 S/m with ∆l=0.25 mm, for different values of D using finite 
difference approaches and AVM. 
 

3.3.2 A 3D Discontinuity 

In this example, a dielectric discontinuity is introduced inside the waveguide 

structure shown in Fig.  3.9. The parallel plate waveguide has a width a=20.0 mm, a 

height b=20.0 mm, and a length L=80.0 mm. The dielectric discontinuity has εr=1.5 and 

dimensions h=7.0mm and w=11.0 mm. The sensitivity is calculated for different lengths 

of the discontinuity d. The 3D computational domain is discretized using spatial 

resolution ∆l=1.0 mm. The structure is excited using a plane wave excitation of a 

Gaussian modulated signal centered at f=3.0 GHz.  

The utilized objective function is a measure of the transmitted energy and is given 

by:  
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Fig.  3.9. A dielectric discontinuity is introduced inside the waveguide. 
 

 2
6,

1 1 1
( , ) ( , , )

yt xNN N

k z
k j i

F t i j N
= = =

= ∆ ∑∑∑p V V  (3.47) 

where Nt is the number of the simulation time instants, Ny and Nz are the numbers of 

computational cells in the y and z direction respectively. For this problem, the vector of 

designable parameters is p=[εr   w   d   h]T.  

In this 3D problem, due to memory efficiency of our algorithm, we can extend the 

regular AVM to the central AVM (CAVM)  [36]. For CAVM calculation, we calculate 

the sensitivities with respect to the shape parameters by perturbing the scattering matrix 

in both the forward and backward directions. While the work in  [36] exploited the 

frequency domain TLM, extension to the time-domain TLM is straightforward. Although 

negligible computational overhead is required, more accurate results are achieved  [36]. 
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All sensitivities are calculated using both the CAVM and three finite difference 

techniques; backward finite difference (BFD), central finite difference (CFD), and 

forward finite difference (FFD). In Figs. 3.10-3.13, the sensitivity calculations using 

CAVM is shown to have good match with the finite difference approximations. The 

CAVM requires only one extra adjoint simulation. 

The memory requirement for sensitivity estimation using the original TLM-based 

AVM approach can be calculated using the perturbation dimensions and all the numerical 

parameters. For a discontinuity with dimensions of 7∆l ×11∆l ×34∆l, the memory 

requirement for both the original and adjoint simulation is approximately 4.8 Gigabytes. 

Utilizing our memory efficient approach only 480 Megabytes are required for the AVM 

calculations. 
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Fig.  3.10. The objective function sensitivity with respect to εr of the discontinuity inside 
the 3D waveguide at εr=1.5 with ∆l=1.0 mm, for different values of d using finite 
difference approximations and AVM. 

96 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

10 15 20 25 30 35
-0.1

0

0.1

0.2

0.3

d in mm

∂  
F/

∂ d
  (

V
2 m

-3
s)

 

 

BFD
CFD
FFD
AVM

 

Fig.  3.11. The objective function sensitivity with respect to d of the discontinuity inside 
the 3D waveguide at εr=1.5 with ∆l=1.0 mm, for different values of d using finite 
difference approximations and AVM. 
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Fig.  3.12.  The objective function sensitivity with respect to w of the discontinuity inside 
the 3D waveguide at εr=1.5 with ∆l=1.0 mm, for different values of d using finite 
difference approximations and AVM. 
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Fig.  3.13. The objective function sensitivity with respect to h of the discontinuity inside 
the 3D waveguide at εr=1.5 with ∆l=1.0 mm, for different values of d using finite 
difference and AVM. 
 

3.3.3 Dielectric Resonator Antenna 

We also illustrate our memory efficient approach through sensitivity analysis of the 

multi-segment dielectric resonator antenna (DRA) shown in Fig.  3.14. An inset of high 

permittivity dielectric material is included for feed matching as discussed in  [37]. 

In this problem we estimate the sensitivities of the frequency domain objective 

function 11S . The self-adjoint algorithm is utilized leading to the calculation of the 

scattering parameters and its sensitivity for all the design parameters without performing 

any extra simulations. The design parameters are the relative permittivity of the antenna 

(εr), the dielectric permittivity of the inset (εi), and the dimensions (w, d, h, t). 
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Fig.  3.14. The multisegment dielectric resonator antenna. 
 

The studied structure is a wide band antenna operating around a center frequency of 

16.0 GHz with a relative bandwidth of approximately 20%  [37]. The DRA is fed by a 50 

Ω microstrip line of (width=1.9 mm) over a dielectric substrate of relative permittivity 

εsub=3.0, and thickness hsub=0.762 mm. The DRA is designed of a material with εr=10.0, 

and dimensions w=7.875 mm, d=2.0 mm, and h=3.175 mm. A dielectric inset is included 

to allow for wide band impedance matching. It is made from a ceramic of relative 

permittivity εi=20.0 and thickness t=0.6 mm. 

The structure is simulated using our in-house TLM code in order to estimate the 

return loss (S11) and its sensitivities using our memory efficient technique. The utilized 

spatial step size is ∆l=0.2 mm. The sensitivities of the return loss with respect to DRA 

and inset material properties are shown in Figs. 3.15 and 3.16. Shown in Figs. 3.17-3.20, 
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are the sensitivities of the return loss with respect to the dimensional parameters. The 

AVM results are in good agreement with finite difference results. 

For the studied design parameters (εr, εi, w, d, h, t), the central finite difference 

approach requires twelve extra simulations for sensitivity calculations. The regular AVM 

technique for TLM requires a large memory overhead. For the DRA example a domain of 

size 10∆l ×19∆l ×39∆l is perturbed. The simulation requires 20,000 time instants to 

accurately calculate the wideband scattering parameters. The overall memory overhead 

for regular AVM technique is 16.5 Gigabytes. Our memory efficient AVM technique 

requires only 1.65 Gigabytes memory overhead. This order of magnitude reduction 

allows for the sensitivity calculation of 10 times larger perturbations. 
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Fig.  3.15. The return loss sensitivity with respect to the dielectric constant of the DRA 
(εr) with ∆l=0.2 mm using finite difference approximations and AVM. 
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Fig.  3.16. The return loss sensitivity with respect to the dielectric constant of the inset (εi) 
with ∆l=0.2 mm using finite difference approximations and AVM. 
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Fig.  3.17. The return loss sensitivity with respect to the dimension (w) of the DRA with 
∆l=0.2 mm using finite difference approximations and AVM. 
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Fig.  3.18. The return loss sensitivity with respect to the dimensions (d) of the DRA with 
∆l =0.2 mm using finite difference approximations and AVM. 
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Fig.  3.19. The return loss sensitivity with respect to the DRA height (h) with ∆l=0.2 mm 
using finite difference approximations and AVM. 
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Fig.  3.20. The return loss sensitivity with respect to the inset thickness (t) with ∆l=0.2 
mm using finite difference approximations and AVM. 
 

3.3.4 Slot Waveguide 

In this section, a benchmark photonic structure is used to validate the impulse 

sampling approach in the optical regime. In this example, we calculate the sensitivity of 

the scattering parameter S21 of a slot waveguide loaded with a dielectric discontinuity. 

The configuration, in Fig.  3.21, is preferred for sensing applications, where a material of 

unknown characteristics is explored in the low index core of the slot waveguide. The 

sensitivity analysis can be utilized for efficient estimation of the dielectric parameters. 

For this numerical example, the optimization parameters are the material and shape 

properties of the dielectric post. 
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Fig.  3.21. The configuration of loaded slot waveguide. 
 

The slot width is 50.0 nm while the dielectric post is of width of 600 nm. The 

simulation and sensitivity analysis are conducted using our in house TLM software with a 

cell size of 2.0 nm. A wideband Gaussian excitation is utilized (from 1.0 µm to 3.0 µm). 

The sensitivities of the scattering parameter |S21|, with respect to the dielectric post 

permittivity and thickness, are shown in Figs. 3.22 and 3.23, respectively. The results 

match well the expensive central finite difference (CFD). The memory requirement for a 

dielectric perturbation (size of 300 cells) is 120 Megabytes utilizing the original AVM 

approach. The memory requirement is reduced to 12 Megabytes using our approach. 

3.3.5 Slot Waveguide Bragg Gratings 

The proposed approach is also applied to the structure of a slot waveguide Bragg 

gratings  [34]. In Fig.  3.24, the studied structure has 7 grating periods. The gratings are 

assumed to be of general geometrical (width and thickness) and material properties. All 

the grating parameters are designed to achieve a target spectral response. In this case, the 

number of parameters is 42 shape and material parameters. The vector of optimization  
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Fig.  3.22. Sensitivity of the scattering parameter |S21| with respect to the dielectric post 
permittivity utilizing memory efficient AVM is compared to the accurate CFD. 
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Fig.  3.23. Sensitivity of the scattering parameter |S21| with respect to the dielectric width 
(w) utilizing AVM approach is compared to the CFD. 
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parameters [ ]1 1 1 2 2 2 14 14 14... Tw t w t w tε ε εp = , where the subscripts 

indicate the grating index. The finite difference approaches require at least 42 extra 

simulations to calculate the sensitivity with respect to all the gratings parameters. 

Our memory efficient approach is utilized without any extra simulation exploiting 

the self adjoint scheme  [21],  [22]. For 10.0 nm cell size, extra memory storage of 150 

Megabytes is required. The conventional AVM approach requires 1.5 Gigabytes. 

Sensitivity with respect to 42 shape and material parameters are calculated. Here, we 

show the sensitivity with respect to the gratings indexed 5 and 9. The sensitivity of |S11| 

with respect to selected parameters is demonstrated (see Figs. 3.25-3.28). The results 

show excellent match with the expensive CFD approach. 
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Fig.  3.24. The structure of the slot waveguide Bragg gratings. 
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Fig.  3.25. The sensitivity of |S11| of the slot Bragg gratings with respect to the shape 
parameter w5 using memory efficient AVM is compared to the accurate CFD. 
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Fig.  3.26. The sensitivity of |S11| of the slot Bragg gratings with respect to the shape 
parameter t5 using memory efficient AVM is compared to the accurate CFD. 
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Fig.  3.27. The sensitivity of |S11| of the slot Bragg gratings with respect to the material 
parameter ε5 using memory efficient AVM is compared to the accurate CFD. 
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Fig.  3.28. The sensitivity of |S11| of the slot Bragg gratings with respect to the material 
parameter ε9 using memory efficient AVM is compared to the accurate CFD. 
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3.4 SUMMARY  

We propose an efficient approach for TLM-based AVM sensitivity analysis. The 

elegant manipulation of the scattering and connection matrices, utilizing symmetry 

properties and re-ordering the calculation procedure, allow for optimal memory usage. 

We modified the definition of the adjoint variable by applying a constant connection 

matrix. In this work, we present the ultimate memory reduction for adjoint simulation 

which is zero additional memory usage. The technique is proposed to regular stub-loaded 

TLM and the Z-domain general formulation. 
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4 ADJOINT VARIABLE METHOD FOR 

MATERIALS WITH DISPERSIVE 

CONSTITUTIVE PARAMETERS 

In this chapter, we present the time-domain Adjoint Variable Method (AVM) algorithm 

for materials with dispersive constitutive parameters. We develop our algorithm based on 

the transmission line modeling (TLM) techniques for electromagnetic problems. The 

developed theory is based on the Z-domain representation of the dispersive materials, 

which can model arbitrary dispersive behavior. We develop a formulation similar to the 

original AVM theory for non-dispersive materials. The theory has been successfully 

applied to problems with dispersive materials modeled by the Drude, Debye, and Lorentz 

models. 

4.1 INTRODUCTION 

Computer Aided Design (CAD) tools are often utilized for design optimization  [1]-

  [4]. Different optimization techniques can be utilized to satisfy the design specifications. 

Gradient-based algorithms are a subset of these techniques. They require accurate 

calculation of the response sensitivities with respect to the optimization parameters   [1]-

  [6]. The computation of these derivatives can be costly though using finite difference 

approaches. The Adjoint Variable Method (AVM) is proposed for efficient sensitivity 
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analysis of high frequency structures   [7]-  [11]. It provides an efficient approach for 

Jacobian estimations   [10],   [11]. Using at most one extra simulation, the sensitivities 

relative to all parameters regardless of their number are estimated.  

The AVM approach has been successfully developed for both time and frequency 

domain modeling techniques   [11]-  [17]. A self adjoint variable method (SAVM) was also 

developed for sensitivity calculations of the frequency-dependent network parameters 

  [18],  [19]. Recently, the AVM algorithm was implemented in commercial softwares such 

as HFSS   [20] and CST   [21]. 

One major limitation of the existing time-domain AVM approaches is that they do 

not take into consideration the frequency dependence of the constitutive parameters. 

However, materials with highly dispersive characteristics are used in wideband 

applications, e.g.   [22]. These dispersive models are needed to accurately model the 

complete electromagnetic spectrum  [23]-  [25]. Recent developments in biological 

material interaction with electromagnetic waves also require accurate dispersive 

modeling of the biological materials   [25].  

In this chapter, we present the first AVM technique for dispersive materials with 

time-domain TLM. The Z-domain representation of the material properties with causal 

functions is exploited in deriving this approach. Using careful mathematical 

manipulations, we prove that the new technique is similar to the well-established existing 

techniques for non-dispersive materials. The new technique requires only one extra 

simulation to estimate the sensitivities of the response of interest over the whole 

frequency band for all parameters regardless of their number. Our approach is illustrated 
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through various examples with different dispersion models. Numerical results are shown 

for problems with materials modeled by the Drude, Debye, and Lorentz models. We 

estimate the sensitivities of energy functions and scattering parameters with respect to the 

parameters of dispersive discontinuities. 

This chapter is organized as follows; The TLM technique for modeling dispersive 

materials is reviewed in Section 4.2. In Section 4.3, we present the theory of adjoint 

variable method for the generalized TLM formulation. Section 4.4 applies the theory 

presented in Section 4.4 to different dispersive models. Numerical results are provided in 

Section 4.5, where a number of examples illustrate both the accuracy of our theory and its 

compatibility with earlier approaches. Section 4.6 is dedicated to the discussion of the 

algorithm extension to the other time-domain numerical techniques. Our work is 

concluded in Section 4.7. 

4.2 TLM APPROACH FOR DISPERSIVE MATERIALS 

The theory of time-domain TLM utilizing the Symmetrical Condensed Node (SCN) 

is well established  [26]- [30]. Considerable efforts have been dedicated to the adaptation 

of the technique to general materials. Frequency dependent, non-isotropic, and nonlinear 

materials have been successfully modeled using TLM  [29]- [33]. The integration of the 

computational domain to a compatible TLM Perfectly Matched Layer (PML) for domain 

truncation has been reported  [30]. Recently, TLM has been successfully utilized for the 

modeling of nano-plasmonic structures  [34]. Advanced numerical techniques and 

optimization approaches have been incorporated for TLM- based simulations  [35]- [37].  
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Fig.  4.1. The symmetric condensed node (SCN). 
 

The TLM formulation, utilized here, is based on the symmetrical condensed node 

(SCN)  [27]. The computational domain is modeled using a network of transmission lines 

(see Fig.  4.1). The time evolution of the port voltages follows: 

 ( )1
s

k ex k k+ = − +V C RTR P V V  (4.1) 

where Vk ∈ R12N is the vector of all the port voltages in the computational domain of N 

cells at a time step k. The vector of incident voltages of the jth node (a subset of Vk) is 

defined as ,j kV . The vector s
kV  is the source excitation at time step k. In (4.1), the system 

factorized matrices 12 6 6 6 6 12N N N N N NR R R× × ×∈ ∈ ∈exR , T , R  , and 12 12N NR ×∈P  are block 

diagonal matrices whose diagonal blocks are the nodal matrices Rj∈R12×6, Tj∈R6×6, 

Rex,j∈R6×12 and Pj∈R12×12, respectively, for j=1 2 … N. The elements of Rj,  Rex,j and Pj 
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are from the set {0, -1, 1}  [31]. 12 12N NR ×∈C  is the total TLM link connection matrix. For 

a general dispersive material, the elements of the nodal matrix Tj are material and 

frequency dependent  [31] and are given by: 

 ,

0

0

ex

ey

ez
j

mx

my

mz j

t
t

t
t

t
t

 
 
 
 
 − 
 −
 

−  

=T  (4.2) 

where, for example: 

 2 2 , 
(4 2 ) (4 2 )ex mx

ex ex mx mx

t t
g s r sχ χ

= =
+ + + +

. (4.3) 

The parameters χe, χm, ge, and rm are the electrical susceptibility, magnetic 

susceptibility, normalized electric conductivity, and normalized magnetic resistivity, 

respectively. s  is the normalized frequency parameter /s s t= ∆ , where s = 1− ω and 

Δt is the time step. 

The calculation of (4.1) requires the transformation of the parameters in Tj into the 

corresponding Z-domain representation. The frequency operator in (4.3) is replaced by 

the time shift operator z utilizing a bilinear transformation  [31]. The intermediate 

voltages and currents are given by  [31]:  

 
,

T

x y z x y z

ex
j j ex, j j k

V V V i i i  
=

F =

= T F T R V
 (4.4) 
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where, exF , the vector of excitation is defined as 
Tex ex ex ex ex ex ex

x y z x y zV V V i i i =  F . 

F is directly mapped to the electric and magnetic fields inside the cell (j). In (4.4), the 

subscripts j and k are dropped from the defined intermediate variables F and Fex. 

 

4.3 AVM APPROACH FOR THE GENERALIZED TLM 

FORMULATION 

We formulate in this Section a generalized Adjoint Variable Method (AVM) that 

applies to both dispersive and non-dispersive materials utilizing the TLM formulation 

given by (4.1)-(4.4). We show that using only one adjoint simulation, the sensitivities of a 

given objective function with respect to all parameters are obtained regardless of their 

number. 

Without loss of generality, we consider the solution of (4.4) for only the x 

polarization ( ex
x ex xV t V= ). Utilizing the Z-domain representation, equation (4.4) for the x 

polarization can be written as: 

 
1

1

14 ( ) 4 ( ) 2  
1

ex
ex ex x x

zg z z V V
z

χ
−

−

  −
+ + =  +  

 (4.5) 

In (4.5), all the constitutive parameters are transformed to the corresponding Z-domain 

and can be expanded using partial fractions to get  [31]: 

 1 1
0 1(1 ) ( ) ( ( ))ex e e ez g z g z g g z− −+ = + +   (4.6) 

 1 1
0 1(1 ) ( ) ( ( ))ex e e ez z z zχ χ χ χ− −− = − +   (4.7) 
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where ge0, ge1, χe0, χe1 are constant expansion coefficients and ( ), ( )e eg z zχ  are the 

expansion functions. Direct substitution of (4.6) and (4.7) in (4.5) leads to 

 1(2 )ex ex
x e xV T V z S−= + , (4.8) 

where the transmission coefficient 1
0 0(4 4 )e e eT g χ −= + + . In (4.8), Sex

 is a voltage back 

storage defined as 

 2 ( ) 4 ( )ex ex
x e x e x e xS V V g z V z Vκ χ= + − +   (4.9) 

where 1 1(4 4 )e e egκ χ= − + − . For a material of nondispersive properties, ( ) 0eg z = , 

( ) 0e zχ = , 1 0e e eg g g= = , and 1 0e e eχ χ χ= = . In this case, only one back storage Sex is 

required per cell for the x polarization. The same applies to the y and z polarizations. 

Equations (4.8) and (4.9) can be cast in the form: 

 
1

2 1
2 / 2

ex
x x

eex ex
e e e

V V
T

TS z Sκ κ −

    
=     +      

 (4.10) 

A general formulation for all polarizations is given by:  

                    11 12
1 1

21 22

( ) ( )
( ) ( )

ex ex

je e ez z− −

      
= =      

         

F FF U p U p
U

S U p U pS S
 (4.11) 

where eS  is the vector of all the required back storage in the computational domain at the 

time step k for the jth cell. In (4.11), the subscripts j and k are dropped for brevity. 

(6 ) (6 )m m
j R + × +∈U is a real valued frequency independent transmission matrix calculated as 

in (4.10), where m is the number of required back storage per node in the computational 

domain.  
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Equation (4.11) holds for arbitrary number of back storages depending on the order 

of the dispersion model of the material. The system update scheme utilizing (4.1), (4.4) 

and (4.11) is thus given by: 

 ( )1
s

k ex k k+ = − +X Q WUW J X X  (4.12) 

where kX  is a vector of all the voltage impulses at all ports and the associated extra 

storage. It is constructed from the nodal vectors Xj,k, ∀j. The matrix U is a block diagonal 

matrix constructed from Uj in (4.11). The matrices Q, W, Wex, and J are block diagonal 

whose jth diagonal blocks are defined as: 

 
,

,

0 0
, ,

0 0

0 0
,

0 0

j j
j j

m m m m

ex j j
ex j j

m m m m

× ×

× ×

   
   
   
   

=   
   0

C R
Q = W =

I I

R P
W = J

I

 (4.13) 

The modified excitation vector s
kX  is constructed from s

kV  with zeros in the entries 

corresponding to the extra storage components. Equation (4.12) can be formulated in a 

standard update scheme given by:  

 1
s

k k k+ = +X QSX X  (4.14) 

where ( ) (12 ) (12 ), m N m N
ex R + × += − ∈S WUW J S . Q represents the connection matrix. 

Notice that, in reality the large matrices Q and S are never actually constructed.  All 

operations are carried out node by node. The system (4.14) casts the TLM iterations with 

arbitrary dispersion profiles in a form similar to the dispersion-free case.  

The system update equation (4.14) is utilized for the AVM sensitivity calculation of 

a general objective function, F, of the form: 
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0

( , )
mT

F G dt= ∫ p X . (4.15) 

Utilizing the formulation (4.14) and following a similar derivation to that in  [13], the 

sensitivities of the objective function (4.15) with respect to the ith parameter pi, ∀i, is 

given by: 

 , ,
T i
j k j j k

j ki

F t
p

∂
= −∆

∂ ∑∑ Qλ η  (4.16) 

where ( ), ,( ) /i
j k j i j kp= ∂ ∂S p Xη . The summation (4.16) is carried out over all cells 

affected by the ith parameter over all time steps. The vector λj,k  is the nodal adjoint 

variable calculated using the backward running simulation  

 ( )
1

, ( )

T T s
k k k

T T s
ex k k mT

− = −

= − − = 0

S Q

WU W J Q

λ λ λ

λ λ λ
 (4.17) 

The adjoint variable λj,k represents all the TLM link impulses at a cell j and a time step k. 

The adjoint excitation in (4.17) is ( / )s
k t k tG X = ∆= ∂ ∂λ . The backward running adjoint 

problem (4.17) has zero terminal conditions. Its matrices are the transpose of those in the 

original system (4.12). In (4.17), symmetry properties of the involved matrices were 

utilized. It can be shown that the matrix J is symmetric and WT = Wex.  

Similar to (4.4), intermediate voltages and currents are utilized for the adjoint 

simulation,    

 
,

,

T

x y z x y z

ex
j j ex, j j k

V V V i i iλ λ λ λ λ λ λ

λ

  
=

F =

= T F T R λ
 (4.18) 
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where the superscript λ denotes adjoint variables. Utilizing (4.10), the adjoint system 

(4.17) can be built using  

 
,

, ,

2 2 / 2
1

ex
x e e x

eex ex
e

V T V
T

S zS

λ λ

λ λ

κ
κ

   + 
=    

       
 (4.19) 

where Sex,λ
 is the adjoint extra storage required during the adjoint simulation. The z 

parameter is included to indicate the calculation sequence of the adjoint extra storage for 

a backward running simulation. The calculation of the adjoint variables λj,k  utilizing the 

transposed transmission matrix in (4.19) follows the TLM update scheme (4.17). 

Utilizing (4.4) and (4.11), a compact formula for the parameter ,
i
j kη  is  

 

111 12

,
121 22

ex e
F

i ii
j k j j s

ex e

i i

z
p p

z
p p

−

−

∂ ∂ +   ∂ ∂ = =  ∂ ∂    + ∂ ∂ 

U UF S
W W

U UF S

ζ
η

ζ
 (4.20) 

where 6F R∈ζ and s mR∈ζ  are simplified quantities utilized for the calculation of the 

parameter ,
i
j kη . For the non-dispersive case, m=1. In this case, the x-components of these 

parameters are calculated as  

 

1(2 )F ex exe
x x

i

sex Fe
x e x

i

T V z S
p

V
p

ζ

κζ κ ζ

−∂
= +

∂
∂

= +
∂

 (4.21) 

where the cell index j is dropped for brevity. Similar expressions apply for the non-

dispersive case in other polarizations. 
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4.4  AVM FOR DISPERSIVE MATERIALS 

In this Section, the adjoint theory presented by (4.5)-(4.17), (4.20) is applied to 

some of the commonly used dispersive models such as the Drude, Debye and Lorentz 

models. More details are provided to bridge the gap between the theory and 

implementation. For simplicity, the formulation is proposed for only one electric field 

polarization, the x-polarization. Similar expressions can be derived for the other two 

polarizations.  

4.4.1 AVM for the Drude Model 

Different materials in the microwave and photonic ranges are modeled by the 

Drude model  [38]- [40]. For this model, the material conductivity in the frequency domain 

can be expressed as in  [41]: 

 0( )
1e

c

s
s

σσ
τ

=
+

 (4.22) 

where τc is the collision time constant. The DC electric conductivity is 2
0 0p cσ ω ε τ= with 

ε0 denoting the vacuum permittivity. The Z-domain normalized conductivity function is 

calculated utilizing the impulse invariant method as  [31] 

 1

(1 )( )
1

ec c
e

c

gg z
z

β
β−

−
=

−
 (4.23) 

where / ct
c e τβ −∆= and ∆t is the time step. The normalized conductivity (4.23) is expanded 

as  [31]: 

 
2

1 1
1

(1 )(1 ) ( ) (1 )
1
ec c

e ec c
c

gz g z g z
z

ββ
β

− −
−

−
+ = − +

−
 (4.24) 
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Comparing (4.6) and (4.24), the material dependent coefficients are ge0=gec(1-βc), ge1=0 , 

and 1( ) / (1 )e c cg z zα β−= − , where 2(1 )c ec cgα β= − . The TLM scheme in (4.8) and (4.9) 

is modified according to the dispersion model. Because this dispersive model is first 

order in z-1, only one extra accumulator Sec is utilized for each polarization. In this case, 

the TLM scheme utilizing the matrix formulation, (4.10), is  

 1

1

2 0 1
2 /

2 / 2( ) /

ex
x x
ec ec

e c c e c
ex ex

e e c c e e c

V V
S T T z S

T TS z S
α β α
κ α β κ α

−

−

    
    = − −     
    + − −    

 (4.25) 

where 1
0(4 4 )e e eT g χ −

∞= + + , (4 4 )e eκ χ ∞= − −  and χe∞ is the material  susceptibility.  

For the Drude material, the original field storage Fζ and sζ  in (4.20) are given by: 

 

1

1

(2 )F ex exe
x x

i

sec F ecc c
x c x

i i

sex F sece
x e x

i

T V z S
p

V z S
p p

V
p

ζ

α βζ α ζ

κζ κ ζ ζ

−

−

∂
= +

∂
∂ ∂

= − − +
∂ ∂

∂
= + +

∂

 (4.26) 

The adjoint system corresponding to (4.25) is given by: 

 

,

, ,

, ,

2 2 2 / 2( )
0 / /
1

ex
x xc e e c
ec ec

e c e c e
ex ex

c e c

V VT
S T T T zS
S zS

λ λ

λ λ

λ λ

α κ α
β β

α κ α

   − + − 
    =    
    − −    

 (4.27) 

Once the temporal original fields components are determined by (4.26) and the temporal 

adjoint variables are determined by (4.27), the adjoint sensitivities are estimated using 

(4.16).  
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4.4.2 AVM for the Debye Model 

Dispersion behavior of biological tissues in the microwave range follows the Debye 

model  [42]. The material susceptibility for a Debye dielectric in the frequency domain 

can be expressed as  [43] 

 ( )
1

e
e e

e

s
s
χχ χ
τ∞

∆
= +

+
 (4.28) 

where τe is the dielectric relaxation time, χe∞ is the high frequency susceptibility, and ∆χe 

is the difference between DC and high frequency dielectric susceptibility. Similar to the 

Drude model, we utilize the dispersive z-representation:  

 1

(1 )( )
1

e e
e e

e

z
z

χ βχ χ
β∞ −

∆ −
= +

−
 (4.29) 

where / et
e e τβ −∆= . The susceptibility can be expanded as in (4.7) to get the modified 

scheme for a Debye material. The TLM coefficients in (4.7) are thus given by  [31]:  

 
0 1

1

(1 ),  
/ 4( )

(1 )

e e e e e e

e
e

e

z
z

χ χ χ β χ χ
αχ

β

∞ ∞

−

= + ∆ − =

=
−



 (4.30) 

where 2(1 )e e eα χ β= ∆ − . Because this dispersive model is first order in z-1, the TLM 

scheme in (4.8) and (4.9) is applied with only one additional accumulator Sed per 

polarization. The nodal TLM equation is thus given by: 

 1

1

2 0 1
2 /

2 / 2( ) /

ex
x x
ed ed

e e e e e
ex ex

e e e e e e e

V V
S T T z S

T TS z S
α β α

κ α β κ α

−

−

    
    =     
    + + +    

 (4.31) 
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For this dispersion model, the original field storage Fζ and sζ utilized in (4.20) are 

given by:  

 

1

1

(2 )F ex exe
x x

i

sed F ede e
x e x

i i

sex F sede
x e x

i

T V z S
p

V z S
p p

V
p

ζ

α βζ α ζ

κζ κ ζ ζ

−

−

∂
= +

∂
∂ ∂

= + +
∂ ∂
∂

= + +
∂

 (4.32) 

Using (4.31), the adjoint simulation can be shown to have the form: 

 

,

, ,

, ,

2 2 2 / 2( )
0 / /
1

ex
x xe e e e
ed ed

e e e e e
ex ex

e e e

V VT
S T T T zS
S zS

λ λ

λ λ

λ λ

α κ α
β β

α κ α

   + + 
    =    
    +    

 (4.33) 

Once (4.32) and (4.33) are available at all time steps for all perturbed cells, the 

sensitivities with respect to all parameters are estimated using (4.16). 

4.4.3 AVM for the Lorentz Model 

The Lorentz model is utilized to describe the dispersion behavior of dielectric 

materials whose electrons and ions are treated as natural oscillators  [44]. Different 

organic materials in the microwave and terahertz frequency ranges are modeled by the 

Lorentz model  [45]. The material susceptibility for a Lorentz dielectric in the frequency 

domain can be expressed as  [31],  [46]: 

 
2
0

2 2
0

( )
2

e
e es

s s
χ ωχ χ

δ ω∞

∆
= +

+ +
 (4.34) 
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where δ is the damping frequency and ω0 is the resonant frequency. Equation (4.34) can 

be reformulated in the z-domain as follows  [31]: 

 
2 2 1

1 2 2 2

(1 2 )( )
1 2 ( )

e e e e
e e

e e e

A A B zz
z A z A B

χχ χ
−

∞ − −

∆ − + +
= +

− + +
 (4.35) 

where 2 2
0 ,  cos( )t

eA e tδβ ω δ β− ∆= − = ∆  and sin( )t
eB e tδ β− ∆= ∆ . The expression in 

(4.35) can be simplified to  

 
1

1
1 2

1 2

( )
1e e

K zz
z a z a

χ χ
−

∞ − −= +
− −

 (4.36) 

where 2 2
1 (1 2 )e e e eK A A Bχ= ∆ − + + , 1 2 ea A= , and 2 2

2 ( )e ea A B= − + . By comparing (4.36) 

with (4.7),  we have 

 
0 1

1
1 2

1 2
1 2

/ 4 / 4( )
1

e e e

e
b z bz

z a z a

χ χ χ

χ

∞

−

− −

= =

+
=

− −


 (4.37) 

where 1 14b K= −  and 2 14b K= . Substituting (4.37) in (4.9), it is obvious that three back-

storages per cell (SL1, SL2 and Sex) are required to account for the z-2 terms. The modified 

real valued transmission matrix is thus given by: 

 
1 1 1

1 2
2 1 2

1
1 2

2 0 0 1
2 / / 1

 
0 1/ 0 0

2 / / 1/

ex
x x
L L

e e
eL L

e

ex ex
e e e e e

V V
S a T a T z S

T
TS z S

b T b a T TS z Sκ κ

−

−

−

    
    
    =     
    ′ ′ ′ −        

 (4.38) 

where 

 1 2 1 11/ ,e e eT b b b b aκ κ′ ′= + + = +  (4.39) 
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For AVM calculations, the x-polarization components of Fζ and sζ utilized in (4.20) are 

given by:  

 

1

1 1 1 21 2
,

2

1 2 1 1 21 2
1 2

(2 )

0

F ex exe
x x

i

SL F L L
x k

i i
SL

ex F SL SL L Le
x e x

i i i

T V z S
p

a az S S
p p

b bV b b z S S
p p p

ζ

ζ ζ

ζ

κζ κ ζ ζ ζ

−

−

−

∂
= +

∂

 ∂ ∂
= + + ∂ ∂ 

=

 ∂ ∂ ∂
= + + + + + ∂ ∂ ∂ 

  (4.40) 

For the construction of the adjoint scheme, we utilize (4.38). By transposing the 

transmission matrix in (4.38), the adjoint simulation has the form: 

 

,

1, 1,
1 2 1 1

2, 2,
2 1 2

, ,

2 2 0 2
0 / 1/ ( ) /
0 / 0 /
1 1 0 1/

ex
x xe
L L

e e e
eL L

e

ex ex
e e

V V
S zSa T T b b a T

T
a T b a TS zS

TS zS

λ λ

λ λ

λ λ

λ λ

κ

κ

   ′ 
    +    =    
    ′ −       

 (4.41) 

Utilizing (4.40) and (4.41), we can calculate (4.17) and (4.20) for the calculation of AVM 

dispersive sensitivity. 

4.5 NUMERICAL RESULTS 

In this Section, we perform AVM-based sensitivity analyses of problems with 

dispersive materials. We apply our technique to non-magnetized plasma, Debye material, 

and air-Lorentz material interface. The adjoint sensitivities are shown to be identical to 

the sensitivities obtained using the accurate and computationally intensive central finite 

difference (CFD) applied at the response level. All the simulations are conducted on an 

Intel® Xeon® Processor 5160 (3.0 GHz), (16.0 GB of RAM) platform. 
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Fig.  4.2. A parallel plate waveguide with a plasma discontinuity. 

 

4.5.1 Plasma Discontinuity  

In this example, a plasma discontinuity is introduced inside a parallel plate 

waveguide (see Fig.  4.2). Similar setup is commonly utilized for parameter extraction 

problems where the discontinuity parameters are unknown. By calculating sensitivities of 

the scattered energy with respect to the material and shape properties, accurate 

characterization of the discontinuity can be achieved  [47] .  

The waveguide has a 5.0 mm width and is excited with a broadband Gaussian 

excitation (with Ey polarization), a center frequency of 50.0 GHz, and bandwidth of 60.0 

GHz. The plasma discontinuity has a width W=2.0 mm. The model parameters for this 
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material are ωp=28.7 GHz, τc=50.0 ps and χe∞=1  [41]. The length of the discontinuity D 

is chosen as a parameter that changes from 1.0 cm to 3.0 cm. The cell size of the TLM 

computational domain ∆l=0.1 mm. 

The objective function for this example is the transmitted energy to an output port 

Po which is given by: 

 2

1 1
( , )

t xN N

y o
k i k

F t E i P
= =

= ∆ ∑∑  (4.42) 

where Nt is the total number of time instants at which the structure is simulated. Nx is the 

number of cells in the transverse direction of the output port. 

The adjoint sensitivities are calculated with respect to the material and shape 

parameters p=[χ   βc   gec   D   W]T. The sensitivities are calculated using the dispersive 

AVM approach and compared to the accurate central finite difference (CFD) approach. In 

Figs. 4.3-4.5, the sensitivities are calculated with respect to χ e∞, βc, and gec for different 

plasma lengths. The sensitivities with respect to the shape parameters are shown in Fig. 

 4.6. The AVM results match well the expensive central finite difference. For 51 different 

plasma lengths, the CFD requires 510 extra simulations (2 per parameter). However, 

utilizing AVM approach only 51 extra simulations are required. The total time required 

for sensitivity calculations, utilizing the CFD approach ≈13.6 hours. However, utilizing 

the AVM approach, only 2.3 hours are required for sensitivity calculations at all different 

slab widths.  
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Fig.  4.3. The adjoint sensitivity of the transmitted energy for the plasma discontinuity 
example with respect to the material parameters (χ e∞ ) as compared to the accurate finite 
difference results. 
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Fig.  4.4. The adjoint sensitivity of the transmitted energy for the plasma discontinuity 
example with respect to (βc )as compared to the accurate finite difference results. 
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Fig.  4.5. The adjoint sensitivity of the transmitted energy for the plasma discontinuity 
example with respect to the material parameters gec as compared to the accurate finite 
difference results. 
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Fig.  4.6. The adjoint sensitivities of the transmitted energy for the plasma discontinuity 
example with respect to the length D and width W as compared to the accurate finite 
difference results. 
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Fig.  4.7. A parallel plate waveguide loaded by a Debye material. 

4.5.2 Debye Slab 

In this example, a parallel plate waveguide (a=1.0 cm) is loaded by a Debye 

material (see Fig.  4.7). The objective function for this example is the total energy at the 

input port Pinput. We calculate the sensitivities of the objective function with respect to 

dispersion and shape parameters p = [χe∞  ∆χe  βe   ge  D]T. The utilized Debye material 

has the parameters χe∞=1.8, ∆χe=79.2, and τe=9.4 ps  [23] with a normalized conductivity 

ge=0.1. The waveguide is excited by a y-polarized wave. A wideband Gaussian signal of 

20.0 GHz bandwidth centered around 30.0 GHz is utilized. For accurate modeling, a 

discretization of ∆l=0.2 mm is utilized. 

The energy objective function in (4.42) can be utilized by calculating the energy at 

the input port. Fig.  4.8 shows the sensitivities of the objective function with respect to the 
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model parameters χe∞ and ∆χe for different slab widths D. Figures 4.9 and 4.10 show the 

sensitivities with respect to the normalized parameter βe, the normalized conductivity ge, 

and the slab width D as compared to the CFD. Good match is observed. AVM 

calculations require approximately 0.8 hours, while the CFD approach requires 4.7 hours. 

 

 

 

10 15 20 25 30
0

1

2

3

4 x 10-4

∂  
F 

 / 
∂  

χ e ∞
 , 

∂  
F 

 / 
∂  

∆χ
e   

 (v
2 m

-2
s)

D (mm)

 

 
∂ F  / ∂ χe∞  CFD

∂ F  / ∂ χe∞  AVM

∂ F  / ∂ ∆χe  CFD

∂ F  / ∂ ∆χe  AVM

 

Fig.  4.8. The adjoint sensitivities of the total energy at the input port for the Debye slab 
with respect to the material parameters χe∞  and ∆χe as compared to the accurate finite 
difference results. 
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Fig.  4.9. The adjoint sensitivities of the total energy at the input port for the Debye slab 
with respect to the material parameters βe and ge as compared to the accurate finite 
difference results. 
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Fig.  4.10. The adjoint sensitivity of the total energy at the input port for the Debye slab 
with respect to the shape parameters D as compared to the accurate finite difference 
results. 

137 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

(χe∞, ∆χe, δ, ω0)

Magnetic Wall

Air

10.0 cm

Lorentz Material

x

zy

Ey

Hx

 

Fig.  4.11. An air/Lorentz interface. 
 

4.5.3 Lorentz Interface 

This example considers an interface between a Lorentzian material and air as 

shown in Fig.  4.11. The objective function is the total energy at the input port. The 

sensitivities with respect to the dispersive parameters χe∞, ∆χe, δ, and ω0 are calculated 

utilizing the developed AVM theory. The model parameters (δ and ω0) have values nine 

orders of magnitude higher than the values of χe∞ and ∆χe. For rigorous gradient-based 

optimization, those parameters are scaled to have the same order of magnitude. In (4.35), 

another normalized parameters (Ae and Be) which are functions of (δ and ω0) are defined. 

We calculate the sensitivities for both the original model parameters (δ and ω0) and the 

defined normalized parameters (Ae and Be) using the dispersive AVM approach. 

The utilized air/Lorentz interface has the parameters χe∞=0.5, ∆χe=1.5, ω0=20.0 

GHz and δ=0.1ω0  [48]. For accurate calculation of the objective function and its 

sensitivities, a discretization of ∆l=0.1 mm is used. The total length of the computational 

domain is 10.0 cm. The excitation (with Ey polarization) is a wide band Gaussian signal 

with a central frequency of 60.0 GHz and a bandwidth of 118.0 GHz. 

138 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

0.5 1 1.5 2 2.5 3
0

2

4

6 x 10-4

χe∞

∂  
F 

 / 
∂  

χ e ∞
   

(V
2 m

-2
s)

 

 

0.5 1 1.5 2 2.5 3
-4

-3

-2

-1x 10-4

0.5 1 1.5 2 2.5 3
-4

-3

-2

-1x 10-4

∂  
F 

 / 
∂  

∆χ
e   

(V
2 m

-2
s)

∂ F  / ∂ χe∞   CFD

∂ F  / ∂ χe∞   AVM

∂ F  / ∂ ∆χe  CFD

∂ F  / ∂ ∆χe  AVM

 

Fig.  4.12. The adjoint sensitivities of the total energy at the input port for the air/Lorentz 
interface with respect to the parameters χe∞ and ∆χe  as compared to the accurate finite 
difference results. 

 

The sensitivities of total input power, see (4.42), with respect to the Lorentz model 

parameters are calculated at 13 different values of the material high frequency 

susceptibility (χe∞). The results are shown in Figs. 4.12 and 4.13. The sensitivities with 

respect to the normalized parameters Ae and Be are also shown in Fig.  4.14. Good match 

with the CFD approximation is achieved for all sensitivities. The total execution time 

utilizing the AVM approach is 15 minutes for all 13 different values of χe∞. Using CFD, 

the total execution time is 75 minutes. 
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Fig.  4.13. The adjoint sensitivities of the total energy at the input port for the air/Lorentz 
interface with respect to the parameters ω0 and δ  as compared to the accurate central 
finite difference results. 
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Fig.  4.14. The adjoint sensitivities the total energy at the input port for the air/Lorentz 
interface with respect to the numerical parameters Ae and Be  as compared to the accurate 
central finite difference results. 

140 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

Electric W
all

Electric W
all

a

(χe∞, ω
p, τc)

D

a

Input

Output

Ex

y

x

z

Hy

 

Fig.  4.15. A structure of 180° bend filled with a metamaterial slab. 
 

4.5.4 Tunneling Through a Metamaterial Plasmonic Slab 

Artificial materials (metamaterials) have been proposed for extraordinary 

functionality that could not be achieved using regular materials  [49]. The Drude model 

has been verified to accurately model metamaterials  [38]- [39].  

In this example, we calculate the sensitivities of the scattering parameters for a 

recently proposed 180° reflection-less bend  [40] (see Fig.  4.15). The wave is coupled 

from a parallel plate waveguide of width a to another by introducing a slab of 

metamaterial of width D and parameters ωp, τc, and χe∞. The complete absorption at 

abrupt bends occurs at specific wavelength where the total permittivity vanishes  [40] (see 

Fig.  4.16). The device performance is governed by the sensitivity information of the 

reflectivity S11due to the change in both the dispersion properties and dimension. 

141 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

0 0.5 1 1.5 2 2.5 3
0

0.2

0.4

0.6

0.8

1

A
m

pl
itu

de
 

ωa/c

 

 

S11 (lossless)

S21 (lossless)

S11 (lossy)

S21 (lossy)

 

Fig.  4.16. The scattering parameters of the 180° bend for both cases of lossless and lossy 
metamaterial slab as compared to the case without the slab. 
 
 

The metametrial slab has a width D = 0.1a, high frequency susceptibility χe∞ =0, 

and plasma frequency ωp=2c/a where c is the speed of light. The slab is considered for 

both the lossless (1/ τc≈0) and the lossy case (1/τc≈0.05ωp). The structure is excited with 

a wide band Gaussian signal (with Ex polarization) around the frequency ω0 where ω0 

=2c/a (for a=0.2mm, ω0=3.0 THZ). For accurate modeling of the thin metamaterial layer, 

a space step of ∆l=0.01a is chosen. 

For the lossless case, the sensitivities of |S11| are calculated with respect to the 

model and shape parameters of the metamaterial slab (see Figs. 4.17-4.20). In Fig.  4.17, 

the adjoint sensitivity with respect to χe∞ is compared to the forward finite difference 

approach (FFD) as central finite differences cannot be estimated for χe∞=0.
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Fig.  4.17. The sensitivity of S11 with respect to χe∞ for the lossless metamaterial slab 
example. 
 

Figures 4.18-4.20 show the adjoint sensitivities with respect to all other parameters. Good 

match with the central finite difference (CFD) is observed for the non-oscillatory region 

(ω≥ ωp). For the oscillatory region (ω≤ωp), the real part of the permittivity is negative. 

The calculation of the sensitivity analysis suffers from inaccuracies due to the field 

singularity  [40]. The results of AVM sensitivity are of the same order of the CFD.  

In the finite loss case, the sensitivities with respect to the material properties and 

shape properties are shown in Figs. 4.21-4.24. The AVM sensitivities match well the 

accurate finite difference results. The total execution time for sensitivity calculations 

using AVM is 20 minutes while 40 minutes are required utilizing the CFD approach. The 

CFD execution time scales linearly with the number of parameters and thus the difference 
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between the two execution times. In Fig.  4.24, an expected deviation of the sensitivity 

results shows at low frequency due to the field singularities around the metallic plate. 
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Fig.  4.18. The sensitivity of S11 with respect to the normalized parameter βc for lossless 
metamaterial slab example. 
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Fig.  4.19. The sensitivity of S11 with respect to the normalized parameter gec for the 
lossless metamaterial slab example.  
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Fig.  4.20. The sensitivity of S11 with respect to the shape parameter D for the lossless 
metamaterial slab example. 
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Fig.  4.21. The sensitivity of S11 with respect χe∞ for the lossy metamaterial slab 
example. 

145 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

1 1.5 2 2.5 3
-6000

-4000

-2000

0

2000

4000

ωa/c

∂  
| S

11
 | 

/ ∂
 β

c

 

 

CFD
AVM

 

Fig.  4.22. The sensitivity of S11 with respect to the normalized parameter βc for the 
lossy metamaterial slab example. 
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Fig.  4.23. The sensitivity of S11 with respect to the normalized parameter gec for the 
lossy metamaterial. 
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 Fig.  4.24. The sensitivity of S11 with respect to the shape parameter D for the lossy 
metamaterial slab example. 
 

4.5.5 Teeth Shaped Plasmonic Resonator 

The developed AVM is applied to several plasmonic structures. The first order 

Drude model is utilized to model the metal. The dispersive approach is demonstrated 

through the teeth shaped plasmonic resonator  [50] shown in Fig.  4.25. The teeth widths 

( iw ) are set to 50.0 nm where the teeth thicknesses are t1=50.0 nm, t2 = t6 =100.0 nm, t3 = 

t5 =150.0 nm and t4=260.0 nm. The structure is illuminated by a wide band signal of 

bandwidth 2.0 µm (0.5µm to 2.5µm). The vector of design parameters is p=[w1 t1 w2 t2 … 

w6 t6]. The sensitivity of the scattering parameter |S11| with respect to the optimization 

parameters (shape properties) are illustrated in Fig. 4.26-4.28, where the AVM results are 

compared to the expensive finite difference approach. Good agreement between the 
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expensive central finite difference (CFD) and dispersive AVM results is achieved except 

for the sensitivity with respect to the parameter w1 over a certain frequency band. 

By also examining the forward finite difference (FFD) and backward (BFD) results 

with respect to w1, it is obvious from their difference that the objective function is highly 

nonlinear with respect to this parameter which explains the difference between AVM and 

CFD. These results are illustrated in Fig.  4.29. For this example, while AVM calculate 

the sensitivity using at most one extra simulation, the central difference utilizes 24 extra 

simulations to calculate the sensitivity with respect to the 12 design parameters. 

 

Silver

Air
Input 
port

Output 
port

t1

w1

t2

w2

t3

w3

t4

w4

t5

w5

t6

w6

 

Fig.  4.25. The teeth-shaped plasmonic resonator. 
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Fig.  4.26. Sensitivity of the scattering parameter |S11| to the shape parameters, w1, and t1, 
using AVM is compared to the expensive central finite difference approach. 
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Fig.  4.27. Sensitivity of the scattering parameter |S11| to the shape parameters, w4, and t4, 
using AVM is compared to the expensive finite central difference approach. 
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Fig.  4.28. Sensitivity of the scattering parameter |S11| to the shape parameters, w6, and t6, 
using AVM is compared to the expensive central finite difference approach. 
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Fig.  4.29. Sensitivity calculation of the scattering parameter |S11| to w1 using FFD, CFD, 
BFD, and AVM. 
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Fig.  4.30. Schematic of the gold nano-plasmonic resonating antenna. 
 

4.5.6 Sensitivity of 3D Plasmonic Resonator Antenna 

In this example a multiband plasmonic resonator antenna (UT shaped) is studied 

 [51] (see Fig.  4.30). Plasmonic metamaterials provide unique light manipulation 

capabilities. Utilizing inherent resonant properties of plasmonic materials, light is guided 

and focused at a subwavelength range.  

The UT shaped gold nano-structures are utilized to create plasmonic metamaterials 

by introducing a two dimensional array of the structure. The design of such a multi-

resonant structure requires proper choice of the geometrical parameters.  

The sensitivities of the UT nano-structure is calculated utilizing adjoint variable 

method. They are compared to the accurate expensive central difference approach. The 

structure is perturbed at every side plane. This enables us to calculate sensitivity with 

respect to all possible geometrical changes. 
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Fig.  4.31. Top view of the gold nano-structure. All different perturbation planes are 
shown. 

 

Fig.  4.31 shows the top view of the structure. 15 different geometrical planes are 

shown and denoted by (p1  p2 … p15). By perturbing the structure in the Z direction 

another parameter is also included (p16). The sensitivities of the scattering parameter |S11| 

are calculated with respect to all possible perturbations.  

The modeled nano-structure has the geometrical parameters l1 = l2 =800.0 nm, h1 = 

h2 = h3 =400.0 nm, w1 = w2 = w3 = w4 = s =100.0 nm, and t=60.0 nm  [51]. The Drude 

model is utilized for the gold material. A silicon dioxide substrate of refractive index of 

1.46 is utilized. The structure is excited with a wideband Gaussian signal of center 

frequency 80 THz and a bandwidth 120 THz. Plane wave propagating in the Z direction 

is utilized with x-polarized field excitation. Magnetic walls are included in the X and Y 

terminations and absorbing boundary is introduced for domain truncation in the Z 

direction. The simulation is conducted on an Intel® Xeon® Processor 5160 (3.0 GHz), 

(16.0 GB of RAM) platform. 
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Fig.  4.32. Adjoint sensitivity analysis of S11for the 3D plasmonic resonator antenna 
relative to p1. 
 
 

Because of space limitation, only a subset of the adjoint sensitivity analysis results 

is shown in Figs. 4.32-4.35. The AVM results are compared to finite difference 

approaches. The AVM matches well the expensive central finite difference results. A 

total of 2 simulations are required for AVM calculation (overall calculation time ≈ 1.5 

hours). For central difference calculations a total of 33 simulations are required (overall 

calculation time ≈12.0 hours). 
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(b) 

Fig.  4.33. Adjoint sensitivity analysis of S11for the 3D plasmonic resonator antenna; a) 
sensitivity relative to p3, and b) sensitivity relative to p5. 
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(b) 

Fig.  4.34. Adjoint sensitivity analysis of S11for the 3D plasmonic resonator antenna; a) 
sensitivity relative to p7, and b) sensitivity relative to p10. 
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(b) 

Fig.  4.35. Adjoint sensitivity analysis of S11for the 3D plasmonic resonator antenna; a) 
sensitivity relative to p11, and b) sensitivity relative to p13. 
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4.6 DISCUSSION 

The presented approach can be extended to other time-domain modeling techniques 

such as the FETD (finite element time-domain) and FDTD (finite difference time-

domain). Numerical differences between these approaches and the TLM method have to 

be taken into account. The algorithm has to be modified to take into consideration the 

system history. Extra storage state variables have to be defined  [52] . The size of extra 

storage will be dependent on the dimensionality of the problem and the order of the 

dispersion model as well. 

For the FDTD case, the linear matrix formulation  [11] should be modified. A new 

system is formulated to link the field state variables (Ex, Ey, Ez) to the system storage 

variables. The FDTD-based algorithm will require the calculation of the derivatives of 

the system matrix during the main simulation. Proper transformation of the dispersive 

original problem is required to construct the adjoint simulation. The original and adjoint 

state variables are utilized to formulate an AVM expression similar to those provided in 

(4.19) and (4.20). 

4.7 CONCLUSION 

We introduce a novel theory for wideband AVM sensitivity analysis for dispersive 

materials. The theory can be extended to different fields other than electromagnetics. It 

has been successfully applied to Drude, Debye, and Lorentz materials. 

We utilized the dispersive AVM for the calculation of sensitivities with respect to 

both the material and shape properties of a dispersive media. Our results are compared to 
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the accurate and expensive finite difference approaches; perfect match is achieved. The 

theory has been applied for basic test examples and for recently introduced structures of 

special model parameters and promising functionality. The advantage of AVM is also 

demonstrated through adjoint sensitivity analysis of a complex 3D nano-structure. 
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5 TERAHERTZ TIME-DOMAIN 

SPECTROSCOPY 

In Chapters 5 and 6, we introduce analytical optimization approaches for both inverse 

problems and design optimization. In both cases simple analytical models can be utilized 

throughout the optimization procedure. Efficient optimization algorithms are developed 

to overcome the high non-linearity in the original problem. Thus, optimal solution can be 

reached, accurately, and efficiently. 

In this chapter, we propose an original approach for efficient terahertz time-domain 

spectroscopy. It enables the extraction of the material complex refractive index. We 

exploit the dispersive dielectric models for accurate parameter extraction of a sample of 

unknown thickness. This approach allows for simultaneously estimating the parameters 

and fitting them to one of the common material dispersive models, in the terahertz 

frequency range. Our approach has been successfully illustrated through a number of 

examples that include the characterization carbon nano-tubes and doped semiconductors. 

5.1 INTRODUCTION 

Terahertz time-domain spectroscopy (THz-TDS) is a technique for material 

parameter extraction in the terahertz frequency range, 0.1-10 THz. Using this approach, 

the material sample is illuminated by a single ultra-wideband pulse. The transmitted field 

is recorded, and compared to the transmitted field in the absence of the sample. Fourier 
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transform is then applied to the recorded data. The complex transmission coefficient of 

the sample is the ratio of the Fourier transforms of the recorded data with and without the 

sample  [1],  [2]. The experimental data of the sample transmission coefficient is then 

compared and fitted to a valid analytical model, which depends on the complex refractive 

index of the material under study. The outcome of that fitting is an estimation of the 

material refractive index. 

The parameter extraction problem is usually formulated as an optimization problem 

where the optimization variable is the complex refractive index of the material.  The 

utilized objective function is a measure of the deviation of the simulated transmission 

coefficient from the experimental results [1]. This technique is used to study a material 

sample of a sufficient known thickness, where the parameter extraction problem is solved 

at each frequency. The major limitation of this algorithm is the requirement of prior 

knowledge of the sample thickness. The mechanical uncertainty in the measured sample 

thickness limits the estimation of the material refractive index [1]-[3]. This uncertainty is 

investigated in [2]- [4], where the optimization problem is solved for all possible values of 

the material thickness. A certain criterion is then applied on the estimated refractive index 

in order to choose the accurate material thickness. 

This chapter introduces a new approach for solving the parameter extraction 

problem in the terahertz frequency regime. Our new approach is based on adopting a 

parameterized dispersive model of the material under investigation. This model is utilized 

to estimate the complex refractive index of the material ( )n ω  as a function of frequency, 

ω , without testing all possible values of the sample thickness, l. Our approach takes into 
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account the uncertainty in the thickness of the sample under study. Different materials are 

tested using this approach. The solution of the utilized optimization problem is 

accelerated by estimating both the first order derivatives (gradient) and second order 

derivatives (Hessian) of the objective function and supplying them to the optimizer. Our 

approach is demonstrated to be accurate and robust for the calculation of the optical 

parameters of materials of unknown thickness.  

The chapter is organized as follows; a review of existing techniques is provided in 

Section 5.2. In Sections 5.3, the new approach for efficiently solving the parameter 

extraction problem is explained. The application of this approach to a number of 

parameter extraction examples is provided in Section 5.4. In these examples, we utilize 

our approach to characterize the carbon nano-tubes working in THz regime. It is also 

utilized to model the doped semiconductors that are capable of propagating surface 

plasmon wave in the THz frequency range. Finally, the summary is provided in Section 

5.5. 

5.2 EXISTING APPROACHES 

Previous approaches utilize a frequency-dependent transfer function, which is the 

ratio of the transmitted field to the incident field.  An analytical model for this transfer 

function is achieved by assuming that: the sample under test is a dielectric slab, the 

scattering at the surface is negligible, and that light is incident normal to the interface [5]. 

The transmission coefficient of the first transmitted pulse under these assumptions is 
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related to the complex refractive index ( ( )n ω ) and the sample thickness (l) by the 

following formula [2]: 

 






theory 2

4( ) exp( ( 1) / ),
( 1)

nT i n l c
n

ω ω= × − −
+

 (5.1) 

where ( ) ( ) ( )n n ikω ω ω= − , n  is the refractive index, k is the extinction coefficient which 

represents absorption losses, and c  is the velocity of light. Equation (5.1) is extended to 

the general case of the pth echo through the formula [2]: 
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−
= × −
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   (5.2) 

Over the last decade, several algorithms were presented for accurate material 

parameter extraction in the terahertz range. All of these algorithms utilize the analytical 

model introduced in (5.1) and (5.2). They attempt to minimize the difference between the 

experimental and analytical data for both the amplitude and the phase. The errors in the 

magnitude and phase are given by: 

 theory exp( ) ,A T Tδ ω = −     (5.3) 

 theory exp( ) .T Tδφ ω = ∠ − ∠  (5.4) 

where theoryT  is the transfer function estimated from the analytical model in (5.1), and expT  

is the measured transmission coefficient. The objective function utilized in the parameter 

extraction problem can be written as [4]:  

 ( ( ), ( )) ( ( ), ( )) ( ( ), ( )) ,f n k A n k n kω ω δ ω ω ζ δφ ω ω= +    (5.5) 
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where ζ  is a regularization parameter. The optimization function in (5.5) is minimized at 

each frequency sample. If the number of frequency samples is m, we then need to solve 

m  nonlinear optimization problems each of 2 parameters n(ω) and k(ω). This approach 

assumes that the sample thickness is known. 

The mechanical uncertainty of the sample thickness, l, introduces a major 

inaccuracy of the extracted results [2], [3]. It causes the extracted parameters to be 

oscillatory with frequency. The approach reported in [2] compares the calculated 

parameter data produced from different echoes at every simulated sample thickness [2]. 

The best value of l is the one that minimizes the variance between the estimated 

parameters. The approach reported in [3] utilizes a total variation method. The transfer 

function is calculated as a sum of different transmitted echoes. The accuracy measure in 

the thickness calculation is the smoothness of the estimated parameters. All previous 

techniques [1]-[4] utilize small thickness uncertainty to limit the required number of 

optimization problems. These techniques neglect experimental noise effects.  

5.3 MODEL BASED OPTIMIZATION APPROACH 

Our technique utilizes a formulation of the objective function which is based on the 

magnitude and the phase of the transfer function. Different formulations can lead to 

different optimization functions. However, we only consider the following two well 

behaved formulations  [1]-[3]: 

                         2 2( ) ( ) ( ),g Mω δ ω ζδφ ω= +              (5.6) 

                    2 2( ) ( ) ( ),h Aω δ ω ζδφ ω= +                           (5.7) 

169 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

where 

                   ( )theory exp( ) ln ( ) / ( ) ,M T Tδ ω ω ω=  (5.8)   

                     theory exp( ) ( ) ( ),T Tδφ ω ω ω= ∠ − ∠    (5.9)  

                    theory exp( ) ( ) ( ) ,A T Tδ ω ω ω= −  (5.10)  

and ζ  is a regularization factor  [6]. 

Both formulations in (5.6) and (5.7) lead to the same global solution. However, the 

phase information should be manipulated in order to remove its periodicity. The objective 

function which is based on the logarithm, provides larger penalty on the error function 

without any scaling mechanism  [6]. This justifies why the function g is preferred than h. 

Our approach is based on reformulating the problem as a certain function of the 

whole set of frequency points n=[ n(ω1)  n(ω2)  … n(ωm)], and k=[ k(ω1)  k(ω2)  … 

k(ωm)]. Instead of minimizing the objective function g in (5.6) at each frequency, we 

minimize a norm of the vector of error functions at all frequencies. From (5.6), we can 

write the problem as follows:  

                              
,

1,      
                  0,   

min

subjec
   

t to   

T

m

m

T

R
R

δ δ ζδ δ+

∈

∈

n k
M M

n n
k k

φ φ


 

                 (5.11) 

where δM, δ φ mR∈ .  

The proposed formulation in (5.11) leads to accurate parameter estimation of n and 

k when l is precisely known. If l is unknown, the number of unknowns becomes more 

than the available information. For m frequency samples, the number of unknowns is 
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2m+1. The available 2m pieces of information are the amplitude and the phase of the 

transfer function T. This may lead to inaccurate parameter estimation as mentioned 

earlier.  

To overcome this problem, we utilize a model-based parameter extraction 

approach. Here, the dependence of the material parameters on frequency is assumed to 

follow a certain material model. In this case, the number of  optimization variables is 

reduced and no prior thickness information is required. The parameter extraction and 

interpolation of the results are done simultaneously. This approach is robust against 

experimental noise sources as will be demonstrated later. 

This parameter-based optimization is utilized, for the first time, for spectroscopy 

purposes of a sample of uncertainty in the thickness. For example, various materials can 

be modeled by the standard Debye model [7]-[10], 

 ( ) .
1 ( )i

ω
ωτ∞

∆
= +

+


    (5.12) 

In this case, the optimization variables are ,∞  ,∆  ,τ  and l . Here, 

,s ∞∆ = −   where s and ∞  are the static and infinite frequency dielectric constant, 

respectively. τ  is the dipole relaxation time of the sample. The parameter extraction 

problem is thus reformulated as:                           

                             
subject to   1
                 0
             

mi

  

n
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 T T

lower upperl l l

δ δ ζδ δ
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+
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∆ ≥

≥
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where [    ]Tlτ∞= ∆x   and ,∞  ,∆  ,τ  l R∈ .  We thus simultaneously solve for both 

the model parameters and the unknown sample thickness. 

The formulation (5.13) enables accurate results for a non-convex optimization 

problem with no restrictions on the initial values of the parameters. The upper and lower 

bounds of the parameters are set to assure physical realization of the optimal parameters. 

For efficient solution of the problem, the analytical gradient of the objective function is 

calculated and supplied to the optimization algorithm  [11]. The same approach presented 

by (5.13) can also be directly applied to materials following other dispersive models such 

as the Cole-Cole model [7], [10], the Lorentz model  [12],  [13], or the Drude model  [14]-

 [16]. 

5.4 NUMERICAL RESULTS 

Both the formulation (5.11) and the model-based formulation in (5.13) are used for 

the parameter estimation problem. Formulation (5.11) is used for the parameter extraction 

of a sample with a known thickness l. The model-based formulation is used for the 

parameter extraction of samples of unknown thickness. Different types of materials are 

tested.  

Before illustrating the model-based case, we first demonstrate that our approach 

have very good accuracy for arbitrary frequency-dependent material parameters with 

known thickness. For this purpose, we consider a sample made of Plywood  [10]. The 

refractive index n and the extinction coefficient k are estimated over a frequency range 

from 0.01 THz to 1.5 THz. Optimization is carried out for m= 300. The initial starting 
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points for n and k are chosen arbitrarily. The lower and upper bounds are set according to 

(5.11). The gradient and Hessian of the objective function are calculated analytically to 

allow the solver to use a sequential quadratic programming algorithm  [11]. 

In Fig.  5.1, the estimated data for n  and k  are compared to the reference data for 

the plywood material  [10]. Good agreement is achieved between both sets of data. The 

relative error in each parameter p  is defined as: 

                             est ref

ref

( ) ( )
( ) ,

( )p

p j p j
e j

p j
−

=  (5.14) 

where j  denotes the frequency sample, estp  is the estimated parameter value, and refp  is 

the reference value of the parameter .p  The relative errors in both n  and k  are plotted 

versus frequency in Fig.  5.2. 

In order to illustrate the model-based approach, we apply it for materials that are 

characterized by Debye, Cole-Cole, Lorentz, and Drude dispersive models. To test the 

reliability of the approach, noise is added to the reference data of n and k. We assume a 

uniformly distributed random noise with zero mean. The noise strength is different for 

each example. Although this noise complicates the estimation procedure, our approach 

successfully retrieves the original model parameters.  
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(a) 

  

 
 (b) 

Fig.  5.1. A comparison between the estimated and reference parameters (n, k) for 
Plywood; (a) the estimated refractive index (n) and (b) the estimated extinction 
coefficient (k). 
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(b) 

Fig.  5.2. The relative error in the estimated parameters (n, k) for Plywood as defined by  
(5.14); (a) the estimated refractive index (n) and (b) the estimated extinction coefficient 
(k). 
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Fig.  5.3. The noisy transfer function of the fullerene ( 60C ) sample. 

5.4.1 Debye Model  

The Debye model is used to extract the parameters of a high density polyethylene 

mixed with fullerene ( 60C ) (8.36%). Experimental data and reference parameters are 

available in [7]. Using (5.13), the model parameters ,  ,  ,τ∞ ∆   and the material 

thickness, l , are the optimization variables. The noise strength is 5 310−× . The noisy 

transfer function of the sample is shown in Fig.  5.3. The reference sample thickness is set 

to 10.0 μm. Although the mechanical uncertainty in the sample thickness is around 1% 

[17], we utilize a large uncertainty in the sample thickness (10%) to illustrate that our 

algorithm works for materials with large thickness uncertainty.  

The dispersion profile of the 60C  over the frequency range from 0.01 to 1.5 THz is 

estimated. This range is sampled every 0.03 THz. The comparison between the reference 

optical parameters and the estimated ones is shown in Fig.  5.4. Our technique is able to 

estimate the original non-noisy optical parameters with a good accuracy. The estimated 
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thickness of the sample can be considered as a figure of merit of the approach accuracy. 

For this example, the estimated sample thickness is 9.999 μm, with a percentage error of 

0.001%.  
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Fig.  5.4. The estimated n and k of the fullerene ( 60C ) sample compared to the reference 
data over the frequency range from 0.01 to 1.5 THz; (a) the estimated refractive index (n) 
and (b) the estimated extinction coefficient (k). 
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5.4.2 Cole-Cole Model  

The Cole-Cole model is a generic material model that can be used for a wide 

variety of materials [7], [10]. The dispersion relation according to the Cole-Cole model is 

[10]: 

 
0

( ) .
1 ( )i iα

σω
ωτ ω∞

∆
= + +

+


 


 (5.15) 

where α  is an empirical parameter, σ  is the material conductivity, and 0  is the air 

permittivity. The parameters α  and σ  are included as optimization variables in (5.13), 

with the constraints 0 1α≤ ≤  and 0σ ≥ . The model is applied to extract the parameters 

of a high-density polyethylene mixed with multi-wall carbon nano-tubes (MWNT) and 

carbon black (CB), respectively. The experimental values of  and n k  are already 

available in [7]. Random noise of strength 10-2 is added to account for experimental 

errors. 

In this problem, the model parameters ,  ,  ,  and τ α σ∞ ∆   of the Cole-Cole model 

and the material thickness, l , are unknown. The exact value of l is 0.1 mm with a 10%  

uncertainty. The initial values of the variables are chosen to be the lower bound of all 

parameters. Different initial points are also tested and they all lead to the same optimal 

point. The percentage error in the estimated sample thickness is 1% for the (MWNT) case 

and 0.75% for the CB case. The dispersion profiles of the (MWNT) and CB mixtures are 

calculated over the frequency range from 0.01 to 1.5 THz. The comparisons between the 

reference data and the estimated profiles are shown in Figs. 5.5 and 5.6. 
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Fig.  5.5. The estimated n and k compared to the reference data of the MWNT mixture 
over the frequency range from 0.01 to 1.5 THz; (a) the estimated refractive index (n) and 
(b) the estimated extinction coefficient (k). 
 

179 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

0 0.5 1 1.5
1.7

1.8

1.9

2

2.1

2.2

2.3

2.4

Frequency in THz

n

 

 

Reference
Extracted

 
(a) 

0 0.5 1 1.5
0

0.05

0.1

0.15

0.2

Frequency in THz

k

 

 

Reference
Extracted

 

 
 (b) 

Fig.  5.6. The estimated n and k compared to the reference data of the CB mixture over the 
frequency range from 0.01 to 1.5 THz; (a) the estimated refractive index (n) and (b) the 
estimated extinction coefficient (k). 
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5.4.3 Lorentz Model  

In the THz regime, biological materials can be modeled by the standard Lorentz 

model [12], [13]:  

                                   
2
0

2 2
0

( )
( )

S
i

ωω
ω ω ω∞= +

− − Γ
  , (5.16) 

where ∞  is the frequency independent permittivity, 0ω  is the center frequency, S  is the 

oscillator strength, and Γ  is the oscillation damping factor. Here, the optimization 

variables are ∞ , 0ω , S , Γ  and the sample thickness l . 

In Fig.  5.7, the parameter extraction procedure is applied to naphthalene. 

Naphthalene can be modeled by a Lorentz model using one oscillator term [13]. Noise is 

added to the reference data obtained from [13] in order to account for experimental non-

idealities. The noise strength is 10-2. The dispersion profile of the naphthalene is 

estimated over the frequency range from 0.1 to 2.5 THz. The error in the sample 

thickness estimation is about 1%. 
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Fig.  5.7. estimated n and k compared to the reference data of the naphthalene over the 
frequency range from 0.1 to 2.5 THz; (a) the estimated refractive index (n) and (b) the 
estimated extinction coefficient (k). 
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5.4.4 Drude Model  

We also apply our approach to semiconductor materials modeled using the Drude 

model [14], [15]. The dispersion of these semiconductor materials is significant at the 

high frequency range. The parameter extraction problem for the Drude materials utilizes 

the following dispersion relation [16]: 

                                    
2

( )
( )

p

i
ω

ω
ω ω∞= −

+ Γ
  , (5.17) 

where ∞  is the frequency-independent part of the dielectric constant and Γ  is the 

damping rate. pω  is the plasma angular frequency defined by 2 2
0/p Ne mω =  , where N  

is the number density of the semiconductor carriers, e   is the electronic charge, and m  is 

the effective carrier mass. The variables of the optimization problem are ∞ , pω , Γ and 

the sample thickness .l                        

Our approach is applied to extract the parameters of a 0.92 Ω cm P -type silicon 

and 1.15 Ω cm N -type silicon. The reference values of the optical parameters for these 

materials are available in [15]. The error in the estimated value of the sample thickness is 

0.09% and 0.1% for the P -type and N -type (silicon) materials, respectively.  

The dispersion profiles of the both materials are estimated over the frequency range 

from 0.1 to 2 THz. In Figs. 5.8 and 5.9, the estimated values of the optical parameters are 

compared to the reference values.  Good agreement is achieved. 
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Fig.  5.8. The estimated n and k compared to the reference data of the P-type Si material 
over the frequency range from 0.1 to 2 THz; (a) the estimated refractive index (n) and (b) 
The estimated extinction coefficient (k). 
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Fig.  5.9. The estimated n and k compared to the reference data of the N-type Si material 
over the frequency range from 0.1 to 2 THz; (a) the estimated refractive index (n) and (b) 
the estimated extinction coefficient (k). 
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5.4.5 Spectroscopy of Surface Plasmon Polaritons in Doped Semiconductors 

Surface plasmon wave has been recently demonstrated in the THz regime using 

doped semiconductors [18]. In [18], the parameters of the Drude model have been 

calculated for different doping levels of different semiconductors with known thickness, 

exhibiting negative permittivity in the THz frequency range. 

In this example, we utilize our approach not only to obtain the unknown material 

parameters of the doped semiconductor, but also to precisely estimate the doping level at 

which the semiconductor has negative permittivity.  This is the level that allows for 

propagation of surface plasmon waves. For this purpose, a sample of GaN of thickness 

1.0 µm is utilized for illustration. We exploit a wide range of sample thickness 

uncertainties ranging from 0.1% to 10%. The noise is compensated using a noise 

compensation mechanism [19]. 

For efficient application of our algorithm, both the reflection and transmission 

coefficients are utilized. The extracted parameters are then utilized to estimate the doping 

level of each sample by using the approach reported in [18]. As shown in Fig.  5.10, the 

results have very good agreement with the reference data given in [18]. The relative error 

in the estimated thickness is 10-6 %. The estimated and reference values of real  for 

different doping levels of GaN are shown in Fig.  5.10. The values of real  are estimated 

over the range of 0.1 to 7.0 THz with a sample rate of 0.2 THz.  
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Fig.  5.10. The estimated real  as compared to the reference data of the N-doped GaN over 
the frequency range from 0.1 to 7 THz. 

 

5.5 SUMMARY  

A novel approach is applied for efficient parameter extraction in terahertz time-

domain spectroscopy. This approach is based on the material theoretical dispersive 

models in the terahertz regime. A new formulation of the parameter extraction problem of 

a dielectric slab problem is developed. The sample thickness is included as an 

optimization variable, which allows us to apply our algorithm for samples of unknown 

thickness. Our new technique accurately recovers the unknown sample thickness. The 

algorithm not only estimates the optical parameters, but also fit them to one of the 
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standard dispersive material models. Our approach is successfully illustrated through a 

number of numerical examples. 

In previous examples, we consider the sample thickness uncertainty and noise 

effects simultaneously. Previous algorithms avoided this scenario [1]-[5]. Our approach, 

however, has good accuracy for data contaminated with large noise. Our approach is also 

more efficient than those demonstrated previously as our problem is only solved once to 

calculate all the constitutive parameters and the dimensions of the structure, directly 

without any iterative technique, that consumes more memory and more computational 

time. Moreover, if noise compensation methods are exploited as given in [19], our 

approach can achieve challenging thickness estimation accuracy, with up to 10-6 % 

sample uncertainty.  
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6 CONVEX APPROACHES FOR DESIGN 

OPTIMIZATION OF COUPLED 

MICROCAVITIES  

 In this chapter, we present simple and efficient approaches for filter design at optical 

frequencies using large number of coupled microcavities. The design problem is 

formulated as an optimization problem with a unique global solution. Various efficient 

filter designs are obtained at both the drop and through ports. Our approaches are 

illustrated through a number of examples. 

6.1 INTRODUCTION 

Multiple coupled microcavities have been widely utilized for optical 

communication systems  [1]- [9]. For wavelength division multiplexing (WDM) 

techniques, optimal filter design is mandatory and flat responses are ultimately required 

 [3]. Higher order coupled microcavities have been proposed as promising candidates for 

optical filtering. The dispersion analysis of large chain of microcavities has been recently 

introduced  [5]. The application of multiple coupled microcavities can be extended to 

optical signal processing and routing. Systematic and rigorous design procedures are 

essential to obtain the required filter response especially with large number of 

microcavities.  
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The design of coupled resonators is usually done through the coupling parameters 

 [10]- [19]. These parameters have a direct effect on the achievable transfer function of the 

filter. Once the coupling coefficient for each stage is determined, the geometrical 

specifications for each resonator are adjusted  [11]. The design theory of coupled 

microcavities has been originally developed for microwave filters  [20]- [22]. In the last 

decade, this work was extended to the design of optical filters  [11] using Bragg gratings 

and ring resonators. In  [11],  [12], the design procedure utilizes a transmission line 

equivalent network. Distributed capacitances and inductances are utilized to build a filter 

prototype which is mapped to the corresponding equivalent resonator design  [21]. The 

method is used successfully for the design of Chebyshev-based filters  [11]. Other filter 

types can be readily designed using different cascading configurations  [12]. This design 

approach is limited to narrow band responses  [21]. It is also based on add drop filters, 

where the output is only at the drop port of the coupled structure. Other approaches are 

developed for the optimal placement of zeros and poles of the filter transfer function  [23] 

and  [24]. These approaches are intended for the design of parallel and series coupled ring 

resonators  [24]. They utilize resonators of equal coupling parameters to overcome the 

complexity of the design. Using these approaches, tapering of the coupling parameters is 

done intuitively  [24]. This intuitive tuning is successful for a small set of cascaded series 

or parallel ring resonators. For higher order filters, optimal responses are not guaranteed. 

We discuss in this chapter two simple structured optimization methods for the 

design optimization of coupled microcavities. Though these techniques are simple, they 

can design filters with tens of coupled microcavities in few seconds. These techniques are 
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based on adopting simplified transfer functions that transform the nonlinear optimization 

problem of highly coupled parameters to a linear optimization problem with a global 

solution. In the first technique  [25], the microcavity coupling parameters are assumed to 

vary around known mean values. A perturbation theory is developed to propose a design 

optimization problem in the perturbation parameters. By dumping the higher order 

perturbation terms, we ignore the effect of multiple reflections among the rings 

introduced by the small adjustment of the coupling coefficients. This is a first order 

accurate approach as it takes into account only multiple reflections introduced by the zero 

order terms. The design problem is then formulated as a linear least square design 

problem. This linear least square problem has a unique solution that can be obtained in 

few seconds for tens of design parameters  [26]. This can be contrasted with other 

approaches that converge to a local solution  [14]- [16]. 

Another efficient approach for filter design using a large number of cascaded 

microcavities is based on linear phase filter (LPF) approximation  [27]. An approximate 

objective function is exploited to solve the design as a linear program (LP) problem.This 

allows for fast and efficient solution of large scale problems. In addition, no initial design 

is required. The LP solver can find a feasible starting point by solving an initial feasibility 

problem. The computational time is less than one second for structures that contains up to 

150 coupled microcavities. 

In this chapter, the theory of cascaded series rings is summarized. We provide the 

development of convex optimization approaches for coupled resonators. Our approaches 

are supported with design examples. 
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Fig.  6.1. The field coupling at the interface of two coupled ring resonators. 
 

6.2 THEORY OF COUPLED MICROCAVITIES 

Complex ring configurations contain multiple ring-to-ring coupling stages. Each 

stage incorporates a directional coupler approximation. A single stage coupling is shown 

in Fig.  6.1, where a, b, c, and d are the field values at the interfaces. The quantities σ  and 

κ represent the through and cross-port field coupling parameters, respectively. The 

relationship between the fields can be summarized using the scattering matrix  [28]: 

 
b j a
c j d

σ κ
κ σ

−     
=     −     

 (6.1) 

For the series-connected ring resonators shown in Fig.  6.2, the a and b fields at the 

ith stage are related to the fields at the next stage through the relationship:  

 1
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i i
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where  [28] 
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 − − 

iT . (6.3) 

Here, γ=θ−jα is the complex propagation factor inside curved structures. θ  is the phase 

factor due to the propagation inside the ring and is given by: 
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Fig.  6.2. The structure of N ring resonators connected in series. 

 

 2
eff c

fn L
c
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where f is the light frequency, neff is the real part effective waveguide index, and Lc is the 

cavity length of the resonator. The parameter α is the field attenuation coefficient.  

For N resonator stages, the total transfer matrix is given by: 

 1

1

,N+1

N+1

aa
bb

  
=   

   
T  (6.5) 

where  

 11 12
1 2

21 22

 N

T T
T T

 
= … =  

 
T TT T . (6.6) 

Every transmission matrix Ti is unimodular and the total transmission matrix T is also a 

unimodular matrix that satisfies 22 11T T ∗=  and 12 21T T ∗= . 

The coupling parameters between the Nth ring and the output waveguide are 1Nσ +  

and 1Nκ + . Utilizing 1 1 1N N Nb aσ+ + += − , the transfer function for the through port 

(reflectivity) Rout=b1/a1 is given by: 
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Utilizing 1 1 1N N Nc j aκ+ + += , the transfer function for the drop port (transmissivity) defined 

as 1 1/Nc a+  is given by: 
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. (6.8) 

The calculated transfer functions in (6.7) and (6.8) are utilized for analyzing coupled 

resonators of known ring coupling parameters at every stage , i iσ κ , ∀i.  

The design of ring resonator filters is based on transforming the transfer functions 

for both the through and drop ports to their corresponding Z-domain responses  [24]. This 

is accomplished by utilizing 1 e jz θ− −= , where z-1 includes only the phase factor. All the 

transfer matrices are thus z-dependent and both Rout and Tout are transformed to the Z-

domain: 
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∑
 (6.9) 

The calculated transfer function has the same form of the response of a linear discrete 

system  [6]. All coefficients pn and qm are dependent on the ring coupling parameters (σi, 

κi) for all rings. They are also dependent on the cavity loss parameter defined as 

cLe ατ −= . Those coupling parameters are optimized to achieve the target filter response 

represented by a certain numerator and denominator polynomials. Control of the 

waveguide to ring and ring-to-ring scattering parameters allows a high degree of freedom 
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to achieve different targeted filter responses. Both the through and drop ports can be 

utilized to achieve the desired filter response. 

6.3 DESIGN OPTIMIZATION BASED ON THE PERTURBATION 

APPROACH 

We develop a new simple formulation utilizing the perturbation theory to reduce 

the complexity of the filter transfer function. For global optimization of cascaded series 

rings filters, robust optimization techniques can be incorporated to provide optimal filter 

designs. The proposed technique assumes that the required design has certain known 

mean coupling parameters. By calculating the optimal perturbations from these 

parameters, the overall coupling coefficients are modified to achieve the targeted filter 

response. Our approach takes into consideration unavoidable losses that are inherent in 

curved structures.  

We illustrate our approach for the case of three series ring resonators. By using 

(6.7) and (6.8), we calculate the transfer functions of both the through and drop ports as 

follows: 
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and     
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2 2 3 3

1 2 3 4 1 3 2 4 1 4

( ) 1 ( )

( )

A z z
z z

σ σ σ σ σ σ τ

σ σ σ σ σ σ σ σ τ σ σ τ

−

− −

= − + +

+ + + −
. (6.11) 

We further assume that each coupling coefficient is perturbed around a given mean value 
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iσ : 

 1, 2,..., 4i i i iσ σ δσ= + = . (6.12) 

Substituting from (6.12) in both (6.10) and (6.11), the polynomials A and B are of fourth 

order dependence on the individual perturbations δσi , ∀i. Assuming small perturbations 

δσ =[ δσ1  δσ2  δσ3  δσ4]T, higher order terms can be neglected. By dumping the higher 

order perturbation terms, we ignore the effect of multiple reflections among the rings 

introduced by the small adjustment of the parameters σ. This is a first order accurate 

approach as it takes into account only multiple reflections introduced by the zero order 

terms iσ . For N cascaded coupled resonators, a linear approximation of the polynomials 

B(z) and A(z) dependence on the perturbed through port coupling δσ can thus be 

formulated. In this case we have : 

 
( )
( )

0,1,...,

1, 2,...,

T
n n n

T
m m m

p c n N

q d m M

= + =

= + =

h δ

g δ

σ

σ
 (6.13) 

In (6.13), cn and dm are the zero order terms in δσ that can be calculated by substituting 

with iσ  in (6.9), respectively. The coefficients of the first order terms in δσ are 

represented by ih and ig , both are polynomials in iσ . 

In order to achieve a filter response with a specific z-dependence, we match the 

ring filter coefficients (p, q) to the targeted filter coefficients (b, a). The following system 

of linear equations is thus constructed: 

 σ
− 

= = 
 

b c
y Aδ

a - d
, (6.14) 
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where  

 0 1 1 2[ ... ], [ ... ]N Nc c c d d d= =c d , (6.15) 

and  

 0 1 1 2... ...T
N N =  A h h h g g g . (6.16) 

In (6.14), b and a are the vectors of the numerator and denominator polynomials of the 

target filter transfer function (6.9). The solution of the linear system of equation in (6.14) 

produces the optimal δσ  that satisfies the target filter transfer function. 

The system of linear equations (6.14) is overdetermined. However, a least squares 

solution will lead to the optimal perturbation parameters. The design problem can thus be 

cast as a constrained optimization problem with a quadratic objective function over linear 

constraints:  

 

2min

0 1
1,2,..., 1

p

i i

i i N
δσ σ

δσ ζ

−

≤ + ≤

≤ = +

A y
δσ

δσ

 (6.17) 

In (6.17), the first constraint is placed to ensure the total through coupling parameter less 

than unity. The second constraint imposes a trust region for the perturbation model. The 

parameter  ζ  is the maximum allowable perturbation in the coupling parameters.  

The formulation in (6.17) can be solved using the L1-norm, the L2-norm, or the L∞-

norm. For the case of L∞-norm, the problem is transformed into the minimization of the 

maximum of the deviation. In this case, (6.17) is equivalent to: 
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2min

1,2,..2 1

0 1
1,2,..., 1

T
j j

i i

i

y j N

i N
δσ σ

δσ ζ

Γ

− ≤ Γ = +

≤ + ≤

≤ = +

a
δσ

δσ  (6.18) 

where T
ja  is the jth row of the matrix A. This problem is convex and leads to a unique 

optimal design  [26]. 

For lossy structures, the total loss of the ring modifies the optimization problem 

constraints. This can be taken into consideration by a direct modification of the system 

coefficients in (6.13). The same system of equations is solved to get the perturbation in 

the coupling coefficients in the presence of the losses. 

Our formulation can be contrasted with other conventional nonlinear least square 

problems. These approaches have complex dependence on parameters.  They are 

computationally expensive and their solution is not globally optimal. 

The perturbation technique is verified through the design of third, fifth and tenth 

order optical filters using series connected ring resonators. We carry out optimization for 

both lossless and lossy structures. The optimization algorithm achieves the required 

response efficiently within the trusted perturbation region [25].  Our algorithm is also 

applied to a set of lossy structures to predict the change in the achievable design with a 

loss increase  [25].  

6.3.1 Third Order Ring Resonator Filter 

For the design of a third order filter, the target filter is commonly represented by 

the corresponding zero-pole relationship  [24]. For this example, the target filter response 

200 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

has three zeros at ( ) ( ) ( )exp j148 /180 ,  exp j ,  and exp j212 /180z z zπ π π= = = , and 

three poles at ( ) ( )z 0.6exp j50 /180 ,  0.7,  and 0.6exp j315  /180z zπ π= = = . The 

response of the filter is Chebyshev type II filter, with both a flat pass band response and a 

high selectivity. 

We utilize our algorithm to optimize the coupling parameters in order to design a 

filter with the optimal match to the target response. The mean waveguide to ring through 

coupling is set to 0.5 and the mean ring to ring through coupling is set to 0.8. The ring is 

assumed to be of negligible losses. The achievable optimized filter (see Fig.  6.3 ) has a 

feasible value ring to ring through coupling coefficients (σ2, σ3) of 0.83, and a ring to 

waveguide through coupling (σ1, σ4) of 0.48. The target response cannot be ideally 

achieved by three ring resonators. However, our proposed approach provides 

systematically the best achievable response that can be provided by the three rings. For 

more idealized responses, higher order rings should be utilized. The response of the ring 

resonators at the drop port is also shown in Fig.  6.4. 

6.3.2 Fifth Order Ring Resonator Filter 

The fifth order drop filter proposed in  [8] can be optimized to match a desired IIR 

filter of different pass band, stop band, and stop band reduction. For an achievable ideal 

response, we apply our technique to the design of a filter whose response can be achieved 

using ring resonator based filters [25]. 
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Fig.  6.3. The achieved third order filter response as compared to the targeted response 
[25].  
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Fig.  6.4. The designed cascaded ring response at the drop port (transmissivity) [25]. 
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For this filter, the pass band occupies approximately one seventh of the free 

spectral range. The pass band ripples are less than 0.4 dB, and the stop band rejection is 

more than 40 dB. The targeted transfer function has the form,  

 

5/2

target 1 2 3 4 5

0.002( )
1 4.23 7.33 6.51 +2.96 0.55

zT z
z z z z z

−

− − − − −=
− + − −

    (6.19) 

In order to achieve this transfer function using ring resonators, we assume a known 

waveguide to ring through coupling coefficient of 0.7416  [8]. The ring-to-ring mean 

through coupling is assumed to be 0.9. This value is an acceptable approximation for the 

required filter response from the drop port. This assures the validity of our algorithm for a 

high value of the mean through coupling coefficient. 

Our algorithm is applied to extract the vector of perturbation in the through 

coupling parameters (δσ). The convexity of the optimization problem yields a unique 

solution regardless of the initial starting point. The application of our technique results in 

a perfect match with the target filter as shown in Fig.  6.5. The optimal coupling 

perturbations δσ=[0.0602 0.0753 0.0753 0.0602]T result in a symmetric structure. The 

ring resonator drop port transfer function is as follows: 

 
5/2

designed 1 2 3 4 5

0.0017( )
1 4.25 7.39 6.57 +2.97 0.55

zT z
z z z z z

−

− − − − −=
− + − −

. (6.20) 

The resulting transfer function (6.20) is close to (6.19) which reflects the reliability 

of the technique to achieve a target filter response of arbitrary feasible coefficients. The 

response of the ring resonators at the through port (reflectivity) is shown in Fig.  6.6.  
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Fig.  6.5. The achieved fifth order filter response as compared to a targeted fifth order 
filter proposed in  [8]. 
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Fig.  6.6. The responses at the through port (R) and the drop port (T) for the five cascaded 
ring resonators [25]. 
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6.3.3 Tenth Order Ring Resonator Filter 

For tenth order dropping filters, our technique is also utilized to design a number of 

ten series connected rings [25]. For this example, the targeted filter has small pass band 

ripples with an increased normalized bandwidth and improved steep filter pass band to 

stop band transition. The targeted filter design is proposed using matlab digital filter 

design functions  [29]. Our technique is then utilized to determine the best rings coupling 

parameters to achieve the target design.  

The target filter is a Chebyshev type I filter of bandwidth of one third of the free 

spectral range with minimal pass band ripples. The (cheby1) matlab function  [29] is 

utilized with ripple parameters of 0.001 and normalized band width of 0.33. The target 

vector of the denominator polynomial coefficients is a= [1.0000 −5.2448 13.8635 

−23.6303 28.3988 −24.9452   16.1369 −7.5663 2.4561 −0.4980 0.0479]T. 

For this problem, the number of optimization parameters is 11 representing the 

through coupling coefficient σi for all the stages. Equation (6.18) is utilized with average 

couplings σ =[0.25 0.5 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.5 0.25]T. The perturbation 

trust region size ζ  is set to 0.1. The optimal set of coupling is found to be σ= [0.227 

0.5624 0.8328 0.8414 0.843 0.8433 0.843 0.8414 0.8328 0.5624 0.227]T. The achieved 

response and the target response are shown in Fig.  6.7. Good match is achieved between 

the two responses. The response of the ring resonators at the through port (reflectivity) 

compared to the response at the drop port (transmissivity) is shown in Fig.  6.8. Figure 6.9 

shows the optimized coupling coefficients utilizing the perturbation approach. 
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Fig.  6.7. The achieved tenth order filter response as compared to the target response [25].  
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Fig.  6.8. The responses at the through port (R) and the drop port (T) for the ten cascaded 
ring resonators [25]. 
 

206 
 



PhD Thesis – Osman S. Ahmed      McMaster University – Electrical and Computer Engineering 
 

2 4 6 8 10
0.2

0.4

0.6

0.8

1

Index number

R
in

g 
th

ro
ug

h 
co

up
lin

g 
(  σ

 )

 

Fig.  6.9. The coupling coefficients for the optimized tenth order optical filter utilizing the 
perturbation approach. 
 

6.3.4 Fifth Order Lossy Filter 

In order to illustrate the accuracy and correctness of the proposed approach, we 

compare our results to that in  [11]. We design the target filter in  [11] utilizing both cases 

ideal and lossy coupled ring resonators [25]. In  [11], a fifth order filter is utilized to 

achieve a highly selective filter with a bandwidth of 20% of the free spectral range and 

maximum pass band flatness. Utilizing the method in  [11], the achievable design has ring 

through coupling parameters [0.4186 0.821 0.909 0.909 0.821 0.4186]T=σ . The 

target vector of the polynomial coefficients in (6.9) is  calculated as 

[1 3.0083 4.0132 2.8776 1.0944 0.1753]= − − −a . 

We utilize our approach for the design of the same target filter. The average 

couplings σ =[0.45 0.85 0.85 0.85 0.85 0.45]T are utilized. The perturbation trust region 

size ζ  is set to 0.2. The optimal set of coupling are calculated to be σ =[0.421 0.808 
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0.917 0.917 0.808 0.421]T utilizing lossless coupled ring resonators. The designed 

polynomial coefficients are [1 3.0053 4.0 2.8652 1.0939 0.1776]= − − −a . Fig. 

 6.10 shows the filter response utilizing our approach. It has a good agreement with the 

target filter. The ability of our perturbation algorithm to predict the optimal design is best 

illustrated in Fig.  6.11. The optimal coupling coefficients for the lossless case have a very 

good match with the results in  [11]. 

To further illustrate the universality of our approach, we design the same ideal 

target filter utilizing lossy ring resonators with a power loss factor (1-τ2) of 9.8%.  
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Fig.  6.10. The achieved fifth order filter response utilizing the perturbation approach for 
both lossless and lossy structures as compared to  [11]. 
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Fig.  6.11. The optimal coupling coefficients for the optimized filter for both lossless and 
lossy case as compared to the coefficients predicted in  [11]. 
 

Utilizing our approach, the same filter response can be achieved except for 

magnitude scaling due to losses. In Fig.  6.10, the optimal filter design utilizing the lossy 

structure is compared to the ideal one. The dominant optimal coupling coefficients for the 

lossy case are larger than the ideal case as shown in Fig.  6.11  [25]. 

6.4 LINEAR PHASE FILTER REALIZATION 

For highly coupled microcavities, the through port coupling for each coupling stage 

(|σi|≤1) is usually small. This allows for physically neglecting the higher order coupling 

between the microcavities, as their amplitudes are proportional to σiσi+1. Notice that by 

neglecting the higher order coupling terms, the polynomial A(z) in (6.9) becomes unity. 

For low loss coupled microcavities, the recursive formula for the reflectivity at the ith 

stage is calculated as 

 1
1i i iR z Rσ −

+= −  (6.21) 

This approximates the response to 
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 out
0

( )
N

n
n

n
R z b z−

=

= ∑  (6.22) 

For symmetric coupled microcavities, the through coupling coefficients are 

symmetric around the middle coefficient. This is a practical assumption which allows for 

having a linear phase filter response  [30]. The symmetry assumption implies that 

 2 , 1, 2,..., 1i N i i Nσ σ + −= = +  (6.23) 

The total through port coupling can be represented in terms of the normalized angular 

frequency (θ ) as 

( )( /2) /2
out 1 2 /2 1( ) [2 cos( / 2) 2 cos ( / 2 1) ]j N j N

NR e N N eθ πθ σ θ σ θ σ−
+= − − + +

 (6.24) 

From (6.24), the through port transfer function can be represented as 

( /2)
out out( ) ( )j NR e R− ′=

θθ θ  where out ( )R′ θ  is a real and periodic even function. It is thus 

sufficient to only consider [0, ]∈θ π . The linear phase approximation of the phase 

response (wrapped) in the case of 10 microcavities is shown in Fig.  6.12.  

The developed approximate transfer function is a linear phase filter formulation 

 [27]. It transforms the design procedure into a convex optimization problem whose 

solution can be estimated efficiently and accurately for large number of coupled 

microcavities. The general formulation of the problem is 

 
[ ] out,

out

1 2

min            max ( )

subject to        ( ) ,         0,

               

s

p

i

R

R

i

θ ω π
θ

θ ζ θ ω

δ σ δ

∈
′

′  ≤ ∈  
≤ ≤ ∀

σ

 (6.25) 

In (6.25), sω  is the normalized stop band angular frequency, pω  is the normalized pass 

band angular frequency, and ζ  is the pass band ripples. The design parameters are the 
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Fig.  6.12. The linear phase of the approximate transfer function, is illustrated for the case 
of 10 microcavities. 

 

through coupling coefficients 1 2 1[ ] .T
N +σ σ σσ = In (6.25), the last constraint is added 

to ensure the physical realization of the designable coupling coefficients. 

The proposed technique is exploited in filter design problems. For this purpose, the 

interior point-based solver, SeDuMi, is used for solving the linear programming problem 

 [31]. One of advantages of this solver is the ability to find a feasible starting point. Thus, 

there is no need to supply an initial design which is considered as a significant advantage 

especially for problems with large number of microcavities.  
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For the first example, a filter response with minimum ripples in the passband is 

obtained. The number of microcavities is 36. The pass band is 1.0 fo around the central 

frequency fo. The response of the through and drop port is given in Fig.  6.13. The length 

of the cavity Lc is taken to be one quarter of the central wavelength. For the second 

example, the length of the cavity is taken to be half the central wavelength. Thus, the 

response is switched from band pass filter to band stop filter in the through port and vice 

versa in the drop port. The number of microcavities in this example is 30. The response in 

the through port has a rejection band of 0.4 fo centered around fo. This band has a flat 

response in the drop port as shown in Fig.  6.14.  

For the third example, a design of 150 rings is obtained for a flat response over 0.2 

fo and sharp roll off over .01 fo from each side of the transmission band as shown Fig. 

 6.15. The computation time of this example is 1.2 sec. However, solving the non convex 

minimax problem  [30], the computational time for this example is 1.5x105 sec for a 

starting point in the middle of the feasible domain. This comparison is performed on a 2.2 

GHz dual core processor computer with 2.0 GB of RAM. The optimized values of σ for 

all examples are given in Fig.  6.16. 
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Fig.  6.13. The drop and through response of the optimized structure with 36 
microcavities. 
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Fig.  6.14. The drop and through response of the optimized structure with 30 
microcavities. 
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Fig.  6.15. The drop and through response of the optimized structure with 150 
microcavities. 
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Fig.  6.16. The coupling coefficient of the optimized design of the 36, 30  
and 150 cascaded microcavities  [27]. 
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6.5 SUMMARY  

Two novel design procedures for filter design with a large number of coupled 

microcavities were introduced. These procedures are efficient and simple. Both 

approaches exploit convex optimization techniques for formulating the design problem. 

This formulation allows for fast and accurate solution of the design problem. The 

accuracy and the efficiency of these approaches allow for solving design problems with 

few hundreds of variables in less than one second. 
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7 CONCLUSIONS AND FUTURE WORK 

This thesis presented a thorough explanation of different techniques, algorithms, and 

applications developed and investigated over the last four years. The utilized techniques 

cover numerical and analytical modeling of electromagnetic structures. The developed 

algorithms are applied to microwave, terahertz, photonic, and nano-plamsonic structures. 

The thesis contributed to the modeling, sensitivity analysis, and optimization of EM 

based structures. We focused on the applications of these approaches to nano-plasmonic 

applications.  

 This thesis focused on the time-domain transmission line modeling (TLM) as a 

physics-based modeling technique towards multi-physics simulation. While most of the 

applications in the thesis are based on nano-plasmonics, applications of the TLM to 

mechanical and electrical systems are provided in the literature. In Chapter 2, we 

explained the theory of the TLM method, based on the work done at the University of 

Nottingham. We provide innovative applications of the TLM approach including the 

subwavelength structures. The performance measures of the simulation are provided 

through a number of challenging examples. 

 Pursuing a general TLM solver with integrated sensitivity calculations, we 

developed a memory efficient scheme (impulse sampling) for the TLM-based adjoint 

variable method. This approach is the ultimate efficient technique for sensitivity 

calculation in the TLM case. It preserves the accuracy and reduces the computational 

cost. The TLM approach is known for its computational overhead as the fields are 
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replaced by network voltage and current variables of increased size. We developed an 

optimized approach for AVM calculations that overcome redundant calculations and 

saves 90% of the required memory storage. The technique is applied for conventional 

stub-loaded algorithm as demonstrated in related publications. In Chapter 3, we provided 

the memory efficient formulation based on the utilized computational node discussed in 

Chapter 2. The technique is developed for 2D and 3D-TLM. We demonstrated the theory 

for general material with non-zero electrical and magnetic constitutive parameters.  

 Wide categories of materials have frequency-dependent constitutive parameters. 

We developed, to the best of our knowledge, the first dispersive AVM approach. It 

enables the application of the AVM approach to numerous fields consist dispersive 

materials, e.g. the design of nano-plasmonic structures. The dispersive AVM approach is 

also mandatory for problems that involve biological materials, which are naturally 

frequency dependent. Application of AVM to spectroscopy and imaging problems is 

limited to the frequency domain where the material constitutive parameters can be 

provided to the solver by simple substitution with the operating frequency. In Chapter 4, 

the AVM approach is developed for materials of general constitutive parameters (i.e. 

frequency dependent) in the time-domain. It is applied to common material models 

(Drude, Debye, and Lorentz). The theory can be extended though to any causal 

mathematical model. The developed theory exploits the Z-domain representation of the 

material constitutive parameters. It has been applied to the fields of metamaterial and 

nano-plasmonics. 
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 Chapters 5 and 6 primarily discussed optimization algorithms based on analytical 

models that provide efficient computationally inexpensive modeling.  In Chapter 5, we 

proposed an efficient terahertz time-domain spectroscopy approach to mitigate 

measurements uncertainty. The physics-based material models are utilized to develop 

parameter based optimization approach. The number of optimization variables over a 

wideband is reduced to few optimization parameters. Our approach has been 

demonstrated for the spectroscopy of carbon nano-tubes and organic compounds (e.g. 

naphthalene). We utilized the technique for characterization of highly doped 

semiconductors that exhibit plasmonic resonance in the terahertz regime. 

 We dedicated the last chapter (Chapter 6) of the thesis to present convex 

optimization approaches for photonics structures. We successfully proposed efficient 

approaches for the design optimization of coupled resonators. These approaches utilize 

simplified yet accurate analytical linear model to transform the design problem into linear 

program that can be solved for hundreds of variables in a fraction of a second. Our 

approach is demonstrated for the design of 150 coupled microcavities with an optimized 

flat pass-band filter response.  

This thesis is a compilation of the work published in a number of peer-reviewed 

journals (9 articles), and presented in a number of international conferences (14 

presentations). 
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7.1 FUTURE DIRECTIONS 

 
I. The theory of dispersive AVM sensitivity approaches can be extended to the 

widely used numerical techniques (e.g. finite difference time-domain 

(FDTD) and finite element time-domain (FETD)) In this direction, our 

group has started the development of the dispersive AVM approach for 

FDTD technique. It represents natural extension to the work presented in 

this thesis. However, once the theory is developed for numerous 

computational techniques, it can be integrated to widely used commercial 

solvers. 

II.  The dispersive AVM theory has not been applied to some critical 

applications in nano-plasmonics (i.e. radiation-matter interaction in the 

nano-scale and optimization of nano-pillars and nano-rods). These are just 

examples of research directions that will be elevated by exploiting the 

dispersive AVM approach. 

III. Our research in the modeling of transmission line models will suggest 

integration of the developed time-domain TLM approach with a frequency 

domain TLM approach towards hybrid numerical techniques. In hybrid 

techniques, time-domain solvers are utilized to estimate the early transient 

time response of the structure while the frequency domain solver is 

utilized to retrieve the low frequency responses. Using proper 
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mathematical base functions, the response throughout the entire spectrum 

can be predicted. 

IV. In terahertz spectroscopy, the presented theory – in this thesis – suggests 

exceptional spectroscopy results once integrated with a robust terahertz 

source/detector system. Our approach can provide a high precision sample 

thickness. Collaboration with current research institutes with terhartz 

systems for measurements will be an asset. 

V. Our work in convex optimization for couple resonator would be further 

pursued towards different coupled resonator configurations. While the 

presented technique utilizes the series coupling, array configuration of 

coupled resonators can be addressed similarly with the proper 

mathematical model approximations. 
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