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ABSTRACT

This research is an extensive investigation of the

discriminability of brief intermodal temporal intervals. For

intervals of less than 700msec., the level of performance is

lower than that of intramodal intervals. In that range two

psychophysical methods, Many-to-Few and Single Stimulus, give

very different discrimination functions. However, the duration

of the markers and the type of intermodal intervals are found

not to be effective variables. An empirical relationship des­

cribing SD/DT75 as constant is shown to hold for a number of

intra and intermodal psychometric functions.

Two quantitative models developed to account for

intramodal duration discrimination, describe very well inter­

modal discrimination in two experiments. Although none can be

rejected, the onset-offset model is prefered because it represents

better the totality of the results in this research. Finally,

response latencies clearly indicate the operation of a real-time

criterion mechanism in duration discrimination.

It is concluded that duration discrimination is under

the control of a single central timekeeper.
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I. INTRODUCTION

1.1 General statement of the problem.

The assessment of the duration of a temporal interval

has to be performed through the observation of a given process

whose state varies reliably in time. This is true of psycho­

logical as well as physical measurement. When a human observer

(0) is required to assess the duration of an interval defined

by two successive external events ml and m2 , his assessment

will then be a function of variations in the state of some

internal process, I. Furthermore, it is a common conception

that his ability to discriminate between two such intervals

of physical duration do and d l , will depend on those intervals

producing discriminable states doCI) and dl(I).

The identification of a mechanism responsible for the

assessment of the temporal extent of a stimulus by a human

observer has proved to be a very difficult task. Most authors,

as pointed out by Michon (1967a), have proposed the existence

of some internal timing device or "clock" whose nat:lre has

been taken to be anything from heart rate and cerebral alpha

rhythm, to attcn~ion and neural pulse counting. These proces­

ses are assumed to operate only on the temporal dimension of

the stimulation whose duration is to be evaluated and not on

the total content or iome other aspect of its sensory input.

However, that very same assumption has been strongly question­

ned by many authors; Fraisse (1967) and Ornstein (1970) amongst

1
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others, consider I as being dependent on the total sensory

input of the stimulus and its memory trace rather than on the

activity of a so called ntime sense" or clock.

This question of depel1dence or independence of human

duration processing from non-temporal aspects of sensory input

has been one of the most enduring problems in the field of time

perception. As early as 1891, Nichols concluded that the

major reason for the state of confusion prevailing in the re­

search on duration was linked to the difficulty of isolating

a "time sense ll independent of the total content of sensory

input. More than half a century later, Creelman (1962) reports:

" this question has not yet been resolved .• ".

Allan & Kristofferson (1974a) reviewed recent eviden­

ce ·that brings some support to the assumption.of independence

of duration processing from non-temporal stimulus information,

namely the energy content of the intervals to be discriminated.

However, there always remains the possibility of complex sen­

sory activity providing information with regard to the tempo­

ral extent of an interval. It had been proposed (Abel,l972a)

that using empty intervals marked by two pulses might obviate

the problem of energy con~ent carrying temporal information.

But, even in that case, modality specific sensory interac­

tions are likely to occur and possibly interact with a central

timing system. That ev"entuality could be greatly reduced by

having intervals defined by intermodal events i.e. events oc­

curing in different sensory modalities. Indeed, a temporal in-
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terval bounded by a light flash and a brief tone is less like­

ly to allow for direct sensory interactions to happen during

the interval. Thus, the performance of an 0 in a situation

of duration discrimination of such intervals is likely to be

mainly dependent on the characteristics of an internal timing

device operating on the temporal information content of the

intervals.

Then, obtaining information pertaining to such an ex­

perimental situation could be of definite value for the un­

derstanding of human duration information processing. Thus,

the aim of the present thesis will be to conduct an exten­

sive study of duration discrimination of empty intervals mar­

ked by the offset of a visual signal and the onset of an au­

ditory one. We shall refer from now on to such a temporal

pattern as an intermodal interval. In the present state of the

research only a Short report (Rousseau & Kristofferson,1973)

is available on intermodal duration discrimination. Actually,

that study was part of the present p!ogramme of research and

has been summarized for publication. It will be reported as

expo 1 in ~he present thesis, for sake of continuity and \~ith

a much more detailed analysis than in its published form.

A major restriction will be imposed on the scope of

the present work havi~g to do with the range of durations to

be studied:the observ~rs will be presented with brief inter­

vals of duration in the range of .1 to 3sec. Indeed, it has

been stated (Ornstein,1970iFraisse!1967iMichon,1967,a,biCar-
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botte,1974) that different mechanisms are likely to be opera­

ting at different ranges of duration. Ornstein (1970) and Mi­

chon (1967) following Fraisse (1967) report that different

Inechanisms would be processing durations shorter and lJnger

than 2 to 5sec. Moreover, most quantitative models of duration

discrimination (Creelman,196liAllan,Kristofferson & Wiens,l970i

McKee,Allan & Kristofferson,1970iCarbotte,1974) have concen­

trated on brief durations, shorter than 2sec. Thus, the iso­

lation of the characteristics of an internal process specific

to duration processing is very likely to be facilitated by li­

miting the present investigation to a comparable range of du­

rations.



1.2 Temporal order and successiveness discrimination.

There is currently little evidence available on the

discrimination of duration of intermodal intervals. However,

there exists a large body of information that may pertain to

the problem coming from tasks where the Os have to process

intervals of null or near zero duration. The situations, dea-

ling with the question of temporal resolution power of a hu­

man observer can be partitioned into two major classes:l}

task where the Os have to report on the successiveness or si-

multaneity of two events (successiveness discrimination); 2}

tasks in which the Os are required to tell the order of occu-

rence of successive signals (temporal order judgement, TOJ).

Much in the same manner as for duration discrimination, there

have been arguments concerning the nature of one or many me-

chanisms that could account for the performance of Os in such

tasks. In the following review of the literature on temporal

order and successiveness ~iscrimination, we will try to ascer-

tain the value of the rationnale of the present work as deve-

loped in the previous section. That is, we will seek to eval-

uate the importance of the use of intermodal signals for spe-

cifying the operating characteristics of an internal timing
,;

device independent of non-temporal information present in a

given temporal pattern.

5
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Hirsh and Sherrick (1961) obtained TOJ for pairs of

intramodal and intermodal pulsed signals. They used auditory,

visual and tactile signals. Each of the three intramodal con-

ditions and the intermodal one were run separately. The re­

sult was somewhat surprising; in all four conditions, the tem-

poral interval between the signals required for the Os to cor­

rectly report the order of presentation in 75% of the cases

(DT
75

) turned out to be constant around 20msec. Thus, the

existence of a common DT 75 value for temporal order of any

pair of signals led Hirsh & Sherrick to propose the existence

of a common temporal processing mechanism independent of peri-

phal sensory interactions, i.e. a central processor.

That generalisation soon came under question on various

grounds. First, in very similar testing conditions, Hirsh &

Fraisse (1964) and Gengel & Hirsh (1970) report much higher

DT 75 (~60msec,) with intermodal pulsed signals. However, in

both cases, the authors argued that the apparent lack of sup­

port for Hirsh & Sherrick (1961) was due to the use of

highly experienced Os by the latter. Indeed, Gengel & Hirsh

(1970) lowered the DT75 t6 l4msec. by providing their Os with

a large amount of practice. So, while Hirsh & Fraisse (1964),

Gengel & Hirsh (1970) do bring a qualification to Hirsh &
/

Sherrick (1961), it does not affect their main reasoning.

However, much more serious were the claims that Hirsh
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& Sherrick's results were dependent on the specific stiluu1us

conditions present in their experimentation and that their

interpretation of the results in terms of the existence of

a C0mmon central temporal processor was not warranted.

Indeed, Rutschman & Link (1964) report that the DT /S is in­

creased to almost SOmsec. when Os are required to judge the

order of occurBnce of the onsets of a 10msec. tone and a

50msec. light. The importance of the duration of the signals

to be ordered was further emphasised by the results of Oatley,

Robinson & Scanlan (1969) in a task involving intramodal

stimuli. Their Os had to give TOJ to stimuli whose onsets

were displaced in tirne by DTmsec., and which terminated

silnultaneously after at least 2sec. In such a situa~ion where

all the temporal order information is contained in the signal

onsets the DT 7S was found to be around 60msec. Similar results

are reported by Kristofferson (1967) in an intermodal success­

iveness discrimination task. A light and a tone were presented

simultaneously and their offset could either be simultaneous,

after a 2 sec. duration, or the tone offset could be delayed

by DTmsec. on a given trial. DT 7S for correct discrimination

of offset successiveness was found to be 60msec. So, the

existence of a single DT i5 for temporal order judgements is

far from being supported by the evidence. However, the fact

that comparable Inanipu1ations in testing conditions induce

~jrnilar results with intramodal or intermodcl signals, still

sup?orts th2 assumption of a central processor mediating in-
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formation about temporal order of events. Indeed, the very

same line of thought led Efron (1970,1973) to propose the

existence of a central centre for judgements of perceived

simultaneity of onsets of intermodal and intramodal stimuli.

In a typical situation, the 0 had to adjust the onset of a

brief index stimulus to either the onset or the offset, ac­

cording to the experimental condition, of a test stimulus

whose .dura~ion could be varied at random over trials. In such

a task, the Os showed a systematic error when adjusting the

index stimulus onset to the test stimulus offset. The error

is a slope 1 linear function of the test stimulus duration

up to a critical point around l30msec. where it becomes a

constant. Thus, the internal representation of intermodal

and intrarnodal test stimulus is claimed to be of constant

duration up to l30msec. Such results support the possibility

that temporal organisation of stimuli is performed by a

common central mechanism.

However, there are reports in which the temporal re­

solution power for intramodal signals is markedly superior

to any value obtained with intermodal signals. Robinson

(1967) obtained TOJ for luminous triangle and square. Under

binocular presentation his results replicate Hirsh & Sher­

rick's (1961). However, for dichoptic stimulation the DT
75

was less than 5msec.~Thus, the existence of a constant DT
75

for TOJ claimed by Hirsh & Sherrick is very likely to be de­

pendent on specific experimental conditions. This possibility
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is further supported by many fi~dings in the domain of audi­

tion. Green (1971) reports that TOJ for tones of different

frequencies can yield DT75 of 5msec and as low as 6~sec"

under certain conditions. Fu=~hermore, Collyer (1971) showed

that for successiveness discrimination of onset of response

terminated tones of different frequencies DT75 was 6msec.

Moreover, modifications in the size of ·the difference in fre­

quency produced appreciable shifts in the value of the DT 7S "

Such results do suggest the existence of an action of sensory

interactions on the judgement of temporal sequence of signals.

Actually, direct evidence of sensory interactions on

the judgement providing cues for TOJ has been presented by

Babkoff & Sutton (1963). Their Os were presented dichotically

with equal energy clicks and had to identify .the ear which

was stimulated first. They reported a DT
75

of 15 to 20msec.,

comparable to what Hirsh & Sherrick (1961) obtained under

comparable conditions. However, they also required their Os

to make judgements on the relative loudness of the clicks, at

the same time as the TOJ were made. The results show that as

DT is increased from 12 to 20msec. the probability of equa~

loudness judgements goes from 0 to 1.0 while that of a correct

TOJ drops from 1.0 to .70. So, it is very likely that in the

present case the TOJ .were mediated partly by the end-result

of sensory- interactions between the clicks, namely the dif­

ference in loudness between the signals. Furthermore, such
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a result points out that similarity in performance in two

experimental cOuditions can be by itself misleading and is

not necessarily an indication of a common mechanism underlying

bot~ sets of res~lts. Thus, this casts some doubts on the

argumentation presented by Hirsh & Sherrick, and also Efron,

which was based on the comparable level of performance obtained

for intramodal and intermodal conditions of stimulation. So,

while under certain circumstauces it can be argued that the

temporal resolution capacity of human observers is mediated

by a central processor, it is evident that it is far from

being the sole means of discriminating order or successiveness

of sensory events. However, this is not to say that the evi-

dence just reviewed rules out the existence of a central pro-

cessor, but it does point out the importance of controlling

for confounding variables when dealing with temporal order

or successiveness judgements of intramoda1 signals.

In a recent review on the problem of temporal order

judgement Sternberg & Knoll (1973) co~~ented on the desirabi-

lity of using intermoda1 signals to reduce the likelihood of

sensory interactions, thus making the performance more likely

to depend on the temporal Characteristics of the stimuli to

be ordered. Collyer (1974) reports evidence which supports

Sternberg's position. In a situation similar to Collyer (1971)

the as were asked to discriminate the successiveness of on-
/

sets of response terminated stimuli. Three types of signal

pairs were used; in a given pair, the stimuli could either
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be two tones of same frequency (ST), two tones of different

frequency (DT) or a light and a tone (LT). The conditions were

run in separate blocks of trials within a session. The values

for DT75 were 6msec. in condition ST, l5msec, in DT and,

50msec, in LT, values which replicate those previously ob­

tained in comparable situations. However, the main feature

of the report is that the individual performances in condi­

tion LT could be very well accounted for by a quantitative

model assuming that the a is using only the temporal infor­

mation provided by the signals. On the other hand, the same

model gave a poor fit for the performance in both intramodal

conditions.

Thus, it appears that for intervals of null or near

zero duration, the use of intermodal signals minimises the oc­

currence of sensory interactions, and therefore is likely

to provide a m0re valid means of isolating the operating cha­

racteristics of a central timing mechanism. It could be argued

that while this is the case when dealing with very brief

temporal intervals the possibility of occurrence of intramodal

sensory interactions could be reduc~d in situations involving

longer durations, as is the case in duration discrimination.

However, intermodal intervals would enable one to assume a

central mechanism to process duration over a large range of

durations without having to consider some other mechanism as

being concurrently active in some part of the range as could

be the case if sensory interactions would provide cues on the



temporal extent of a given interval.
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1.3 Duration discrimination of brief empty intervals.

In the present section we will first discuss the

conditions under which intermodal duration discrimin~cion

could be assumed to be comparable to TOJ and successiveness

discrimination conditions which have supported the rationnale

developed in section 1.1. ~rhen, we \'(ill proceed to describe

systematically a duration discrimination task. Finally, we

will review the evidence available on the effect of non­

temporal stimulus variables on performance in duration dis­

crimination of intramodal empty intervals.

1.3.1 The distinction between filled and empty intervals.

Since the inception of the psychophysics of duration,

a distinction has been made between a filled interval of time

marked by a continuous stimulus, and an empty interval defined

by the gap between two stimuli. Recently, authors have agreed,

from different points of view, on the conclusion that the

distinction was of minimal value. Fraisse (1967) reports that

the difference in performance between filled and empty inter­

vals is not significant. Furthermore, Allan & Kristofferson

(1974a) claim that the distinction is not of importance with

regard to the elaboration of theoretical models of duration

processing. However, ye would like to argue that the filled

vs empty intervals distinction is of importance when dealing

with intermodal signals.

13



14

In section 1.1 intermodal intervals were defined as

empty intervals bounded by stimuli presented to different sen-

sory modalities. Moreover, it was shown through section 1.2

that for very brief durations, such intervals may provide a

means of access to a central temporal processor. However,

the mere use of intermodal signals in a duration discrimina-

tion task is not a sufficient condition to minimise the

existence of non-temporal cues of sensory origin as one can

argue from reports of studies performed with filled intermodal

intervals .. In some cases (Eijkman & Vendri.k, 1965; Tanner,

Patton & Atkinson,1965) the 0 had to discriminate between

auditory and visual intervals, whereas in others (Goldstone,

Boardman & Lhamon,1959;Behar & Bevan,1961) an absolute rating

of the perceived duration of heterogeneous stimuli was re-

quired. The crucial point in all these studies is that the

stimulus defining a given temporal int.erval is always

completely presented to a given sensory modality. So, while

the comparison of durations is intermodal, the processing of

anyone interval is intramodal. Consequen·tly, any specific

sensory processing mechanism which could be operating with

intramcdal stimuli is still available to the 0 with intermodal

filled intervals. Thus, the relevance of such work for the
/

isolation of a central timing ~echanism is at least doubtful

and does not follo\v the reasoning developed in section 1.2.
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Again, this is not to say that a central timing mechanism

could not be operating in situations involving filled inter-

modal intervals. It is simply that in that case the logical

liL:its imposed on the class of possible mechanisms by the

experimental situation is not really different than for in-

tramodal interval situations. On the contrary, intermodal

intervals as qefined in the present work are directly com-

parable to the intermodal stimulus situations presented in

the preceding section.

1.3.2 Some methodological considerations.

Whilst we have hitherto used the term discrimination

quite loosely we will now proceed to describe systematically

the structure of a duration discrimination task. In such a

task, a set D of n intervals of non-zero duration: do,dl , ... ,

d.,d, is arbitrarily partitioned into two subsets, D (short
1 n s

durations) and Dl (long durations), and the O's task is to

tell apart elements of either set. Classically, the parti-

tioning of the main set D has been done in two ways: type

A) the short subset Ds contains only one element do which is

called standard or base duration, and the n-l remaining in-

tervals in D: d l ,d2 , ... ,di ,dn form Dl and are called com­

parison stimuli. All the elements of Dl can be defined as

d.=d +DT; (or sometimes d ±DT) i type B) the main set D is
1 0 / 0

partitioned into Ds and Dl by a criterion value which

is not an element of D. That criterion, M.P. is arbitrarily
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defined as the mid-point value in real time, between the two

elements from each subset being the closest from each another.

Each elemer~t d. of D can be described as d. M. P. ±DT. l\li thin
1 1

either partitioning type, there are two basic methods of

presenting the stimuli to the 0 on any trial. The choice of

a given method determines the type of response required. In

the single stimulus (88) method, on any trial the 0 is pre-

sented with a single interval, d., and has to tell whether it
1

is a member of D , by a response R and conversely, a members 0

of Dl an Rl (long). In the two alternative forced choice

method (2AF'C) two intervals, one from each subset, are given

sequentially to the 0 and his task is then to identify in

which position, first, R1 , or second, R2 , the member of a gi­

ven subset was presented. The classical method of constant

stimuli is a 2AFC set up with a Type A partitioning. Recently,

some experiments (e.g. Kristofferson~973,Allan& Kristofferson,

1974b) have been performed \Olith a method called "many-to-fe",r"

M.-F. which is a 88 method with a Type B partitioning.

The principal means of representing the performance

observed under any of the conditions described above is the

psychometric function where some index of performance, say,

the probability of a correct response P(c) is shown as a

function of all d. or DT. Furthermore, the keenness of the
1

discrimination is cornn~nly shown as the ratio of the DT
7S

over the base duration do or the mid-point criterion, DT 7S/M.P.

cormnonly referL'ed t.o as the Weber ratio.
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1.3.3 The effect of non-temporal stimulus variables on dura-

tion discrimination of empty intervals.

Unlike the situation encountered with TOJ and suc-

cessiveness discrimination, very little is known concerning

the importance of stimulus variables in gap duration discri-

mination. However, as pointed out hy Allan & Kristofferson

(1974a) the acquisition of precise information on the effect

of stimulus variables is of importance for the development of

quantitative models of duration processing. Indeed, as will

be shown in. the next section, all current quantitative models

assume the temporal stimulus dimension as being the sole in-

formation used by an 0 in a duration discrimination situation.

Currently, the information concerning the influence

of stimulus variables is mainly provided by studies in which

the energy content of the markers has been manipulated. Abel

(1972a) varied the duration and the intensity of gaussian

noise burst markers over a range of ~ap durations from .63 to

640msec. Three conditions ~Jere run successively with the mar-

kers specified as follows: 1) lOmsec. 85dB, 2) 300msec. 70dB,

3) lOmsec. 70dB. The results show a constant superiority in

performance over the whole range of durations for condition

1 by comparison with condition 3. However, certain features

of the results call for caution with regard to the claim of

an effect of marker intensity. For conditions 1 and 2 the data

17
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are poo10d over 3 as while for condition 3 over 2 as only.

Furthermore, no individual data. or statistical measure of

dispersion was provided. So, one is entitled to wonder on

the relative importance of having dropped one a on the

observed difference between conditions 1 and 3. Moreover, the

overall level of performance is much lower than in previous-

ly reported comparable work (Blakely,1933;Kristofferson,1973;

Carbotte & Kristofferson(1972). On-the other hand, Carbotte &

Kristofferson (1973) measured variations in p(c) as a function

of different intensity levels of 2kHz 10msec. pure tone markers

for base durations of: 50,150 and 250msec., and a constant

10msec D'f. They used mainly two intensity levels: 6ldB and

98dB. In such a situation where the difference in intensity

between the experimental conditions (37dB) is much larger than

that of Abel (1972a) ,hardly any difference in P(c) was observed

between marker intensity conditions; for the d =150msec. there
o

is a definite trend ,for the high intensity (98dB) condition

to show a better performance, but even then the improvement is

rather small, around 5%. A further insight on the problem comes

from Nilsson (1969). He obtained psychometric functions for 6

values of d ranging from 0 to 75msec. at three levels of lu­o

minance 50,200 and 2000mL of Imsec. light flash markers. An

analysis of variance showed no effect of the luminance levels

on the performance. A similar lack of evidence on the influence

of the energy content of the temporal patterns to be discrimi-

nated has been reported in several studies involving filled
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intervals (Henry,19471Allan,Kristofferson & Wiens,19711

Creelman,19621Abe1,1972b).

Thus, the energy content of the stimuli marking an

empty temporal interval does not seem to be a crucial variable

in a duration discrimination task. However, the argumentation

presented in 1.2 concerning the minimisation of sensory cues

in situations dealing with duration processing is relevant.

A case can be made for the use of intermoda1 intervals in order

to reduce the emergence of non-temporal cues of sensory origin.



1.4 Theoretical analysis of duration discrimination.

Up to the last decade, the theorizing on processing

of short intervals of time was rather poor. Indeed, most

theories had been proposed around the turn of the centur~r and

were essentially descriptive and supported by a small amount

of expe'rimental work (Nichols, 1891 iWoodrow, 1951). As a result,

the research performed before the sixties (Woodrow,1928iBlakely,

1933iHenry,1948) was primarily empirical and not theory ins-

pired. Such studies were, in fact, typical offsprings of

classical psychophysics and are best understood within its

conte}:'i..:. .

However, over the last 20 years the rise of new

psychophysical theories, mainly the Theory of Signal Detection

(Green & Swets,1966) , has led to the development of quanti-

tat.ive models of processing of short duration (e.g. Creelman,

1961iAllan,Kristofferson & Wiens,197l). So, the experimental

work which followed was often directed towards an evaluation

of the models in terms quite different than those of classical

psychophysics. In this section we intend to present separately

these two approaches.

1.4:LClassicc1l psychophysics of duration discrimination.
,;

The basic measure of performance of classical psy-

chophysics is the threshold. In the case of discrimination it

20
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is usually the difference (DS) between two stimulus values,

on the physical dimension (S), sufficient to achieve a 7S%

correct level of performance. In the case of duration discri­

mination such an occurence h&3 been previously defined as DT 7S .

This threshold has been found to be a function of the absolute

magnitude of the stimulus values on the physical dimension

under study. The relationship between the threshold DT7S and

the physical magnitude of the stimuli S, DT7S=f(S), has been

considered as showing the functional relationship between

input and output of a processor (Treisman,1964) or between

physical and psychological dimensions (Guilford,19S4). Thus,

establishing the shape of this function could be useful in

setting logical limits upon the possible class of mechanisms

considered for quan~itative modeling.

The classical representation of the relationship

DT
7S

=f(S) is the wellknown Weber law DT=kS or DT/S=k. So, in

duration discrimination, the function would show DT 75 vs T as

a straight line with slope k and zero intercept and a Weber

ratio DT/T equal to k. Very early, (Nichols,1891) such a

function was reported not to be an accurate representation of

the results observed in most studies. The Weber ratio ,vas not

a constant but rather a decreasing function of T at short

values down to a local minimum around 600msec. and then cons­

tant up to.2 or 3sec.;where it becomes an increasing function

of T. It is readily apparent that in such a function DT will

not be a slope k zero-intercept function of T. Consequently,



22

the D~-f(T) function was reported to be better fit·ted by a

power transformation of Weber's law, DT=kTa (Henry,1947) with

.5<a<l,or by a linear transform, DT=k{t+a) (Treisman,1963).

However, in these cases DT was always a monotonic function

of T. Recently, authors (Abel,1972a,1972b;Kristofferson,1973i

Allan & Kristofferson;1974b;Rousseau & Kristofferson,1972)

have reported functions where DT is constant over a large

range of T values and then shifts ~bruptly to a larger value

as T is further increased. Thus, it is likely that quantita-

tive models assuming a simple monotonic relationship between

DT and T will have difficulty in accounting for some results.

Unfortunately, one cannot hope to find, from the variety of

proposed functions some indication wl'lh regard to a single

best fitting function in a duration discrimination situation.

As we have Inentioned before, classical psychophysics

has been recognised mainly as having empirical value. That is

to say, it was an objective means of measuring performance in

'a controlled situation with reliable methods. In such a con-

text, the classical Weber function has been widely accepted

as a good approximation of the DT vs T function for values

of T not too close to the absolute threshold. In that way, the

Weber ratio has been widely used as an index of the keenness

of discrimination. The ratio is very useful when comparirlg the

differential sensitivity of Os under different experjmental
/

conditions. Table 1 gives a summary of the Weber rati.o re-

ported by different authors with different stirnllli marking the
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Table 1

Estimated Weber (DT75/T) for T<2000,for duration

discrimination 6f filled (F) and empty (E)

intervals under various stimulus conditions

Authors
Type of

intervals DT/T
StiIl<Ulus

condjtions
Range of T

(msec. )

Blakely (1933) E .07 auditory click 200-2000
E .15 auditory click >2000

Goodfellow (1934) E .07 auditory stimuli 1000
E .095 tactile stimuli 1000
E .115 visual stimuli lOCO

Carbotte & Kris- E .08 pure tones 2kHz 100-200
tofferson (1973)

Kristofferson E .06 pure tones 2kHz 50-1200
(1973)

Abel (1972a) E .25 noise bursts 160-640

Abel (1972b) F .12 pure tones 10-500
white noise

Stott (1933) F .13 pure tones 200-2000

Henry (1947) F .20 pure tones 50-500
white noise

Small & Campbell F .20 pure tones 40-400
(1962) white noise

Treisman (1963) F .12 visual stimuli 250-3000

I
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intervals. The Weber ratios thus reported are averaged over Os

and approximated by eye over the range given for each experi­

ment. It is interesting to note the agreement between all the

values reported with the exc~ption of those of Abel (1972a)

Henry (1947) and, Small & Campbell (1962). Furthermore, one

should note the small number of stimulus variables that have

been investigated. However, some experiments which did in-

vestigate other variables (e.g. Carbotte & Kristofferson (1973)

varying intensity of markers) cannot yield Weber fractions

because the data does not provide the required psychometric

functions.

1.4.2 Quantitative models of duration discrimination.

It was said in section 1.1 that different stimulus

cues could be operating in duration discrimination of short

intervals. However, all major quantitative models (Creelman,

196 2 iAlJan,Kristofferson & Wiens,197l;Kinchla,1972;Carbotte,

1972) have assumed the temporal stimulus dimension as being

the only source of information on which timing mechanisms are

operating. That is to say, in duration discrimination, per-

formance should be independent of non-temporal stimulus di-

mensions. However, the models disagree on the locus, within

the timing device, where the variability observed in the

perfonnance orig"inates. Furthermore, they also differ on the
" ,

nature of the psychological transform of the temporal infor-

mation. Most models a.ssume the internal representation d. (I)
1.
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of an external duration d. to be a continuous variable. That
1

is to say, repeated presentations of a given value d i yields

a probability distribution f(Ild.) specified by the model.
1

On t~e ether hand some models assume I to be discrete. So,

repeated presentations of d. will give rise to a finite set of
1

states of I, each state being associated with a probability

of occurence. 9p to now all finite state models have assumed

the timing device to be a periodic~l clock with a constant

rate.

1.4.2.1 Poisson counter model.

The basic element of the model proposed by Creelman

(1962) consists of a large pool of independent elements firing

at random. The probability that any element is emitting a

pulse at a given moment is a constant, A. Such a system will

produce over d i , a total number of pulses N whose statistical

properties are those of a homogeneous Poisson process. When

'the quantity ~d. is large, the probability distribution of
1

counts for the interval is approximated by a normal distri-

bution N~(Adi,Adi). The original model had two additional

parameters which were specific to the method and stimulus

conditions used in Creelman (1962). However, further tests of

the model were carried on the one paralneter (A) version (Allan,

Kristofferson & Wiens,~97l;Abel,1972a,b;Carbotte,1972).
/

The basic consequence of the mechanism described a-

bove is that an increase in d. will yield an increase in both1 .
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the mean and variance of d. (I). Thus, when an 0 has to dis­
1

criminate between two intervals do and d l , these intervals

are assumed to have an internal representation with mean and

variance of Ad .. Furthermore, the 0 is assumed to keep a va­
l

riance free decision criterion of K counts which is compared

on a given trial to the number of counts N obtained, in order

to produce either a Ro response if N<K or an R1 response for

N>K. Then, a index of discriminability d' can be defined as
1 c

A2 DTfollows: d' 1 where d' represents the distance between
c d 2 C

o
the mean of do(I) and dl(I) in terms of the standard deviation

of d (I). However, Creelman tested his model in a 2AFC situa­o

tion where the 0 is assumed to subs tract the counts obtained

under each observation interval, thus producing a difference

distribution of mean ±A~d and variance A(2d +~d)where ~d=dl-d
o 0

The decision is taken relative to a criterion difference at

best positioned at 0 difference. The main prediction to come

from the model is that because of the functional relationship

between the variance of the distribution and T, there will be

a decrement in performance as a function of an increase in T

for a given ~d.

1.4.2.2 Onset-offset model

Allan, Kristofferson & Wiens (1971) proposed a model

which assumed the variability of the discriminating system as,

having its source in the transfer of the onset and offset of

the interval to be timed to a perfect timing device. In fact,
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the delay betvlecn the occurence of a physical event (onset or

offset) and its registration by a central timekeeper was

assumed to be a random variable uniformly distributed with a

range of O-q msec. Thus, for an interval of duration d i the

probability distribution of its internal representation is

obtained by convoluting the two uniform distributions yielding

a triangular probability distribution with mean d. and varian­
1

2ce q /6, spanning 2q. So, the variance of the distribution is

not a function of d but only of q, and the mean of the inter-

nal representation is identical to the duration of the physi-

cal interval. The parameter q is assuTIled to be constant over

large ranges of values on T. Thus, when an 0 is required to

discriminate between two intervals do and d l , these will pro­

duce equal variance distributions of internal time with mean

do and d l · The decision making procedure is very similar to

the one described in Creelman's model. The 0 is assumed to

keep an internal duration criterion of K msec. and on a given

trial to compare the extent of the internal duration with K and

give a Ro when I<K and a Rl for I>K. The level of discrimina­

bility of the two intervals will be dependent only on 6T. So,

a criterion free measure of discriminability was defined:

dq=AT/q which states simply that 'the discriminability is a li-

near function of ~T expressed in q units.

The assumption of constancy of q leads to the predic-
/

tion that for a given ~T the performance should not be a func-

tion of the ahsolute value of the durations to be discrimina-
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ted. Furthermore, by definition, dq should be· a linear func-

tion of ~T with slope l/q. Because the triangular distribution

does reach zero at d-q and d+q the psychometric function

reaches 0 and 1 at these valuf's. The equal variance assumption

of the internal distributions leads to the prediction of

linear ROC functions, with triangular deviates, whose slope

sho~ld be 1.

1.4.2.3 Kinchla's (1972) model

Hhile this model has been tested less often than the

previous ones, it is of logical value because its mathematical

expression is a sort of mid·-point between Allan et aI's and

Creelman's models. Indeed, whereas in Creelman's model both

the expected value and the variance of d. (I) are some increa­
1

sing function of T, in Allan et aI's while the expected value

is an increasing function of T, the variance is independent

of T OV8r large ranges of T.

Kinchla proposes a model which assumes d. (I), to be
1

a Gaussian ra.ndom variable of mean d. and variance VAR(I)=¢d.,
1 1

¢ being a constant of proportionality. For sake of simplicity

it is proposed that for a small ~d, where ~d=dl-do' the dif­

ference between the variances ¢do and ¢dl is small and their

ratio can be assumed to be equal to 1. So, the decision ma-

king strategy will be applied to equal variance distributions .
.7

In a discrimination task the 0 will keep a criterion, K which

will partition the internal distributions in a manner similar
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to the one described in the two previous models. A discrimi­
d -d

nability measure d', can be defined as d' 1 0 Since ¢d o =
(¢do)~ 2

} d f · . . (lid) : and the VAR (I}==lId¢dl=VAR(I by e 1n1tlon, ¢
(d') do (d')

So, VAR(I) is a linear function of do with a slope of ~. It

is interesting to note that it follows that the standard

deviation S~(I}-~~ which yields a relation extremely close

to the expression q=~d as derived in the onsp-t-offset model.
q

1.4.2.4 Quantal counting model.

The basic model proposed by Kristofferson (1967) as-

sumes a discrete state perfect clock with a period of q rosec.

That clock is constantly on-going and thus independent of the

occurence of external events marking an interval to be timed.

That independ~nce produces a variability in the total number

of counts registered during d. More specifically, for nq<d.
1. 1

«n+l)q, where n is a non-negative integer, the interval d.
1

will yield a count of n pulses with probability peN) (n-~~~i,

and, consequently a count of n+l pulses will occur with proba-

bility I-P(n). From this basic system a number of different

decision making procedures have been proposed (Carbotte &

Kristofferson,1972) which makes it difficult to give any spe-

cific predictions with regards to the shape of the psychome-

tric functions. However, the basic model shares an important
/

characteristic with the onset-offset model: the discriminabi-

lity is a function of q whose value is independent of T.



1.5 Summary of the experiments.

The aim of the present work is to examine the possi­

bility that intermodal duration discrimination would

provide information on the functional characteristics of a

central duration processor. In order to achieve that goal a

double -approach is needed: first, obtain basic knowledge on

the differential sensitivity of observers in an intermodal

duration discrimination task, and then, obtain detailed psy­

chometric functions in order to evaluate the capacity of cur­

rent quantitative models to account for the performance in

that situation.

The first four experiments, Chap. II were run in order

to obtain data that could be discussed in terms of the clas­

sical psychophysics. Experiments 1 and 4 provided Weber func­

tions. In experiment 1, four groups of Os ran each at a dif­

ferent base durations in the range of lOO-2000msec. whereas

4 individual Os went through a series of durations ranging

from 175 to l200msec. in expt 4. Experiments 2 and 3 were

performed as controls for the possible existence of non-tempo­

ral stimulus cues which could conceal the operation of a ti­

ming mechanism in expt 1. In expt 2 a check was run for the

possibility of the Os/using the onset of the first marker to

define the temporal intervals rather than the offset as ins-

30
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tructed. The effect of the specific sequence light-tone was

studied in expt 3 by comparing the performance within the

same Os between a light-tone and a tone-light sequence. In

Chap. III detailed psychometric functions were obtained at

mid-point of 600msec. in experiment 5, and 300msec. in expe­

riment 6. Special care was taken in order to have asymptotic

performance. Expt 6 also provided a three point ROC function

thus permitting further checks of the quantitative models.

Finally, in experiment 7 two Os were run for a long period of

time in a reaction time situation. This last experiment was

very exploratory bu~ provided interesting information on the

nature of a" possible central timing mechanism.



1.6 General procedure and~paratus.

A total of thirty-four Os were used throughout the

experimentation. They were all volunteers and they were paid

$2.00 per session except in expt 7 where the rate was in-

creased to $3.00. Two Os were dropped, one for sickness and

the other for consistently omitting a large number of res-

ponses. Each 0 was given an identification number; an 0 who

performed in more than one experiment was constantly repre-

sented by the same number.

Each 0 was run in an individual sound attenuated

testing chamber. In most cases there was a single session per

day, although on some occasions two. Each session would last

between 25 to.40 minutes depending on the specific experiment.

It was subdivided into 2 to 4 blocks of 10 to 15 minutes with

a one minute rest period between blocks.

The sequence of events in a trial was quite similar

for all the experiments; the basic sequence is described in

Fig 1.

The visual signals were presented to the 0 from a

metal box display at a distance of about 2 ft. under condi-

tions of unrestricted observation. There were 4 tungsten mi-

niature lamps (cue lights) at each corner and a glow modula-
/

tor (Sylvania RIIBIC) emitting through a 4mm aperture in the

center of the box, whose l~~inance was set at 50 ft-L (150

DB Photo Research Photometer). The glow modulator was driven

32
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w = Warning signal (In expo 3,4,6 & 7)..
Visuaul signal (Cue light).
100 msec.

1sec. interval.

rnr= Marker 1. Visual siCJnal (Glow modulator).

10 msec. (Except in expo 1&2).

t2 = di interval to be discriminated.

m
2
= Marker 2. Auditory signal (2kH tone).

10 msec. (Except in expo 1&2).

t3 = Response interval.
3 sec. (Except in expo J&2 = 4 sec.).

f :: Feedback signal.
Visual signal (Glow modulator in expo 1, 2 & 5).

(Cue light inexp. 3,4,6&7).

t4 :: Intertrial interval

1 sec.

FIGURE 1. Stimulus events in a· typical trial.
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by an Iconix power supply (Model 6195-4). The bottom left

cue"light served as warning signal and the top two as feed-

back signals identifying the type of interval (short or long)

to the 0 on a given trial. In the experiments where t~e glow

modulator was used as feedback signal it would flash only to

ide~tify an interval of the short subset.

In expts 1,3, and 5, the tone signal was controlled

by gating the output of a Hewlett Packard audio oscillator

(Model 20lC) through a Grason Stadler Electronic switch

(Model 929E) under computer control. For the other experi-

ments the signal was produced by a Wavetek programmable os-

cillator under direct computer gating. In both cases the si·-

gnal was a 2KH pure tone with rise-decay times of 2.5msec.

and calibrated at the ear at 68dB. The auditory signals were

presented binaurally through crystal earphones; they were

always readily detectable. The 0 would give his answer by

depressing one of two push buttons placed on the right arm-

rest of his chair. He was instructed to answer on every trial

even if in doubt. The timing was completely under computer

control (Digital Equipment Company PDP-8) .

All the experiments were run with a single stimulus

method. In expts I and 2 a type A partitioning was used while

the other experiments were run with alMany-to-few" method.

Thus on any trial the Os were always presented with only
.'

a single interval d. on which to base their decision and the
1

duration of this interval was always defined in the instruc-



tions to the Os as the gap between the offse~ of the first

marker and the onset of the second one.
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II CLASSICAL PSYCHOPHYSICS OF .INTEIDlODAL

DURATION DISCRIMINATION.

2.1 Experiment 1: Varying base duration.

It has been shown throughout section 1.4 that the

DT
75

vs T function was the principal and most general means

of functional analysis of duration discrimination performance.

Thus, it appeared logical to begin investigating intermodal

duration discrimination by obtaining such a function.

Furthermore, it was shown in section 1.2 that in TOJ

and successiveness discrimination tasks, reports of compara­

ble levels of performance in inter and intramodal stimulus

conditions were taken to be evidence for the existence of a

common central mechanism (Hirsh & Sherrick,196l;Efron,1973).

Then, that rationale would receive strong support from inter­

modal duration discrimination yielding a level of performan­

ce similar to that of intramodal discrimination.

General features of quantitative models reviewed in

1.4 can be tested against the shape of the Weber function. In­

deed, the onset-offset model received its basic support from

reports of non-monotonicity of the DT75 vs T function by Allan

et al (1971) and Allan & Kristofferson (1974b)

The present experiment was meant to provide as wide
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a range of information as possible. Consequently, a large

range of base durations was studied at only a few points with-

in that range. That is to say, we prefered to have an approxi-

mated function covering a larger distance on T rather than

detailed information on shorter range. Again, such a decision

was justified mainly by the total lack of information on in-

tramodal duration discrimination. Four different base dura-

tions were chosen, and a different group of naive observers

was run at each one, in order to avoid unwanted interaction

that could arise from the same Os having been subjected to

more than one range of durations.

Procedure.

Twenty-one Os were used for the experimentation. They

were volunteers paid at the usual rate. None had any experien-

ce in duration discrimination tasks.

The duration of both markers was set at 500msec. and

the warning signal was omitted throughout the experiment.

Feedback was provided to the Os by flashing the signal light

after the response period on d trials. The other details of
o

the temporal sequence of events in a trial are as described

in the general procedure.

The single stimulus method with a type A partitioning

was used throughout the experiment with D=6. A single value

d. was used within a session and the sequence of presentation
1

of the d i over sessio]1s was randomised. The experimental data
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weTe collected over two such random sequences. The 4 D sets

were:l)do:100, d l :150, d 2 :250, d 3 :350, d 4 :450, d 5 :700, 2)600,

650, 750,·850, 950, 1050, 3) 1200, 1250; 1350, 1450, 1550,

1800, and 4}2000, 2100, 2200. 2300, 2400, 2600msec. In the

discussion of the results the d. will often be referred to
:1.

under the form d.=d +DT. The experiment proper was preceded
:1. 0

by two to th~ee thousand trials of practice at a DT of 100msec.

for do of 100, 600 and l200msec. and a DT of 400msec. for the

do=2000msec. There were 4 blocks of 70 trials within a session

each stimulus d and d. being presented equally often in ran-o :1.

dom order in a block. For each value of d i there were two

such experimental sessions. Four Os were run at a do=lOOmsec.

6 at do=600 and l200msec., and 5 at d
o

=2000msec.

Results.

The individual results are summarized in Tables Al,

A2, A3, A4, in Appendix A. Individual P(c) were calculated

for each d vs d. pair on the pooled results of the two expe-
o 1

rimental cycles.

The Weber function.

Table 2 shows the individual and averaged values for

DT75 at each based b~se duration. These DT75 were estimated

with a linea.r interpolation method. While this may not be the
"

most powerful method for estimating parameters, it avoids un-

due assumptions about the theoretical shape of the psychome-



Table 2

Values of DT75 (in Milliseconds) and DT/d
o

ratios for

21"Observers and four base durations.

39

Base duration
100 600 1200 2000

143 84 132 156
243 176 137 107
113 138 154 267
157 177 226 134

277 270 151
125 111

Mean 164 163 171 163
SD 56 66 62 61
DT/d 1.64 .2716 .1425 .0815

0
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tric functions. It is evident from Table 2 that DT75 is in­

dependent of d , under the conditions of this experiment. In­o

deed, it is almost constant at l65msec. and the DT 75 vs T

function shows no increasing trend as is commonly reported,

(e.g. Abel,1972aiKristofferson,1973). It is also worth noting

the similarity between the standard deviations (SD) of the

DT
75

in each group. So, although there are large individual

differ~nces, the lack of effect of base duration is clear and

is not likely to come from difference in sensitivity between

groups.

A comparison of the Weber ratios with those reported

in Table 1 shows that for the 600msec. and 100msec. base du-

rations the intermodal values are markedly larger, mainly at

d =lOOmsec. However, comparable ratios (>1.0) were reported
o

with intramodal empty auditory intervals by Abel, (1972) at

base durations smaller than 10msec. Similarly, Small & Camp-

bell (1962) obtained ratios up to 3.0 at a d =0.4msec. with
o

filled auditory intervals.

The psychometric functions.

A comparison of psychometric functions at each base

provides more complete information than considering only DT75 •

It could happen that quite different psychometric functions

would cross the P(c)=.75 value at identical DT values.

Averaged psychometric functions are showed in Pig. 2, where

P(c) is a function of DT. The averaged functions were obtained
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by averaging individual P(c) values at each DT. The similarity

between these functions is striking, which supports the possi­

bility of the same mechanism with constan-t parameters opera­

ting over the whole range of ~ase durations.

Since these results represent the first account of

differential sensitivity of Os in interrnodal duration discri­

mination, it would be of definite interest to compare psycho­

metric functions obtained in intra-and intermodal situations.

Four psychometric functions were chosen from various published

experiments for their representativeness of inter and intra­

modal situaticns: Carbotte & Kristofferson (1972) auditory

empty intervals, Allan et al (1971) filled visual intervals,

McKee et al (1970) empty visual intervals and the dO=lOOmsec.

function in the present experiment. Because of the differences

in DT75 between the four experiments it is evident that one

cannot describe all the functions with a single equation.

Actually, the problem comes from differences in the psychome­

tric range i.e. the extent on the D~ axis required for P(c)

to go from .5 to 1.0. It is quite likely that some transfor­

mation of either axis of the psychometric function (e.g. the

use of log DT) could make feasible the description of all

four functions by a general equation. Unfortunately, such

arbitrary transformations lead very easily to theoretical am­

biguity since they do ,not originate in specific functional

predictions from models. Such pitfalls could be avoided by a

simple examination of the relationship between DT15 and the
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span of the psychometric function. However, it is difficult

to obtain a precise value of the span because of the larger

variability at high P(c) values. If P(c) values are trans-

for~ed into Z(c), the span is a direct function of the slope

of the Z(c) vs DT function. Similarly, the standard deviation,

SD, which is a constant proportion of the total span will be

a function of .the slope of the same function. So, we will use

SD, as an approximation of the sp~n of the psychometric

function and seek to determine the SD vs DT75 relation.

Averaged P(c) were transformed into Z(c) and a straight line

was fitted to the Z(c) vs DT function with a least square

procedure. From the estimates of the slope and intercept,
-

DT75 and SD were obtained. More precisely SD was defined as:

(1)

where subscripts represent values of Z(c) for which the DT

were estimated. A ratio SD/DT75 was obtained for each function.

The results presented in Table 3, show the SD/DT75 varying

from 1.4 to 2.0. The ratio yielded by the McKee at al (1970)

is somewhat lower than the others. However, the ratios are in

general close enough to one another to allow for the conclusion

that they belong to a cornmon family. The modification of sti-

mulus conditions does affect the variance of the psychometric

function but the basic structure of the function is maintained,:
,;

DT75 is a constant proportion of SD. So, the constancy of the

SD/DT75 ratio could very well be interpreted as evidence sup-



Table 3

Estimates of SO, OT75 , and SO/OT75 for

the four functions presented in Fig. 2
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Experiment

A) Carbotte & Kristofferson
(1971 )

B) Allan et a1 (1971)

C) McKee et a1 (1970)

0) Intermoda1 intervals

SO

14.52

25.64

34.01

297.56

7.34 1.98

15.38 1.666

24.42 1.39

148.47 2.00
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porting the operation of a common mechanism in all conditions.

Finally, equal variance d' (Green & Swets 1964) were

calculated for each individual performance. Again this was

done for the empirical goal ' f comparing performance as dis-

played by a criterion-free index against the results of other

experimenters. The main feature of the d' vs DT functions

that was previously reported (e.g. Creelman,1962;Allan et aI,

1971) were the linearity of the functions. Fig 3 shows averaged

d' as a function of DT for each base duration. The functions

are quite similar in slope and the linearity is good up to

d'=3. However, this is not unexpected given the unreliability

of the d' measure at such high levels of performance. Further-

more, individual functions were fit through a least square

procedure and the results are reported in Table AS (Appendix

A). In all but one function the linear fit could account for

more than 90% of the variance when values of d'>3.0 were 0-

mitted.

Discussion

The main features of the results just described are

the constancy of DT 7S as a function of do and, consequently

the lower level of performance observed at d =IOOmsec. anda

600msec. As we have previously seen, at very short base dura-

tions very. efficient ~odality specific mechanisms are availa­

ble (Oatley,1969;Green,1971). Could it be that such mechanisms

would not be available in an intermodal situation, in a com-
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parable range of intervals. On the other hand, at longer do

( >1.Osec) equivalent mechanisms could be used thus yielding

comparable levels of performance. The problem with such argu-

mentation is that when psychometric functions from intra

and intermodal situations were compared (re Fig.2) they

tu~ned out to be compnrable. Indeed, in Collyer (1974) modali-

ty specific mechanisn.s produced psychometric functions that

were clearly different in shape. So, it would be difficult

to argue that different me~hanisms are operating in inter

and intramodal tasks at d =lOOmsec. It could happen that
o

while the same mechanism is in operation in both situations,

it is ve~y inefficient for intermodal intervals at short do.

On the other hand, some inte-rference from stimulus

variables could produce the sharp increase in the Weber ratio

obs8:::-ved at sltort d . Indeed, there is a possibility that.,
o

the Os rather than using the offset of the light marker to

trigger an internal timekeeper would use its onset, thus

. effecti7ely lengthe'ning the duration of a given interval by

500msec. In such a case they would have never been involved

in measuring intervals snorter than 600msec. Or else~ the re-

suIts could be linked to the actual light-tone sequence and

not typical of any intermodal situation. Indeed, the small

size of the light flash and its relatively low contrast, (the

room was dimly lit) could make it relatively inefficient to

maintain the attention of the o. Consequently, the triggering

of the central timekeeper would be less accurate, the overall
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process of transforming a given duration into an internal di­

mension made more variable and so, the discrinlination less

accurate.

Furthermore, one cannot help but wonder at th~ effect

of having used random groups of as in each base duration.

Such a procedure could yield results that cannot be compared

with those from studies in which base duration is varied

within as'. Woodrow (1934) ran 5 groups of as in an auditory

interval reproduction experiment for durations ranging from

300msec. to 4000msec. The Weber function he obtained was very

similar to that reported by Blackwell (1933) in a duration

discrimination task over the same range on individual as. So,

that particular feature could be considered as having had a

minimal effect on the performance.

Thus, the picture we have obtained of intermodal du­

ration discrimination is somewhat difficult to understand at

this moment. On one hand, some parts of the results do bear

a resemblance with intramodal intervals results. Indeed, the

onset-offset model which was shown to account for performance

in certain intramodal situations is given a strong support

from the present results. The stability of performance over

a large range of durations is a surprising result which cannot

be accounted for by the other continuous models. However, the

clear violation of Weber's law makes the present performance

very different from all other intramodal ones having gone

through such a large range. Yet, the psychometric functions

can be shown to be of the same family.



2.2 Experiment 2: Varying the duration of the first

marker.

In the preceding section we considered the possibility

that the Os were using the onset of the light marker, ml , to

trigger a timing device at short do' In such a case the dura­

tion of ml becomes of importance. One might expect a change

in performance with variations in the duration of ml since

the effective interval to be evaluated would be varied. In a

TOJ task Rutschrnan & Link (1964) found a decrement in perfor-

mance with an increase in marker duration when Os had to judge

the order of occurence of a light flash and a tone. Oatley et

al (1969) reported a similar result with intramodal signals.

Abel (1972a) varied the duration of 70dB noise burst markers

in a duration discrimination task. For durations of 10 and

300msec. of the markers no effect was reported. In the

following experiment, large variations in the duration of ml

were introduced in order to examine their effects upon

performance.

Method

Four Os were used, 101, 102, 103 and 1. The first
/

three were naive volunteers paid at the usual rate and 0 1,

49
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the author, was unpaid and experienced.

The structure of the trials as well as psychophysical

procedure were the same as in expt 1. The main set D contained

only 2 elements do=lOOmsec. and d l =250msec.

Three durations of the light marker were used: 10,500

and 4000msec. The tone marker (m2 ) was kept constant at 500

msec. The dur~tion of ml was varied over blocks of 100 trials

with each d. being presented 50 t~mes in random order. In a
1

given session the Os would run through one of the six possi-

ble combinations of orders of the durations of mI. So, over

six sessions all combinations were exhausted. One such cycle

was run as practice and the following one provided the expe-

rimental data. There was 600 trials per duration of mI. 0 102

dropped out of the experiment after three of the six experi-
.

mental sessions.

Results and Discussion

The individual values of p(c) for each experimental

session are presented in Appendix A, Table A6. Estimates of

P(Rlldl), P(Rlldo} and P(c) obtained from the pooled results

of the experimental session are shown in Table 4. From the

individual and averaged results it is evident that there is

no systematic effect of the duration of ml on any of the es­

timates. If anything, there is a tendency for P(c} to be
/

slightly lower at ml=lOmsec. mainly for Os 101 and 103. The

lack of effect of the duration of ml is f~rther displayed



Table 4

Estimates P(R1Id1), P(R1Ido)' and pee) for three durations of the light markers. (1)

" Duration of Light marker.

10 500 4000

Observer· P(R1 Id1) P(R1Ido) pte) P( R1 111 ) P(R1 I do ) pte) P(R1 Id1 ) P(R1IJo) Pee)

101 .885 .153 .866 .963 .077 .943 .939 .043 .948

102 .613 .188 .712 .640 .248 .696 .591 .180 .706

103 .505 .378 .564 .649 .455 .597 .660 .510 .575

1 .791 .244 .771 .780 .174 .803 .761 .172 .795

X .698 .240 .724 .758 .238 .758 .738 .226 .744

(1) Eaeh individual estimate is based on 600 trials exeept for 0 102 for whom there
are only 300 trials.

111....
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when the results are compared with those of expt 1 which was

run under comparable conditions. Indeed, for the condition

ml =500msec. the situation is directly comparable to expt 1

and, the averaged P(c) is .758 in the present case, while it

was .764 in expt 1. This replication of the results obtained

in the previous experiment makes it even more unlikely that

the low level of performance could be due to a group of less

sensitive as having been run by chance in expt 1. Moreover,

large indi~idual differences are here again a feature of the

results. Thus the lack of effect of the duration of ml

supports the related finding of Abel (1972a).

It is interesting to note that in the conditions where

ml~lO and 4000msec. the durations of the pair,of markers are

assymetrical i.e. in one case the sequence is a short (5)

marker followed by a long one (L) and in the other case the

sequence is L-5. The effect of assymetry of marker duration

was studied by Woodrow (1928). He reported marked biases in

the perceived length of an interval as a function of a given

sequence which he called an illusion. Indeed an interval of

SOOmsec. marked by auditory pulses with durations L-5 is per­

ceived as equal to a 660msec. interval marked by a 5-L sequen­

ce. One way to examine the present results for such an effect

is to see if P(Rl!dl ) and P(Rlldo) vary systematically as a

function of m1 duration. Only as 101 and 103 show a consistent

trend, and unfortunately the direction of the trend is inverted
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from one 0 to the other for P(R1Id ). Thus, it would seem that
. 0

in the present conditions, the relative durations of m1 and

m2 did riot produce marked systematic biases in the Os. Howe­

ver, the attenuation of the effect is likely to be due in

great part to the presence of feedback in the present study

contrary to Woodrow's (1928).



2.3 2.3 Experiment 3: Tone-Light versus Light-tone markers.

In the discussion of the results obtained in expt I we

commented on the possibility that the low level performance

observed at short d could be related to the use of a light­
o

tone sequence. 'In such a sequence, the light marker could be

an unreliable signal for the triggering of a central timing

device. Thus, the important feature of the experimental situa-

tion in expt I would not be so much intermodality but rather

the use of a special condition of intermodal signals. It ap-

.peared that comparing a light-tone sequence to a tone-light

one could give an answer to two questions. First, it could

enable us to g~neralise the results obtained so far to another

intermodal condition. Second, it would provide a check on one

possible factor that could render the light marker less ef-

ficient in a light-tone sequence. The offset of the light flash

is the precise stimulus event which indicates the beginning of

the interval and that unefficiency could have its source in a

larger variability of afferent latency for the light offset by

contrast with the light onset. Or else, mean afferent latency

could be longer for the light offset than for the tone offset.

Thus, in the tone-light sequence, the precise external event

which terminates the interval is a light onset and in the event

that it is a better marker one should observe an improvement

in performance while remaining in an intermodal situation.

54
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In the present experiment the methodology was somewhat

modified. The two major changes were: the use of the M.-F.

method at M.P.=250 msec., and the increase in the amount of

practice that was given to each a under each experimental condi-

tion. The conditions were not alternated as was the case in

expt 2. The as' performance was stabilised successively under

each condition before obtaining the experimental data.

Method

Six naive as were run in the experiment. They were as

usual paid volunteers. Each a ran in both stimulu$ conditions,

light-tone (L-T) and tone-light (T-L) sequence. Three as 602,

603 and 604 did the L-T and then the T-L condition whereas

three other as, 503, 601 and 605 did the opposite.

Each trial began with a visual warning signal and the

markers duration was set at 10msec. The main set D had 4 ele-

ments do=lOO, d l =200, d 2=300, and d 3=400msec. However, a 601

ran with d l =215 and d 2=285 from session 15 to session 27 in

condition T-L and for the first three sessions in condition

L-T. The as were instructed to give an R to d and d
l

and an
o 0

Rl to d 2 and d 3 . A session had three blocks of 100 trials in

which each d. was presented 25 times in a random order.
1

For each 0, efforts were made to collect the experi-

mental data under asymptotic performance. In order to achieve

that goal the as were run for at least 19 sessions in the first

condition and 12 sessions in the second one. The total number
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of sessions ran by e~ch 0 in each condition is presented in

Table 6. The criterion for asymptotic performance was a

minimal drift in P(c) over 8 sessions. A maximum of 20-25

sessions was set as the limit in each condition even if

asymptote was not reached. Thus, for each 0 under each condi-

tion the experimental sessions will be the last 8 sessions.

Overall, there were 600 trials/d. in each condition.
1

Results and Discussion

Since the last 8 sessions were to be used £or data

analysis a linear least square analysis was run on the indivi-

dual P(c) functions in order to check the stationarity of the

function. The test was performed on the overall P(c) from the

pool~d correct responses to all four d .. The results of the
1 "

curve fitting are reported in Table 5. The largest slope is

.052 in P(c), and on the average the slope is .003, which is

a .024 change from day 1 to day 8. "Thus probability estimates

will be averaged over the last 8 sessions.

The overall P(c) for the last 8 days under each con-

dition is shown in Fig.4. Except for 0 601, the functions

display small variations about the mean. Actual values of that

variability are reported in Table 6 where the individual P(c)

averaged over the 8 sessions is given with the standard

deviation, SD, and the total number of sessions, N, run in

each condition. The SD reflect the small variability around

the mean P(c) and corroborates the observation that 0 601
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Table 5

Estimates of the parameters of a linear least square fit

performed on -the last 8 sessions of each condition for 6 Os

Observer Condition Least square fit parameters

slope intercept 2r

602 L-T .0015 .826 .030
T-L .0065 .7839 .23

603 L-T .0023 .8664 .037
T-L .00009 .9164 .0002

604 L-T -.004 .9236 .25
T-L .002 .9076 .14

605 'l'-L .0036 .9360 .60
L-T -.004 .9644 .05

503 T-L .0036 .8766 .19
L-T -.006 .9104 .24

601 T-L -.002 .9051 .016
L-T -.0008 .8504 .001



Table 6
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Average overall P(c), standard deviation, and total number

of sessions (N) for 6 Os under each condition.

Observer Condition P(c) SD N

605 T-L .9529 .0113 22
L-T .9574 .0145 16

503 T-L .8931 .0201 23
L-T .8823 .0311 24

601 T-L .8958 .0402 27
L-T .8466 .0463 15

602 L-T .8335 .0212 24
T-L .8133 .0330 12

603 L-T .8772 .0301 24
T-L .9169 .0162 16

604 L-T .9036 .0216 19
T-L .9200 .0181 19
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was more variable than the other Os. From Fig. 4 and from the

averaged P(c) in Table 6 it becomes apparent that the experi­

mental manipulaton had a minimal effect on the overall

probability of a correct response. The P(c) averaged over all

Os for each condition· is .8986 for T-L and .883 for L-T,

showing an increase of 0.015 from L-T to T-L. Actually, only

two Os, 601 and 603 show a difference between conditions

which is larger than 0.02.

The individual psychometric functions are reported in

Table 7 fo~ both experimental conditions. A visual observation

of the functions shows that the difference in P(c) between

T-L and L-T reported for Os 601 and 603 is accounted for by

an improvement in performance at d l and d 2 . Furthermore, 0 503

and to lesser extent 0 604 display a shift in decision criter­

ion across experimental conditions That is, P(Rlldl) and

P(Rlld2) increased by a comparable amount from L-T to T-L thus

maintaining overall performance level constant since the

improvement of correct Rl to d 2 was balanced by an increase

in erroneous Rl to d l . Th~s, the conclusion drawn from examin­

ation of overall P(c) is corroborated by an analysis of the

complete psychometric functions ..

It is interesting to compare the level of performance

in the present experiment with that of expt 1 and other intra­

modal experiments as shown in Table 1. Estimates of DT 75 were

obtained by linear interpolation from P(Rlld1) and P(Rlld2)·

The individual estimates were averaged yielding a DT 75=80.59



Table 7

Individual P(R1Idi) from data pooled over the last

8 sessions under each condition.

d.
1.

0 Condition 100- 200 300 400

605 L-T .005 .085 .9183 .996
T-L .002 .096 .915 .993

503 L-T .003 .085 ;690 .926
T-L .005 .216 .825 .963

603 L-T .022 .220 .798 .946
T-L .033 .145 .861 .958

604 .L-T .006 .105 .751 .975
T-L .001 .135 .825 .966

602 L-T .083 .261 .736 .936
T-L .143 .288 .751 .901

601 L-T .018 .168 .626 .940
T-L .005 .155 .753 .986

.'
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msec. in condition. L-T and 73.73msec. in condition T-L. The

computation of the Weber ratio with base duration d
l

and

without 0 60l(his inside values were different) yields values

of .475 in condition L-T and .384 in condition T-L. By compar­

ison with intramodal results these ratios are still larger

and indicate that intermodal markers give rise to a perform­

ance which is generally poorer than in intramodal conditions

at shorter values of T. On the other hand, they differ marked­

ly from those reported in expt 1. Indeed, the averaged DT75

is around 80msec. in condition T-L, half the value of l60msec.

reported in expt 1. It is difficult to pinpoint the actual

reason for such an occurrence, but it is likely to be related

to the method used in the present experiment. Maybe the fact

that both in practice and in experimental sessions the set

of d i was never changed makes the practice more important and

useful in the experimental sessions. In any case, it seems

that the methodology would be a variable of great importance

more so than stimulus conditions as shown by the present

results and those of expt 2. The next experiment gives more

information on this question.
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2.4 Experiment 4: Individual Weber functions.

In the present experiment individual Weber functions

were obtained from four Os fr.r M.P. between 175 and l200msec.

with the M.-F. method. Establishing the shape of the function

could give some information on the possibility that the M.-F.

method calls for the utilisation of a mechanism different from

the one operating when an 55 method is used, as was the case

in expt 1. That could be the case if the functions turned out

to be markedly different from the one reported in expt. 1.

But, if the zero-slope function should hold in the present

study, within individuals, it would definitely reduce the

importance of any difference in level of performance which

co~ld be observed. Indeed, if corroborated the surprising

violation of Weber's law would become determinant for the def­

inition of the type of mechanism in operation in intermodal

duration discrimination.

Method

Four Os were used in the experiment. Three were naive

Os 301,302, and 304: one was experienced 0 1. Each naive 0

ran through a pre-test of 10 sessions of 300 trials each

with do=lOOmsec. and d l =250msec.

The sequence of events in a trial was similar to the

one used in the previous experiment in the L-T condition. The

stimuli were presented according to the M.-F. method. The main
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set D contained 4 intervals distributed symmetrically around

the M.P. The first M.P. was l75msec. for Os 302,304, and 1;

the second one was 200msec. After that, M.P. was shifted by

inc;'ements of lOOmsec. every 3 sessions. 0 301 started at an

M.P. of 300msec. and continued with 100msec. increments. 0 302

carried on to an M.P. of 900msec. while 0 301 and 0 1 went up

to 1100msec.; 0 304 reached l200msec. The values of each

individual set D are reported in ~ppendix A, Table A7. Because

of a difference in keenness of discrimination a different set

D was used for 0 301 but, a similar one was kept for the other

three Os. Furthermore, the distance to each d. from M.P. was
1

not kept constant over the whole range of M.P. in order to

maintain the overall P{c) as constant as possible. Unfortunat-

ely this proved to be a hard task and overall P{c) did vary .
.

The first session under each M.P. value was used as

practice and the experimental data came from the other two

sessions. Each session had three blocks of 100 trials where

every d. was presented 25 times in a random order. Thus, at
1

each M.P. a psychometric function was obtained with 150 trials

per point.

Results and Discussion

The individual P{Rlldi) for each d i at all M.P. are

reported in Table A7. These P{R1Idi) are averages of the last

two sessions at each M.P. unless otherwise indicated. De-

tailed analysi5 of the psychometric functions will not be
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done because of the small number of points available. In

Chap.IIIexpts 5 and 6 will provide data more suitable to

study the effect of shifts in D on performance. Moreover,

because the distance from each d. to M.P. was not kep~ cons­
1

tant the variations in overall P(c) observed from M.P. to

M.P. cannot be assumed to be related solely to the changes

in M.P. Thus, the analysis of the results will concentIate

mainly on the individual estimates of DT 75 estimated

by linear interpolation from P(Rlldl) and P(Rlld2) and

reported in Table 8. The averaged DT 75 vs M.P. function was

fitted by a straight line with a least-square procedure which

showed DT 75=.1904 M.P.+34.03. The linear linear fit, as

displayed by the coefficient of determination r 2 , accounts

for 97% of the variance in the data. Thus, while the averaged

function does not support the 2xact Weber's law, it does show

DT75 as proportional to M.P. Treisman (1963) has also reported

a linear DT vs T function for a comparable range of durations

of empty auditory intervals. The fact that the function has

a non-zero intercept indicates that the DT75/M.P. vs M.P.

function will not be a straight line because the ratio is

increased by an amount of 34.03/M.P. However, this increment

will become negligable as M.P. becomes larger and DT/M.P.

will tend to be asymptotic as a function of M.P. Such a

relationship is clearly displayed in Fig.5 where individual

and averaged Weber ratios are presented as a function of M.P.

The averaged function is stable around .23 from 500msec. to
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1100msec. This ratio of .23 is larger than most values

reported in Table 1. It is interesting to note in Fig.5 that

at M.P. 600 the ratio is .26 whereas it was .2715 in experi-

men~ 1 at d =600msec. Thus, by that point, the improvement
o

in performance which was observed in the early part of the

function would seem to have disappeared. Unfortunately, the

individual functions do not give such a simple picture. Indeed

visual observation of the DT75 vs·M.P. functions in Fig. 6

shows those of Os 1 and 302 to be somewhat linear, whereas

those of Os 304 and 302 have marked non linearity and even

non monotonicity. Actually, for 0 304 the middle portion

(M.P.=600 to M.P.=900msec.) of the function is very different

in slope and level from the other two portions. Similarly,

o 301 shows a function which would be best fitted by two

segments, one from 300 to 600msec. and the other from 700 to

1200msec. This seems to be somewhat the case for alIOs. Os

304, 302 and 1 display almost identical functions up to an

M.P. of 500msec. after which they become different. However,

it is hard to decide on the reason for such a shift around

M.P.=600msec. The extended practice that the Os had at M.P.

175 during the pretest might have influenced the early part

of the function after which some Os became more variable.

That is not to say that they were using a different mechanism

but simply that they might have needed more practice to obtain

optimal performance.

So, while expt 1 produced a DT75 vs T function which
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Table 8

Estimates of DT 75 at Midpoint (M.P.) values ranging from

l75msec, to 1200msec. for four Observers.

M.P.

304
175 77.68
200 67.02
300 73.52
400 104.38
500(1}100.60
600 207.46
700 190.07
800 182.48
900 222.06

1000 147.05
1100 178.57
1200 174.50

Observer

302 1
65.104

80.64 78.49
72.78(1} 85.76
90.74(l}101.42
85.47 105.26
96.15 145.34
98.81 163.93
97.08 173.01

127.87 216.45
213.67

(l}223.l4

301

132.62
145.77
139.66
169.49
267.37
278.39
330.46
312.50
263.60

x
65.98
75.38
91.17

110.77
107.74
154.64
180.04
182.74
224.21
224.44
228.40

(I) These values were obtained from one experimental session
only. All the other ones are averages of the estimates
of two sessions.

.'
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was in clear violation of Weber's law the present one shows

DT
75

as an increasing function of ri.p. However, the large

individual differences in the form of DT75 vs M.P. function

do not allow for the specification of a generalised relation­

ship. At best, the function presented in Fig. 6 can be

described as being formed of two regions, one above, B, and

one below, A, 500msec. For all the as the A-region shows DT75

as a slightly increasing function of M.P. Furthermore, the

functions are very linear and display little variability. On

the other hand, the B-function in the case of as 1 and 302

is the continuation of the A-region and shows similar

characteristics of linearity and stability. For the other two

as the variability is larger and DT 75 is roughly constant

around a mean value twice that of the A-region. Thus, it is

difficult to describe precisely the Weber function for values

of M.P. larger than 500 to 600msec. However, for the A-region

the conclusion can be more definite and it does not cor-

roborate the constancy of DT75 reported in expt 1. Finally,

it is interesting to note that even" though DT75 is a function

of M.P. the DT75/M.P. vs M.P. function does not show the

Weber ratio as constant which, as we said in 1.4.1, is a com­

mon finding when T values approach absolute threshold.



2.5 General discussion.

The goal of Chap. 2 was to obtain basic information

on the effect of non-temporal stimulus variables in inter­

modal duration discrimination and, to determine the shape of

the Weber function. Experiments 2.and 3 showed that certain

non-temporal stimulus variables have a minimal effect on

performance. Changing the duration of the first pulse produced

no variation in performance level over a large range of

first pulse durations. On the other hand, the sequence of

markers T-L yielded an averaged DT75 of 73.73msec. 7msec.

shorter than for the L-T sequence. However, in both the T-L

an L-T conditions, the level of performance was much better

than in expt 1 at comparable durations.

Different psychophysical methods gave quite different

results. The clearest way to see the difference is in observ­

ing the functional relationship between DT75 and T under each

method in expts I and 4. Actually, this is the most important

part of the results since we are trying to establish the shape

of the DT vs T function. The averaged DT75 are presented

at all values of T used in the first four experiments in

Fig. 7. From this figure a partial answer to a comment made

in 2.4 can be given. It is likely that the function obtained

in expt 4 is mainly due to the use of the, M.-F. method and
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not to the within 0 design. This is supported by the fact

that estimated DT75 for expt 3 where the Os ran in only one

M.P. falls exactly over the function obtained in expt 4.

However, with regard to expt 1 we do not know if it c~uld be

replicated within Os. Yet, it is very likely that the level

of performance observed at short values of T would stand, on

the average, since the results of expt 2 corroborate those

of expt 1. So, we would like to propose that there is a strong

possibility that different mechanisms are operating in the

two methods used in Chap II, the M.-F. method and the method

we will designate under the name 58 (single-stimulus). The

difference between the M.-F. method and 88 method is further

shown in the test of the generalisation reported in 2.1 for

the 8D/DT75 ratio. A two point psychometric function was

obtained from expt 3 by taking DTo =d 3-do and DTl =d 2-dl and

defining P(c)0=[p(Roldo)+P(R1Id3)]/2 and P(c)l in a similar

way from data averaged overall Os in condition L-T. The 8D/DT75

ratio is at 3.1 a value quite different from those around

1.8 reported in section 2.1. Further visual inspection of

Fig.7 shows the M.-F. performance as better than the 88 for

T values up to 700msec. Then as T increases the M.-F. becomes

worse than the 88 performance. However, in section 2.4 it

was shown that the averaged data was much less representative

of individual data for T values larger than 700msec. Actually

we would like to propose that in as much as the present data

are concerned, the performance with the M.-F. method
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deteriorates as T is increased to reach the level of the

SS rnethod around T=700msec. However, the specification of

the functions at M.P.>700msec. would necessitate further

experimentation both with the SS and M.-F. methods.

Thus, it can be argued that at least for shorter T

values, different timing mechanisms might be available

to an observer in intermodal duration discrimination. These

mechanisms would have different operating characteristics.

Since each mechanism appears to be related to a particular

psychophysical method, one might get some information on

these characteristics by analysing certain features of the

methods.

Allan & Kristofferson (1974a) noted that all current

models of duration discrimination assuned d. (I) to be the
1

outcome of a timing operation performed over the total

temporal extent of d .. The discrimination would be made by
1

comparing the value of I yielded on a trial with a variance

free criterion K(1). They proposed an additional mechanism

in which a real time criterion of mean duration approximately

M.P. could be triggered at the onset of the interval. The

discriminative judgement could be made on the relative order

of occurence at a decision center of the termination of the

criterion at t c and the offset of the interval at m2 • If t c

is registered first an RI response is emitted. On the other

hand R
o

is given if m2 occurs first. In that mechanism, there

is no actual measurement of duration over d. as in the models
1
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reviewed in section 1.4.

It is interesting to note that the M.-F. and SS

method differ in the opportunity given to the 0, to develop

eit~er type of p~ocessing. Indeed, it is very likely that the

establisp~ent of a real-time criterion requires practice

(Kristofferson,1973). So, this would be best done in situa-

tions in which the real-time criterion is kept constant over

long periods. More specifically, it has to be an efficient

decision making device over many sessions. While that may be

the case in the M.-F. method, it is unlikely to be so in the

SS method. Indeed, in the latter, the distance between do

and d. is varied from one session to the next and it is very
1

unlikely that the 0, can form a stable real-time criterion

that can be used for different d -d. pairs. On the other hand,
o 1

the use of a particular mechanism to perform the discrimina-

tion could be related to the structure of the stimulus-

response mapping in a given method. Indeed, it could very

well be that in the M.-F. method the identification of more

than one stimulus with a given response favors a mechanism

which is not linked to the measurement of the whole interval.

Indeed, the real-time criterion as described before could

very well be inefficient in an M.-F. situation if each d.
1

was associated with a different response.

Thus, it could be that in the M.-F. method a real-

time criterion is operating and that it is more efficient at
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short d than an interval measurement. However, from theo

results in Fig.7, the interval measurement as used with the

SS method, could be more efficient at longer values, or at

least as efficient as the rc~~l-time criterion.

It becomes more and more apparent that more than one

central mechanism could be available to an 0, in a duration

discrimination task. Indeed, in an intermodal situation,

even if we have isolated the mechanism as probably central,

we are still faced with the possibility that at least two

central operating mechanisms can be used to perform the

discrimination~

Finally, it is now evident that at d or M.-P. valueso

shorter than 1,200msec. the level of performance obtained in

intermodal situations is definitely worse than in comparable

intramodal ones. Thus, the straightforward type of argument

reported in section 1.2 where identical levels of performance

supported the claims of a single central processor cannot be

used in the present case. The nature of the stimuli bounding

an interval are of importance even though within the inter­

modal situation the specific sequence under study is of little

importance. With regard to the assumption that intermodal

duration discrimination requires the operation of a central

timing mechanism, the present results yield ambiguous evidence.

While Allan et al (197l) received direct support from expt 1,

expt 4 is more directly accounted for by Creelman's (1962)

model.
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Thus, in the next chapter we will seek more informa­

tion on those lines. That is to say we will evaluate the

capacity of models developed for intramodal discrimination,

to ~cc6unt for performance in intermodal situations. However,

one can expect all models to have difficulty in accounting for

the totality of the results reported in Chap. II. Indeed, from

the two Weber -functions obtained in expts 1 and 4, very

general predictions of the models .can be evaluated. We have

shown in section 1.4 that Allan et al (1971) and Kristof-

fer son (1966) made the strong deduction of independence of

sensitivity from the absolute values of the durations to be

discriminated. On the other hand, Creelman (1962) and Kinchla

(1972) predicted that a monotonic decreasing function would

best describe the relationship between the performance index

DT75 and T. Thus, the function reported in expt 1 is a strong

support for Allan et al (1971). Indeed, the preformance remaias

stable over a large range of durations as predicted by the

model. However, the linear increasing function obtained in

expt 4 can be more readily explained by Creelman (1952) and

Kinchla (1972) because of the clear dependence of the perform­

ance level on the absolute values of T. Unfortunately, one only

has to recall the individual functions of expt 4 to see that

quite likely these models would have some difficulty to account

for the functions displayed by as 304 and 301. So, even within

the class of interval measurement models, different mechanisms

could be operating in various conditions of intermodal discrim­

ination.



III QUANTITATIVE MODELS IN INTERMODAL DURATION

DISCRIMINATION: EXPERIMENTS 5 AND 6

3.1 Introduction

In the present chapter, we intend to obtain more

information on the characteristics of a central duration

processing device. It was concluded in section 2.5 that quite

different mechanisms might be used in various duration discri­

mination situations. More precisely, the performance in an

intermodal duration discrimination task was shown to be

adequately described in some cases by a function of the form

DT
75

=K and in other cases, DT
75

/T=K. These two types of func­

tions are consistent with different classes of models described

in section 1.4, of which the onset-offset model (Allan et aI,

1971) and the Poisson counter model (Creelman, 1962) are

representative. Thus, experiments 5 and 6 were done in order

to evaluate these two models in an intermodal duration discrim­

ination situation. These models make their stronger predictions

with regard to the variations in performance as a function of

T. So, psychometric functions were obtained at different ranges

of T with the M.-F. method. In a first step, two groups of Os

were run one at M.P.=300msec. (expt 6) and the other at M.P.=

600msec. (expt 5). The next step consisted in within Os compar­

isons of the effects of shifting M.P. within the same set D

symmetrical around 300msec.- In such a set-~p, the subsets D
s
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and Dl are modified without chan9ing any of the intervals.

Before carrying on with the experimentation proper

we will analyse in more detail the models that we intend to

evaJuate in this ·section. Although the basic structure of the

models was given in section 1.4, it was then related to a type

A partitioning and cannot readily be applied in the present

case. Thus, we will proceed to describe the modifications that

the use of a type B partitioning imposes on the models.



3.2 Modifications of duration discrimination models.

3.2.1 Onset-offset model

Kristofferson (1973), and Allan & Kristofferson

(1974b) presented a modification of the onset-offset model

which dealt with the problem of the non-linearity of the dq

vs DT function for values of dq>.5; reported previously (e.g.

Allan & Kristofferson,197l.;McKee et al,1970). Within the

context of a quantal model, where the 0 should reach perfect

performance, they argued that the non-linearity was caused

by the 0 emitting responses which were not stimulus-controlled

on a certain constant proportion of the trials. Thus, they

assumed that when a stimulus d i is presented, the 0 will enter

a "non-process" state ~ with a probability £, in which case

he will guess and give a response Rl with probability a.

Otherwise, the 0 will be in a process state and emit an Rl

response with a probability 8. as defined in the onset-offset
1

model.Thus,

P( R1 Id i )=£a+8i (1-£)

In such a situation, the observed P(Rlldi)=8iwhen £=0. In

general 8. is defined as follows:
1
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where d
c

is a duration for which P(Ro)=P(Rl)=.-S and, d i is a

given interval in a set D of n intervals. Since we are dealing

with a quanta1 model, it is possible to define stimulus

values for which B.=O and 1. These values are reached, for a
~

given d., where d <d.-q and d >d.+q. Deviations from perfect
~ c 1 C 1

performance for any d i which generates internal distributions

not overlapping the response criterion, could be assumed to

be due to the non-processing of the stimulus.

The M.-F. method provides an efficient means to obtain

such information. In the present case, we have a main set D=6

where do and d S were placed far enough apart so that both were

at least q m·sec. away from the mid-point. Thus, from the values

where:

(3 )

(4)

£=l+P(RlldO)-P(RlldS)

a=P(Rlldo)/E

Thus, the probability of an Rl response being emitted in a

process state following the presentation of a given d
i

will be:

P(Rlldi)-P(Rlldo)

(5)8·=
1 1-£

We will designate such an estimate as the corrected probability

of a response Rl to a given die A minimal psychometric function

can be generated from the other four inside d
i

values, with

the observed P(R1Idi) corrected from the estimates of E and a

in order to' obtain a more accurate representation of the d
q

vs DT function.
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In the original model d
q

was defined as the distance

d and d. in units of q. It is actually a sum ofo 1

absolute values of triangular deviates A (Rl!d.) obtainedq 1

from P(Rlldi).

The use of dq is less appropriate in type B

partitioning because there is no base duration. However, one

can still obtain a bias free measure of discriminability by _

using the triangular deviate Aq itself since it is defined by

reference to a decision criterion. Then, the psychometric

function Aq(Rlld.) vs d. can be defined as follows:
1 1

Aq(Rlld.)= ±(d.-d )
1 q 1 C

(6)

Thus, Aq will be a linear function of d. with slope
1

! and reaching·zero at d.=d , -1 at d.=d -q and +1 at d.=d +q.q 1 C 1 C 1 C

Thus, the slope and span of the Aq function are identical to

the one displayed by a d vs DT function. So, despite some. q

modifications the model keeps its basic characteristics:the

mapping of real-time into internal time is one-to-one and thus,

. g2
each d i (I) will have equal var1ance 6. The data in the

following experiments will be presented in terms of Aq vs d.
1

or Aq vs (di-M.P.) functions. These functions will be analysed

mainly with regard to their linearity which is essential for

the assumption of constancy of q in a given set D.

An even stronger test of this assumption will be
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performed in exp 6 by defining three different successive

response criteria on a constant set D. In such a situation if

q is indeed a constant, one should obtain three parallel ~q

vs d. function with slope !. That experimental rnanipul~tion
1 q

avoids the usual concomittent change in the set of d. and M.P.
1

In fact, in the present case, the 0 is always assessing the

same set of d. and only M.P. is varied.
1

3.2.2 Poisson counter model

As we have stated in section 1.4, Creelman (1962)

proposed his model to account for duration discrimination

performance in a two-alternative forced-choice situation.

Allan et al (1971) proposed a modification of the model

applicable to a single stimulus task. However, the index of

discriminability d~, like d q , was based on a type A part~

itioning and cannot be directly applied in the M.-F. method.

Indeed, d' represents the distance between the mean of thec

internal distributions of counts corresponding to d and d.,
o 1

d (I) and d. (I), in units of the standard deviation of do(I).o 1

However, in the present case, there is no such base duration

as in type A partitioning and the performance is best described

with reference to the decision criterion. Thus, d' as suchc

cannot be used in a straight forward manner in the M.-F. method.

So, a modification of Creelman's model will be presented where

an index of discrimination zc will be derived. This index will

represent, very much in the same manner as ~q, the distance



be

84

from the mean of d. (J) to a zero-variance decision criterion
1

d (I). Thus, following Creelman (1961), d. (I) will be encodedc 1

as a number, n. corresponding to the number of pulses occur-

ring during d. from a large source of elements whose
1

probability of emitting a pulse at any moment is a constant,

A, and where the inter-pulse interval is exponentially dis-

tributed. In such a system the probability of n pulses
-Ad. (Ad. ) n

. d' () 11 .occurrlng over . 1S P n = e ,. However, 1t can
1 n.

shown that for large values of A, the Poisson distribution can

be approximated by a normal distribution. Thus d. (I) will be
1

described as a Gaussian random variable with mean and variance

Ad ..
1

In a duration discrimination task where the M.-F.

method is used one can describe the decision problem as follows:

each interval d i in a set can be assumed to be represented

internally as a normal random variable di(I) with mean and

variance Ad ,Adl, ... ,Ad.,Ad • Furthermore over a set of no 1 n

distributions, one can determine a zero variance decision

criterion, Adc . Such a criterion would enable an 0 to organise

a respanse-to-stimulus mapping in accordance with the task

requirements. The decision structure is represented in Fig.8

for a set of 4 intervals.

Given such a situation it is assumed that an Rl res­

ponse will be triggered for all values of I>Ad , and an Rc 0

response for I<Adc . Thus, the probability of an Rl response

for the do interval will be defined as:
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[
+00

P(Rlld)= f(Ild )d1
o k 0

then for any d i , [+00
P(Rlld.)= f(1!d.)d1

1 k 1

since

1964)

shown (Green & Swets,

-3
where all durations are expressed in sec.xlO ,

P (R Id.) = roo <1> [A. (d i -dC)]dk
1 1 JAd . ~

c d 1

and k=Ad . So,. c

(7)

conseqently, a normal deviate can be defined as:
1-

A2 (d.-d)
1 c
J..

d. 2

1

(8)

Th~n, one can .use the normal deviate Zc(Rlldi) as an index of

discrimination representing the distance between the mean of

each d. (I) and the criterion Ad in units of the standard
1 C

deviation of d. (I) •. Since the distributions have unequal
1

variance each Z (Rl!d.) will be obtained with reference to itsc 1

be calculated from

will be estimatedi.e., Zc(Rlldo)

Zc(Rlldi) will
1

A2(dl-dc )
----~1--- • Theoretical Z (Rlld.) vs d. functionsc 1 1d l

2

for different values of A. They are presentedwere obtained

from

respective variance Ad.
0

2 1
A2 d -do c. Similarly,

1

dl
2

the equation

in Fig 9. It is readily apparent that the functions are non-

linear. The non-linearity is more accentuated for the shorter

d i . Such functions show that for distributions whose mean is

more than two standard deviations away from xdc ' a further
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diminution of the intervals will produce a faster improvement

of the performance by comparison with an equal lengthening

of the intervals. So a typical psychometric function as

predicted by eq. 7 should show P(Rlld.) vs d. as a pos~tively
1 1

skewed sigmoid function. Further.more, for a constant distance

between Ad and Ad. , Z (Rlld.)is an increasing function of Ac 1 C 1

and the increase in Z is a function of the actual value d ..c 1

By contrast with the onset-offset model, the discriminability

will be a function of the actual set of d. values used and not
1

only of the absolute difference between any two d ..
1

For classical psychophysics, the common way of

expressing such a relationship between DT and the absolute

value of the durations involved is given by the Weber function

DT/T=K. If one assumed that a given set of data follows Weber's

law, it would be interesting to observe how the Poisson counter

model can account for the same set of data. In order to perform

the analysis we allowed A to vary between M.P. values. While

maintaining the assumption that A was constant, within a given

set D we assumed that its value could be adjusted from

one set D to another. Thus, in a way, this is not an integral

part of a Poisson counter and can be considered as an empirical

development. From an hypothetical set of data for which the

Weber ratio was arbitrarily fixed at .10, A was estimated for

a number of M.P. values. The results presented in Fig.9 are

quite interesting and show At as a constant. Thus for data

which can be represented by-the Weber function, such a model
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shows AT as being a .constant. Since T is taken as M.P. and

that M.P. is usually a good approximation of d c it could be

argued that A would be modified in order to keep Adc constant.

Thus, internal di.stributions would be displaced in order to

be set around a constant criterion value which could yield a

better performance.

An interesting point is that, an increase in variance

of the internal representation of a stimulus has been commonly

associated with a decrement in performance (Treisman,1967).

However, in the present case, since both the mean and the

variance of d. (I) are equal to Ad. an increase in variance,
1 1

e.g. by increasing d., is by definition linked to an equal
1

increase in mean. Z (Rlld.) is defined as the ratio of thec 1

distance between Ad. and Ad , to the standard deviation,
1 c .

;J.

(Ad.)2. Then, for example, doubling d. will increase the mean
1 1

by a factor of 2 and the standard deviation by a factor of 12.

So, while such a change in d. does affect the variance, the
1

overall effect on the performance in, terms of Zc will be an

improvement since the variation in the mean will be larger.

Finally, it is important to note that, since in the

M.-F.method the intervals are varied at random within a block,

one has to assume A to be constant for the entire set D.

However, it is quite possible that A could be varied over days

or adjusted to different ranges of intervals When varied over

a series of experiments.



3.3 Method

Three experienced as were run in each experiment.

They were as 15, 6 and 1 in expt S and, as 17, 2b and 201 in

expt 6. Each a had previously participated in an intermcdal

duration discrimination task. They were all paid volunteers.

Because these two experim~nts were done at a one

year interval, there are some differences in the characteris­

tics of signals in a trial between the two situations. In expt

S, there was no warning signal and the duration of the markers

was set at SOOmsec. There was a warning in expt 6 and the

markers were at lOmsec.

In bo~h experiments the M.-F.method was used with a D

of 6 intervals. For expt S all three as ran through the same

set: d
o

=350, d l =4S0, d 2=5S0, d
3

=6S0, d 4=750, and d S=850msec.

In expt 6 a series of S test sessions were run with

only two intervals, one on eaC:l side of the M.P. 300, in order

to obtain an estimate of the level of performance and thus,

use a range of values which would be optimal for each a in the

rest of the experimentation. There were 300 trials/session

divided in three equal blocks in which each of the two intervals

was presented an equal number of times in a random order.

Following these test sessions, two as, 201 and 17, performed

with a similar set:150, 240, 290, 310, 330 and 450msec.;for a

2b, the set was:lSO, 240, 280, 320, 360 and 450msec. In all the

91
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experiments described previously, the M.P. was the reference

point for stimulus-response mapping. Hm"lever, in expt 6, other

values were used which d~vided the set D non-symmetrically.

So, the t.erm "cut-off point" (C.P.) will be defined ao:> the

reference point which partitions D into the two response

categories. With the muin set D kept constant, three C.P. were

successively used for each o. For Os 201 and 17 the C.P. were

at 280, 300, 320msec. and they were at 260, 300 and 340msec.

for 0 2b. The reason for placing the inside four intervals

closer together was to insure a reasonable error rate for the

d i further away from the assymetrical C.P. (e.g. d 4 when the

C.P. in between d l and d 2 ). From these four inside d i , three

psychometric function were obtained successively, at an

asymptotic level of performance. The outside values, do and

d 5 were placed far enough from any C.P. so that they could be

assumed to be outside the psychometric range. They were used

only to obtain estimates of £ and 8. for the onset-offset model.
1

In order to reach stable performance, each 0 was run for at

least 16 sessions under each C.P. somewhat like in expt 3.

However, in expt 5 each 0 was run for an identical number of

20 sessions. In all the cases, the data from the last 5

sessions were used as experimental data.

In expt 5 and for C.P.=300msec. in expt 6, there were

3 blocks of 90 trials per session. Each d. was presented 15
1

times in a random order in a block. For the other two C.P.

in expt 5, because of the assymetrical partition, the number
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of trials per d. was determined in such a way that the 0 had,
~

over a block, an equal probability of being presented with an

element of the subset dl and ds • The were always four intervals

in one subset and two in the {,.. ther, and the intervals in the

2-e1ement subset were· presented 24 times each and those in the

4 element subset 12 times each. Thus, each session contained

three blocks of 96 trials for a total number of 286 trials/

session.



3.4 Results and discussion

In the following section, for both models, we will

first compare the estimates of the parameters q and A for

the different C.P. values. Then, we will proceed to the

comparison of the predicted vs observed psychometric functions

for the two models. Throughout the analysis of the results,

the performance index P(c) and the discriminability indices

6q and Z will be estimated from the inside four d ..c 1

The stability of the experimental data is illustrated

in Fig. 10 where overall P(c), averaged over alIOs, is

presented for each daily session. It is apparent that expt 6

shows no gain in performance over days, whereas in expt 5 the

increase is of about .05 over the twenty sessions. This small

effect of practice might be due to the fact that alIOs had

previously run in a "similar experiment. The stability of the

performance for each a in expt 6 was further assessed by

fitting a straight line with the least square method to the

daily values of P(c) for the last five sessions at each C.P.

value. The parameters of the analysis (slope and y-intercept) ,

and total number of sessions in a condition are presented in

Table BI , Appendix B. In all cases, the increase or decrease

in P(c) over the experimental sessions was smaller than .05.
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FIGURE 11. Overall P(c) at each session of experimentation estinated from

data pooled over all Os in cxpts 5 and 6.



3.4.1 Parameter estimation

In the following section the parameters of the Poisson

counting model and the onset-offset model will be estimated.

The behaviour of these parameters as a function of C.P. will

be evaluated in accordance with each model's predictions.

The Poisson 'counter model

We proposed in section 3.2.2 that with the M.-F.

method the main parameter A should be constant for a given

C.P. value, but could be modified over various C.P. points.

A was estimated by using dc and A as free parameters and by

it~ration determining the combination of these two pararrLeters

which would minimise the following sum of squared deviations
A

between Zc(Rlldi) and Z(Rlldi). Estimates of P(Rlldi),
A

2(Rlldi), Z(Rlldi) and the sum of squared deviations are

reported in Tables B2, B3, B4, and B5 in Appendix B. The

estimates of A are reported in Table 9 for expt 5 and 6. It is

readily evident that A does vary over C.P. values. On the

average, A at 600 is less than half the value it is at C.P.

300. On the other hand, although C.P. was varied in expt 5, the

shifts were rather small and make it practically impossible to

use the variations in C.P. to further specify the A vs C.P.

relationship. Actually, the one feature evident from the

estimates i.n expt 6 is the large variability in A although the
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experimental data were gathered in conditions of assyrnptotic

performance.

However, it could be interesting to examine the

constancy of the expression A~.P. Indeed, since it was shown

in section 2.4 that the M.-F. method yielded DT75 vs T functions

close to Weber's law, AC.P. should be expected to be constant

in the present experiment. The estimates of A were multiplied

by each C.P. and the outcome is presented in Table 9. Actually

averaged AT at M.P.=600msec. is 43.2 while it is 50.4 at

M.P.=300msec. These figures are quite close to each another

given we are dealing with two independent groups of Os. That

suggests that a timing mechanism might be operating with a

constant absolute value decision criterion as proposed in

sec~ion 3.2.2 Finally, it is interesting to note that in spite

of small shifts in C.P. in expt 6, Os were able to displace

their decision criterion, d , with remarkable accuracy.c

Furthermore, the accuracy does not appear to be a function of

C.P. Estimates of d were no closer to C.P. in expt 5 than inc

expt 6.

The onset-offset model

In the onset-offset model, the estimation of q is

made simpler by the prediction that the 6q(Rlld.) vs d. func-
1 1

tion is linear. However, estimates of the parameters £ and a

will first be obtained in order to correct the P(Rl!d
i
).

Individual estimates of P(Rlldi ), Bi , 6q(Rlldi),£,and



Table 9

Estimates of A and d , and the sum of squared deviationsc

for each 0 in experiments 5 and 6.

98

. 2 (AC.P.)x10-30 C. P. (msec) A dc(msec) Edev

6 600 87.5 604 .1034 52.5

15 600 86 592 .002 51.6

1 600 42.5 600 .0124 25.5

17 280 160 280 .0042 44.8

300 235.5 307 .0088 70.65

320 180 327 .0392 57.6

201 280 . 257.5 283 .0005 72.1

300 203.5 298 .003 61.05

320 134.5 324 .0998 43.

2b 260 94.5 263 .0163 24.57

300 125 294 .0290 37.5

340 120 336 .0249 40.8
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a are reported in Tables B6, B7, B8 and B9 in Appendix B. It

is interesting to note that for Os 6, 15, 201 and 17, £ is

smaller than .02 while it is at .04 for02b and .09 for 0 1.

Thus, in most cases the correction is minimal. Howevel, for

2b at C.P.=260msec. the correction was not applied because

the uncorrected estimate of q shows that do is not outside the

psychometric range. For02b at C.P.=340msec. a similar case

occurs. However, because d 5 is at the limit of the psychometric

range (4msec. away from the d +q point), the correction wasc

made.

The estimates of dc and q were obtained by fitting a

straight line to the corrected ~q(Rlld.) vs d. function with
1 1

a least square technique to the inside four d ..
1

In the original onset-offset model q was defined as

a constant. However, recently (Allan & Kristofferson,1974b) it

appeared that q, while being constant over certain ranges of

duration, varied between different regions. That is to say,

the q vs M.P. function displayed a step-like shape;q would be

constant over a given range and then increase abruptly to

remain somewhat constant at this new larger value for a certain

range of M.P. values. The results reported in Table 10 show

that q is a function of the C.P. under study. Averaged q is

202.6 at C.P.=600msec. and falls to 93.54 at C.P.=300msec.

From the results displayed by Os 17, 201 and 2b in expt 6 q

does not appear as a systematic function of C.P. Although

o 201 does show a regular increase in q as C.P. is varied.
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Table 10

2
Estimates of q, dc' r for each 0 in experiments 5 and 6.

0 C.P. msec. q (msec.) d c (msec. )
2

r

6 600 187.79 611. 45 .9881

15 600 189.91 596.40 .9988

1 600 228.11 650.70 .9999

17 280 103.20 280.00 .9938

300 81.14 307~00 .9721

320 95.30 327.30 .9721

201 280 80.30 284.10 .9990

300 86.90 299.30 .9936

320 103.08 323.60 .9307

2b 260 140.40* 263.60 .9786

300 112.59 297.50 .9991

340 114.10 337.20 .9992

*This value is from uncorrected P(R
1

/d
i
).
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Actually, somewhat like for A, q is variable as C.P. is varied

but the small shifts in C.P. do not allow for a definite

description of the q vs C.P. function

3.4.2 Psychometric functions

A direct comparison of the sum of squared deviations

between observ~d and predicted P(Rlldi) for each model

2 . 2
is given in Table 11. The Ldev was prefered to r because in

2all the cases except C.P.=320 values for 0 201, r >.98. However,

while Ldev 2 might render a discrimination of fitness easier,

it becomes already apparent that both models account very well

for the observed data. An examination of Table 11 corroborates

the similitude between models. Indeed, the onset-offset

model fits better 6 out of the 12 sets of data reported,

while the Poisson model is better for the other 6. Similarly,

2for both models, the largest Ldev are observed for the same

psychometric functions mainly, C.P.=320 for 0 201, 0 6, and to

a lesser extent C.P.=320 for 0 17. Such a result makes it

virtually impossible to identify either model as being

representative of the operation of a central timekeeper.

However the crux of the argumentation throughout that Chapter

was that the models could be distinguished in terms of

linearity vs non-linearity of the standardised scores vs d.
1

functions. In Fig. 9, the nen-linearity of the Zc vs d i

functions is apparent for large Z . But, in expts 5 and 6c

Z (Rlld.) lies between -2 and +2. Actually, i~ that region thec 1



Table 11

Observed and Predicted P(R1~i) for the Poisson counting

model and the onset-offset model for expts 5 and 6 ~ith

the sum of the squared differences Observed~Predicted•

102

..
0 C.P. d. P( Rl ld i ) Poisson Onset-offset

J.
P(Rll d i) Ldev2xl0 2 P(Rll d i) Ldev2xl0 2

2b .260 240 .3203 .3203 .3406

280 .6201 .6280 .8209

320 .8611 .8381 .8209

360 .9333 .9437 .07 .9508 .268

300 240 - .1245 .1062 .1197

280 .3511 .3795 .3566

320 .6667 .7008 .6798

360 .9067 .8900 .258 .9010 .025

340 240 .021 .0159 .0171

280 .1111 .1216 .1288

320 .3556 .3795 .3444

360 .6435 .6724 .154 .6408 .046

17 280 270 .3921 .4025 ~4086

290 .6145 .5974 .5925

310 .7528 .7538 .7483

330 .8603 .8658 .043 .8668 .081

300 270 .1333 .1342 .1416

290 .3049 .3132 .3016

310 .5580 .5345 .5209

330 .7098 .7346 .123 .7303 .190

320 270 .0674 .0723 .0787

~90 .2235 .1770 .1833

310 .3017 .3348 .3314

330 .5265 .5186 .333 .5227 .267



Table 11 (continued)
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;c

0 C.P. d. P(R1 d. ) Poisson Onset-offset
J. J.

P(R1I d i) ~dev2x102 P(R1I d i) ~dev2x102

201 280 270 .3472 .3421 .3501

290 .5778 .5818 .5791

310 .7833 .7842 .7743

330 .9056 .9076 .004 .9092 .01

300 270 .2267 .2216 .2287

290 .4178 .4103 .4074

310 .6089 .6204 .6207

330 .7956 .7900 .24 .7922 .026

320 270 .1447 .1137 .1146

290 .1900 .2276 .2265

310 .3240 .3795 .3762

330 .6148 .5503 .972 .5598 .798

6 600 450 .0222 .0159 .01472

550 .1688 .2461 .2302

650 .7288 .7077 .6683

750 .9466 .9437 .647 .9527 .752

15 600 450 .0266 .0246 .0323

550 .2888 .2992 .2804

650 .7496 ·7475 .7138

750 .9555 .9560 .012 .9556 .148

1 600 450 .08 .0712 .0814

550 .2977 .3275 .3005

650 .6517 .6578 .6362

750 .8789 .8700 .108 ~8842 .027
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function is almost linear thus reducing the possibility of

discriminating between models. Precise comparison of the

models will be hard to run because values of Z >2 correspondsc

to P(c».97 values difficult to stabilise experimentally. So,
...

the results on the P(Rlldi) vs P(R1Idi) comparison are not

totally unexpected.

The linearity of the standardized scores psychometric

functions can be further appreciated by an analysis of the data

following the onset-offset model which does predict a linear

~q vs d. function. A further test of linearity was carried
1

on a composite function where each individual function is

represented in a standardized form. The distance d.-d was
1 c

transformed in units of q for each individual function using

the values of the parameters q and d as given in Table 10.c

Thus, when ~ (Rlld.) is presented as a function of (d.-d )/qq 1 1 C

the function should be perfectly linear, i.e. slope 1.0 and

intercept O. The result is shown in Fig.12. The diagonal is a

straight line of slope 1 and intercept 0 and it represents

the data very well. Actually, the best fitting straight line

obtained with a least-square technique shows a slope of 1.015

and intercept of .00514. The goodness of fit of the linearity

is excellent since r 2=.992l; a very good fit since we had 48

points in the function.



3.5 General discussion

The analysis of the results from expts 5 and 6 has

mainly displayed the difficulty to differentiate between the

two quantitative models under study. That difficulty is due

to the fact that both models predict linear relationship

between. a standardized index of discrimination and d. over a
1

very large range of P(Rl!di ) values (.04<P(R1 !di )<.99) .On the

other hand, it was demonstrated clearly that standardized

scores were in general a linear function of d .. That implies
1

that in a set D, the d. (I), unless very far from d have equal
1 c

variance distributions. Thus, in the present conditions the

internal representation of duration, for the most part of a

set D, is not an increasing function of T. Very low error data

points would be needed in order to check the non-linearity in

the Z vs d. predicted function. It is for such points thatc 1

the Poisson counting model could best be checked against the

modified onset-offset model which would very likely consider

these errors as non-process errors. It is doubtful that such

an enterprise would be very useful in view of the agreement

between both models over most of the psychometric function at

least for the conditions of the present experiments. Further-

more the whole process of comparing the two models is

complicated by the fact that the modified onset-offset model

is a four parameter model whereas the Poisson counter is a
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two-parameter model.

Within the scope of the onset-offset model, Kristof­

ferson (1973) has proposed an empirical rule, the "doubling"

hypothesis, which states that for every C.P. value, double

that value should double the magnitude of q. While \\'!) did not

carry an extensive test of that rule, the results reported in

Table 10 do show the mean q at M.P. 300 as lOl.9msec. and as

202.6msec. at M.P. 600msec. This ratio of 2, as predicted, is

surprising if one considers that we are dealing with groups

of as. Although the doubling hypothesis is not part of the

model, it is logically related to it and is presently a useful

generalisation for representing the q vs C.P. function in

auditory and visnal duration discrimination (Kristofferson,

1973). The fact, that in the present case the results might

follow the same rule is further indication that similar timing

mechanisms would be operation in inter and intramodal duration

discrimination. However, it is important to note that in the

present intermodal situations the values of q are three to

four times larger than the ones reported for auditory duration

discrimination with similar methodology. Thus, even though the

timing device might be the same in inter and intramodal cases,

it is less accurate in the intramodal situation when values of

C.P. less than 600msec. are considered. On the other hand,

values of A are very much comparable to those reported by

Abel (1972a,b). Actually, that precise feature plus the

relative constancy of the A(C.P.) values make the Poisson
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Table 12

Estimates of DT75 averaged over 5 experimental sessions for

each 0 at C.P. of 300 and 600msec.

C.P.
300 600

0 DT75 0 DT75

201 51.75 -15 106.84

·17 48.35 ·6 104.26

2b 65.38 1 149.56

X

S.D.

DT/M.P.

55.10

9.00

0.1833

X

S.D.

DT/M.P.

120.22

25.00

0.2.003



109

counting model an interesting alternative. However, the

remarkable linearity of the composite figure (Fig.ll) is a

strong support for the onset-offset model.

In the previous part, section 2.5, we had mentioned

that in the M.-F. method the differential sensitivity function

could be described as a straight line of the form DT 75=.1904

M.P.+34.03. If one considers the two groups that were run

independently at M.P.=300msec. and 600msec. in the present

chapter, a minimal function, with two points, can be obtained.

Values of DT 75 were calculated for each 0 for the last 5

sessions. These values are reported in Table 12. A comparison

with the results of expt 4 shows the present performance as

superior, each DT75 being lower by 15 to 20m~ec. Furthermore,

if a line is fitted to the two point function, it yields the

following result: DT75=.217M.P.-IO.02. Thus while the slopes

are very similar in both experiments, there is a drop in the

intercept in expts 5 and 6. Such a result supports the findings

reported in expt 4 with the sliding M.P. Iuethod:the performance

index DT75 is a linear function of M.P. It is also interesting

to note that in expts 5 and 6 experienced Os with extensive

practice showed a decrement in performance as a function of an

increase in M.P. that is similar to that of less practiced as in

expt 4. Thus, while there is a definite effect in absolute

terms, the differential discriminability functions are very

similar in shape. Furthermore, it is interesting to point out

that like in expt 1 the pre~ent one is a between group design
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and suggests that that feature cannot explain the results of

expt 1. A final comparison of the present results with those

obtained in Chap. I was made by calculating an SD/DT75 ratio

at C.P. 600 and 300 using the data pooled over the three Os

with the same technique as in expt 4, we obtained at each

C.P. a two-point psychometric function from which SD and DT75

were estimated. The SD/DT75 ratio was of 1.84 at C.P. 300 and

1.75 at C.P. 600. This is very close to the values reported

in Table 2 which were around 1.8 for the intermodal experiment

run in a c~mparable range. Thus although the present set of

data and that of expt 1 behave very differently with regards

to Weber's law, the constancy of the ratio seems to hold for

both situations. This is further indication that similar

mechanisms are responsible for the performance in different

situations of duration discrimination. So, it appears that

models developed to account for intramodal duration discrimin­

ation, can fit reasonnably well the performance in an inter­

modal situation. Thus, the assumptio~ of a central timekeeper

is upheld at least for intervals shorter than 1 sec.



IV RESPONSE LATENCIES IN DURATION

DISCRIMINATION: EXPERIMENT 7

4.1 Introduction.

In general, the theoretical analysis of duration

discrimination through quantitative modeling shows two major

processes as being in operation in the task:

1) transduction process: the transformation of the

temporal extent of the stimulus d. into some internal
1.

representation d. (I)
1.

2) decision process: the determination of the appro-

priate respons~ through some operation on

A crucial aspect of such a description is

d.(I~.
1.

that d. (I) is
1.

the

result of the transduction process operating over the total

temporal extent of d .• More specifically, d. (I) is the outcome
. 1. 1.

of a measurement being performed from the offset of ml to the

onset of m2 . However, we mentioned in section 2.2 that with

the M.-F. method the discrimination could be done in quite a

different way. The 0 could trigger at the offset of m
l

an

internal real-time criterion of duration d . A decision couldc

be taken concerning the relative extent of d. by judging the
. 1.

order of occurrence at a decision center of the termination

of d i at t 2 , and of the termination of d c at t
c

• In such a

system, there is no measurement proper made over the temporal

Ill.
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extent of die The duration discrimination task is reduced to

a temporal order judgement between an internal event, t c ' and

an external one t 2 . Then, a general decision making strategy

can be defined: when t 2 occurs before t
c

(t2<tc ) an Ro response

is triggered and, when t 2 is registered after t c (t2>tc ) an

Rl response is emitted. Under the assumption that t
2

and t
c

are random variables with some distribution function, the

probability that t 2 is registered before t
c

can be defined as

P(t2<tc ) and similarly P(t2>tc ) the probability that t
c

occurs

before t 2 • Then, P(Ro )=P(t
2
<t

c
) and P(R

l
)=P(t

2
>t

c
); and given

a set D, peRl) will be an increasing function of die However,

the exact shape of the psychometric function will depend on

the precise fonn of the distribution functions associated with

t 2 and t c .

In general an R is triggered by the occurrence of ano

external event t 2 , and Rl is linked to an internal event, t c .

Then, if one were to measure the latency of these responses,

RL, under conditions where the a is required to respond as

quickly as possible, general predictions can be made concern­

ing the variations in RL as a function of d i
l .

It is assumed first that the observed RL is the result

of a movement component, K, and a discrimination component, I.

Furthermore, I and K are assumed to be random variables where

1 The following analysis of response latencies in duration
discrimination is inspired from a theoretical expose by A.B.
Kristofferson in a grant proposal to the National Research
Council of Canada, 1974.
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I and VAR(I) are the first two moments of the distribution of

I, and K and VAR(K) those of the random variable K. For

values of d. associated with low error level, K and I can be
l.

assumed to be independent. Then,

VAR(RL) =VAR(I) +VAR(K)

and,

The discrimination is a function of t 2 and t c and, given a

low error level the mean and variance of I, when t 2<tc will

be totally ~ontrolled by t 2 , and similarly t c will define I

when t
2

>tc " Since the occurrence of t 2<tc yields an Ro and

that of t
2

>tc an Rl , the following relationships can be

defined:

VAR(RL) o=VAR(t2 ) +VAR(Ko )

RLo=t2+Ko

Similarly,

VAR(RL)l=VAR(tC)+VAR(Kl )

RLl=tc+Kl

For the sake of simplicity the random variable K is assumed

to have constant mean and variance for a given type of response.

Thus, variations in RL and VAR(RL) can be ascribed to varia-

tions in the discrimination component,I.

RLl' since it.is triggered by the occurrence of t , isc

independent of t 2 and should not display any synchronisation

with the actual termination of the interval at t 2 " More

precisely, RLl and VAR(RL)l should be the same for different
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values of d. at least for all d. for which P(Rlld.)=l. A
1. 1. 1.

con8equence of that prediction is that an Rl could be triggered

before the occurrence of t 2 , which means that some RLI could

be shorter than d.. On -the other hand, since R is tin,e locked
1. 0

to t
2

, RL
o

will be directly proportional to d i . Predictions

ccncerning VAR(RL) are less straightforward because they depend
o

on specific assumptions relating VAR(t 2 ) to d i . However, we can

at least predict that VAR(RL)o should be a non-decreasing

function of d .. Thus, the general predictions concerning the
1.

RL vs d. functions define two very different functions. 'rhe
1.

RL vs d. function will be an increasing functiori of d., the
o 1. 1.

A-function. If for simplification it is assumed that t 2=d i , the

A-function ""ill be linear with slope 1. The RLI vs d i function

wiil be linear with slope 0 and called the B-function. However,

for these predictions to hold one has to be able to maintain

that variations in RL originate in the discrimination component

as assumed. But, as d i is brought closer to dc, t 2 a~-Jd t c occur

in close temporal contiguity. Then, as P(t2<t
c

) and P(t2 >tc )

converge towards .5 there is a definite possibility that
I

response competition could blur the relationship between t c and

RLl , and t 2 and RLo by delaying some responses on certain trials

t~us ~robably increasing VAR(RL) and displacing RL. Consequently

we will simplify the situation by mainly considering d. values
1.

far enough from d so that the probability of an erroneousc

judgeffient of order between t
c

and t 2 is very low.
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One problem. with the preceding line of reasoning

resides in the quantitative determination of the psychometric

range; we have previously faced the same problem in section

2.1. However, it was shown in section 3.2 that within the

onset-offset model the psychometric range would cover a span

of qmsec. on each side of d . Since both Os to be used in thec

next experiment had previously run at an M.P. of 250msec. in

expt 3, the value of q estimated in that experiment was used

to determine the range. Evidently, there was no way of knowing

if that estimate obtained under "accuracy" (no speeding of

the responses) would be valid in a speed condition. Still, it

was the best estimate available at the moment.

Before carrying on to the experiment proper, we would

like to note the similarity between the presept work and that

of Kornblum (1973), and OIlman & Billington (1972). In their

studies these authors try to differentiate signal detection

triggered responses and temporal estimation responses in

simple reaction time. They address tnemselves to the p~oblem

of so-called "anticipation" responses in a simple reaction

time task. The instructions to their Os are to respond as

quickly as possible to the presentation of a signal and, if

no signal is given to emit a response x milliseconds after the

warning signal. The major difference between these studies

and ours is first that an external signal is an unequivocal

signal to respond and, second that the situation is not one

of discrimination of relative temporal occurrence of the ex-
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ternal signal and the internal temporal criterion. Indeed, in

our situation the external signal ~an occur before or after

the assumed termination of the real-time criterion thus

forcing the 0 to perform a complete discrimination of temporal

order on every trial. Actually, that basic difference is even

clearer when one considers that in the reaction time studies

the task is one of simple reaction time, the response is always

the same whichever trigger originates the response. The use of

two different responses corresponding to the two possible

orders of occurrence of the signals makes the present study

a choice reaction time task. Thus, for the time present we

will not draw any relationship between their results and ours

since both situations are very different.

We would like to stress the point that the present

thesis is basically exploratory because of the absence of data

against which ours could be compared. In this last experiment

it is even more true and, for that reason we intend to keep

the discussion at the level of general trends. Since we lack

the knowledge to make valid predictions about precise features

of the data mainly concerning the shape of the latency

distributions, the analysis of the data will be mainly con­

cerned with orderly variations of RL and VAR(RL) for d. values
1

outside the psychometric range. Furthermore, since we possess

information on the level of performance of both Os in an ac-

curacy condition, we will look for an effect of the speeding

requirement on the precision of their discrimination.



4.2 Method.

Two Os were run in the experiment, 0 605 and 503.

Both Os had previously participated in expt 3. Since the

stimulus conditions were almost identical both Os can be con­

sidered as having had extended practice at discriminating

intermodal intervals in the present range .

. The experimental situation was similar to the L-T

condition in expt 3. The warning signal (cue light) was fol­

lowed 1 sec. later by the 10msec. light marker and feedback

(cue light) was given 2,4 sec. after the offset of the 10msec.

tone marker. The Os were required to answer as quickly as pos-

sible after the offset of the first marker. The response was

made by depressing a push button with the right hand index

for an Ro and the middle finger for an Rl response. Both fin­

gers were resting on the buttons throughout the experimental

session.

The main set D contained 4 elements partitioned sym­

metrically by an M.P. set at 250msec. Each element was presen­

ted an equal number of times in a random order during a block

of 140 trials; there were two such blocks in a session. So,

70 trials/di were collected in a session. The experimentation

was divided into two sections, training and experiment proper.

In the training sessions the Os were presented with various

intervals around M.P.=250msec., the 4 elements of D being

changed from session to session. However, the set D was always

117
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symmetrical. 0 605 ran through 10 training sessions and 0 503

had 20.

In the experiment proper, our interest was related to

values of d. outside the psycnometric range. Thus, response
1

latencies were obtained for three pairs of outside values:

400-100, 375-125, and 360-140msec.; the inside values were

constant at 310 and 190msec. The outside pair was changed

from session to session from the extreme to the inside and

the opposite, i.e. over six sessions d 3 would take values of

400, 375, 360, 360, 375, 400msec. These six sessions

represented a cycle. There were 6 cycles for 0 605 and 5 for

o 503. The last two cycles were used as experimental data.

Thus, 280 responses/d. were obtained for each outside value
1

and. 840 responses/d i for each inside value. There were 24

practice sessions for 0 605 and 18 sessions for 0 503. The raw

response latencies were measured to the nearest millisecond

from the offset of the first marker through a small computer

system (PDP-8E). The latencies had a.maximum around 3 sec.

determined by the presentation of the feedback signal 2.5

sec. after the offset of m
2

•



4.3 Results and Discussion.

The results will be discussed in terms of RL and

VAR(RL) averaged over estimates from each session rather than

from pooled results. Furthermore, unless otherwise indicated,

these estimates come from distributions where RL's>750msec.

have been eliminated. For 0 605 there were 13 such long RL's

out of a grand total of 3360 responses whereas for 0 503

there were 27 responses eliminated out of the same total.

Although our analysis will bear only on Ro to do and Rl to d 3

. we will also report RLo to d l and RLI to d 2 ·

Values of RL and VAR(RL) over all experimental cycles

for the three outside d. are reported in Fig. 13 for 0 605
1

and Fig. 14 for 0 503. In Fig 13 it is readily apparent that

both RLo and VAR(RLJ o ' and RLI and VAR(RL)1 decrease steadily

from cycle to cycle~ However, the last two cycles are very

comparable for both RL and VAR(RL). 0 503 does not display a

similar trend; neither VAR(RL)0 nor VAR(RL)1 show any improve­

ment over cycles. The RLl does increase over cycles whereas

P~o does not move in any direction except at do=lOOmsec. where

it increases over the first two cycles. As was the case for

discrimination data, it appears as though practice affects

differently various Os.

In section 4.1 the strongest predictions from the

real-time hypothesis concerned the difference between the

119



FIGURE 13. Mean and variance of response latencies at each

experimental cycle for 0 605 (140 trials/point)
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FIGURE 14. Mean and variance of response latencies at each

experimental cycle for 0 503 (140 trials/point)
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A-function and the B-function. The RLo and RLI are reported

in Fig. 15 for 0 605 and Fig. 16 for 0 503 as a function of die

A visual inspection of both Figures shows readily that the

pre0ictions are substantiated for both Os. Indeed, the B-func-

tions display a remarkable stability over d. values. It is
~

a very strong support for the hypothesis that these responses

are time-lockep to a single event in time, independent of die

Furthermore, the A-functions are c~early increasing functions

of d. which supports the assumption that. their trigger is
~

dependent on the termination of die However, the stronger

prediction describing the A-function as a linear slope 1

function is not quite corroborated. A linear least square curve

fitting shows both A-functions as having a slope of .68

which falls short of the predicted value. However the linear

fit accou~ts for 85% of the variance for 0 503 and 96% for

o 605 which can be seen from the slope 1 line that has been

fitted by eye to each A-function.

The VAR (RL) as a funct.ion of d. are presented in Fig.
~

17 for 0 605 , and in Fig. 18 for 0 503. It had been predicted

that VAR(RL)l should be constant over all values of d
i

, where­

as VAR(RL)o should not be a decreasing function of die An exam­

ination of these Figures shows VAR(RL)l as being indeed quite

stable, even though it is somewhat lower at d
3

=375msec. in

Fig. 18. Similarly. VAR(RL) displays little variation whicho

suggests that VAR(t2 ) is not a function of do. Finally,

VAR(RL)o and VAR(RL)l are very close to each another, in
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general, leading one to consider the possibility that in the

present situation t
2

and t
c

have equal variance distributions

and moreover that these variances are independent of die

The real-time criterion predictions can be further

tested by a detailed analysis of the RL and VAR(RL) in Table

13 and 14. For both Os, RLl are within 1 msec. of the mean

RL
l

for the three values of d 3 • However, 0 605 shows a RLl

22msec." faster than that of 0 503, on the average. Moreover,

VAR(RL)l is at l2l0msec. 2 for 0 605 and at 2537msec.
2

for 0

503, when VAR(RL)1 is averaged over the three d 3 .values. The

difference is even larger for average VAR(RL)0 and it is

three times larger at 2736msec. 2 for 0 503 than the estireate

? -
of 934msec.~ for 0 605. Finally, 0 605 shows an average RL. 0

lOmsec. faster than 0 503. Thus, 0 605 displays faster and

more stable RL's by comparison with 0 503. However both Os

are definitely showing results typical of the real-time

criterion hypothesis.

The response latency distributions are reported in

Fig. 19,20,21, and 22. The similarity between the ~hree d 3

distributions is striking in Fig. 19 and is also very good in

Fig. 21. In Fig. 19, the occurrence of a good proportion of

responses before the actual value of d i in the d
3

=400msec.

function does support the predictions of the real-time criter­

ion hypothesis concerning responses not only being triggered

but also registered before t 2 " On the other hand, the three

do distributions, in Fig. 20 and 22, are clearly separated



Table 13

Mean and variance of response latencies for the

outside members of the set D for 0 605.
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d. RL (msec.) VAR (RL) (msec~) RL-d. RL-d d
J. J. C c

lob 323 889 223

125 336 873 211

140 351 1039 211

X 934 218

360 449 1109 89 204 245

375 448 1070 73 204 244

400 447 1451 47 195 252

X 448 1210 201



Table 14

Mean and variance of respo~se latencies for the

outside members of the set D for 0 503.
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d. RL (msec.) VAR (RL) (msec?) RL-d. RL-d d c1 1 - c

100 335 2961 235

125 343 2729 222

140 364 2519 224

X 2736 227

360 471 2926 III 247 224

375 469 1969 94 238 231

400 470 2717 70 241 229

X 470 2537 242



_. --------------------

100

2
ffi

ffi 75
a.
fiJ
(/)
2
~ 50(/)

~
u.
0

ffi 25(D

§

Obs. 605

400 450 500 550 600

TIME SINCE OFFSET OF M1

msec.

FIGURE 19. Number of responses per 25msec.. b~ for RL1 to each- d3 value for 0 605

(280 responses/d3). ~w
o



Obs.605
100

~ /'00m

& 9--.. /'25
I "75 ..... ....

l(

tn ·~._J40
~ '\"\~
ID 50 \ .0:

\ \
~ \ ,

ffi \ \
\ .

~ 25 q, \
.z \

\\, .,
'k-- -\-:.hg I msec.

200 250 300 350 400 450 500

TIME SINCE OFFSET OF M1
..

'FIGURE 20. Number of responses per 2smsec. bin for RLo to each do for 0 605

(280 responses/do). I-'
W
I-'



msec.
650600550500450400350

100 t Obs. 503

~
m
a::
UJ 75a.

ill
(J)
2
0
0- t

~
50. /7 . 400'

\
u..

I'

0 1/ \~

a:: ''\UJ
1/

en 25
~

P'
:::> /~

B.'

2
'\

"

,"-
TIME SINCE OCCURRENCE OF M,

FIGURE 21. Number of responses per 25msec. bin for RL1 to each d3 value

for 0 503 (280 responses/d3)·
......
w
rv



Obs.503
100

500450400350

/~
. \/125

\(\/140
\~\ \

\, \, .
, \
b. .

'" \, .
0.\... .... ...

300

, /, .
,/ /

/)'
--~.

250200

~
CD
a::
~ 75

~
(f)a
a.
~ 50

u.
o

ffi§ 25

TIME SINCE OCCURRENCE OF M1

FIGURE 22. Nurrtler of responses per 25msec. bin'for RLo to each do value for 0 503

(280 responses/do). ....
w
w



134

from each another while being similar in shape. Thus, in

general, the examination of latency distributions corroborates

the previous argumentation in terms of mean and variance. How-

ever, because of the small number of responses in each

distribution (max. 280 responses) we do not wish to carryon

the discussion on the definition of the general function best

representing these distributions.

In order ·to have a better idea of the speed at which

the responses were made after t 2 or t c one has to remember

that RL's are measured from the offset of mI. Thus RL =RT +d.
001

and RLI=RTl+dc ' where RT represents the actual reaction time

as measured from the time of occurrence of the appropriate

trigger.

averaged

The transformation is readily done for RT : and RT
o· 0

over the three d values is 2l8msec. for 0 605 and
o

227msec. for 0 503. However, the estimation of RT I is

complicated by the lack of objective means of determining t c

which would then give the duration of d
c

. An estimate of dc

could be obtained indirectly by the use of the discrimination

data. Indeed, it can be argued that an 0 would discriminate

at chance level if t
2
=t

c
ana if t 2 ane t

c
have symmetrical

distrihution functions. Then, by definition P(t2<tc )=P(t2>tc )

and P(Ro )=P(Rl )=.5. Thus, for each of the three D-sets,

P(Rlldl) and P(Rlld2) \~ere used to estimate the point d c where

P(R1 )=.5. The estimation was done by linear interpolation. The

discrimination data are reported in Table 15 and the outcome

of the estimation procedure appears in Tables 13 and 14. The



Table 15

Estimates of P(R1 ) at all d i and overall P(c)

for 0 503 and 0 605.
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0 do P( R1 Ido ) d 1 P(R1 Id1 ) d 2 P( R1 Id 2 ) d 3 P( R1 Id 3 )

503 100 .0107 190 .3031 310 .9713 400 .9778

125 .0285 190 .2459 310 .9710 375 .9856

140 .0212 190 .2686 310 .9724 360 .9793

X .0201 .2725 .9715 .9809

P(c) .9155

605 100 .0035 190 .1296 310 .9207 400 .9107

125 .0142 190 .1399 310 .9249 375 .9105

140 .0142 190 .1192 310 .9021 360 .9142

x
P(c) .9222

.0105 .1282 .9159 .9118
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estimate of d is 228mscc. for 0 503 and 247msec. for 0 605c

which yields an RT1 of 201~sec. for 0 605 and one of 243msec.

fa): 0 503. These are relatively fast RT,s since we are dealing

with choice reaction time. It is interesting to note that the

difference between RT l and RTo is around l5msec. for both Os.

That difference could originate in the use of two different

fingers for the two responses.

It could be assumed that a large proportion of VAR(RL)

is linked to variability in discrimination stage rather than

in the motor response production stage of the total time taken

to output a response. In such a case, there should exist a

direct relationship between VAR(RL) and accuracy as given by

the discrimination data. An examination of Table 15 shovls

both as as having a similar performance in terms of P(c)

averaged over all d i • However, a closer analysis indicates a

difference in accuracy hetween the as when the outside

members of the set D are considered. Indeed, the index £ as

defined in eq. 3 is at .0419 for a 503 and .0987 for 0 605.

It could very well be that the larger £ reflects the effect

of faster RT's for 0 605. Indeed, it is a commonly accepted

fact that faster RT's are likely to be linked to a larger

proportion of erroneous responses (Audley, 1974).

As we mentioned in section 4.1 we have, for both as,

information on their level of performance under conditions

that can be described as accuracy conditions. They ran in

expt 3, and since no mention was then made about speeding of
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responses it can be assumed that response time was not an

active variahle in determining performance. Unfortunately, we

do not possess any response latency data to substantiate that

claim. Yet, performance from expt 3 can be readily compared

with the present one since it was obtained with a set D of

100,200,300, and 400msec. after extended practice. Psycho­

metric functions for speed (expt 7 ), S-function, and accuracy

(expt 3), A-function, conditions are presented in Fig. 23.

A visual inspection of the Figure does not reveal any striking

difference between them. The main feature is a break in the

upper segment of the S-function. Inaeed, while the A-function

is a monotonic increasing function of d i , the S-function is

non-monotonic ~or d i >3l0msec. This flat portion in the

S-functions could be linked to the use of a real-time criterion

in the speed condition. A better analysis of the speed-ac-

-curacy relationship could be performed by comparing estimates

of discrimination indices under both conditions. Estimates of

q ~nd E were calculated for each 0 under both conditions and

are reported in Table 16. The major difference between speed

and accuracy appears for 0 605 in the index of non-process

error E. Indeed, £ increases from .004 in the A condition to

.0987 in the S condition. Thus, it is likely that the stress

placed on quick responding induced a higher rate of non-process

error. The interesting point is that if the increase in error
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Table 16

Estimates of q and E under speed and accuracy conditions

for Os 605 and 503.

Condition Index

605

Observer

503

ACCU:Lucy

Speed

q

E

q

£

82.54(msec.)

.004

80.64

.0987

21083.9(msec. )

1210

115.46

.0566

116.27

.0419

2253

2537
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is only related to non-process errors, the index of discrimin-

ability q, when corrected for errors, should remain unchanged.

The results show a negligible difference of 1.9msec. between

the estimates of q in speed and accuracy condition for 0 605.

The results aTe even clearer for 0 503 with a difference of

.08msec. However, in the case of that 0 the level of E

decreases by .015 in the speed condition. Thus, it does

appear ·that the speeding of responses did not produce a deter-

ioration of discriminative power.

However, the present analysis implies the acceptance

of an interval measurement model that is not supported by the

response latency data. So, it is useful only in as much as

it des~ribes quantitatively the variability of the Os'

responses as a function of die Yet, it could be interesting

to consider the index q in relation to the variance of the

response latencies. More precisely, if we assume following the

onset-offset model that the density distribution of t
c

is

triangular with variance q2/6 , that variance could be compared

to VAR(RL)1. Indeed, since the onset-offset model proved to

accurately describe the variability of a timing systero, and

d c is the only variable involved in time-keeping in the present

situation, RLl only will be considered. There is evidence

(Kristofferson, 1973) that the major source of variability in

response tiI~ing originates in the tine-keeper itself. Thus,

we should expect q2/o to approach VAR(RL)1. The results are

quite interesting; the real-time criterion variance estimated
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from q2/6 , as shown in Table 16, accounts for 89% and 88% of

the total response variance for 0 605 and 0 503 respectively.

It appears that increasing our comprehension of the mechanism

underlying duration discrimination, the present experimental

situation could provide a powerful means of relating directly

response time to psychometric performance. In view of such a

relationship, it becomes important to obtain response latencies

at larger M.P. values. Since q has been shown to increase

with M.P., for large shifts in M.P., one should observe an

increase in VAR(~L)1 proportional to the increase in q if

the present relationship holds.

It has become evident that the measurement of response

latency can be crucial to determine the operational charac­

teristics of a central timing device. In that line of thought

it could be useful in checking an hypothesis put forward in

section 2.5. Indeed, it was argued that the SS method might

not enable an 0 to use a real-time criterion mechanism. The

present results undoubtedly show that even with the M.-F.

method the 0 has at least two different classes of mechanisms

he can use to perform a duration discrimination. Furthermore,

the evidence suggests that the onset-offset medel could be

modified to account for the behavior of both response latency

and probability data.



V SUMMARY AND CONCLUSION

The basic go~l of the present work was to obtain a

better understanding of the functional characteristics of

timing devices operating in human duration discrimination.

The usefulness of intermodal signals to study central

temporal processors was demonstrated through an analysis of

the literature on temporal order judgement and successiveness

discrimination tasks. The absence of information on intermodal

duration discrimination forced us to engage in a double

investigation: first, determining the discrimination function

of Os, and second evaluating quantitative models of duration

discrimination in an intermoual situation. Most of the

experimentation ,vas done with intervals of less than lsec.

This decision to concentrate on shorter intervals followed

from the discrepancy observed in that range between the

discrimination function obtained in expt 1 (reported in Rous­

seau & Kristofferson, 1974) and the classical function mention­

ned by most authors.

In the second Chapter we evaluated the importance of

some stimulus variables in the intermodal situation of expt 1

In expt 2 large variations in the duration of ml did not yield

any change In overall P(c) averaged over four Os. Thus, the

possibility that the use of brief markers would have produced

temporal uncertainty is largely reduced. Similarly, in expt 3

142
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minimal differences' in overall P(c), averaged over six as,

was reported when a tone-light sequence was compared to a

light-tone sequence. The light offset used in expt 1 appeared

as reliable a signal as a tone offset. Thus, the intermodal

feature of the intervals can be considered as the operating

variable in these two experiments.

We observed a drastic effect of the psychophysical

method used in a given experiment. Indeed, Fig.7 displays

two discrimination functions each one associated with a

particular .method. The t1.-F. method gave a function character­

ised by DT 75=KT, and the 88 method's function is best

described by DT 7S=K. It is important to note that the dif­

ference in DT
7S

observed at short durations has been cor­

roborated in expts 2 and 3, and again in expts 5 and 6. Thus,

such a result is not likely to be accidental. If DT7S is

considered as a measure of internal variability, the use of

the M.-F. I~ethod seems to enable the operation of a timekeeper

whose vari~bility decreases when the- duration of intervals to

be assessed is reduced belo\~ a critical value of 700msec.How­

ever, the 88 method suggests the existence of a timing device

whose variability is constant at a relatively high level. Thus,

in intermodal conditions more than one timekeeper is available

to the a and the structure of the set D enables one or the other.

Although no direct comparison of intra and intermodal

duration discrimination was done in the present work DT
7S

/T

have been co~pared. Refering to Table 1, we can see that in
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intramodal conditions the ratios are around .10 in most cases.

As far as the intermodal intervals are concerned, the M.-F.

method yielded ratios of approximately .20 around M.P.=500

msec. increasing up to .4 at the lower bound. Even though

the 55 method does not give a constant ratio, performance at

different T values can be expressed in terms of a Weber ratio.

It is at 1.6 for T=lOO and decreases to .27 at T=600msec.

which is close to the M.-F. method results. Then, as T is

further increased the ratio is reduced reaching the level of

intramodal tasks at T=2000msec. Thus, in general, intra and

intermodal intervals at the same time as M.-F. and 55 methods

yield definite differences in performance for durations below

700msec. In that range, the timing mechanisms are more sens-

itive to certain features of discrimination tasks.

However in that very same region, the psychometric

functions of intra and intermoda1 duration discrimination

showed an orderly relationship in the 5D/DT75 ratio. In Table

2 the ratio was somewhat constant at 1.8. The constancy of

the ratio will be further evaluated by comparing ratios from

average psychonetric functions of expt 1 (four d values) ,o

expt 5 (C.P.=300msec.), expt 6, and the three intramodal

experiments reported in Table 2. The ratios are presented in

Fig. 24; the linear relationship is striking. A least square

linear curve fitting was performed on the function which

yielded a slope of .48 and an intercept of 6.1. Furthermore,

98.6% of the variance in the function is accounted for by the
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linear fit. So, the. relationship is clear and representative

of intra and intenmodal psychometric functions. In general,

DT
75

is half the value of the standard deviation which is a

strong indication that a COIDnlOn timing mechanism is operating

in all these situations.

The accuracy of the Os being proportional to the SD

it is interesting to recall that in section 1.4.2.3 Kinchla's

DTmodel predicted that SD=QT. Since we have shown that SD/DT=.48

the model predicts that value to be equal to the inverse of

the d' corresponding to a P(c)=.75 which is 1/2Z(c)75=.74.

This is somewhat larger than the observed value.

It was not possible to determine the specific charac-

teristics of the central timekeeper. However, di(I) was shown

to have a symmetrical distribution and a vari~nce which is an

increasing function of M.P.While both models fit well the data

obtained with the M.-F. method, the constant DT75 function of

expt 1 is more readily amenable to the onset-offset model since

it simply requires q to be constant over T. However, while A

was shown to increase over M.P. with the M.-F. method, it

would have to decrease over T in order to fit the SS method's

results, which makes the Poisson counter model somewhat

awkward to apply generally. The adequacy of the onset-offset

model to account for intermodal duration discrimination in-

creases the power of the model. Indeed, many authors (Allan &

Kristofferson,l974a) have shown that model to fit intramodal

dur~tion discrimination. However, intermodal estimates of q
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when compared to those for auditory empty intervals (Kristof­

ferson, 1973) are roughly three times larger on the average.

At M.P.=300msec. intermodal q is at 93msec. and auditory q

is around 30msec.; similarly they are at 200msec. and 65msec.

respectively for M.P.=600msec.

The measurement of response latencies in duration

discrimination has brought us one step forward in the under­

standing of timing mechanisms. Indeed, we have definitely

shown that an 0 does not necessarily perform an interval

measurement in duration discrimination. The reduction of

duration discrimination to temporal order discrimination is of

definite interest for future modeling. Also of interest is the

finding that response latency variance is directly related

to psychometric variance. The similarity between q2/6 and

VAR(RL)l allows one to consider the existence of a timekeeper

which can be used as an interval timer or as an lI a l arm clock".

That is to say, the timer can be controlled by external events

ml and m2 or set to a specific value,dc . In that way, it would

be a counter-timer whose characteristics would originate in

a common timekeeper.
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Table ·Al

Individual P(R1Idi), P(c) and d' at do=100msec.

153

0 P( R1 Id i ) P( R1 Ido ) P(c) d'

d 1=150

30 .4536 .4036 .5250 .12

31 .2975 .2724 .5126 .08

32 .4286 .2250 .6018 .43

33 .5572 .4286 .5643 .33

d 2=250

30 .6714 .1357 .7679 1. 52

31 .5857 .1630 .7091 1.19

32 .7607 .0857 .8375 2.10

33 .7429 .2643 .7393 1.28

d 3=350

30 .8286 .1072 .8607 2.14

31 .7000 .1936 .7531 1.36

32 .8786 .0357 .9214 3.06

33 .9000 .1036 .8982 2.56

d 4=450

30 .9929 .0107 .9911 4.64

31 .8500 .1179 .8661 2.22

32 .9786 .0107 .9839 4.37

33 .9714 .0107 .9804 4.20

d 5=700

30 .9928 .0036 .9946 4.64

31 .9570 .0714 .9428 3.22

32 .9679 .0250 .9714 3.93

33 .9964 o. .9982 4.64
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Table A2

Individual P(R1Idi>, P(c) and d' at do=600msec.

0 P (R1Idi) P( R1 Ido > P(c) d'

d 1=650

12 .. 6714 .3108 .6803 0.94
13 .5848 .4400 .5724 0.35
14 .5053 .3656 .5698 0.36
15 .4358 .4008 .5174 -0.08
16 .4821 .3929 .5392 0.23
17 .5719 .3827 .5945 0.48

d 2=750

12 .8884 .1179 .8850 2.35
13 .6870 .2350 .7261 1.21
14 .7678 .2179 .7750 1.51
15 .5923 .1723 .7115 1.18
16 .6428 .2286 .7071 1.10
17 .7810 .1770 .8010 1.68

d 3=850

}2 .9467 .0684 .9389 2.95
13 .7970 .1637 .8168 1.48
14 .9458 .2179 .8635 2.32
15 .7706 .0646 .8530 2.21
16 .6250 .2010 .7119 1.14
17 .9285 .0932 .0120 2.74

d ==9504
12 .9856 .0180 .9840 4.10
13 .8029 .1268 .8376 1.97
14 .8750 .0965 .8897 2.41
15 .8230 .0330 .8962 2.80
16 .7785 .0790 .8500 2.17
17 .9175 .0466 .9388 3.04

d
a

=1050
12 .9960 . 000 .9980 4.64
13 .9138 .0480 .9330 2.98
14 .9640 .0608 .9517 3.30
15 .9298 .0111 .9594 3.79
16 .7850 .0825 .8512 2.17
17 .9784 .0286 .9740 3.93
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Table A3

Individual P(R1Idi>, P(c) and d' at do=1200rnsec.

0 P( R1 Id i } P( R1 Ido > p(c) d'

d 1=1250

20 .5536 .3118 .6208 .64
21 .5143 .3835 .5653 .33
22 .6533 .3880 .6318 .64
23 .5214 .4143 .5536 .26
24 .5153 .4982 .5081 .02
25 .6357 .4107 .6125 .56

d 2=1350

20 .6895 .1322 .7792 1. 64
21 .7645 .2079 .7784 1.50
22 .7428 .2509 .7460 . 1.32
23 .6464 .3000 .6732 .88
24 .6714 .3477 .6619 .80
25 .8322 .1536 .3893 1.99

d 3=1450

20 .9464 .0286 .9589 3.43
21 .9322 .0786 .9268 2.87
22 .8346 .1455 .8446 2.03
23 .7885 .2313 .7746 1.48
24 .7266 .2679 .7294 1.22
25 .9478 .0679 .9398 3.11

d 4=1550

20 .9921 .0000 .9960
21 .9679 .0572 .9554 3.43
22 .9134 .1223 .8955 2.52
23 .8786 .1770 .8518 2.12
24 .8602 .1964 .8319 1.96
25 .9711 .0107 .9803 4.20

d 5=1800

20 .9970 .0030 .9970 4.64
21 1.0000 .9921 .9960
22 .9491 .0609 .9441 3.19
23 .9536 .0357 .9589 3.52
24 .9322 .0857 .9232 2.87
25 .9964 .0179 .9893 4.37



Table A4
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Individual P( R1 Id i ) , P(c) and d' at do=2000rnsec.

b P( R1 Id i ) p( R1 Ido ) P(c) d'

d 1=2100

5 .6762 .3719 .652 .77
6 .5666 .4782 .544 .23
9 .6654 .3063 .680 .92

10 .7598 .2786 .741 1. 28
11 .7383 .3786 .680 .94

d 2=2200

5 .8136 .1589 .827 1.87
6 .6535 .2929 .680 .94
9 .8654 .2322 .816 1.82

10 .8714 .1470 .862 2.17
11 .8561 .2858 .785 1.64

d 3=2300

5 .9535 .0968 .929 2.92'
6 .7464 .1786 .784 1.59
9 .8953 .1782 .859 2.14

10 .8964 .0500 .923 2.92
11 .8678 .1112 .878 2.36

d 4=2400

5 .9749 .0322 .971 3.76
6 .7977 .1358 .832 1.92
9 .9250 .0572 .934 3.11

10 .9464 .0643 .936 3.11
11 .8996 .1750 .862 2.20

d 5=2600

5 .9781 .0288 .975 3.93
6 .9780 .0210 .944 4.10
9 .9714 .0472 .964 3.69

10 .9783 .0179 .980 4.10
11 .9821 .0286 .977 3.93



Table A5

Linear least square fit individual slope + intercept.
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Base duration
2Obs Slope Intercept r

100

30 .0101 -.2550 .9527
31 .0055 .0852 .9572
32 .0132 -.1092 .9928
33 .0112 -.2825 .9763

X .0100 -.1403

600

12 .0101 .5725 .9487
13 .0060 .0930 .9612
14 .0070 .2580 .8937
15 . .0092 -.2705 .9833
16 .0050 .1245 .9058
17 .0087 .2370 .9451

X .0076 .1690

1200

20 .0140 -.1892 .9740
21 .0127 -.3383 .9979
22 .0064 .3575 .9940
23 .0062 -.0510 .9999
24 .0051 -.0581 .9766
25 .0128 -.0258 .9951

X .0095 -.0508

2000

'5 .0108 -.2967 .9998
6 .0057 -.2600 .9764
9 .0064 .3550 .9720

10 .0082 .4833 .9976
11 .0056 .4289 .9363

X .00734 .1421



Table A6

Individual estimated of P(c) for each cycle in expt 2

at three durations of the light marker.
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Observer Cycle Duration of the light Marker (msec. )

10 500 4000

100 1 .85 .96 .95
2 .90 .94 .97
3 .81 .91 .95
4 .80 .96 .91
5 .89 .94 .89
6 .92 .93 .97

102 1 .77 .68 .73
2 .65 .70 .65
3 .71 .70 .73

103 1 .57 .74 .63
2 .60 .67 .50
3 .57 .49 .61
4 .57 .55 .51
5 .51 .66 .65
6 .55 .55 .44

1 1, .77 .81 .73
2 .79 .83 .80
3 .73 .81 .84
4 .77 .80 .80
5 .79 .77 .74
6 .73 .73 .78



Table A7

Estimates of P(R1 Idi ) averaged over two sessions at

M.P. values in the range of 175-1200msec. for 4 Os.
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Obs d. P (R1 ' d.) d. P( R1 Id i ) d. P (R1 ' d i ) d: P (R1Idi)
~ ~ ~ ~ ~

304 100 .113 100 .039 200 .053 275 .039
150 .325 150 .146 250 .173 325 .140
200 .646 250 .874 350 .853 475 .859
250 .946 300 .986 400 .939 525 .846

350 .013 450 .113 500 .046 600 .126
425 .160 525 .299 625 .266 725 .259
575 .906 675 .660 775 .770 875 .670
650 .986 750 .770 900 .863 1000 .799

650 .065 750 .019 850 .080 8850 .040
825 .253 925 .253 1025 .319 1100 .160
975 .619 1075 .766 1175 .739 1300 .733

1150 .886 1250 .926 1350 .946 1550 .973

1 100 .066 100 .060 200 .054 275 .053
150 .262 150 .146 250 .293 325 .162
200 .646 250 .783 350 .876 475 .902
250 .898 300 .939 400 ,.946 525 .946

350 .053 450 .106 500 .060 600 .053
425 .194 525 .300 625 .237 725 .189
575 .907 675 .816 775 .695 875 .623
650 .973 750 .857 900 .866 1000 .892

650 .041 750 .128 850 .100
850 .294 925 .336' 1085 .410
975 .641 1075 .687 1175 .746

1150 .917 1250 .906 1350 .837



Table A7 (continued)
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Obs d. P(Rlldi } d. P (Rlldi) d. P(Rlld.} d. P(Rlld.}1. 1 1. 1 1. 1

.302 100· .093 100 .000 200 .039 275 .026
150 '.253 150 ~273 250 ~219 325 ~099
200 .706 250 .893. 350 .906 475 .926
250 .933 300 .966 400 .979 525 .973

350 .000 450 .013 500 .000 600 .006
425 .055 525 .106 625 .080 725 .080
575 .933 675 .886 775 .839 875 .853
650 1.000 750 .993 900 1.000 1000 .986

650 .000
825 .120
975 .706

1150 .933

301 100· .013
200 .130
400 .885
500 .980

200 .026 300 .026 375 .033 475 .048
300 .185 400 .155 500 .176 575 .183
500 .972 600 .872 700 .767 825 .650
600 .973 700 .945 825 .861 925 .783

500 .073 600 .074 700 .074 800 .067
650 .299 750 .156 850 .206 950 .194
950 .838 1050 .610 1150 .686 1250 .723

1100 .945 1200 .779 1300 .823 1400 .841
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INDIVIDUAL ESTIMATES IN EXPERIMENTS 5 AND 6.
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Table Bl

Parameters of the least square linear fit to the last

five sessions, coefficient of determination and total number

of sessions, N, at each C.P. for three Os in expt 6.

o

201

2b

17

C. P. (msec. )

280

300

320

260

300

340

280

300

320

Slope

.,0017 .

-.0055

.0104

-.0112

.0009

.0022

-.0078

-.0031

-.0090

intercept

,.6849

.7465

.7076

.7401

.7886

.7802

.7310

.7181

.7604

,0292

.0064

.0886

.2787

.0467

.0126

.1230

.1390

.2460

N

~9

23

17

19

21

16

23

21

16



163

Table B2

-Observed P(R1Idi) and Zc(R1Idi) and Predicted Zc(R1Idi) estimated

with minimum sum of squared deviations for each 0 in expt 5

0 d. P (R1Idi) Zc (R1 Id i ) Zc (R1 [d i ) tdev2
l.

6 450 .0222 ... 2.0115 -2·.1474

550 .1688 -.9588 -.6811

650 .7288 .6093 .5337

750 .9466 1.6130 1.5767 .1026

15

1

450

550

650

750

450

550

650

750

.0266

.. 2888

.7496

.9555

.08

.2977

.6517

.8789

-1.9344

-.5570

.6732

1.7011

-1.4053

-.5312

.3902

1.1696

-1. 9630

-.5252

.6671

1.6919

-1.4577

-.4395

.4043

1.1292

.00195

.0129
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Table B3

- -
Observed P(R1Id1.') and Z (R1Id.) and Predected Z (R1Id.) est-c 1. c 1. .

.. imates.with minimum sum of squared deviations for 0 2b.

C.P..

260

300

340

"d.
1.

240

280

320

240

280

320

360

240

280

320

360

.3203

.6201

.8611

.1245

.3511

.6667

.9067

.0210

.1111

.3556

.6435

-
Z (R1Id.)c 1.

-.4671

.3060

1.0853

-1.1529

-.3826

.4311

1.3210

-2.0340

-1.2210

-.3705

.3681

Z (R11 d. )C 1.

-.4552

.3115

.9769

-1.2374

-.2958

.5139

1.2298

-2.1466

-1.1593

-.3098

.4382

21:dev

.01631

.0290

.0249
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Table B4

.... ....
·Observed P(R1IdJ.') and Z .(R1Id.) and Predicted Z R1Id.) est-c J. c J. .

imates with minimum sum of square~ deviations for 0 17.

C.P. d.J.
- ....
P(R1 Id i ) Zc(R1 Id i ) Zc(R1 Id i )

21:dev

280

300

320

270

290

310

330

270

290

310

330

270

290

310

330

.3921

.6145

.7528

.8603

.1333

.3049

.5580

.7098

.0674

.2235

.3017

.5265

-.2741

.2913

.6833

1.0817

-1.1110

-.5105

.1461

.5529

-1.4957

-.7604

-.5197

.0666

-.2434

.2348

.6815

1.1010

-1.0927

-.4844

.0827

.6144

-1.4553

-0.9200

-0.4215

.0454

.0045

.0088

.0372
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Table B5

.... ....
Observed P(R1Idi) andZc(R1Idi) and Predicted Zc(R1Idi) est-

~mates with minimum sum of squared deviations for 0 201 .

C.P.

280

.300

320

d.
1.

'270

~90

310

330

270

290

310

330

270

290

310

330

.3472

.5778

.7833

.9056

.2267

.4178

.6089

• 7956

.1445

.1900

.3240

.6158

....
Z (R11 d. )

C 1.

-.3932

.1965

.7833

1.3144

-.7497

-.2077

.2767

.8259 .

-1.0603

-.8778

-.4568

.2947

Z (R1 ' d. )C 1.

-.4015

.2086

.7782

1.3129

-.7687

.2116

.3071

.7937

-1.2052

-.7322

-.2916

.1211

.00024

.0023

.0996



Table B6

Estimates of S., 6 (R1 d.), £ and a for three Os
l. q l.

at C.P. of 600msec.

167

0 d. P( R1 Id i ) S. 6q(R1Idi) E
l. l.

6 350 .0044 .0000 -1.0000 .0178 .2471

450 .0222 .0181 -0.8096

550 .1688 .1673 -0.4213

650 .7288 .7375 0.2754

750 .9466 .9592 0.7143

850 .9866 1.0 1.0

1~ 350 .0044 .0000 -1.0000 .0267 .1647

450 .0266 .0228 -0.7864

550 .2888 .2922 -0.2355

650 .7496 .7692 0.3108

750 .9555 .9772 0.7864

850 .9777 1.0 1.0

1 350 .0359 .0000 -1.0000 .0939 .3817

450 .0800 .0487 -0.6878

550 .2977 .2889 -0.2397

650 .6516 .6797 0.1997

750 .8789 .9300 0.6270

850 .9419 1.0 1.0



Table B7-

Estimates of B., b (R1Id.), € and a for 0 2b
~ q~

at three C.P. values.
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C .P. d P(R1 /d i ) B. b (R1 ' d. ) a(msec.)· i ~ q ~

260 150 .0195 .0000 -1.0000 .0528 .3684

240 .3203 .3176 -0.2030

280 .6201 .6341 0.1446

320 .8611 .8886 0.5279

360 .9333 .9648 0.7347

450 .9667 1.0 1,0

300 150 .0445 .0000 -1'.0000 .0311 .1429

240 :1245 .1239 -0.5023

280 .3511 .3578 -0.1541

320 .6667 .6835 0.2044

360 .9067 .9315 0.6290

450 .9733 1.0 1.0

340 150 .0000 .0000 -1.0 .0472 .0000
240 .0111 .0117 -0.8473

280 .1111 .1166 -0.5171

320 .3556 .3732 -0.1361

360 .6435 .6754 0.1992

450 .9528 1.0 1.0



Table B8

Estimates of B., A (R1Id.), E and a for 0 17
~ q ~

at three C.P. values.
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G.P. d. P (R1Idi) B· Aq (R1 d i )(msec. ) ~ ~

280 150 .0027 .0000 -1.0 .0027 1.0000

270 .3921 .3904 -0.1163
290 . .6145 .6134 0.1207

310 .7528 .7521 0.2958

330 .8603 .8599 0.4707

450 1.0 1.0 1.0

30'0 150 .0000 .0000 -1.0 .• 0090 .0000

270 .1333 .1346 -0.4813

290 .3049 .3049 -0.2155

310 .5580 .5631 0.0652

330 .7098 .7163 0.2467

450 .9910 1.0 1.0

320 150 .0000 .0000 -1.0 .0084 .0000

270 .0674 .0680 -0.6313

290 .2235 .2259 -0.3286

310 .3017 .3042 -0.2200

330 .5265 .5310 0.0315

450 .9916 1.0 1.0



Table B9

Estimates of B., ~ (R1 !d.), £ and a for 0 201
1. q 1.

at three C.P. values.
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C.P. d. P (R1Idi) B· ~q(R1Idi) £(msec. ) 1 1.

280 150 .0167 .0000 -1.0 .0167 1.0000

270 .3472 .3362 -0.1801

290 .5778 .5706 0.0733

310 .7833 .7797 0.3362

330 .9056 .9040 0.5617

450 1.0 1.0 1.0

300 150 .0134 .0000 -1.0 .0134 1.0000

270 .2267 .2161 -0.3425

290 .4178 .4098 -0.0858

310 .6089 .6045 0.1106

330 .7956 .7928 0.3562

450 1.0 1.0 1.0

320 150 .0000 .0000 -1.0000 .0022 .0000

270 .1445 .1449 -0.4618

290 .1900 .1905 -0.3828

310 .3240 .3249 -0.1939

330 .6128 .6146 0.1220

450 .9972 1.0000 1.0000


