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The process of accretionary growth in molluscs is examined and a new growth equation suitable for accretionary growth is proposed and derived. The morphology of the shell in the Ammonoidea (Mollusca, Cephalopoda) is described and the morphogenesis simulated by means of theoretical models. In the case of the characterization of morphology, the shell is described by a set of objective descriptors that can be used in taxonomy. The morphogenesis of the ammonoid shell is explained in terms of static equilibrium of the secreting mantle and a diffusive process that mediates the actual precipitation of shell material on the growing edge of the shell. Different morphologies arise from varying the boundary conditions in the resulting differential equations.
ABSTRACT

A new theoretical equation for growth, suitable for accretionary growth, is developed. Allometric growth is a special case of the phenomenon of anisometry and is probably produced by the combination of two or more growth processes governed by exponential laws.

The morphology of the molluscan shell in general, and of the ammonoid cephalopod's in particular, is represented by a set of descriptive models that emphasise the instantaneous cross-section rather than the total accretionary form. A measure of complication for non-rectifiable curves (of which the ammonoid suture line is an example) is proposed. A mechanistic model for the morphogenesis of the shell simulates the rates at which shell material is accreted and the static equilibrium of the mantle-shell edge and reproduces morphologies that closely resemble those of actual fossil ectocochliate cephalopods. A possible explanation of the phenomena of homeomorphy and iterative evolution, common in ammonoids, lies in their ability to produce similar morphologies with different sets of morphogenetic instructions.
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CHAPTER 1

INTRODUCTION

The ectocochliate cephalopods, all extinct with the exception of the Indo-Pacific genus *Nautilus*, constitute a remarkably homogeneous group, as far as their natural history is concerned. Exclusively marine and largely nektonic, they dominated the seas during most of the Palaeozoic and all the Mesozoic, when they form a substantial portion of the fossil invertebrate faunas of all marine zoogeographical regions and environments; their ubiquity was increased by the widespread post-mortem dispersal of their shells, most of which could be transported by drift far beyond the area of their living range (Reyment, 1958, 1970). In a similar manner, the dead shells of present day *Nautilus* drift to the Gulf of Siam and the shores of the Japanese islands, more than 2000 km away from the nearest extension of the live animal's range (Stenzel, 1965).

The morphology of the shell is relatively simple and probably for this reason the literature on its geometry is extensive (see Thompson, 1942, and Raup, 1966 for reviews). Raup (1966, 1967) produced a model that accounts for the coiling geometry of accretionary shells in an illuminating way; as he points out, however (Raup, 1966, p. 1181), the total morphology of any given shell comprises many other characters not considered.
by the model. Some of those characters are analyzed in the present work (Chapters 3 and 4) and some have escaped a systematic treatment (Chapter 5).

Among the ectocochliate cephalopods, the Ammonoidea are striking because of the variety of their external shell morphology. Many different combinations of their morphological attributes were produced in the course of their evolution, and since most of these attributes are easily measured, the taxonomy of the ammonoids and then their phylogeny, have been the subject of intensive study for the last one hundred years. This study has been extremely rewarding from the viewpoint of biostratigraphy, but much less so for the study of evolution, a field to which ammonoids promised to give much useful evidence.

In biostratigraphy, the discriminatory power of ammonoids as time markers remains unexcelled. This is particularly true of the Mesozoic, where although biostratigraphic frameworks based on faunal successions of other fossil groups are practicable, "... such schemes of classification and correlation are makeshifts and liable to be overthrown by the discovery of a single ammonite". (Arkell, 1956, p.13).

The biostratigraphic zonation of the Mesozoic is accordingly based entirely on ammonite successions and it allows a time resolution in worldwide biostratigraphic correlation of the order of one million years; finer resolutions are attainable in local successions.
In evolutionary palaeontology, on the other hand, far less success has been forthcoming. We now that these animals evolved fast, (ca. one species per half million years), but the significance of most of their adaptations is obscure, as is the function of the details of their morphology. Or, if a function is suspected, its mechanics are unclear and remain to be worked out. Although something is known about the hydrostatics (Trueman, 1941; Reyment, 1958; Raup, 1973) and the hydrodynamics (Kummel and Lloyd, 1955; Chamberlain, 1971) of the shell, these factors do not seem to have played a very important role in the evolution of the ammonoids, and certainly are not reflected in their taxonomy or their inferred phylogenetic lineages. In the Ammonitina, the mode of variation, origin and significance of the three most significant morphologic characters used in the taxonomy of the group, namely the coiling geometry, ribbing and septal structure, are the subject of varying interpretations; some mechanical interpretations are available (Pfaff, 1911), including some based on experiment (Chamberlain, 1971), but their significance is contested and is at best unclear (Mutvei, 1967; Westermann, 1971).

From a methodological viewpoint, since the function of the structure is not well known, no optimal configuration, or paradigm, for it has been devised (Rudwick, 1964); nor is it evident that one can be calculated, on mechanical grounds, for the several alternative and concurrent functions proposed. Even
if a paradigm can be set up, there is a distinct possibility that it may not be unique (Chapter 4).

In the evolution of many ammonoid lineages, particularly in the Mesozoic, a phenomenon, which has been called iterative evolution (Salfeld, 1913) is conspicuous: at the start of a new lineage (usually at the taxonomic rank of a family), a certain set succession of morphologic changes takes place. This succession affects particularly the degree of inflation and the ribbing style (see examples in Arkell et al., 1957). The repetition of the series of changes in shape and ornamentation in succeeding or unrelated lineages awaits a complete explanation; one is attempted in Chapter 4.

We can divide the main problems facing the student of ammonoid morphology then, into those of the attainment of the shell dimensions and proportions, the objective characterization of the resulting morphology, the mechanistic problem of morphogenesis, and the adaptive significance of the morphologic features of the shell. This thesis attempts to provide answers to these questions in the following three chapters, as follows: Chapter 2, growth; Chapter 3, characterization of shell morphology; and Chapter 4, morphogenesis of the shell.
CHAPTER 2

GROWTH AND RELATIVE GROWTH: SOME ANALYTIC MODELS

2.1 Size and growth

To contrast the situation with that in the physical sciences (Weaver, 1955), progress in the field of developmental morphology has been impeded, to a greater extent than in other fields of biology, by three main factors: (a) growth phenomena seem to be strongly coupled; in general, a study of the different variables in isolation reveals different functional relationships than a consideration of several or many of them in concert would, the total appearing greater than the sum of its parts. (b) In general, growth seems to have strong nonlinear components. It is only by simplifying growth processes beyond recognition that one can represent them by linear approximations. Some degree of success in the simplest cases is possible, but the explanatory power of the resulting functional relationships is questionable. This is apparently the case with Huxley's (or Nomura's) allometry equation, as shown below. (c) Many morphogenetic processes can, and apparently do, develop instability, that is, once small perturbations, random or otherwise, occur, they tend to propagate. As a result, fairly small causes can account for important effects; this is familiar to the student of phenomena regulated by exponential laws.
Both size and growth are continuous scalar quantities and by their nature should be measured on ratio scales. The most appropriate dimensions for size (y) are: length, area, volume and mass. Since mass usually assumes a constant density, the last two are roughly equivalent and one uses whichever is easier.

When measuring changes in dimension, whether ontogenetic or phylogenetic, caused by adaption or randomly, one must clearly separate effects due to Galileo's "principle of similitude" from those due to other causes (changes in function, innovations, etc.). The "principle of similitude" should be broadly understood in order to encompass changes in dimensions needed to comply with the laws of physics and chemistry (mechanical constraints being the most common, but those arising from fluid dynamics, diffusion, etc. being by no means rare). As it will become evident, these changes account for much of what is usually called allometry, hertauxesis, and heterogonic growth (also individual allomorphism).

2.2 Previous work

The literature on the growth of organisms is enormous. No attempt at a revision shall be made here, except as it pertains to some of the models that will be formulated in this chapter. Comprehensive works and reviews include: Huxley (1932), Thompson (1942), Clark and Medawar, eds. (1945), Brody (1945), Zuckerman,

Throughout the history of the subject, two main approaches have characterized it; on the one hand, the study of relative growth, that is, the increase in size of some organ or part of an organism with respect to another or to the whole organism; on the other, absolute growth, that is, the increase in size with age. Although the latter is a subject of everyday experience, the former is not intuitively obvious; one of the earliest clear statements of the change in proportions with increase in size was given by Galileo (1638). The "principle of similitude" (Thompson, 1942), is demonstrated on the Second Day of his dialogue, using the example of the bones (femora) of animals, and man-made structures. He correctly recognized that the ratio stress: length is not constant for constant proportions, but increases proportionally to size. As Thompson (1942) points out, Galileo was also aware of the increase in bending moments in longitudinal structures with increased length, as proved by his discussion of beams supported in one end.

Quantitative results obtained from actual measurements of brain and body weights were fitted by Snell (1891) to a bivariate power law,

\[ y = bx^a \]  \hspace{1cm} (2.2.1)
or, in its logarithmic form, the straight line,

$$\log y = a \log x + \log b$$

(2.2.2)

where $x =$ body weight and $y =$ brain weight, with $a =$ slope and $b = y_{x=1}$.

Several others (Dubois, 1897, 1922; Lapicque, 1907) also made use of the power law, but all of them, as did Snell, assumed the same value for the exponent $\alpha$, for all lines, based on theoretical considerations, instead of determining $\alpha$ from the data themselves.

Nomura (1926) seems to have been the first to fit extensive sets of bivariate data to a power function, estimating all parameters from his actual measurements, which consisted of the dimensions of some fresh-water bivalves. Nomura's work was little noticed in the West, however, and the use of a power law to explain relative growth did not become generalized until Huxley (1932) reintroduced it in his book "Principles of Relative Growth", under the name of heterology (later called allometry).

No multivariate form of the allometry equation is in general use, although Jolicoeur (1963) has proposed and formulated such a generalization. Thompson (1917) introduced his cartesian transformations, which accomplish essentially the end of a multivariate equation, but in a graphical manner, by means of an orthogonal grid superimposed on one of two forms to be compared and then deformed so that it passes through homologous points in
the second form. Although these transformation grids provide a very striking insight into the patterns of growth gradients (being akin to Needham's (1942) developmental fields), they have defied an analytic treatment until Sneath (1967) subjected them to trend-surface analysis. It is interesting to note that Huxley (1932) remarks that he arrived at the allometry equation while attempting to obtain an analytic function to quantify the cartesian transformations.

The second approach, that of a growth function, relating size to age in an analytic or empirical formula, has been taken by many authors (reviewed comprehensively by Brody, 1945, Medawar, 1945 and Bertalanffy, 1960). There is an infinity of empirical functions that can be fitted to growth data, and none of them is very simple or provides much explanatory power, so they need not detain us. As to the analytical functions, there are four now currently in use: the Verhulst-Pearl equation (also called monomolecular-autocatalytic), first employed in population growth studies (Pearl and Reed, 1923); the Gompertz equation (Laird et al., 1965); the Rutter-Bertalanffy equation (von Bertalanffy, 1960); and the Zotina-Zotin equation (Zotina and Zotin, 1972, with bibliography). They will be briefly discussed in the next section, together with some alternatives to them.
2.3 Models for anisometric growth

2.3.1 An empirical growth function. Growth in organisms is, in general, a function of both size and age:

\[ \frac{dy}{dt} = G = F(y,t) \] \hspace{1cm} 2.3.1.1

One could then measure the changes in growth rate at constant age and at constant size and integrate the equation

\[ dG = \frac{\partial G}{\partial y} dy + \frac{\partial G}{\partial t} dt \] \hspace{1cm} 2.3.1.2

Then, performing a second integration, an experimental equation for growth could be obtained which would be of practical use. If the same process were performed with another size parameter, time could be eliminated as a variable from the two resulting equations and in general, a two-variable anisometry relationship would be obtained. A model like this, although practical, lacks explanatory power and generality and cannot, even with modifications, be applied outside of the range of observations from which it was derived. It is this characteristic that prompts the search for more general models.

2.3.2 Analytical models. It is also possible to assume a model in which different constraints act upon the increase in size at a given size and instant of time. Essentially,
this amounts to expressing the growth process in terms of
differential equations. The equations are then integrated by
analytic or numerical methods, whichever are appropriate. In
general, in this approach one must balance a need for realistic
approximations that make sense from the viewpoint of the
physiology of the organism involved on the one hand, and on the
other, the need for reasonably simple relationships that would
in fact reflect the complexity of the growth process.

In general, growth equations can be derived from the
conditions for growth rate.

We will assume

\[ \frac{dy}{dt} = f(y,t) \quad 2.3.2.1 \]

where \( y \) is a measure of size and \( t \) is time.

If one assumes certain functional relationships between
growth rate \( (y') \), \( y \) and \( t \), the result is a differential equation
which, upon integration, becomes a deterministic equation
expressing the dependence of size on time.

Two further inputs can be superimposed on the dif-
ferential equation: one corresponding to random departures
from the deterministic value and the other, to systematic,
periodic fluctuations in the growth rate. The first is a high
frequency input (noise), having a zero expected value (average);
it can be simulated by a random number generator in numerical
examples. The second is a lower frequency input, corresponding
to seasonal variations in growth rate. Note that, since the growth is accretionary, it is the growth rate and not the size, that should be modified by these inputs.

The general differential equation for growth then becomes:

\[ y' = f(y, t) \{ K \sin(at + b) \} + \epsilon(t) \]  \hspace{1cm} 2.3.2.2

where \( a = \) frequency and \( b = \) phase angle
\( \epsilon(t) \) is a random function and its expected value
\( E \{ \epsilon(t) \} = \bar{\epsilon} = 0 \)

In this model the growth rate is multiplied by a factor \( 0 \leq K \sin(at + b) \leq K \), so that it is assumed that the periodicity is simple. If more complicated periodicity is present, this factor can be replaced by a Fourier series fitted to observed data, or by a step function whose effect would be to change the growth rate after a certain time threshold is passed.

If either a longer time average or only the cumulative effect of growth are needed, the periodic factor can be dropped; if several observations are available and/or a best fit function is desired, the error term can be dropped and its role taken by the standard deviations of the fitted parameters, estimated from the data; they are then a measure of departure from the deterministic function.
In the table that follows, these two courses have been taken, that is, the different growth equations have been derived from the model of equation 2.3.1.1.

There are several requirements that a growth equation must fulfil: (a) it must be analytical, continuous and differentiable. If it is not, there is not much advantage to be gained by the use of this function; in particular, there would not be a reduction in complication over just having the raw data. The requirement of continuity exists because to any age we should be able to ascribe a size; that of differentiability, because a growth rate should be ascribed to every age. (b) Growth must be incremental, that is, the first derivative of the growth function should be everywhere non-negative. This condition applies particularly to the case of accretionary growth, but in general, it is assumed that wastage and resorption take place by other mechanisms than those that cause growth. (c) The growth rate must approach zero asymptotically as time increases. (d) Maximum size must be finite. (e) Both the growth rate and the size functions must not have discontinuities or singular points in their domains of existence, that is, for time $0 \leq t \leq \infty$. (f) The value of all parameters or properties must be independent of (not fixed by) the form of the equation.

For example, in the table below (Table 2.3.2.1) equations 1–3 are unsuitable as growth equations by three criteria: growth rate is either constant or ever increasing,
maximum size is infinite, and the times of minimum and maximum growth rate are fixed.

Next come two equations which have been used as models of growth in populations and also sometimes in individuals; the Verhulst-Pearl (logistic) (Pielou, 1969) equation and the Gompertz equation (Goel et al., 1971). Both are sigmoidal curves, a desirable characteristic in a growth curve, with an initial period in which growth is roughly proportional to size, followed by approximately linear growth, followed by declining growth, asymptotically approaching the maximum size, finite in both cases. However, both curves have their maximum growth rates at fixed sizes, the Verhulst-Pearl equation at one-half the maximum size and the Gompertz at slightly over one-third the maximum size. So that all commonly used growth equations are inappropriate to their purpose. Equations 6-10 in the table are believed to be new and they all fulfil the four conditions enumerated above. These equations can be solved for \( y \) either analytically or numerically and are probably the simplest to fulfil all four requirements. There is possibly an infinite number of functions that could be used as growth equations and only those cases which correspond to simple, physiologically plausible growth conditions, are dealt with.

If what is desired is the relationship between two size variables irrespective of time, the four restrictions listed above need not all be heeded, as these constraints depend on the time.
### TABLE 2.3.2.1

#### Equations for Growth

1). \( y' = K_1 \) \( \frac{dy}{dt} = K_1 \text{dt} \) \( y = K_1 t + K_2 \) \text{ at } t = 0 \( y = y_0 \)

**integrating:** \( y = K_1 t + y_0 \) \text{ Linear}

2). \( y' = K_1 t + K_2 \) \( \frac{dy}{dt} = K_1 t \text{dt} + K_2 \text{ dt} \)

**integrating:** \( y = K_1 t^2 + K_2 t + y_0 \) \text{ Quadratic}

3). \( y' = K_1 y \) \( \frac{dy}{y} = K_1 \text{dt} \) \( \ln y = K_1 t + K_2 \)

\( y = y_0 \exp (K_1 t) \) \text{ Where } K_2 = y_0 \text{ when } t = 0 \text{ Exponential}

4). \( y' = y(K_1 - K_2 y) \) \( \frac{dy}{y} + K_2 \frac{dy}{K_1 - K_2 y} = K_1 \text{ dt} \)

\( y = \frac{K_1/K_2}{1 + \exp (-K_1 t)/K_3 K_2} \) \text{ let } t \rightarrow \infty \( y_f = \frac{K_1}{K_2} \)

**Logistic or Verhulst-Pearl**

\( y = \frac{y_f}{1 + A \exp (-Bt)} \)

**Maximum growth:** \( y'' = y' (K_1 - 2K_2 y) \) \( y_{y_{\text{max}}} = \frac{y_f}{2} \)

\( t_{y_{\text{max}}} = \frac{1}{K_1} \ln (K_3 K_2) = -\frac{1}{B} \ln A \) \text{ where } 1/K_3 K_2 = A \text{ K}_1 = B
Table 2.3.2.1 (continued)

5). \( y' = K_1 \cdot y \cdot e^{(-K_2 \cdot t)} \quad \frac{dy}{y} = K_1 \cdot e^{(-K_2 \cdot t)} \cdot dt \)

\[ \ln y = \frac{K_1}{K_2} \cdot e^{(-K_2 \cdot t)} + K_3 \quad \text{let} \ t \to \infty, \ K_3 = \ln y_f \]

\[ y = y_f \cdot \exp \left\{ -\frac{K_1}{K_2} \cdot e^{(-K_2 \cdot t)} \right\} \quad \text{Gompertz} \]

Maximum growth: \( y'' = K_1 \cdot e^{(-K_2 \cdot t)} \cdot (-K_2 \cdot y + y') \);

\[ t_{y'_{\text{max}}} = \frac{1}{K_2} \ln \left( \frac{K_2}{K_1} \right); \quad y_{y'_{\text{max}}} = y_f \cdot \exp (-1) \approx 0.36 \cdot y_f \]

6). \( y' = K_1 \cdot t \cdot e^{(-K_2 \cdot t)} \quad \frac{dy}{t} = K_1 \cdot t \cdot e^{(-K_2 \cdot t)} \cdot dt \)

\[ y = \frac{K_1}{K_2} \cdot (K_2 \cdot t + 1) \cdot e^{(-K_2 \cdot t)} + K_3 \quad \text{let} \ t \to \infty: \ K_3 = y_f \]

\[ y = y_f - \frac{K_1}{K_2^2} \cdot (K_2 \cdot t + 1) \cdot e^{(-K_2 \cdot t)} \]

Maximum growth: \( y'' = K_1 \cdot e^{(-K_2 \cdot t)} \cdot (-K_2 \cdot t + 1); \ t_{y'_{\text{max}}} = \frac{1}{K_2} \)

\[ y_{y'_{\text{max}}} = y_f - \frac{2K_1}{K_2^2} \cdot \exp (-1) = y_f - \frac{7358K_1}{K_2^2} \]

7). \( y' = K_1 \cdot y \cdot e^{(-K_2 \cdot t - K_3 \cdot y)} \quad \frac{\exp(K_3 \cdot y)}{y} \cdot dy = K_1 \cdot e^{(-K_2 \cdot t)} \cdot dt \)

\[ \ln y + K_3 \cdot y + \ldots + \frac{(K_3 \cdot y)^n}{n \cdot n!} + \ldots = \frac{K_1}{K_2} \cdot e^{(-K_2 \cdot t)} + K_4 \]

\[ F(y, K_3) = F(y_f', K_3) - \frac{K_1}{K_2} \cdot e^{(-K_2 \cdot t)} \]
Table 2.3.2.1 (continued)

Where \( F(x,a) = \ln x + ax + \frac{a^2 x^2}{2.2!} + \ldots + \frac{(a x)^n}{n.n!} + \ldots \)

solving for \( t \): \( t = - \frac{1}{K_2} \ln \left[ \frac{K_2}{K_1} \left\{ F (y_f, K_3) - F (y, K_3) \right\} \right] \)

Maximum growth is then calculated numerically.

8). \( y' = K_1 t \exp (-K_2 t^2) \quad \frac{dy}{dt} = K_1 t \exp (-K_2 t^2) dt \)

\( y = - \frac{K_1}{2K_2} \exp (-K_2 t^2) + K_3 \) let \( t \to \infty \), then \( K_3 = y_f \)

and redefining \( K_1 = \frac{K_1}{2K_2} y_f \)

\[ y = y_f \left\{ 1 - K_1 \exp (-K_2 t^2) \right\} \]

Maximum growth: \( y'' = K_1 (1 - 2K_2 t^2) \exp (-K_2 t^2) \)

\[ t_{y''\text{max}} = \frac{1}{\sqrt{2K_2}} \quad y_{y''\text{max}} = y_f \left\{ 1 - K_1 \exp (-0.5) \right\} \]

9). \( y' = K_1 y \exp (-K_2 t^2) \quad \frac{dy}{dt} = K_1 \exp (-K_2 t^2) dt \)

\[ \ln y = K_1 \int \exp (-K_2 t^2) dt + K_3 \quad \text{if} \ t \to \infty, \ K_3 = \ln y_f \]

\[ y = y_f \exp \left\{ K_1 \int \exp (-K_2 t^2) dt \right\} \]
Table 2.3.2.1 (continued)

Integrating between limits:

\[
\ln \frac{Y_\infty}{Y_0} = K_1 \int_0^\infty \exp (-K_2 t^2) dt = \frac{K_1}{2} \sqrt{\frac{\pi}{K_2}}
\]

\[
y_f = y_\infty = y_0 \exp \left( -\frac{K_1}{2} \sqrt{\frac{\pi}{K_2}} \right)
\]

Maximum growth: \( y'' = K_1 \exp (-K_2 t^2) \left\{ -2K_2 ty + y' \right\} \)

\[
t = \frac{K_1}{2K_2} \exp (-K_2 t^2) = 0
\]

The solution of this equation, which can be obtained numerically, is \( t_{y'_{\text{max}}} \).

\( y_{y'_{\text{max}}} \) is obtained by substituting \( t_{y'_{\text{max}}} \) into equation 9.

10). \( y' = K_1 y t \exp (-K_2 t^2) \)

\[
\ln y = -\frac{K_1}{2K_2} \exp (-K_2 t^2) + K_3, \quad t \to \infty, \quad K_3 = \ln y_f
\]

and redefining \( K_1 = \frac{K_1}{2K_2} \):

\[
y = y_f \exp \left\{ -K_1 \exp (-K_2 t^2) \right\}
\]

Maximum growth: \( y'' = K_1 \exp (-K_2 t^2) \left\{ -2K_2 t^2 y + t_y \right\} \)
Table 2.3.2.1 (continued)

\[ y - 2K_2 t^2 y + t K_1 y t \exp (-K_2 t^2) = 0 \quad /: \quad y (\neq 0) \]

\[ t^2 \left\{ K_1 \exp (-K_2 t^2) - 2K_2 \right\} + 1 = 0 \]

Solving this numerically we obtain \( t_{y', \text{max}} \)

\( y_{y', \text{max}} \) is obtained by substituting \( t_{y', \text{max}} \) into equation 10.

11). \( y' = Ky(t_m - t) \)

\[ \ln y = K t (t_m - 0.5t) + K_1 \quad \text{if} \ t = t_m, \ y = y_m \ \text{and} \]

\[ K_1 = \ln y_m - \frac{K}{2} t_m^2 \]

\[ y = y_m \exp \left\{ -\frac{K}{2} (t_m - t)^2 \right\} \quad \text{Zotina-Zotin equation} \]

Maximum growth: \( y'' = Ky_m \left\{ K(t_m - t)^2 - 1 \right\} \exp \left\{ -\frac{K}{2} (t_m - t)^2 \right\} \)

if \( y'' \) equals zero, then

\[ K \left( t_m - t \right)^2 = 1 \]

\[ t_{y', \text{max}} = t_m - \frac{1}{\sqrt{K}} \]

\[ y_{y', \text{max}} = y_m \exp \left\{ -\frac{K}{2} \left( t_m - t_m + \frac{1}{\sqrt{K}} \right)^2 \right\} = y_m \exp (0.5) \approx 0.6y_m \]
2.3.3. An equation for organic growth and its use.

In the collection of data on the growth of organisms, two main types of study are used (Tanner, 1962): in the longitudinal study an organism is followed through time and its dimensions are recorded at successive intervals; in the cross-sectional study, a set of organisms is measured in each occasion, and the identity of each of them is not ascertained. An advantage of the use of growth equations over that of bivariate equations (in which one dimension is expressed as a function of another) is that both longitudinal and cross-sectional studies can be analyzed by a growth equation, and the interrelations of both types of data can be ascertained.

In the pages that follow, the model of equation 7, in Table 2.3.2.1 is developed, an anisometry function is deduced from it, and a least-squares fit to measured data by the method of steepest descent (Marquardt, 1963) is provided, together with a computer program to carry out the fit.

Similar functions are deducible from the other growth equations in Table 2.3.2.1; equation 7 has been chosen because of its appropriateness to accretionary growth (see below), its generality (it contains terms in t and y) and its resemblance to actual growth curves. No simple interpretation is possible for all the parameters in equation 7, but the differential equation is consistent with a model in which each unit of tissue (normally a cell) is capable of producing a certain
amount of extra tissue in a given length of time, this capability deteriorating through time due both to decreased effectiveness of the control system for growth and the random death of tissue units (cells) which possess then a characteristic half-life. A region is eventually reached at which there is effectively no further growth. In a non-accretionary structure, attrition or resorption will take place, but in an accretionary one, size remains stationary.

It is assumed that the specific growth rate \( \frac{1}{Y} \frac{dy}{dt} \) decreases steadily through time, due to two causes: an exponential time damping, as proposed first by Wright (1926); and a further damping of the resulting rate, operative whenever growth itself is effected by diffusion processes. As in the majority of cases growth is mediated by active transport processes, this type of damping does not exist (the damping coefficient \( \beta \) would then equal zero); however, in the growth of molluscan shells and other accretionary structures, diffusion plays an important role in the extracellular transport and deposition of shell material (Digby, 1968; Wilbur and Simkiss, 1968). Under simple conditions of diffusion with constant diffusion coefficient and a first-order chemical reaction of the diffusing substance, the diffusion equation takes the form of a negative exponential slowed down with respect to the case of diffusion without reaction (Crank, 1956, p.121 ff.); accordingly, to an increase in size would correspond a damping
off of the specific growth rate.

Let $y$ be a measure of size (a length, area, volume or weight) in a growing organism, and $t$, time.

If the growth rate, $y' \ (= \frac{dy}{dt})$ is proportional to size and is damped with both size and time:

$$y' = K \ y \ e^{-(\alpha t + \beta y)} \quad \quad 2.3.3.1$$

Where $K$ is a proportionality constant and $\alpha$ and $\beta$ are damping coefficients with respect to age and size, respectively.

Upon integration equation 1 becomes:

$$\ln y + \frac{\beta y}{1.1} + \frac{(\beta y)^2}{2.2} + \ldots + \frac{(\beta y)^n}{n \cdot n!} + \ldots = -\frac{K}{\alpha} e^{-\alpha t} + C \quad \quad 2.3.3.2$$

where $C$ is a constant of integration. The infinite series in the left hand side of equation 2.3.3.2 is a single-valued, always convergent function for all positive $y$, a condition consistent with the nature of the problem.

Call the left hand side expression in equation 2.3.3.2 $F(y, \beta)$.

To determine the value of the constant $C$, let the final size, $y_\infty$, be the unit of measurement. Thus:

$$F(1, \beta)_{t \rightarrow \infty} = -\frac{K}{\alpha} e^{-\alpha t} + C = C \quad \quad 2.3.3.3$$
So that equation 2.3.3.2 is reduced to:

\[
\frac{K}{\alpha} e^{-\alpha t} = F(1, \beta) - F(y, \beta)
\]

Equation 2.3.3.4 cannot be solved for \( y \) explicitly. However, since it is a single-valued function of both \( t \) and \( y \), it is feasible to solve the equation for \( t \) and make the calculations with \( y \) as the independent variable:

\[
t = -\frac{1}{\alpha} \ln \left[ \frac{\alpha}{K} \left( F(1, \beta) - F(y, \beta) \right) \right]
\]

Alternatively, equation 2.3.3.4 can be solved by numerical methods. Fig. 2.3.3.1 shows several growth curves generated by choosing different values for \( \alpha, \beta \) and \( K \).

**Rate of growth.** As can be seen upon examination of equation 2.3.3.1, growth rate will start at a finite value for \( t = 0 \), increase to a maximum value for a certain finite value of \( t \) and then decrease towards zero for \( t \rightarrow \infty \).

To find the time at which growth rate is maximum, equation 2.3.3.1 is differentiated with respect to time:

\[
y'' = y' \left( K \exp(-\alpha t - \beta y) - \alpha - \beta y' \right)
\]

Setting \( y'' = 0 \) produces the trivial solution \( y' = 0, \ y = 0 \) and introducing equation 2.3.3.5 in the remaining factor:
Fig. 2.3.3.1 A family of typical simulated growth curves (size vs. age), derived from equation 2.3.3.4 (double-damped growth equation)
\[(1-\beta) \exp \left( \frac{\alpha}{K} \left( F(1, \beta) - F(y, \beta) \right) - \beta y \right) - \alpha = 0 \quad \text{2.3.3.7} \]

Dividing 2.3.3.7 by \(\alpha\) produces the trivial solution \(\alpha = 0\) and:

\[
\left\{ F(1, \beta) - F(y, \beta) \right\} \exp \left\{ -\beta y \left(1 - \beta y\right) \right\} - 1 = 0 \quad \text{2.3.3.8} \]

Equation 2.3.3.8 is solved numerically for \(y_{y' \max}\)
which, as can be seen by inspection, is a function of \(\beta\) only.
In our region of interest \((0 < y < 1, |\beta| < 1)\), equation
2.3.3.8 can be approximated with accuracy better than \(y \times 10^{-6}\)
by:

\[y_{y' \max} = A\beta + B\beta^2 + \exp(-1) \quad \text{2.3.3.9} \]

where \(A = -0.038024262\) \(B = -0.000866241\)

The time at which growth rate is maximum is then
found by introducing \(y_{y' \max}\) into equation 2.3.3.5:

\[t_{y' \max} = \frac{1}{\alpha} \ln \left[ \frac{\alpha}{K} \left( F(1, \beta) - F(y_{y' \max}, \beta) \right) \right] \quad \text{2.3.3.10} \]

and the maximum growth rate itself, \(y'_{\max}\) from equation 2.3.3.1:

\[y'_{\max} = K y_{y' \max} \exp (-\alpha t_{y' \max} - \beta y_{y' \max}) \quad \text{2.3.3.11} \]
Estimation of parameters in the growth equation. If longitudinal observations are available, that is, individuals have been followed through their growth, and a set of times \( t_i \) and corresponding size measures \( y_i \), is at hand, the growth equation 2.3.3.4 can be fitted to these data. This is done by the program GROFIT (see Appendix), based on an algorithm due to Marquardt (1963); it employs the method of steepest descent and linearization of the fitted function in the neighbourhood of the solution.

If comparative or cross-sectional data (sets of two or more size measures at different ages) are available, the same procedure permits an estimation of the parameters of equation 2.3.3.13. This is accomplished by program ANSFIT (see Appendix).

The anisometry equation. If \( y_i \) and \( y_j \) are two dimensionally homogeneous measures of size (lengths, volumes, etc.), their growth equations (from equation 2.3.3.4) are:

\[
F(1, \beta_i) - F(y_i, \beta_i) = \frac{K_i}{\alpha_i} \exp (-\alpha_i t) \quad 2.3.3.12
\]

and

\[
\lim_{t \to \infty} \frac{F(y_j, \beta_j) - F(y_j, \beta_j)}{t - \infty} = \frac{K_j}{\alpha_j} \exp (-\alpha_j t) \quad 2.3.3.13
\]

\( y_j \) is a constant, the maximum dimension attainable by \( y_j \), and can be measured or estimated.
Call it $y_{jf}$. Eliminating $t$ from equations 2.3.3.12 and 2.3.3.13:

$$F(y_j, \beta_j) = F(y_{jf}, \beta_j) - \frac{K_i}{\alpha_j} \left[ \frac{\alpha_i}{K_i} \right]^{\alpha_j/\alpha_i}$$

2.3.3.14

Solutions for this equation are plotted in Fig. 2.3.3.3.

Program GOMORRA (see Appendix) calculates the growth equation 2.3.3.4 and the anisometry equation 2.3.3.14 from its parameters. Fig. 2.3.3.2 shows growth rate curves corresponding to growth curves in Fig. 2.3.3.1.

2.3.4. The allometry equation. The "Huxley-Teissier" allometry equation:

$$y = bx^a$$

2.3.4.1

has been used extensively, ever since Snell (1891) first proposed it. There are several striking facts about this simple, alluring relationship that, in spite of extensive discussions, have always hampered any biological interpretations of the equation:

1). As it stands, the equation is not dimensionally homogeneous, and it is not clear precisely how one would make it so. This might require a completely different meaning of $b$ and $a$ in each instance, in which case the usefulness of the equation would be severely restricted. Huxley (1932) and many other workers (see review in Gould, 1971), have used it to compare lengths, lengths with areas, with volumes, masses, etc.
The equation seems to work well with a variety of data, although cases of poor fit are presumably unreported.

2). The equation is a purely empirical formulation, for which apparently no theoretical or functional explanation has been offered. It just fits most of the data. That's all.

3). The meaning of the two constants is not at all clear and conflicting explanations are offered. Gould (1971) interprets b as a scale factor "that expresses differences in size between comparable animals of the same shape on two or more regressions of constant a."

4). The exponents are usually, but not always, numbers that are not "simple" at all, defeating the purpose of a mathematical law as used in any other science. Surely no fundamental relationship is uncovered by the fact that

\[ Y = 1.127 \times 10^{7.73} \]

The complication of the original data is not reduced significantly and the exponent has no obvious functional significance. Growth is a universal phenomenon in the organic world, but its laws are probably not the same in all kinds of organisms. Accretionary growth and in particular, extracellular growth, follow metabolic pathways very different from those controlling most tissue growth (Wilbur and Simkiss, 1968). It would be surprising, then, if the same form of growth equation would be valid in different types of growth.

The two most widely used growth equations at present
Fig. 2.3.3.2 Growth rate curves (growth rate vs. age) for the curves of Fig. 2.3.3.1
Fig. 2.3.3.3 Bivariate double-log plot of the anisometry function (equation 2.3.3.14) for different values of the ratio $r_j/a_i$
are the Pütter-Bertalanffy (equation 2.3.4.2) and the Gompertz (equation 5, Table 2.3.3.1). Their relative success can probably be explained by their being founded on sound theoretical assumptions and a choice between one or the other seems to be controlled to a large extent by the availability of longitudinal or cross-sectional growth data. Thus, the Pütter-Bertalanffy equation is used in fisheries almost exclusively (Ricker, 1958); it is especially useful to estimate maximum attainable size from cross-sectional data. On the other hand, the growth of mammals, for which longitudinal samples are the rule, and for which the estimation of growth rates is most important, is analyzed mostly by means of the Gompertz equation (Laird, 1966).

In spite of the growth curves of these diverse animals being of different forms, their relative growth is explained by means of the same allometry equation. This is particularly puzzling for the case where the Pütter-Bertalanffy or Gompertz equations are used, since one of the main reasons for their acceptance is their having parameters to which a meaning can be attached. We have seen above that this is hardly the case with the allometry equation.

What in fact seems to happen is that the allometry equation is just a by-product of two or more other growth processes that are themselves governed by exponential laws. It is these laws which really concern us.

Basal metabolism rates (Kleiber, 1961) and brain
weight (Jerison, 1961) when plotted against body weight in a double log scale produce lines with a slope ($\alpha$) of approximately 2/3. This is also von Bertalanffy's (1960) first choice for the exponent $\alpha$ in his differential equation for growth:

$$y' = K_1 y^\alpha - K_2 y$$

in which it is assumed that the growth rate is proportional to the difference between the volume and the surface of the animal. Von Bertalanffy went further to divide animals into three types according to the value of this exponent; it is indeed fairly common for the coefficient to have a value around 2/3. In these three cases it seems clear that the exponent $\alpha$ indicates a relationship between growth processes dependent on volume and on surface area.

These cases are, however, the exception. In general, both parameters of the equation defy explanation and differ significantly from simple ratios.

As discussed in section 2.3.3, one of the main reasons to advocate equation 2.3.3.4 as a growth function for accretionary shells is the fact that it incorporates damping factors. The only other commonly used growth equation with a damping factor is the Gompertz equation (number 5 in Table 2.3.2.1), and an anisometry function derived from it is given below. For comparison with Fig. 2.3.3.1, the Gompertz equation has been plotted for different values of the parameter $K_2$ in
Fig. 2.3.4.1. The parameter $y_f = 1$ for all curves and $K_i$ has been chosen so as to make the initial size (at $t=0$), $0.1y_f$. Fig. 2.3.4.2 shows growth rates for the same parameter values.

If $y_i$ and $y_j$ are two dimensionally homogeneous size variables, $K_i$ and $K_j$ their size proportionality coefficients and $\alpha_i$ and $\alpha_j$ their damping coefficients, so that their differential equations for growth are of the form

$$\frac{dy}{dt} = Ky \exp(-\alpha t)$$  \hspace{1cm} 2.3.4.3

then their anisometry equation is:

$$y_j = y_{jo} \exp \left[ \frac{K_i}{\alpha_j} \left\{ 1 - \left(1 - \frac{\alpha_i}{K_i} \ln \frac{y_i}{y_{io}} \right)^{\alpha_j/\alpha_i} \right\} \right]$$ \hspace{1cm} 2.3.4.4

Figs. 2.3.4.3 to 2.3.4.5 show a selection of anisometry curves for different values of the parameters

$$\frac{\alpha_j}{\alpha_i}, \frac{K_i}{K_j}, \text{ and } y_{jo}$$

If the damping coefficients $\alpha_j$ and $\alpha_i$ in equation 2.3.4.3 are equal, the equation reduces to

$$y_j = y_{jo} \frac{y_i}{y_{io}}$$ \hspace{1cm} 2.3.4.5

which is Huxley's familiar allometry equation. Equation 2.3.4.4 is then like equation 2.3.3.14, a generalization of the
GROWTH CURVES FOR VARIABLE C

Fig. 2.3.4.1 The Gompertz growth function (explanation in text)
GROWTH RATES FOR VARIABLE C

Fig. 2.3.4.2 Gompertz growth function: growth rates (see text)
GENERALIZED ALLOMETRY FUNCTION

CJAJ = 4.0  XJ(0) = 1.4  AJAI VARIABLE

Fig. 2.3.4.3 Bivariate plot of Gompertz allometry function (see text)
GENERALIZED ALLOMETRY FUNCTION

AJAI = .8  XJ(0) = 1.0  CJAJ VARIABLE

Fig. 2.3.4.4  Bivariate plot of Gompertz allometry function (see text)
GENERALIZED ALLOMETRY FUNCTION

AJAI = 1.4  CJ AJ = 3.0  XJ(0) VARIABLE

Fig. 2.3.4.5  Bivariate plot of Gompertz allometry function  (see text)
allometry equation, and it is here termed an anisometry equation. Its parameters can be estimated by means of Marquardt's (1963) algorithm (section 2.3.3).

2.3.5 Other models. Deterministic equations for the growth function are not the only alternative available if a quantitative analysis of growth is desired. Two other alternatives described in the literature will be briefly discussed: a vector model of continuous transformation (Walnut, 1967) and a piecewise linear time series in which growth parameters are estimated by exponential smoothing at discrete intervals (Hirschfeld, 1970).

Walnut (1967) considered the apositional growth of bone and associated to a series of discrete, identifiable points on the bone surface, a characteristic velocity. When each of these points is traced through an ontogenetic series, the sets of homologous points obtained (Walnut's "equivalent" points) can be expressed as vector functions of the initial positions of the points, and of time.

If \( r \) is the position of each point and \( t \) is time, the velocity vector \( \mathbf{v} = \mathbf{v}(r,t) \).

If an analytic function for \( \mathbf{v} \) exists and a judicious choice of points is made, this velocity vector can always map into a regular growth function. If, as will more commonly be
the case, \( v \) does not have an analytic function, numerical or graphical methods can be used; in either case, Walnut's growth vector fields are totally equivalent to Thompson's (1942) cartesian transformations. It is difficult to see in what situation, apart from Walnut's example of tracer feeding, the use of the growth vector field will be preferable to the standard techniques mentioned above.

Hirschfeld (1970), also using longitudinal growth data, treated them as a time series. Assuming this series to be incremental (that is, with no strong seasonal components; he used Human craniofacial data) and linear over small time increments, he then proceeded to estimate and predict the value of the function by means of an exponential smoothing technique. Unlike the deterministic methods, Hirschfeld's method can be made to fit the data as accurately as desired, by taking time intervals small enough. It will probably be of better use when predicting growth, particularly since the technique of exponential smoothing seems more appropriate to growth data than either moving averages or linear regression estimates. This technique, however, makes no significant reduction in the complexity of the data.
CHAPTER 3

A DESCRIPTIVE MODEL FOR ACCRETIONARY SHELLS

3.1 The representation of morphology

In the context discussed here, morphology is taken to comprise: size, geometry (including shape and texture) and topology (interrelations of parts). The method of representation described in this chapter is concerned mostly with size and shape.

The total amount of morphological data that can be obtained from a single fossil specimen is effectively infinite, so that ways must be devised to reduce it to an amount that has as little redundancy as possible, and at the same time is sufficient to characterize adequately the morphology for the user's purposes.

Based upon experience in ammonoid shells of relatively simple morphology, it seems that no useful summarization of a morphology can be limited to a small collection of measurements (say, 4 or 5), but that we shall need to represent the morphology as a vector of several components, in many cases including data on the morphological changes through ontogeny.

The description of a particular morphology, especially that of a growing organism, can be achieved in any number of ways. It would be convenient if one could provide
a summarization of the measured phenetic characters in the simplest possible way. There are several avenues of approach open here, which will be discussed with reference to the molluscan shell:

a). in a deterministic, theoretical framework, one can develop a model of the sequence of events leading to growth and development (morphogenesis) and test this model against observations made on actual specimens. To the extent that the model is not disproved by the observations, one can say that the model explains the observations in a simple way ("accounts" for their variations). As several different models might fit the observations equally well (as far as we can tell or test), one can decide between them on the basis of the simplicity of either (i) the mechanisms involved (in the case of molluscan shell growth these are primarily biochemical and mechanical), or (ii) the resulting mathematical expression. Point (i) is primarily an experimental question and is related, on the one hand, to the biochemical control and release of several extracellular peptides, proteins and ionic substances into the extrapallial fluid, and on the other, to the mechanics of the growing edge of the mantle (muscles, pallial attachment, turgidity). Point (ii) will be taken to mean that a mathematical expression is simpler than another if it has less parameters.

The line of approach sketched above under (a) has
been taken by Turing (1952), who dealt primarily with the chemical variables; using only hypothetical situations and making several other simplifying assumptions, he arrived at sets of linear differential equations for several morphogenetic processes. In most cases, however, there will be too many unknowns for the equations to be solvable, and solutions might be attempted by, for example, Monte Carlo methods.

b). In an empirical, stochastic framework, one can record the observations and decide between different models using best fit as a criterion. Since, given enough parameters, an expression can fit the observations as exactly as one wishes, the criterion of simplicity (lowest number of parameters for a given quality of fit) must also enter in these models.

The morphology of a coiled accretionary shell can be conveniently divided into three main components: the coiling geometry of the shell, its ornamentation and its internal structures. The coiling geometry is determined by the course of the coiling (or directing) spiral and by the cross-sectional shape (generating curve of Thompson, 1942). Raup (1966, 1967) has modelled the morphology of coiled shells in a system of cylindrical coordinates in which a closed curve (the generating curve) generates the shell tube by revolving around a coiling axis at a regularly increasing distance as its size increases (the expansion rate), all the while sliding
parallel to the coiling axis at a fixed rate (the translation rate). Any given combination of these four parameters will produce a different shell, and the spectrum of possible shell morphologies has been analyzed by Raup (op. cit.) for the actual occurrence of coiled shells that correspond to different regions of the resulting four-dimensional morphological space. Some different morphogenetic modes for ribbing in molluscs will be briefly discussed in Chapter 4, but the present model will restrict itself to the coiling geometry. In addition, the complication and major features of the ammonoid suture line will be submitted to a separate analysis.

3.2. The coiling spiral

All previous models for the molluscan shell (Moseley, 1838; Naumann, 1840a, 1840b; Thompson, 1942; Lison, 1949; Fukutomi, 1953; Stasek, 1963; Raup, 1966, 1967) used the directing spiral as a basis for describing the shell, and all, with the exception of Naumann, assumed this spiral to be logarithmic. Burnaby (1966), assuming an allometric relationship between the peripheral length of the ammonoid midventer spiral and the radius vector, proposed a generalization of the logarithmic spiral. Neither Naumann's nor Burnaby's efforts to depart from a logarithmic spiral model have had followers, the main reason being that, while it is known that even so-called regular "planispiral" ectocochliate cephalopods
depart significantly from the equiangular spiral in their coiling, the simplification provided by the equation of this curve overcomes the need for a more precise description. Moreover, there is the widespread belief that, since the logarithmic spiral is homothetic to any part of itself, a spiral shell would maintain its functional significance constant, regardless of its increase in size. Thus, Thompson (1942) states: "In the growth of a shell, we can conceive no simpler law than this [the spiral], namely, that it shall widen and lengthen in the same unvarying proportions: and this simplest of laws is that which Nature tends to follow". But precisely the opposite is true. We would be surprised to find that any organism retained its shape during growth.

The rule is rather that, since mechanical conditions are a function of size, we expect a change in proportions during a scaling-up of an organism or a mechanical structure. This is Galileo's "principle of similitude" and is one of the main explanations of allometric (or, in general, anisometric) growth. This is a point that Gould (1966, 1967) among others, has made abundantly clear in ontogenetic development and also in phylogenetic series. What is then, in need of explanation, is the number of mollusks that do retain a constancy of shape.

The most definitive critique of the justification for the logarithmic spiral model was provided by Lison (1949; see also Carter, 1967), who argued that Thompson's force vector,
directed to the pole of the spiral, had no physical justification, particularly since the pole is not even accessible to the majority of mollusks, or claws, teeth or horns that grow in a similar manner. Lison (1949, p.44-45) says about this force: "The main stumbling block of the theory is the force supposed to be exerted in the direction of the pole. What is its nature?" (translation). In the end, however, Lison accepts the logarithmic spiral as a directing curve for the bivalve shell, but bases his decision on Huxley's (1932) explanation of the origin of spirals in accretionary structures as being a necessity whenever there was a uniform gradient of skeletal secretion along the growing edge. This viewpoint will also be taken here, but with the reservation that, since this gradient can change (see Chapter 4), so can the shape of the coiling spiral, as in fact it does. The change in the spiral is particularly important in the ammonoids, where it is, as a rule, a character of taxonomic importance (Arkell et al., 1957, p.L292).

If not visible, the center of the spiral can be determined by the method of Vašíček (1967), provided it does not depart much from the logarithmic spiral.

The spiral can be recorded simply by measuring sets of radii $r_i$ and their subtended angles, $\theta_i$. It is convenient to measure the spiral from the outside towards the pole. If the radii are converted to logarithms, a test for linearity of the function
\[ \ln r = f(\theta) \]  

will indicate departure from the logarithmic spiral. No difficulty has been encountered with this method.  

Sometimes it is more convenient to make use of  

\[ \frac{dr}{d\theta} = r \cot \psi \]  

measuring \( r \) and \( \psi \), the spiral angle (Fig. 3.2.1), at regular intervals of \( \theta \), the subtended angle. If the values of \( \frac{dr}{d\theta} \) obtained are plotted against the \( \theta \) values, then  

\[ r = \int r \cot \psi \, d\theta = g(\theta) d\theta \]  

This relation proves useful when an analytic function suggests itself for \( \frac{dr}{d\theta} \). Since this function is used for descriptive purposes only, its exact nature does not matter, as long as it is an analytic function.  

3.3. Cross-sectional shape  

3.3.1. Conventional descriptions of the whorl cross-section and some alternatives. The majority of authors have traditionally employed a purely descriptive terminology for the description of the cross-sectional shape of ammonoids and other mollusks. Terms such as subquadrate, fastigate, etc.
Fig. 3.2.1 The ammonoid spiral, showing measurements.
\( r \) = radius vector. \( \theta \) = angle subtended by \( r \).
\( \psi \) = spiral angle. \( r_m \) = apertural radius.
are commonly in use. The only quantitative measure of cross-sectional morphology in current use is the height:width ratio (H/W). As shown in Fig. 3.3.1.1, this can be a very misleading measure, since in all probability, at least the points of maximum width are not homologous, neither throughout ontogeny nor from one taxon to another. H/W is also a very poor discriminator of shape; as can be seen in Fig. 3.3.1.1, it is possible to have both similar shapes with different H/W ratio and very different cross-sections with the same H/W. Since the descriptive terms mentioned above are in common use (Arkell et al., 1957) and the cross-sectional shape is a character useful in taxonomy, it appears that a more accurate, quantitative description would be desirable. If an ammonoid is oriented in its inferred living position and viewed aperturally, in a cartesian set of coordinates the cross-section is a bilaterally symmetric, double-valued curve. Any attempt to fit to it the regular polynomials used in curve-fitting would lead to high-degree curves, usually quite unmanageable.

The lower part of the cross-section (below the point of maximum width) resembles quite strongly a parabola, and even better, a catenary. Fig. 3.3.1.2 shows an ammonoid cross-section with a parabola and a catenary fitted to it. If we recall that the catenary of equal resistance is a parabola, the significance of this resemblance for the statics of the cross-section is enhanced. The catenary is a curve of static
Fig. 3.3.1.1. Two hypothetical cross-sections with the same height:width ratio but different overall shape
Fig. 3.3.1.2. An ammonite cross-section (Soninina sp.) with a parabola and a catenary fitted to its lower half. Dotted lines: catenaries (several of a family). Thick line: parabola. Thin line: ammonite cross-section.
equilibrium and has the interesting property of having the lowest
centre of gravity of all isoperimetric curves, making it optimal
from the viewpoint of minimizing the expenditure of shell.
This observation prompted the static model presented in Chapter 4.

It appears then that all the descriptive methods for
the cross-sectional shape commonly in use are inexact and that a
more flexible method that could describe these shapes in a more
complete way would be desirable.

3.3.2 Characterization of the cross-section by
harmonic analysis. Instead of choosing a fixed origin for the
description of the shell, as is customary (Thompson, 1942; Lison,
1949; Stasek, 1963), choose the growing edge of the shell, an
instantaneous section, approximately coincident with the usual
whorl section; within it, take the midventer point as a pole
and the axis of symmetry as a polar axis. A point on the section
is determined by its coordinates, \( \rho \), the radius vector from the
pole to the point, and \( \phi \), the angle subtended by the radius
vector. Thus, \( \rho \) exists and is continuous in the interval
\[-\frac{\pi}{2} \leq \phi \leq \frac{\pi}{2} \]  (Fig. 3.3.2.1).

If \( \rho \) sweeps the cross-section from \(-\frac{\pi}{2}\) to \(\frac{\pi}{2}\), it will
take values dependent on the value of \( \phi \): \( \rho = f(\phi) \).

Repeating this function along the \( \phi \) axis by reflection
on the lines \((2k-1)\frac{\pi}{2} = \phi\) we obtain a cyclic periodic
function of period \( \pi \). This function can now be expressed as
Fig. 3.3.2.1. Ectocochlial cephalopod whorl cross-section in polar coordinates, to illustrate measurements taken. Polar axis is vertical. $\rho = \text{radius vector}$, $\phi = \text{subtended angle}$. 
a Fourier series (Fig. 3.3.2.2.),

\[ \rho = a_0/2 + \sum_{i=1}^{\infty} (a_i \cos i\phi + b_i \sin i\phi) \]  

If the section is bilaterally symmetrical, \( f(-\phi) = f(\phi) \) and the odd-function terms (sine) vanish. The coefficients \( a_i \) in 3.3.2.1 are calculated according to:

\[ a_k = \frac{1}{\pi} \int_{-\pi}^{\pi} f(\phi) \cos k \phi \, d\phi \]  

The calculations were done by means of a computer program by Preston and Harbaugh (1965).

Procedure: The ammonites are sectioned, with a thin blade diamond saw, through a plane perpendicular to the plane of symmetry and passing as close to the protoconch as feasible. On one half of the specimen or a peel taken from it, measurements are taken, by means of a special protractor with a graduated movable arm, of both angle and radial distance every 5°, from the midventer of each successive whorl; the distance between successive midventer points is also measured. A harmonic analysis is conducted for the radii vectors. The result of the harmonic analysis is a set of coefficients \( a_i \).

Fig. 3.3.2.2 shows an ammonite cross-section and its line spectrum.

In a number of trials it was found that 4 or 5 terms in the series are enough to account for more than 95% of the
Macrocephalites verus

Fig. 3.3.2.2. An ammonoid cross-section and its line spectrum. The four harmonics shown account for 96% of the total variance. Compare with Figs. 3.3.2.3. to 3.3.2.6.
total variation (expressed as sums of squares). To decide whether a new term added to the series would improve the fit significantly, the variance ratio (F test) was used.

A further aspect of this study includes the production of a set of instructions to generate different types of shells, which Chamberlain (1969) has done geometrically.

Figs. 3.3.2.3 to 3.3.2.6 show synthetic cross-sections produced by giving arbitrary values to the parameters $a_i$; these cross-sections can be used for visual comparison with actual cross-sections (instead of doing the harmonic analysis) or to produce synthetic shells.

This method of characterization of cross-sectional shape has the advantage of being able to describe the shape as accurately as desired; half as many harmonics as data points can be extracted. The fact that 4 or 5 harmonics suffice in the majority of cases is a point in favor of the method. More complicated shapes, however, will require more harmonics to obtain the same quality of fit.

3.4. Derived parameters

It is convenient to be able to obtain the same parameters normally used to describe the cross-section from the Fourier series that represents the cross-section, so that this system of description in effect incorporates the old one.
AMMONOID CROSS SECTION GENERATED BY 5-TERM FOURIER SERIES

\[ A(0) = 1.00 \quad A(1) = 1.20 \quad A(2) = 0.80 \quad A(3) = -0.80 \quad A(4) = -0.20 \]

Fig. 3.3.2.3. Synthetic ammonoid cross-section
AMMONOID CROSS-SECTION GENERATED BY 5-TERM FOURIER SERIES

\[ a(0) = 1.00 \quad a(1) = 0.60 \quad a(2) = 0.20 \quad a(3) = 0.60 \quad a(4) = -0.80 \]

Fig. 3.3.2.4. Synthetic ammonoid cross-section (suite)
AMMONOID CROSS SECTION GENERATED BY 5-TERM FOURIER SERIES

\[ a(0) = 1.00 \quad a(1) = 0.40 \quad a(2) = 1.20 \quad a(3) = -1.20 \quad a(4) = 0.20 \]

Fig. 3.3.2.5 Synthetic ammonoid cross-section (suite)
AMMONOID CROSS SECTION GENERATED BY 5-TERM FOURIER SERIES

\[ A(0) = 1.00 \quad A(1) = 0.60 \quad A(2) = 0.80 \quad A(3) = 0.20 \quad A(4) = -0.20 \]

Fig. 3.3.2.6. Synthetic cross-section of a tubular uncoiled ammonoid, with no whorl overlap
All other traditional measurements and indices used in ammonites can be obtained from these data:

**Whorl height**

\[ H = \rho \cos \phi = (\cos \phi \sum a_i \cos i \phi)_{\text{max}}. \]  \hspace{1cm} 3.4.1

**Whorl width**

\[ W = 2 \rho \sin \phi = (2\sin \phi \sum a_i \cos i \phi)_{\text{max}}. \]  \hspace{1cm} 3.4.2

**Cross-sectional area**

\[ A = \frac{1}{2} \int_{-\pi/2}^{\pi/2} \rho^2 d\phi \]  \hspace{1cm} 3.4.3

or:

\[ A = \frac{\pi}{4} (2a_0^2 + a_1^2 + a_2^2 + a_3^2 + a_4^2) + 2(a_o a_1 + 1/3 a_1 a_2 - 1/3 a_o a_3 + 3/5 a_2 a_3 - 1/15 a_1 a_4 + 3/7 a_3 a_4) \]  \hspace{1cm} 3.4.4

**Peripheral length of cross-section**

\[ L = \int_{-\pi/2}^{\pi/2} \sqrt{-\left(\sum ia_i \sin i\phi\right)^2 + \left(\sum a_i \cos i\phi\right)^2} \, d\phi \]  \hspace{1cm} 3.4.5

All of these values can be computed from the original angular and radial measurements in the process of conducting the harmonic analysis of the data.
Volume - is computed by integration of the cross-sectional area through the coiling spiral, be it logarithmic or not, as the integration is numerical.

\[ V = 2 \int_{0}^{\theta} \left( \int_{-\pi/2}^{-\phi \rho \cos \phi_{\max}} f(\theta, \phi) \, d\phi - \int_{-\phi \rho \cos \phi_{\max}}^{0} f(\theta, \phi) \, d\phi \right) \, d\theta \quad 3.4.6 \]

Where

\[ f(\theta, \phi) = \rho \sin \phi \cos \phi \sqrt{(\rho^2 + r^2 - 2 \rho \rho \cos \phi)} \, d\theta^2 + \frac{(2 r - 2 \rho \rho \cos \phi)^2 dr^2}{\rho^2 + r^2 - 2 \rho \rho \cos \phi} \quad 3.4.7 \]

Umbilical diameter

\[ U_\theta = f(\theta) + f(\theta - \pi) - \left\{ \rho \cos \phi_{\max \theta} + \rho \cos \phi_{\max \theta - \pi} \right\} \quad 3.4.8 \]

Where \( r = f(\theta) \) is the equation of the midvented spiral

3.5 The morphology of the ammonoid suture line

The fluted septa of ammonoids, although used extensively by several authors for taxonomic purposes, have never been described quantitatively. Since most of the complication of the septum is present at its intersection with the shell, the suture line, and also to avoid boundary problems, we will look at the two-dimensional picture only. Following the ontogenetic development of the suture line, the primary suture
(from Schindewolf, 1965, fig. 265) shown in Fig. 3.5.1
(Pleurocephalites sp.) was subjected to harmonic analysis using
the same techniques mentioned above. In this case it was
necessary to carry the analysis to 8 terms in the series to
account for more than 95% of the total sum of squares. A line
spectrum is shown in Fig. 3.5.1. This is illuminating: it
shows at $f = 2\pi/8$ the so-called "quinquelobate" type of this
suture line (this is a misnomer, since there are only 8 lobes
in the total suture, or 4 in the half suture shown in Fig. 3.5.1).
It can also be seen from this spectrum that $f = 2\pi/6$ is the
single most important frequency (this is Schindewolf's "quad-
rilobate" pattern which is masked in the primary suture by the
higher frequency harmonic).

In Schindewolf's phylogenetic scheme, the "quinque-
lobate" pattern evolved from the "quadrilobate" one and
accordingly these traits are given great taxonomic importance.

During further growth of the shell, the suture line
grows preferentially in the periumbilical area (Fig. 3.5.3),
and the complexity introduced by growth make it impossible to
do a harmonic analysis: even after a 15-term smoothing by the
running averages technique, the line remains multiple-valued.

To describe such a suture, data are recorded by
taking the lowest ordinate for a given abscissa, an unequivocal
procedure, and then the analysis proceeds as before.

As ontogeny proceeds, more and more elements are added
Fig. 3.5.1 and 3.5.2. An ammonoid primary suture line and its linear spectrum. The sixth and eighth harmonics account for 75% of the variance.
Fig. 3.5.3. An ammonoid suture line, digitized at major changes of direction, and a 15-term running average smoothing of it, showing still some significant complication and a flattened periumbilical region. Compare with Fig. 3.5.4
to the suture line, which soon becomes quite a complicated structure, as illustrated in Fig. 3.5.4 (from Palframan, 1968). The complication of a linear structure can be conveniently expressed by the ratio of arc length (along the line) over straight-line distance between the line ends. However, when this was done with suture lines, the length was found to be strongly dependent on the size of the unit of measurement (dots, Fig. 3.5.5.), as Richardson (1961) found to be the case for coastlines. It seems that this type of curve could be measured to have any total length desired, by using a unit of measurement small enough. Length in this case must be defined to be of a particular order, that is, defined only for a given unit of measurement.

An important consequence of this property is that these curves, not having an integrable length at any point, are not continuously differentiable in any region and therefore cannot have an equation. Steinhaus (1954) demonstrates that the usual concept of length is meaningless when applied to this type of curve, which he calls "non-rectifiable". In the case of natural linear structures, like river banks, coastlines, suture-lines or diffusion boundaries, non-rectifiability is due to their being, in a statistical sense, self-similar (Mandelbrot, 1967); each portion of the line shows, when blown up, the same degree of frilling as the complete line. Of the suture line, this is true at least as far as we can measure it, since it is
Fig. 3.5.4. Ontogeny of an ammonoid suture line (from Palframan, 1968), showing how most growth takes place in the periumbilical area. E: external lobe. I: internal lobe. A, B, C: successive (not continuous) ontogenetic stages.
probably not justifiable to use a unit of measurement much smaller than 0.5 mm, due to the accuracy of reproduction involved.

In contrast with non-rectifiable curves, rectifiable curves follow the behaviour illustrated by the measurements taken on a sinusoid, plotted as the line shown in Fig. 3.5.5: as the size of the unit of measurement is decreased, the length increases steadily, but instead of doing so without bounds, it approaches asymptotically a finite value, which we call the arc length of the curve.

As can be seen from Fig. 3.5.5 there is a linear relationship between the logarithms of unit of measurement and of total length for a non-rectifiable curve. That is:

\[ \ln n^d = \ln \Sigma d = a \ln d + b \quad \text{with } a < 0 \]  
\[ \text{or } \Sigma d = s = Kd^a \]  
\[ \text{and also } n = Kd^{a-1} \]

where: \( d \) is the unit of measurement, \( n \) the number of times \( d \) is contained in the length of the line being measured, \( s \) the arc length of this line, \( a \) and \( b \) (= \( \log K \)) the slope and ordinate intercept of the line plotting \( \log d \) vs. \( \log \Sigma d \).

If \( a=0 \) or if it tends asymptotically to zero, the curve is rectifiable. Otherwise, it is, as Mandelbrot (1967) has pointed out, of fractional dimension and non-rectifiable.

A convenient measure of complication is:

\[ C = |a| \]
Fig. 3.5.5. An ammonoid suture line (*Creniceras renqgeri* [Oppel]) and a logarithmic plot of its length vs. the unit of measurement (in mm.), showing that there is no fixed length for a structure of this type (dots). The length plot of a rectifiable curve (a sinuroid) is shown as a continuous line for comparison.
Its range is $0 \leq C \leq 1$ and it is linked to the dimension $D$ of the line (in Mandelbrot's sense of fractional dimension) by $a = D - 1$.

The values obtained for $C$ in a sample of several ammonoids range from 0.15 to 0.82. The one illustrated in Fig. 3.5.5 has $C = 0.51$. It appears that $C$ is a useful, objective measure of complication.

Procedure. The values shown on Fig. 3.5.5 were obtained by walking a pair of dividers on the suture line, and counting the number of steps, for several openings of the divider's arms. In the case of several intersections, the one closest along the line was counted. If the unit of measurement is small enough, forward and backward measurements give the same results; otherwise they are averaged.

An alternative procedure, and one that lends itself to machine-reading of the data, is that proposed by Steinhaus (1954), based on a probabilistic measure of length: if a template with a set of equidistant parallel line is superimposed on the suture, an estimate of length is obtained from the number of intersections between the suture and the set of lines.

The suture line is scanned at regular intervals $\delta x$. The total number of intersections $N$ is recorded; suture line is now rotated by an angle $\gamma = 2\pi/k$ and scanned again, $k$ times. A probabilistic estimate of the arc length of the curve is:

$$ L = N \pi \delta x / 2k $$

3.5.5
(Steinhaus, 1954), where $L$ is length, $\delta x$ the unit of measurement. At the same time, the lowermost intersection at each abscissa, recorded when the suture was oriented in horizontal position is obtained. From this single-valued function, a harmonic analysis is performed.

In conclusion, the morphology of the ammonoid suture has been partitioned into three main components: (a) a sinusoidal primary pattern, whose prime example is the primary suture, (b) a pattern of ontogenetic transformation by anisometric growth of the suture, and (c) complication, a degree of indentation of the linear structure, for which an index is provided. Component (b) is left untreated here, as it can be readily dealt with by the standard allometric techniques.
CHAPTER 4

A MORPHOGENETIC MODEL FOR THE MOLLUSCAN SHELL

4.1 Shell growth in mollusks: a review

4.1.1 Structure and composition of the molluscan shell. The detailed microscopic and submicroscopic morphology of the molluscan shell is fairly variable and complex and has been the object of numerous studies; comprehensive works on the subject include those of Bøggild (1930), Grégoire (1962), Mutvei (1964) and MacClintock (1967). The composition of the shell has been recently reviewed by Dodd (1967); Degens and Spencer (1967) and Wilbur and Simkiss (1968) discuss the composition of the organic matrix. Some factors pertinent to the morphogenetic model presented here will be briefly discussed below, with particular reference to the postulated existence of a set of sequential morphogenetic instructions, according to which the shell is built.

The molluscan shell is a two-phase composite material, in which an organic proteinaceous (conchiolin) mesh (the matrix) surrounds and penetrates into a crystalline array of aragonite and/or calcite (rarely vaterite). Like other composite materials, the shell combines the hardness of the crystalline phase with the elasticity of the matrix. Breakage is reduced due to the matrix impeding the propagation of cracks by
interrupting them and absorbing the strain. As a material, the shell probably resembles ferrocement best.

The shell is made up of several layers: an uncalcified outside layer, the periostracum, and two or more calcareous layers, the structure of which differs in different mollusks. Two types of structure are, however, universally present: prismatic, with short prisms arranged approximately normal to the shell surface; and lamellar, with thin lamellae in parallel arrangement, separated by conchiolin sheets. In addition, several other types of structure may be present: spherulitic, apparently homologous to the prismatic structure, but with smaller crystals arranged in spherical arrangements (spherulites), in different orientation within each spherulite; granular (homogeneous), with a compact arrangement of small crystals in irregular orientations; and crossed lamellar, with parallel-twinned lamellae oriented parallel to the shell surface. The crossed lamellar structure, present only in the mollusks is, however, absent in cephalopods (Mutvei, 1964).

The amount of organic matrix varies widely in the different molluscan taxa, from a minimum of 0.01% in some gastropods to a maximum of 5% in Nautilus; it is of course much higher in the internal shell of Sepia and squids.

The arrangement and distribution of the conchiolin matrix is also characteristic of each type of shell structure, although irregular concentrations of conchiolin are present in
all types of structure (Mutvei, 1964), decalcification of shell layers has also revealed a regular matrix pattern for each layer. In particular, the trabecular sheet pattern of the lamellar layer has proved to be characteristic in its morphology for the Bivalvia, Gastropoda and Cephalopoda (Grégoire, 1962).

The mineralogy of the shell is relatively simple: depending on the ionic radius, hexagonal and rhombic crystalline networks are possible for the carbonates of divalent cations, with the upper boundary of ionic radius for the hexagonal form being 1.00 Å. As the ionic radius of Ca$^{+2}$ is 0.99 Å, calcite, the hexagonal form, is the stable polymorph, but the rhombic metastable form, aragonite, is almost equally likely to form (Wilbur and Simkiss, 1968) given especially the other controls present during carbonate precipitation (other ionic substances, epitaxy, impurities). The primitive mineralogical composition of the mollusk shell is, however, aragonitic; it is also the only form found in cephalopods (with the exception of aptchi, the opercular structures of some ammonites) and in most gastropods. Many bivalves have developed the ability to secrete calcite in the prismatic layer or in the lamellar layer (calcitostracum).

Turning now to the chemical composition of the shell, the mineral phase is primarily calcium carbonate, with minor amounts of other cations (Vinogradov, 1953). The
abundance of some of these cations, especially $\text{Mg}^{+2}$ and $\text{Sr}^{+2}$ is controlled by the mineral composition of the shell, and the environmental temperature and salinity (Dodd, 1967); it is probable, however, that an ability to discriminate against foreign cations evolved in several groups of molluscs (Hallam and Price, 1966, 1968). Such an ability, which would be especially valuable in thin-shelled mollusks due to the consequent improvement in the mechanical properties of the shell, must be mediated by changes in the composition of the organic matrix.

The conchoolin matrix is variable in composition (Degens and Parker, 1967, provide an adequate summary), being made primarily of proteins, with polypeptides and polysaccharides (including, in some cases, chitin) playing a secondary role. The matrix composition of each layer is different (Wilbur and Simkiss, 1968), which is understandable since each layer is secreted by a different portion of the mantle epithelium (see below), but also, there are differences in composition within parts of the periostracum; this may be caused by the influence of an alkalinity gradient with the external medium. The differences in amino acid composition of the organic matrices of different shell layers are of taxonomic importance, but their significance is far from clear, and are the object of much current research.
4.1.2 Shell secretion. The different layers of the mollusk shell are secreted in a cavity located between the mantle and shell, filled with a fluid (the extrapallial fluid) mostly secreted by an outer layer of mantle epithelium, but also partly owing its origin to diffusion of ionic substances from the external medium through the periostracum (Wilbur, 1964; Mutvei, 1964; Digby, 1968). The main source of calcium is the blood, which is supersaturated with calcium carbonate; calcium diffuses through the epithelium to the pallial cavity. Its precipitation, however, is inhibited by the presence of $\text{PO}_4^{-3}$ in the blood. It appears, then, that three conditions are necessary for shell formation to take place: the existence of an organic matrix, the presence of an extrapallial fluid supersaturated with respect to calcium carbonate, and the removal of some inhibitory ions from the extrapallial fluid (Wilbur and Simkiss, 1968).

Mutvei (1964) presents evidence for the different shell layers being formed by the same epithelial cells but in different phases of their existence. The same evidence, however, can be interpreted differently, the type of layer formed depending on the thickness of shell between it and the external medium (Digby, 1968). One thing is clear: new epithelial cells are generated exclusively in the outer mantle fold, at the shell edge.

The mechanism of shell secretion is far from clear;
the processes that mediate the formation of the matrix and
the precipitation of the calcium carbonate are obscure and the
chemicals involved and their mode of action unknown. The
processes postulated, then, are mostly at the stage of general-
ities and are presented below as such.

Briefly, there are two current theories of shell
formation: the template theory and the electrochemical theory.

The template theory (Wilbur, 1964) postulates, first,
the formation of matrix from the polypeptides present in the
extrapallial liquid by a selective linking of these poly-
peptide chains, and second, the precipitation, by a process
of epitaxis, of calcium carbonate on the conchiolin matrix,
which, acting as a template, controls the composition and
structure of the crystalline phase. That the synthesis of
the matrix proteins in the extrapallial fluid is a selective
process is evidenced by the vastly different amino acid composi-
tion of fluid and matrix (Wilbur and Simkiss, 1968).

The electrochemical theory (Digby, 1968), attributes
the precipitation of calcium carbonate to the alkalinity of
the inner face of the periostracum, which is also electro-
positive. The alkalinity gradient and potential are presumed
to be caused by diffusion of salt water through the periostracum,
due to mantle suction, the periostracum being a semiconducting
membrane. In this theory, a prismatic layer will be formed
as long as the shell thickness permits the sucking of water
between crystallites. Afterwards, shell precipitation takes place entirely from the extrapallial fluid and a lamellar layer results. The organic matrix would thus play no role in the precipitation of the shell, and would be a by-product of shell formation.

Both theories are entirely consistent with the episodic nature of molluscan shell growth and it is difficult at present to obtain information or devise an experiment that would disprove either. One characteristic, though, both theories have in common: that shell deposition is mediated by diffusion or diffusion-like phenomena. Once shell deposition is initiated at one point, this deposition impulse travels along the growing edge of the shell, either by propagation of epitaxial crystal formation (template theory) or by consecutive change of the electrochemical potential and of alkalinity along the newly formed periostracum (electrochemical theory). This property is made use of in the mechanism proposed below (section 4.2) to account for the shell morphology resulting from a diffusion model of shell growth.

4.2. Accretionary growth and shell expansion

4.2.1 Steps in a model for shell secretion.

Accretionary growth in mollusks is episodic, that is, it takes place at discrete intervals, when the mantle margin is protruded over the shell edge, extrapallial fluid is secreted and
precipitation of organic matrix and calcium carbonate proceeds. Between intervals, no growth at all can take place. The episodic nature of this type of growth makes it possible to simulate it by means of a series of sequential instructions. The essential features of molluscan accretionary growth can be reproduced with a fair degree of accuracy by the morphology resulting from such a sequential set of instructions. A model that simulates the growth of the molluscan shell can be specified by the following five steps:

i) the mantle edge rests in static equilibrium, supported by the shell edge and pushed against it by the turgor of the mantle connective tissue; it protrudes over the edge of the shell and in so doing, creates a pallial cavity along the shell margin.

ii) In this cavity, filled with extrapallial fluid, diffusion of a substance that induces shell accretion is initiated at one or more points. The substance responsible for the initiation of shell deposition, called a morphogen (Turing, 1952) diffuses along the shell edge. Due to the episodic, discontinuous mode of growth under discussion, there is no need to consider equilibrium situations, and Turing's (1952) system of two morphogens can be reduced to only one. The patterns of interest are obtained by the interruption of the diffusion process at some finite time after its initiation, that is, under non-equilibrium conditions. This requirement
is compatible with theories of shell formation and could correspond, for example, to the removal of the crystallization inhibitory ions from the extrapallial fluid (Wilbur and Simkiss, 1968, p.236).

iii) After the morphogen has diffused a certain variable period of time, accretion begins. The amount of shell accreted is proportional to the amount of morphogen present at a given point along the mantle edge, and the morphogen is consumed by a chemical reaction also proportionately to its concentration (first-order reaction). This is a non-equilibrium process, since no differential growth will result if diffusion is allowed to continue indefinitely.

iv) The mantle is retracted; during this step, multiplication of the mantle epithelial cells takes place.

v) The process recurs back to (i).

Each of these five steps admits several variants, the different combinations of which can produce all the morphological variation present in molluscan shells.

4.2.2 Some morphological consequences of the model.

In what follows, alternatives for the five morphogenetic steps proposed in section 4.2.1 will be examined and the most important will be translated into the forms resulting from them.

i) The static equilibrium resulting from the
conditions outlined in this step determines the shape of the cross-section and will be dealt with in a separate section (see below).

ii) For the concentration of the morphogen along the mantle edge, the fundamental equation (Crank, 1956) is given by Fick's one-dimensional second law of diffusion in a two-component system, with a linear sink (first-order reaction):

\[
\frac{\partial u}{\partial t} = \frac{\partial}{\partial s} \left[ D_u \frac{\partial u}{\partial s} \right] - ku \tag{4.2.2.1}
\]

where \( u \) = concentration of morphogen

\( t \) = time

\( s \) = distance along the mantle edge from morphogen source

\( D_u \) = diffusion coefficient at concentration \( u \)

\( k \) = constant, characteristic for the reaction, where
the rate of morphogen removal is \( ku \)

This equation has no analytical solution unless \( D_u \) is a fairly simple function of the concentration. The following alternatives are of interest:

a. The diffusion coefficient. If we assume low morphogen concentrations then \( D_u = \text{constant}. \)

In this case, equation 4.2.2.1 reduces to:
\[
\frac{\partial u}{\partial t} = D \frac{\partial^2 u}{\partial s^2} - ku
\]

which has the analytical solution

\[
u = k \int_{0}^{t} u_1 \exp(-kt') \, dt' + u_1 \exp(-kt)
\]

where \( u_1 \) is a solution of

\[
\frac{\partial u}{\partial t} = D \frac{\partial^2 u}{\partial t^2}
\]

and equals

\[
u_1 = \frac{u_0 \exp(-s^2/4Dt)}{2 \sqrt{\piDt}}
\]

where \( u \) is the amount of morphogen secreted at time \( t=0 \) from
the source \( s=0 \) and which is allowed to diffuse away from the
source.

b. Number and position of sources. A single point-source in median position, of course, is the simplest case, but other interesting cases include: three sources, with two of them arranged symmetrically on either side of a central one; this condition would generate an outline similar to an ammonoid opening (see below). Or, an asymmetrical source, that is, at least two sources differing in amount of flux; a helical spiral
would be the result in this case.

c. Boundaries of secreting area. If the secreting area is considered to be a ring, the solution takes a periodic form, as a summation of an infinite series with exponential terms (Turing, 1952, p.49). As a first approximation, however, and considering only the non-equilibrium case, that is, diffusion taking place over a small, finite length of time, equation 4.2.2.3 can still be used as a solution, with the proviso that solutions must be calculated only for $-\frac{s_m}{2} \leq s \leq \frac{s_m}{2}$, where $s_m$ is the total length of the secreting ring. The final effect of adding the terms of the series solution is to produce the same morphogen concentration distribution as would be produced by allowing diffusion to take place over a longer period of time, that is, adding more terms to the series solution flattens out the morphogen concentration-distance curve, but its shape remains basically the same.

The second case of interest in regard to boundaries is the presence of impermeable boundaries. In this case, the boundary acts as a reflecting layer and the solution for any given point is obtained by the superposition of two solutions: that calculated directly from equation 4.2.2.3 and a virtual solution obtained by extending the length $s$ beyond the reflecting boundary at $s_m/2$ and calculating the value at $U_{s_m-s}$. Again, this is an approximation of an infinite series solution and is valid only for short periods of time. As an example,
Fig. 4.2.2.1 Nonequilibrium solution of diffusion equation with 3 sources and a reflecting boundary, obtained by adding three partial solutions. $
abla u$ = morphogen concentration $t$ = time

The aperture of an ammonoid, *Harpoceras* sp. is shown for comparison.
Fig. 4.2.2.1 shows a solution obtained for the case: three sources, one at $s=0$ and one each at $s=\pm 2/3$ (with initial concentration $u_s = u_{s/2}$) with a reflecting boundary at $s=\pm 1$. The graphical solution (for $Dt=1/2$) was obtained by adding the solutions of equation 4.2.2.3 for each source and adding to them the values reflected at the impermeable boundary. The shape of an ammonite aperture and growth lines (Harpoceras sp.) are shown for comparison.

d. Initial and boundary conditions for integrating of the diffusion equation. If the rate of production (flux) of morphogen is such as to maintain a constant concentration at the source, as in the case of equilibrium with an external source medium, then the initial and boundary conditions are:

$$u = 0 \quad t = 0$$
$$u = u_0 \quad t > 0$$

Other interesting condition is that arising from an initial, instantaneous amount of morphogen being secreted and then allowed to diffuse with no further secretion. This condition amounts to the total flux being constant for each accretion episode:

$$M = \int_{-1}^{+1} u ds = C_2 \quad 4.2.2.6$$

If the final ratio of concentrations at the source and at the distal end of the secreting edge (reflecting boundary) is
\[
\frac{u_0}{u_1} = \frac{u_0}{u_{-1}} = C_3 \tag{4.2.2.7}
\]

This is reflected in the shell in the ratio between the lengths of the midventer line and of the umbilical seam. If this ratio is constant, the shell is self-similar and it follows a logarithmic spiral. The higher this ratio, the smaller the angle of the logarithmic spiral and the higher the rate of expansion of the shell.

The concentration at the distal end is zero:

\[ u_1 = u_{-1} = 0 \]

This is the case of most brachiopods and some bivalves, like Gryphaea.

The concentration of morphogen is constant along the mantle margin:

\[ \frac{\partial u}{\partial s} = 0 \]

This situation can arise through two different conditions: a very high diffusion rate (see below) or a long time allowed for diffusion to take place, thus leading to an equilibrium concentration gradient. Notice that this condition is incompatible with the first listed condition, that is, in a given discrete secretion episode, for a constant morphogen concentration to exist, secretion must have stopped for some time while diffusion is still taking place.
This condition leads to tubes and, if expansion accompanies accretionary growth, to orthoconic shells.

e. Diffusivity. Over a range of low concentrations and in ionic substances, the diffusion coefficient is constant or almost so. In molecular substances and at all but the lowest concentrations it is strongly dependent on concentration, showing an inverse relationship to it.

From molecular kinetics considerations, the diffusion coefficient is also inversely proportional to molecular weight. The substances we are dealing with (morphogens) are presumably protein precursors and thus have a high molecular weight, so that diffusion coefficients are probably an important factor in the model (see below under "homeomorphy and iterative evolution").

It is also possible that the chemical composition of the morphogen be altered during ontogeny, thus accounting for changes in the geometry of the shell. This is especially possible for apertural modifications in the ammonoid shell (lappets and rostra). These effects can also be produced by behavioral changes (see below).

iii) Time interval during which diffusion takes place. The periods of shell accretion vary widely in mollusks, depending upon the seasons of the year, the weather, tidal cycles, the ecologic conditions (subaerial exposure, wave energy, food availability, etc.) and the physiologic state of the
animal (Rhoads and Pannella, 1970; Dodd, 1969; Evans, 1972). In general, though, one can state that accretion intervals have a frequency of the order of a few hours (Pannella and MacClintock, 1968, have observed apparently daily growth rings in a variety of mollusks, including some ammonoids).

If the periods of mantle protrusion (during which morphogen diffusion and subsequent calcification take place) could be modulated, this would account for changes in the morphology of the growing edge, and as a consequence, of the whole shell, if the modulation is maintained for a long enough period of time.

Figure 4.2.2.2 (after Crank) shows non-equilibrium concentration profiles for different time intervals. The effect of shortening the time allowed for diffusion is similar to that of lowering the value of the diffusion coefficient.

iv) The periods when the mantle is retracted usually alternate cyclically with the periods of shell accretion. Growth of the mantle edge epithelium is assumed in this model to take place by cell division and during this stage. Naturally, the perimeter of the mantle edge has to increase if there is to be expansion of the shell. Otherwise, the shell would be an accretionary tube. Observations of wounds that apparently damaged the mantle (Fig. 4.2.2.3) and also of longitudinal ribbing (strigations) show that most of the mantle growth in ammonoids takes place by addition of new cells away from the
Fig. 4.2.2.2 Typical non-equilibrium concentration-time curves (after Crank, 1956).
Fig. 4.2.2.3 Composite sketch of ammonite shell showing a wound that injured the mantle and the scar that trails it. Longitudinal markings (strigations) appear from the umbilical region. Both lines of evidence show growth to occur primarily in the umbilical region.
umbilical seam. Under the mechanical conditions discussed in section 4.3 this means that in general, through ontogeny, the cross-section will become more and more protracted (Fig. 4.2.2.4). This effect is probably enhanced by the fact that the analysis in section 4.3 neglects surface forces, which are certainly important at larval and early post-larval growth stages, and account then for the universally present globose shape of the earliest growth stages in ammonoids. Since the rigid framework of the shell provides a template upon which successive layers of calcium carbonate are deposited, its initial shape becomes an inherited form which is only slowly modified as the mantle grows in size.

The model assumes then that new cells are added to a region centered on the umbilical shoulder (Fig. 4.2.2.5 shows homologous points on the cross-section and a hypothetical frequency distribution of new mantle epithelial cells). It is worth noticing that this model of mantle growth in ammonoids is consistent also with Schindewolf's observations of the septal growth (in the form of elongation of the septal suture) taking place mostly in the umbilical seam region. This can be clearly seen in Fig. 3.5.3 showing a smoothed adult suture line that gives the impression of having been stretched in the umbilical region and Fig. 3.5.4, showing the course of ontogenetic development of a suture line, with most of the growth restricted to the periumbilical region.
Fig. 4.2.2.4 Sketch of the change in cross-sectional shape accompanying growth in the ammonoid shell. PP, P'P' and P"P" are pairs of homologous points that migrate ventrad relative to the rest of the shell. A, B, C: successive growth stages.
Fig. 4.2.2.5  

A: Ammonoid cross-sections with isogrades of equal mantle cell proliferation, as postulated by the model of section 4.2.2.

B: Frequency distribution of cell proliferation along the mantle edge (hypothetical).

D: dorsal region;  V: ventral region
U.S.: umbilical shoulder
4.2.3 Homologous points in the mantle. The presence of longitudinal striations (strigations) and of longitudinal wound scars in ammonoid shells has two main implications:

i) that they mark homologous points in the mantle, otherwise impossible to identify;

ii) that at least part of the shell secretion is very local, showing that the model that assumes diffusion of a morphogen in the extrapallial fluid followed by calcification is incomplete.

Point i) enables one to trace, by means of Thompson's (1942) deformation grids or other similar transformation techniques, the development of the cross-sectional shape. This has made in part possible the formulation of the model for growth of the mantle edge.

Point ii) makes it plausible that the explanation of most longitudinal markings in molluscan shells is that they are produced by substances with very low diffusion rates. Thus, practically all colour markings are longitudinal, a fact consistent with the high molecular weights of most of these pigments. The same explanation is offered for strigations, which are then seen as very different in character from regular ribbing. This is consistent with observations of the finer structure of strigations, which unlike regular (radial) ribs are not undations of the shell but are usually concave in cross-section and raised at the rims, and thickened overall, with
accretion lines normal to the direction of the strigation.

Apart from strigation and wounds, the only other homologous points in the shell correspond to the directive rib of Lison (1949), which in ammonoids corresponds to the midventer line.

A similar explanation to that of longitudinal striations has been offered by Waddington and Coe (1971) for the deposition of pigment in the shell of some marine gastropods (Conidae). Diffusion rates are here in between the ones for radial and those for longitudinal ribbing. If one assumes that there are threshold values for the concentration of the pigment morphogen above and below which deposition does not take place, a V-shaped pattern pointing apicad results. A similar model but with relatively higher diffusion rates accounts for bifurcating ribs in ammonoids, in which at least one of the furcated ribs must be transgressive over the growth lines.

4.2.4 **Homeomorphy and iterative evolution.** The morphogenetic model can also account for two frequent occurrences in the evolution of the ammonoids: homeomorphy and iteration.

i) Homeomorphy (Buckman, 1895) can arise in two main ways: (a) by a coincidental repetition of the same set of morphogenetic instructions (presumably this is possible only in the case of simple morphologies), or (b) due to two
different sets of instructions having the same total (or final) effect. This second mechanism is of course the more interesting one, as it allows two groups of quite different ancestry to give rise to similar morphologies, and to the same successions or morphologies (for example, Juvavites - Macrocephalites, Parajuuvavites - Xenocephalites).

ii) Iterative evolution. The existence of iterative evolution as a common occurrence in ammonoids points out to two sets of factors: (a) external factors, that is, the periodic recurrence of similar environmental conditions that make the evolution of certain morphologies possible or necessary, and (b) internal factors, a set of mechanical and biochemical instructions and constraints, relatively simple, that permit the evolution of those morphologies virtually whenever they are necessary.

The set of factors (a) is, quite probably, related to the episodic recurrent history of the mesozoic seas, which was reflected especially in the fluctuating levels and especially, areas of the continental shelves and epicontinental seas where the ammonoids, like most present day cephalopods, in all probability bred.

As to the factors in (b), the mere fact that homeomorphy, a rather uncommon occurrence in most animal groups, is so widespread in mollusks, points out in favour of a model like
the one presented here, in which most of the constraints on the morphology and on its modifications (ontogenetic or evolutionary) are determined directly by the mechanical and chemical properties of the tissues and organic compounds involved and not through the mediation of complex biological processes; if a particular morphology need not be genetically coded for in its entirety, this is, on the one hand, simpler and more economic of genetic material, and on the other, it makes its repetition or the reversal of evolutionary lineages much more possible.
4.3. **Cross-sectional shape of the ammonoid shell**

The forces acting on most biological structures at the moment of their formation are many and complex, and therefore usually impossible to estimate. A consequence of their complexity is that the resulting form is itself complex.

When the forms resulting from a morphogenetic process are simple, on the other hand, we may suppose that the forces acting upon these forms were also simple. Fig. 3.3.1.2 shows a cross-section of *Sonlinia* sp. superimposed on a family of catenaries. The fit and general shape of the two curves are quite remarkable (especially if we consider that the curve has only one parameter), and it was observed that this fit was better the larger the ammonite. This suggests that weight is a determinant force in shaping the ammonoid cross-section, since a catenary is the curve of static equilibrium of a linear, flexible, inextensible arc deformed by its own weight. A catenary, however, is a monotonically increasing curve, and would not fit a double-valued curve like the ammonoid cross-section beyond the latter's point of maximum width.

The conditions for static equilibrium of the ammonoid cross-section during shell secretion can be stated as follows:

Consider the mantle edge in the ammonoid's normal growing position, as shown in Fig. 4.3.1. An element $ds$ of the mantle edge is subjected to the following forces: $H$ and $T = \text{tangential forces acting at the extremities of } ds$ ($H$ constant),
Fig. 4.3.1 The cross-section of an ectocochliate cephalopod shell, showing the forces acting on the mantle edge. \( H, T \) = tangential forces. \( R \) = radial force. \( ds \) = element of arc in mantle rim. \( G \) = weight of \( ds \). \( \alpha \) = angle of \( T \) with the horizontal.
G = \gamma s = \text{weight of the arc } ds, \text{ where } \gamma = \text{linear weight of the mantle (a constant) and } s = \text{length along the mantle edge}
\alpha = \text{angle of } T \text{ with the } x\text{-axis}
R = \text{radial force, representing the turgidity of the mantle, which is everted over the growing edge of the shell. In general } R = f(s).

The condition for static equilibrium states that the vector sums of horizontal and vertical force components should be separately null, that is:

\[ H = T \cos \alpha + R \cos (\pi/2 - \alpha) \quad \text{(4.3.1)} \]
\[ \gamma s = T \sin \alpha - R \sin (\pi/2 - \alpha) \quad \text{(4.3.2)} \]

Rearranging and dividing (4.3.2) by (4.3.1):

\[ \tan \alpha = \frac{dy}{dx} = y' = \frac{\gamma s \sqrt{y'^2 + 1} + R}{H \sqrt{y'^2 + 1} - Ry'} \quad \text{(4.3.3)} \]

Two main cases will be considered for the solution of this differential equation:

a) \( R = \text{constant} \)

This condition leads to:

\[ y'' = \frac{d^2y}{dx^2} = \frac{C (1+y'^2)}{\sqrt{1+y'^2} + Dy'} \quad \text{(4.3.4)} \]

with initial conditions: \( y'_0 = 0 \) \( y_0 = 0 \) where \( C = \gamma / H \) and \( D = R / H \).

Equation 4.3.4 has no analytic solution. Numerical solutions
using a predictor-corrector method (Bevington, 1969) for
different values of C and D are shown in Figs. 4.3.2 and 4.3.3.
Many more morphologies are possible, and these are meant only
as examples.

b). \( R = A + B \sin \theta \)

In this case, equation 4.3.3 takes the form

\[
y'' = \frac{(1+y'^2) (E \sqrt{1+y'^2}+C)^2}{C\sqrt{1+y'^2}+E(1-y'^2)-2DCy'} \tag{4.3.5}
\]

where \( C = \gamma/H \)

\( D = A/H \)

and \( E = B/H \)

Numerical solutions for \( D=1 \), and variable \( C \) and \( E \) are shown in
Figs. 4.3.4 and 4.3.5.

The basic morphology of the ammonoid cross-section
is successfully simulated by these equations; it seems reasonable
then to conclude that the conditions of static equilibrium for
the mantle edge at the moment of shell secretion are closely
approximated by those listed above. Other, local forces must
be in effect at parts of the mantle edge to account for other
aspects of the cross-sectional shape.

Several other conditions are possible for the solution
of equation 4.3.3, apart from the simple ones listed under
(a) and (b) above. Our choice is, however, limited by the
fact that no direct measurements of the forces under discussion
SECTIONS FOR D = 0.40

Fig. 4.3.2 A family of cross-sections for different values of C obtained by numerical solution of equation 4.3.4
SECTION FOR $C = .80$

Fig. 4.3.3 A family of solutions of equation 4.3.4 for variable D
Fig. 4.3.4 A family of solutions of equation 4.3.5

SECTIONS FOR C = .10
Fig. 4.3.5 A family of solutions of equation 4.3.5
are available. The best we can hope for is a visual comparison of the forms obtained with those of actual ammonoids.

One further consequence of this model is that the more muscular an ammonoid was, presumably the larger the value of $R$ was, making its cross-section rounder and accordingly, less streamlined. On the other hand, if the aim was to produce a more streamlined cross-section, this could be done only at the expense of a loss in propulsive power, consequent to a decrease in the turgor of the mantle.
CHAPTER 5

CONCLUSIONS

It was originally expected that the models developed in this study would be tested against actual ammonoid morphologies. This, however, proved to be impossible due to, on the one hand, the absence of the pertinent data, and on the other, to the existence of non-unique solutions for the morphology resulting from a given set of conditions. As pointed out in sections 4.2 and 4.3, this last result may actually have played a role in the evolution of ammonoids and provide an explanation for the phenomenon of iterative evolution.

In the case of the descriptive models proposed in Chapter 3, however, the restrictions pointed out above do not apply, and the models have been successfully tested.

The positive results of this study can be outlined as follows:

1). A new theoretical model for organic growth has been proposed, together with procedures to fit the resulting equations to both longitudinal and cross-sectional data, as well as to anisometric growth. This model considers growth as a deterministic function of size and age, being affected by damping factors for both of these variables; it is considered that this new growth model is particularly appro-
appropriate to the growth of the molluscan shell and of other accretionary structures in whose growth diffusion plays an important role, but other types of growth might also fit this growth function well.

2). Most growth equations in common use are inappropriate to their objective, some of their consequences for growth being wholly determined by the form of the equation.

3). The allometry equation is a special case of a set of more general anisometry equations, produced when damping factors in growth are the same for both variates. The "power law" relation of variates in allometry is probably a result of the combination of two exponential processes.

4). Growth in different kinds of organisms need not follow the same laws. In particular, extracellular accretionary growth in which morphogenetic substances propagate by diffusion must have different laws than those governing cellular growth.

5). A new descriptive model for the molluscan shell is developed. Based on the harmonic analysis of the cross-section, it allows the separation of form into size and shape. This model is limited in its completeness only by the extent to which one wants to limit the proliferation of harmonics.

6). The complex ammonoid suture line is a non-rectifiable curve of fractional dimension. Its complication
and that of other comparable linear structures can be measured by means of a new index of complication, and comparisons between sutures can be made by the same index.

7). The suture line can be separated into two main components: one due to a regular fluctuating pattern inherited from the early stages of development (which, however, is distorted during growth due to allometry) and the second, a superimposed process that introduces complication.

8). The multiplication of mantle epithelial cells responsible for shell secretion in mollusks, took place primarily in the periumbilical region in the involute ammonoids.

9). The morphology of the ammonoid coiled spiral tube can be derived from a simple set of instructions governing the accretion of the shell at the mantle edge, which is governed by diffusion or diffusion-like phenomena. A consequence of this is that the morphology of the shell must be reflected in the shape of its growth lines.

10). The ectocochliate cephalopod cross-section can be reproduced by considering it as a line in static equilibrium, subjected to the deforming forces of its own weight and the turgidity of the mantle.

11). The phenomena of homeomorphy and iterative evolution have a common explanation, derived from the ability of ammonoids to produce similar morphologies starting from a different set of chemical and mechanical constraints.
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APPENDIX I

COMPUTER PROGRAMS TO FIT GROWTH AND ANISOMETRY
EQUATIONS (EQUATIONS 2.3.3.4 AND 2.3.3.14)

I-A) Calculation of derivatives for parameter fit

Given \( t = \frac{-1}{\alpha} \ln \left[ \frac{a}{K} \left( F(1,\beta) - F(y,\beta) \right) \right] \) \hspace{1cm} A.1

Calculate \( \frac{\partial F}{\partial \alpha} \), \( \frac{\partial F}{\partial \beta} \), \( \frac{\partial F}{\partial K} \) in:

\[ F(y,\beta) = F(1,\beta) - \frac{K}{\alpha} \exp (-at) \] \hspace{1cm} A.2

\[ \frac{\partial F(y,\beta)}{\partial \alpha} = -K \left( -\alpha^{-1} t \exp (-at) - \alpha^{-2} \exp (1-at) \right) \] \hspace{1cm} A.3

\[ \left( \frac{1}{y} + \beta + \ldots + \frac{\beta^n y^{n-1}}{n!} + \ldots \right) \frac{\partial y}{\partial \alpha} = \frac{K}{\alpha} \exp (-at) \left( t + \frac{1}{\alpha} \right) \] \hspace{1cm} A.4

\[ \frac{\partial y}{\partial \alpha} = \frac{K}{\alpha} (t+\frac{1}{\alpha}) \exp (-at) \frac{f'_{\alpha}K (y,\beta)}{F'_{\alpha}K (y,\beta)} \] \hspace{1cm} A.5

\[ \frac{\partial F}{\partial \beta} = \frac{\partial F}{\partial (1,\beta)} \] \hspace{1cm} A.6

\[ \left( \frac{1}{y} + \beta + \ldots + \frac{\beta^n y^{n-1}}{n!} + \ldots \right) \frac{\partial y}{\partial \beta} + y \ldots + \frac{(\beta y)^{n-1}}{n!} y + \ldots \]

= \( 1 + \ldots + \frac{\beta^{n-1}}{n!} + \ldots \) \hspace{1cm} A.7
\[ \frac{\partial y}{\partial \beta} = \frac{1-y + \frac{\beta(1-y^2)}{2} + \ldots + \frac{\beta^{n-1}(1-y^n)}{n!} + \ldots}{\frac{F'_a K(y, \beta)}{F'_a K(y, \beta)}} = \frac{F'(y, \beta)}{F'_a K(y, \beta)} \] 

A.8

\[ \frac{\partial F}{\partial K}(y, \beta) = -\exp(-at) \] 

A.9

\[ \frac{\partial y}{\partial K} = -\exp(-at) \] 

B.10

I-B) **Parameter values**

\[ \alpha, \beta, K, y_0, y_{jo}, y_{jf} \]

Program GRSPFIT finds (by the method of steepest descent) the parameters \( \alpha, \beta \) and \( K \), given a set of \( t(i), y(i) \) values. \( y_0 \) is calculated then from:

\[ F(y_0, \beta) = F(1, \beta) - \frac{K}{\alpha} \]

B.2

Program ANSPFIT calculates \( \frac{K_i}{\alpha_i}, \frac{K_j}{\alpha_j}, \frac{\alpha_i}{\alpha_j}, \beta_i, \beta_j \) and \( y_{jf} \) to fit the equation

\[ F(y_j, \beta_j) = F(y_{jf}, \beta_j) - \frac{K_i}{\alpha_j} \left[ \frac{\alpha_i}{\alpha_j} \left( F(1, \beta_i) - F(y_i, \beta_i) \right)^{\frac{\alpha_j}{\alpha_i}} \right] \]

B.2

given a set of cross-sectional data, \( y_i(n), y_j(n) \).
Fit of data to anisometry equation

The problem is to determine the following six parameters:

\[
\begin{align*}
1/a_1 &= K_i/\alpha_i \\
a_2 &= K_j/\alpha_j \\
a_3 &= \alpha_j/\alpha_i \\
a_4 &= \beta_i \\
a_5 &= \beta_j \\
a_6 &= y_{jf}
\end{align*}
\]

Given a collection of points, \( Y_i(N), Y_j(N) \), find the equation

\[
F(y_j, \beta_j) = F(y_{jf}, \beta_j) - \frac{K_i}{\alpha_j} \left( \frac{\alpha_i}{\alpha_j} \left( F(1, \beta_i) - F(y_i, \beta_i) \right) \right)^{\alpha_j/\alpha_i}
\]

It is necessary to provide estimates of the coefficients

AE (A estimate)

AE (6) = YJ (K), \( K \) being the index number of the last pair of

data points.

AE (5) = 0.10
AE (4) = 0.10
AE (3) = 1.0
AE (2) = F J 1 - F (YJ (1), 0.10)
AE (1) = 1. (F 1 - F (YI(1), 0.10)
In fitting growth data to equation 2.3.3.14:

\[ F(y, a_5) = F(a_6, a_5) - a_2 \left[ a_1 \left\{ F(1, a_4) - F(x, a_4) \right\} \right]^{a_3} \]  \hspace{1cm} B.4

Then, taking partial derivatives with respect to each of the 6 parameters \( a_i \):

\[ \frac{\partial F}{\partial a_1} = -a_2 a_3 a_1^{a_3-1} \left\{ F(1, a_4) - F(x, a_4) \right\} \]  \hspace{1cm} B.5

from where:

\[ \frac{\partial y}{\partial a_1} = a_2 a_3 a_1^{a_3-1} \left\{ F(1, a_4) - F(x, a_4) \right\}^{a_3} \frac{F'(x, a_4)}{F'_{\alpha K}(y, a_5)} \]  \hspace{1cm} B.6

\[ \frac{\partial y}{\partial a_2} = a_1 \left\{ F(1, a_4) - F(x, a_4) \right\}^{a_3} \frac{F'(x, a_4)}{F'_{\alpha K}(y, a_5)} \]  \hspace{1cm} B.7

\[ \frac{\partial y}{\partial a_3} = -a_2 a_1 \left\{ F(1, a_4) - F(x, a_4) \right\}^{a_3} \ln \left[ a_3 \frac{F(1, a_4) - F(x, a_4)}{F'(x, a_4)} \right] \]  \hspace{1cm} B.8

\[ \frac{\partial F}{\partial a_4} = -a_2 a_3 a_1^{a_3-1} \left\{ F(1, a_4) - F(x, a_4) \right\} F'(x, a_4) \]  \hspace{1cm} B.9

\[ \frac{\partial y}{\partial a_4} = -a_1 a_2 a_3 \left\{ F(1, a_4) - F(x, a_4) \right\}^{a_3-1} \frac{F'(x, a_4)}{F'_{\alpha K}(y, a_5)} \]  \hspace{1cm} B.10
\[
\frac{\partial F(y, a_5)}{\partial a_5} = \frac{\partial F(a_6, a_5)}{\partial a_5}, \\
\frac{\partial y}{\partial a_5} = \frac{F'(y, a_5) - F'(a_6, a_5)}{F'_{\alpha K}(y, a_5)} \tag{B.11}
\]

\[
\frac{\partial F(y, a_5)}{\partial a_6} = \frac{\partial F(a_6, a_5)}{\partial a_6} = F'_{\alpha K}(a_6, a_5) \tag{B.12}
\]

\[
\frac{\partial y}{\partial a_6} = \frac{F'_{\alpha K}(a_6, a_5)}{F'_{\alpha K}(y, a_5)} \tag{B.13}
\]

Where
\[
F'_{\alpha K}(y, \beta) = \frac{1}{y} + \beta + \frac{\beta^2 y}{2!} + \ldots + \frac{\beta^n y^{n-1}}{n!} + \ldots \tag{B.14}
\]

and
\[
F'(y, \beta) = 1 - y + \frac{\beta(1-y^2)}{2!} + \ldots + \frac{\beta^{n-1}(1-y^n)}{n!} + \ldots \tag{B.15}
\]

I-C) Program listings

These programs are listed here only for the benefit of those who would like to apply the double-damped equation for growth or the anisometry equation directly. The programs require a subroutine for matrix inversion like subroutine MATINV in Bevington (1969)
PROGRAM GROFIT (INPUT,OUTPUT,TAPE5=INPUT,TAPE6=OUTPUT)
C THIS PROGRAM FITS THE PARAMETERS OF THE DOUBLE-DAMPED GROWTH
C EQUATION TO LONGITUDINAL GROWTH DATA. THE PROGRAM IS SPT UP TO
C GENERATE THE GROWTH DATA FROM THE EQUATION AND THEN DO A FIT
C TO THESE THEORETICAL DATA, TO ILLUSTRATE THE DOUBLE-DAMPED
C GROWTH EQUATION, TO FIT ACTUAL DATA *LOOP 50 SHOULD BE
C ELIMINATED AND T(N)-TIME AND Y(N)-SIZE READ IN.
C THE METHOD USES MARQUARDT'S ALGORITHM FOR STEEPEST DESCENT,
C WITH LINEARIZATION IN THE NEIGHBOURHOOD OF THE SOLUTION.
C ALL FUNCTIONS AND SUBROUTINES NEEDED WITH THE EXCEPTION
C OF MATINV ARE LISTED WITH PROGRAM ANSFIT.

101 FORMAT (2F5.2)
102 FORMAT (1H1,FX,1H1,10X,4H1(T(1),10X,4H1(Y(1),7X,7HYFIT(I),7X,4H1(I+1)
1H1,H),7X,6H1(I+1),17H1,4X,7HYFIT(I+1),17H,21H) ORIgINAL ALPHA =
2.5F4.2,11H BETAs = F4.2,7/1)
103 FORMAT ((FX,12.5F14.4))
105 FORMAT (1H0,FX,6HCRITICAL DATA FOR GROWTH CURVE WITH PARAMETERS.
1. ALPHA = 1.5F3,3,7H BETAs = 1.5F3,3,7H C = 1.5F7,4/7X,7HAT I = 1.5F8
2.4,14H AND SIZE Y = 1.5F7,5,29H MAXIMUM GROWTH RATE YPMAX = 1.5F9,6,23
3H TMAX = T(1,090) = 1.5F8,4/5X,11HSIGMALPHA = 1.5F6,3,14H
4. = 1.5F6,6,14H 0B0SIGMA = 1.5F6,6,14H 0B0CHISQR = 1.5F8,4/4/1)
DIMENSION T(100),Y(10),C(I),SIGMA(I),YFIT(100)
Y(1) = 0.10 C EMN = EXP(-1.0) & T(1) = 0.0
C REAF (5,101) ALPA,BETA
C IF (ALPA,GT,1.0) GO TO 99
ASAV = ALPHA & RSAVF = BETA
DFLYX = -1000.0 & KAKA = 0
F1 = F(1,BETA) & C = CA*ALPHA
SOL = Y(1)
K = 100
DO 50 M = 2,100
T = 1.5F(M-1) & TI = T(N)
CALL SODEM (C,DTFA,C,R,RTA,J,NA,ALPHA,F,E,11,Y1,0.0,C,SOL)
Y(M) = SOL & Y = Y(N)
DFLY = Y - Y(N-1)
IF (DFLY,LT,DFLYX) GO TO 48
DFLYX = DFLY & YDFLY = Y
48 IF (Y,LT,0.00) GO TO 49
GO TO 50
4 K = N & GO TO 51
C CONTINUE
51 FLANDA = C.001
A(1) = A,FLANDA & A(2) = (-0.39024262*SORT(0.39024262**2-4.0)*
1.00006241)*YDFLY - EMN(1)))/2.00006241!
A(2) = A(1)*F(1,A(2)) - F(Y(1),A(2))
52 KAKA = KAKA + 1
CALL CUBFIT (T,Y,SIGMA,K,2,0,0,SIGMA,FLANDA,YFIT,CHISQR)
IF (CHISQR,LT,0.0001,DO,KAKA,LE,10) GO TO 52
J = FLOAT(K/2) + 0.5
WRITE (A,107) J,JSJ,ASA,V,RSAVF
WRITE (A,102) (T(1),Y(1),YFIT(I),T(I+1),Y(I+1),YFIT(I+1),I=1,J)
ALPHA = A(1) & BETA = A(2) & C = A(3) & CA = C/ALPHA
F1 = (1,BETA)
TMAX = -ALOG(F1) - F(0.999,BETA)/CA/ALPHA
YPMAX = EMN(1) - 0.39024262*BETA - 0.0006241/BETA**2
TPMAX = -ALOG(F1 - F(YPMAX,BETA))/CA/ALPHA
YPMAX = C*YPMAX*EXP(-ALPHA*TYPMAX/BETA*YPMAX)
PROGRAM ANSFIT (INPUT, OUTPUT, TAF5=INPUT, TAF6=OUTPUT)

101 FORMAT (6F5.2)
102 FORMAT (1H1*X*1H1*10X*4H(I)*6X*5HJ(I)*6X*RHYJFIT(I)*7X*4H(I+1)
12+1H1)*6X*5HJ(I+1)*2H1*10H*3X*RHYJFIT(I+1)*2H1 )
103 FORMAT ((5X*12*6F14.4))
104 FORMAT (1H10*1X*29H ORIGINAL PARAMETERS... CA = +F5.2*11H CJAJ = +F5.2*11H AJAI = +F5.2*11H RETA = +F5.2*12H BETAJ = +F5.2*12H YJ0 = +F5.2*11H 7HBEAT = +F5.2*12H 22/10X*6HYJF = +F5.2*10H YJ0 = +F5.2*10H 22/9H CALCULATION PARAMETER
3S* CA = +F6.3*10H CJAJ = +F6.3*10H AJAI = +F6.3*10H RETA = +F6.3*11H BETAJ = +F6.3*11H YJ0 = +F6.3*10H YJ0 = +F6.3*10H YJ0 = +F6.3*10H 7HBEAT = +F6.3*10H
105 FORMAT (1H10*5X*9H CHISQR = +F8.5*33H STANDARD DEVIATIONS... CA = +F6.3*11H CJAJ = +F6.3*11H AJAI = +F6.3*30X 7HBEAT = +F6.3*30X 23*12H BETAJ = +F6.3*10H YJF = +F6.3*10H
DIMENSION Y(100), J(100), J(100), A(6), SIGMAM(A), YFIT(100)
YSTEP = 1.0/110 FMIN1 = EXP(-1.0)
1 RREAD (5,101) ALPHAJ, RETA, ALPHAJ, BETAJ, CJAJ, YJF
IF (ALPHAJ .GT. 0.0) GO TO 888
F1 = F(1.*BFTA) $ FJ1 = F(YJF*, RETA) $ YJA = 0.1
CA = F1 - F(0.1*BFTA)
AJAI = ALPHAJ/ALPHA $ YJO = 0.1
CALL SODOM (0.0*RFTA, CJAJ, BETAJ, 0.0, 0.0, FJ1, FJ1, Y1, 0.0, YJ0)
CASEV = CA $ CJSAV = CJAJ $ AJSAV = AJAI
RSAVE = BFTA $ BSJSAV = RETAJ $ YFSAV = YJF
YJOSAV = YJ0 $ K = 100 $ Y(1) = 0.1 $ YJ1 = YJ0
 DO N = 2*100
 Y(N) = 0.1 + FLOAT(N-1)*YSTEP $ Y1 = Y(N)
 CALL SODOM (1.0*BFTA, CA, RETAJ, CJAJ, AJAI, FJ1, Y1, 0.0, YJA)
 IF (YJA .GT. 1.5) GO TO 49 $ GO TO 50
40 K = N-1 $ GO TO 51
50 YJ(N) = YJ0
51 FLAMDA = 0.001 $ KAKA = 0
A(1) = 1.*FJ1 - F(Y1(1)*0.1)) $ A(2) = FJ1 - F(YJ1(1)*0.1)
A(3) = 0. $ A(4) = 0. $ A(5) = 0.1 $ A(6) = YJ(K)
52 KAKA = KAKA + 1
CALL CURFIT(Y, YJ, SIGMA(K)*5*6+0*A, SIGMA(A), FLAMDA, YFIT, CHISQR)
IF (CHISQR .GT. 0.0) OR (KAKA .LT. 5) GO TO 52
J = FLOAT(K/2) + 0.5 $ IF (2*J-K) 53,53,54
54 J = J + 1
55 WRITE (A,102) J, J, J
WRITE (A,102) (Y(I), Y(J), Y(I)*YFIT(I)*Y(J)*YFIT(J)) $ Y(I)*YFIT(I)*Y(J)*YFIT(J) $ I=1,J
CA = 1.*A(1) $ CJAJ = A(2) $ AJAI = A(3) $ RETAJ = A(4)
FJ1 = F(YJF*, RETAJ) $ YO = 0.001
CALL SODOM (0.0*RFTA, CA, RETAJ, 0.0, 0.0, FJ1, FJ1, Y1, 0.0, YJ0)
CALL SODOM (0.0*RFTA, CJAJ, BETAJ, 0.0, 0.0, FJ1, FJ1, Y1, 0.0, YJ0)
WRITE (A,104) CASEV, CJSAV, AJSAV, RSAVE, BSJSAV, YFSAV, YJOSAV, CA, CJAJ, AJAJ, FJ1, RETAJ, YJ0, YO
WRITE (A,106) CHISQR, (SIGMA(A), I=1,A)
GO TO 5

STOP
END

SUBROUTINE CURFIT (X, Y, SIGMA, NPTS, ITERMS, MODE, A, SIGMA, FLAMDA, YFIT, CHISQR)
DIMENSION X(100), Y(100), SIGMA(100), A(6), SIGMA(A), YFIT(100), NERIV
1(A), YFIT(100), RETAJ(A), RAY(A), ALPH(A), A, NERIV(A)
NRFREQ = NPTS - ITERMS $ IF (NRFREQ) 13, 13, 20
12 CHISQR = 0. $ GO TO 110
20 DO 30 I=1,NPTS
30 CONTINUE
21 IF (MODE) 22, 27, 29
22 IF (Y(I)) 25, 27, 23
23 WEIGHT(I) = 1.0/Y(I) $ GO TO 30
24 WEIGHT(I) = 1.0/(-Y(I)) $ GO TO 30
25 WEIGHT(I) = 1.
26 WEIGHT(I) = 1./SIGMA(I)*2
27 CONTINUE
28 DO 34 J=1,NTERMS $ BETA(J) = 0.
29 DO 34 K=1+J
30 ALPH(A(J,K)) = 0.
31 DO 50 I=1,NPTS $ YVAL = Y(I)
32 IF (NTERMS,G0, 33 GO TO 35
34 CALL FDERIV (X,Y, I, A, DFRIV) $ GO TO 36
35 CALL FDERIV (X,Y, I, A, DFRIV)
36 DO 46 J=1,NTERMS
37 BETA(J) = BETA(J) + WEIGHT(I)*(Y(I) - FUNCTN(X,I,NTERMS,A,YVAL))*DVR
38 IV(J)
39 DO 46 K=1+J
40 ALPH(A(J,K)) = ALPH(A(J,K)) + WEIGHT(I)*DVR(J)*DVR(K)
41 CONTINUE
42 DO 52 J=1,NTERMS
43 DO 52 K=1+J
44 ALPH(A(K,J)) = ALPH(A(K,J))
45 DO 62 I=1,NPTS
46 YFIT(I) = FUNCTN (X,I,NTERMS,A,YVAL)
47 CHISQ = CHISQ(Y, SIGMA, NPTS, NREF, MODE, YFIT)
48 DO 74 J=1,NTERMS
49 DO 74 K=1+J
50 ARRAY(J,K) = ALPH(A(J,K))/SORT(ALPH(A(J,J) + ALPH(A(K,K))
51 ARRAY(J,J) = 1.0 + FLAMDA
52 CALL MATINV (ARRAY, NTERMS, DET)
53 DO 84 J=1,NTERMS
54 R(J) = A(J)
55 DO 84 K=1,J
56 R(J) = P(J) + R(J)*ARRAY(J,K)/SORT(ALPH(A(J,J)+ALPH(A(K,K))
57 DO 93 I=1,NPTS
58 YFIT(I) = FUNCTN (X,I,NTERMS,A,YVAL)
59 CHISQ = CHISQ(Y, SIGMA, NPTS, NREF, MODE, YFIT)
60 IF (CHISQ - CHISQ) .LE. 101, 101
61 FLAMDA = 10.*FLAMDA $ GO TO 71
62 DO 102 J=1,NTERMS
63 A(J) = P(J)
64 SIGMA(J) = SORT(ARRAY(J,J)/ALPH(A(J,J))
65 FLAMDA = FLAMDA/10.
66 RETURN
END
SUBROUTINE FDARIV (X,Y, I, A, DFRIV)
DIMENSION X(1), Y(1), A(6), DFRIV(6)
X(I) = X(I) $ YT = Y(I)
FIX = F(1., A(4)) - F(XI, A(4))
FPAY = FPAY(1, A(5))
DFRIV(1) = -A(2)*A(2)*A(1)*F1***(A(3)-1.)*F1/FPAY
DFRIV(2) = -A(4)*A(4)*A(2)**A(3)*A(1)*F2***(A(3)-1.)*F2/FPAY
DFRIV(3) = -A(2)*A(4)**A(3)*A(1)*F3***(A(3)-1.)*F3/FPAY
DFRIV(4) = -A(4)**A(3)**A(1)*F4***(A(3)-1.)*F4/FPAY
DFRIV(5) = -A(2)**A(4)**A(3)**A(1)*F5***(A(3)-1.)*F5/FPAY
DFRIV(6) = (FPAY(Y1, A(5)) - FPAY(A(4), A(5)))/FPAY
DFRV4(A) = FPAK(A(6),A(5))/FPAY
RETURN
END
TO USE IN MODF 0, PUT ALPHE IN AJ, T(N) IN CAJ.
Y1 = ROOT - YIN $ Y2 = ROOT + YIN $ J = 1
5 IF (Y1.LE.0.0) Y1=0.001 $ IF (MODE) 1,2,3
1 PY1 = F1 - F(Y1,BETA) - CA*EXP(-AJ,CAJ)
PY2 = F1 - F(Y2,BETA) - CA*EXP(-AJ,CAJ) $ GO TO 4
2 PY1 = F1 - F(Y1,CAJ) - CAJ*((F1-F(Y1,BETA))/CA)*AJ
PY2 = F1 - F(Y2,CAJ) - CAJ*((F1-F(Y1,BETA))/CA)*AJ $ GO TO 4
4 IF (PY1*PY2) 11,12,13
10 Y2 = Y2 + YIN $ Y1 = Y1 - YIN
J = J + 1 $ IF (Y1.GT.10) GO TO 23 $ GO TO 5
22 WRITE (6,130) MODE,Y1,Y2,Y1,Y2,BETA,BETAJ,CA
130 FORMAT (42H FUNCTION VALUES WITH INITIAL Y VALUES ARE NOT OF OPPOS
11TE SIGNS, CHANGE INPUTS. 5X7MODF = 12,10H Y1 = *F5.3,10H
2 Y2 = *F5.3,10H Y1 = *F5.3,11H $ PY1 = *F8.4,9H $ PY2 =
3*F8.4,10H 7HCAJ = *F5.3,13H 7HBETAJ = *F5.3,11H 7HCA = *F
45.3,7H
RETURN
12 IF (PY1) 14,15,14
15 WRITE (6,150) Y1 $ ROOT = Y1 $ RETURN
150 FORMAT (72H THE INPUT VALUE Y = *F6.3,27H IS A ROOT OF THE EQUATI
10N.)
14 IF (PY1) 16,17,14
16 WRITE (6,150) Y2 $ RETURN
160 FORMAT (64H ERROR PY1 AND PY2 NOT ZERO THROUGH PRODUCT TESTS ZER0.)
RETURN
20 DO 30 I=1,25
Y = (Y1 + Y2)/2
31 IF (MODF) 31,32,33
PY = F1 - F(Y,BETA) - CA*EXP(-AJ,CAJ) $ GO TO 34
32 PY = F1 - F(Y,BETA) - CA*EXP(-AJ,CAJ) < GO TO 34
32 PY = F1 - F(Y,BETA) - CAJ*((F1-F(Y,BETA))/CA)*AJ
34 IF (ABS(PY) 1.001) 18,18,19
19 IF (PY*PY1) 20,21,22
20 Y2 = Y $ GO TO 30
22 Y1 = Y $ PY1 = PY
30 CONTINUE
WRITE (6,204)
204 FORMAT (92H NON-CONVERGENT IN 25 ITERATIONS.)
WRITE (6,106) Y,PY,Y1,Y2,PY2
106 FORMAT (6H AT Y = *F10.7,1H P(Y) = *F10.6,1H Y1 = *F8.6,10H
1 Y2 = *F8.6,11H PY2 = *F10.6)
RETURN
21 WRITE (6,205)
205 FORMAT (7H ERROR?)
18 RETURN
END
FUNCTION F(X,BETA)
99 FORMAT (1H0,10X,29HATROCIOUS ERROR*)
   X = *F10.5,10X,7HBFT
1 = *F10.5//
100 FORMAT (1H0,10X,3(F10.6,5X),14HNOT CONVERGENT)
   IF (X) 1,1,2
   1 WRITE (6,99) X,RETA
   F = 0.1 $ RETURN
   2 LFACT=1 $ SUM = 0.0
   DO 10 L=1,20
   TERM = (RETA*X)**L/FLOAT(L*L*LFACT)
   IF (ABS(TFRM) = .0001) 20,20,10
   10 SUM = SUM + TERM
   WRITE (6,100) X,RETA,TERM
   20 F = ALOG(X) + SUM
   RETURN
   END
FUNCTION FCHISO (Y,SIGMAY,NPTS,NFRFF,MODE,YFIT)
DIMENSION Y(NPTS),SIGMAY(NPTS),YFIT(NPTS)

11 CHISO = 0.
12 IF (NFRFF) 13,13,20
13 FCHISO = 0. $GO TO 40
20 DO 30 I=1,NPTS
21 IF (MODE) 22,27,23
22 IF (Y(I)) 23,24,23
23 WEIGHT = 1./Y(I) $ GO TO 30
24 WEIGHT = 1./(-Y(I)) $ GO TO 30
25 WEIGHT = 1. $ GO TO 30
26 WEIGHT = 1./SIGMAY(I)**2
20 CHISO = CHISO + WEIGHT*(Y(I)-YFIT(I))**2
21 FRFF = NFRFF
22 FCHISO = CHISO/FRFF
30 RETURN
   END
FUNCTION FP (Y,RETA)
3 FORMAT (1H0,10X,23HNONCONVERGENT SUM = *F8.4,12H
   TERM = *F8
1.6,9H Y = *F6.4,12H BETA = *F6.4,12H
   FP)
   FP = 0. $ LFACT = 1
   DO 1 L=1,20
   TFRM = RETA***(L-1)**1-Y***(L-1)/FLOAT(L*L*LFACT*L)
   IF (ABS(TFRM) = .0001) 1,2,1
   FP = FP + TFRM
   WRITE (6,3) SUM,TFRM,Y,RETA
1 RETURN
   END
FUNCTION FPAK (Y,PETA)
4 FORMAT (1H0,10X,23HNONCONVERGENT SUM = *F8.4,12H
   TERM = *F8
1.6,9H Y = *F6.4,12H BETA = *F6.4,12H
   FPAK)
   SUM = 0. $ LFACT = 1
   DO 1 L=1,20
   TFRM = (RETA***(L-1)**1)*Y***(L-1)/FLOAT(L*L*LFACT*L)
   IF (ABS(TFRM) = .0001) 1,2,1
   1 SUM = SUM + TFRM
   WRITE (6,3) SUM,TFRM,Y,RETA
   FPAK = 1./Y + SUM
4 IF (FPAK<.001) FPAK = -0.001 $GO TO 7
5 FPAK = 0.001 $ GO TO 7
6 IF (FPAK<.001) FPAK = 0.001
7 RETURN
WRITE (6,105) ALPHA, BETA, C, TYPMAX, YYPMAX, YPMAX, TMAX, SIGMAA (1), SIGMAA (2), SIGMAA (3), CHISR
GO TO 1
III STOP
END
FUNCTION FUNCTN (X, INTERMS, A, YVAL)
DIMENSION X(1), A(6)
XI = X(1)
CA = 1.0/A(1) $ CJAJ = A(2) $ AJAI = A(3) $ BETA = A(4)
BETAJ = A(5) $ YJF = A(6) $ FJ1 = F(YJF, BETAJ)
F1 = F(1.0, BETA)
CALL SODOM (1, BETA, CA, BETAJ, CJAJ, AJAI, F1, FJ1, XI, 0.05, YVAL)
FUNCTN = YVAL
RETURN
END