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## Abstract

Statistical models often rely on several assumptions including distributional assumptions on outcome variables and relational assumptions where we model the relationship between outcomes and independent variables. Further assumptions are also made depending on the complexity of the data and the model being used. Model diagnostics is, therefore, a crucial component of any model fitting problem. Residuals play important roles in model diagnostics. Residuals are not only used to check adequacy of model fit, but they also are excellent tools to validate model assumptions as well as identify outliers and influential observations. Residuals in univariate models are studied extensively and are routinely used for model diagnostics. In multivariate models residuals are not commonly used to assess model fit, although a few approaches have been proposed to check multivariate normality. However, in the analysis of longitudinal data, the resulting residuals are correlated and are not normally distributed. It is, therefore, not clear as to how ordinary residuals can be used for model diagnostics. Under sufficiently large sample size, a transformation of ordinary residuals are proposed to check the normality assumption. The transformation is based solely on removing correlation among the residuals. However, we show that these transformed residuals fail in the presence of model mis-specification. In this thesis, we investigate residuals in the analysis of longitudinal data. We consider ordinary residuals, Fitzmaurice's transformed (uncorrelated) residuals as well as von Rosen's decomposed residuals. Using simulation studies, we show how the residuals behave under multivariate normality and when this assumption is violated. We also investigate their properties under correct fitting as well as wrongly fitted models. Finally, we propose new residuals by transforming von

Rosen's decomposed residuals. We show that these residuals perform better than Fitzmourice's transformed residuals in the presence of model mis-specification. We illustrate our approach using two real data sets.

Keywords: Decomposition of linear spaces, growth curve model, Fitzmaurice's transformation, model diagnostics, Small's graphical method, residuals, von Rosen's decomposed residuals.
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## Chapter 1

## Introduction

Statistical modeling is commonly used in a wide range of applications, from financial banking and weather forecasting to clinical medicine and public health (Taylor, 2007; Gneiting and Raftery, 2005; Altman, 1990; Bland, 2002). In health and biological research in particular, modeling has been demonstrated to be an essential tool for understanding a variety of common as well as rare diseases affecting the public. It plays important roles in disease diagnosis, prognosis, management as well as prevention and health promotion (Altman, 1990; Bland, 2002; Cook, 2008). Statistical models are also commonly used in identifying risk factors associated with diseases and hence allowing effective diagnosis, treatment as well as prevention mechanisms (Demchuk et al., 2007). The terms evidence-based medicine, evidence-based diagnosis and evidence-based decision making highlight the importance of statistical methods in areas of medicine and public health (Straus et al., 2005; Newman and Kohn, 2009; Gray, 2001; Etzioni and Kadane, 1995).

In many cases, statistical models rely on several assumptions, where distributional assumptions are made for the outcome variables and relational assumptions are made to model the relationship between the outcomes and independent variables. Additional assumptions are further made depending on the nature of the data and the complexity of the model. Model diagnostics, to assess model fit and check the validity of assumptions, is therefore a crucial step in any
model fitting problem. It can be argued that model fitting is not complete without validating the appropriateness of the model and assumptions being made.

One can not talk about model diagnostics without mentioning residuals. Residuals are defined as the difference between what is observed and what is estimated using the model. i.e. $r_{i}=y_{i}-\hat{y}$, where $y_{i}$ is a vector of observed values and $\hat{y}_{i}$ is a vector of estimated values. Residuals play important roles in model fitting as they represents what is left unexplained after fitting the model to data (Draper and Smith, 1998; Sen and Srivastava,1990; Cook, 1977;1982). Residuals are not only used to check adequacy of the model fitting, they are also an excellent tool to validate model assumptions and identify outliers and influential observations (Draper and Smith, 1998; Sen and Srivastava, 1990; Cook, 1977). In univariate modeling, the resulting residuals are also univariate and it is relatively straight forward to study them. In fact, many studies have been done regarding residuals in such models and several approaches (both graphical and formal tests), based on the residuals, have been developed to assess model fit and check the validity of assumptions. Moreover, many different types of residuals have been proposed and studied, among them are studentized residuals and standardized residuals (Sen and Srivastava, 1990; Cook, 1977; 1982).

However, in the analysis of longitudinal data using multivariate modeling, the resulting residuals are also multivariate and it is not obvious as to how these residuals may be used to investigate model fitting and check the validity of assumptions (Srivastava and Carter, 1983; von Rosen, 1995a; Hamid and von Rosen, 2006). There are also many challenges when analyzing longitudinal data using univariate approaches such as linear mixed models (Diggle et al., 2002; Fitzmaurice, 2004). This is particularly the case when there is a clear pattern in time, which is often the case in practice.

In this thesis, we examine different types of residuals in the analysis of longitudinal data with
continuous outcome, with the aim of identifying residuals that are useful for assessing model fitting and validating normality assumption. We consider:

- Ordinary residuals as defined as the difference between the observed and estimated values,
- Transformed (uncorrelated) residuals as proposed by Fitzmaurice et al.(2004),
- Decomposed residuals in the growth curve model as proposed by von Rosen (1995),
- We also propose new residuals by transforming von Rosen's decomposed residuals where the resulting residuals are uncorrelated

We propose two types of transformations for von Rosen's residuals and investigate which residual is useful for assessing model fitting and which one is more appropriate to validate the normality assumptions. The first transformation is done using the vector function where we consider the vectored form of the residuals. However, this approach results in correlated residuals. To overcome this challenge, we propose a transformation similar to Fitzmaurices's where the resulting residuals are uncorrelated. The second transformation is done using Small's graphical approach where a distance matrix is defined based on the multivariate residuals.

The thesis consists of 5 chapters and is organized as follows. In Chapter 2, we will provide important methodological background. We will describe the simulation and present the results of the simulation in Chapter 3. We will provide numerical illustrations using two real data sets in Chapter 4. Discussions are provided in Chapter 5. Finally, the lists of the detail simulation setting, as well as the R code for the simulation and the real data analysis are provided in the Appendix.

## Chapter 2

## Methodology

### 2.1 Residual Decompositions

Suppose that we have $m$ different groups where repeated measurements are taken from a given individual at $p$ different time points. Suppose also that the mean for the $i^{\text {th }}$ group follows a polynomial curve of degree $q$ over time, which can be described as

$$
b_{0, i}+b_{1, i} t++b_{2, i} t^{2} \cdots+b_{q, i} t^{q} .
$$

The growth curve model (GCM), can be formulated as

$$
\begin{equation*}
\mathbf{X}=\mathbf{A B C}+\mathbf{E} \tag{2.1}
\end{equation*}
$$

where,

$$
\mathbf{A}^{\prime}=\left(\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
t_{1} & t_{2} & t_{3} & \cdots & t_{p} \\
t_{1}^{2} & t_{2}^{2} & t_{3}^{2} & \cdots & t_{p}^{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
t_{1}^{q} & t_{2}^{q} & t_{3}^{q} & \cdots & t_{p}^{q}
\end{array}\right) \quad \mathbf{C}=\left(\begin{array}{ccccc}
\mathbf{1}_{n_{1}} & \mathbf{0}_{n_{2}} & \mathbf{0}_{n_{3}} & \cdots & \mathbf{0}_{n_{m}} \\
\mathbf{0}_{n_{1}} & \mathbf{1}_{n_{2}} & \mathbf{0}_{n_{3}} & \cdots & \mathbf{0}_{n_{m}} \\
\mathbf{0}_{n_{1}} & \mathbf{0}_{n_{2}} & \mathbf{1}_{n_{3}} & \cdots & \mathbf{0}_{n_{m}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0}_{n_{1}} & \mathbf{0}_{n_{2}} & \mathbf{0}_{n_{3}} & \cdots & \mathbf{1}_{n_{m}}
\end{array}\right),
$$

$$
\mathbf{B}=\left(\begin{array}{ccccc}
b_{01} & b_{02} & b_{03} & \cdots & b_{0 m} \\
b_{11} & b_{12} & b_{13} & \cdots & b_{1 m} \\
b_{21} & b_{22} & b_{23} & \cdots & b_{2 m} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
b_{q 1} & b_{q 2} & b_{q 3} & \cdots & b_{q m}
\end{array}\right) .
$$

$(\bullet)^{\prime}$ represent the transpose of a matrix, $\mathbf{X}: p \times n$ is the known observation matrix, $\mathbf{B}:(q+1) \times m$ is the unknown parameter matrix, $\mathbf{A}: p \times(q+1)$ and $\mathbf{C}: m \times n$ are the within and between individual design matrices respectively, $q \leq p, \operatorname{Rank}(C)+p \leq n\left(n=n_{1}+n_{2}+\ldots+n_{m}\right)$, and the columns of E : $p \times n$ are assumed to be independently p-variate normally distributed with mean zero and an unknown positive definite covariance matrix $\Sigma$.

Note that, when $\mathbf{A}=\mathbf{I}_{m \times m}$, the GCM reduces to the classical multivariate analysis of variance (MANOVA) model, i.e. $\mathbf{X}=\mathbf{B C}+\mathbf{E}$. In the univariate or classical multivariate analysis of variance (MANOVA) models (this is also true for regression models), residuals are given by

$$
\mathbf{R}_{M}=\mathbf{X}\left(\mathbf{I}-\mathbf{C}^{\prime}\left(\mathbf{C} \mathbf{C}^{\prime}\right)^{-1} \mathbf{C}\right)
$$

indicating that residuals are obtained by projecting the observation matrix $\mathbf{X}$ onto the space orthogonal to the column space of $\mathbf{C}^{\prime}$, where $\mathbf{C}$ in this case is the within individual design matrix. A description of the projection space for the estimated model and the residuals is provided in Figure 2.1.

However, in the GCM the space has a bilinear structure and we have two design matrices, $\mathbf{A}$ and C. Therefore the ordinary residuals in this case, are obtained by projecting the observation matrix $\mathbf{X}$ onto the orthogonal complement to the tensor product $C\left(\mathbf{C}^{\prime}\right) \otimes C_{\mathbf{S}}(\mathbf{A})$, where $C(\bullet)$ represent the column space of a matrix, and the $\mathbf{S}(2.2)$ in $C_{\mathbf{S}}$ indicates that the inner product is defined with $\mathbf{S}^{-1}$, where $\mathbf{S}$ (given in (2.2) below) is the sample covariance matrix, i.e. $\langle x, y\rangle=x^{\prime} \mathbf{S}^{-1} y$. Therefore,


Figure 2.1: Residuals for univariate and multivariate analysis of variance models
the residuals in the GCM are not as obvious to understand and interpret as in the univariate or the classical MANOVA case, and new residuals are needed. von Rosen decomposed the linear space where the residuals are defined on and provided new residuals (von Rosen, 1995b). A general framework, using the vector operator, for residuals in GMANOVA models (including the GCM and extended GCM) is provided by Hamid (2006).

Suppose the design matrices $\mathbf{A}$ and $\mathbf{C}$ are of full rank. The maximum likelihood estimator for the parameter matrix B in the GCM is given by Khatri (1966) as

$$
\hat{\mathbf{B}}=\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}^{\prime}\right)^{-1} \mathbf{A} \mathbf{S}^{-\mathbf{1}} \mathbf{X} \mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1}
$$

where

$$
\begin{equation*}
\mathbf{S}=\mathbf{X}\left(\mathbf{I}-\mathbf{C}^{\prime}\left(\mathbf{C} \mathbf{C}^{\prime}\right)^{-1} \mathbf{C}\right) \mathbf{X}^{\prime} \tag{2.2}
\end{equation*}
$$

Therefore, the estimated model can be expressed as

$$
\mathbf{A} \hat{\mathbf{B}} \mathbf{C}=\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{X} \mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1} \mathbf{C}
$$

The ordinary residuals, therefore, are given by

$$
\mathbf{R}=\mathbf{X}-\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-\mathbf{1}} \mathbf{X} \mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1} \mathbf{C},
$$

which can not be explicitly written in a simple formula similar to univariate and multivariate models. That is one of the reasons why one should study ordinary residuals in repeated measurement and longitudinal analysis more carefully. Due to the bilinear structure in the model, the estimated mean depends on two design matrices which correspond to the between and within individual structure respectively. Different components of the residuals may have a counter effect on others, and as a result would lead to inappropriate conclusion about the model fit. Therefore it is important to establish a different look at the ordinary residuals to better understand their properties, and eventually to be able to use them appropriately for checking model fit and validating model assumptions. von Rosen (1995) proposed new residuals by decomposing the space the residuals are defined on, which is the orthogonal complement of the space generated by the two design matrices. The general idea is give as following

$$
\begin{aligned}
\mathbf{R} & =\mathbf{X}-\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{X} \mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1} \mathbf{C} \\
& =\mathbf{X}-\mathbf{P}_{A} \mathbf{X P}_{C}
\end{aligned}
$$

Then, taking the vec operator for both side give

$$
\begin{aligned}
v e c \mathbf{R} & =v e c\left(\mathbf{X}-\mathbf{P}_{A} \mathbf{X} \mathbf{P}_{C}\right) \\
& =v e c \mathbf{X}-\left(\mathbf{P}_{C} \otimes \mathbf{P}_{A}\right) v e c \mathbf{X} \\
& =v e c \mathbf{X}-\mathbf{P} v e c \mathbf{X} \\
& =(\mathbf{I}-\mathbf{P}) v e c \mathbf{X}
\end{aligned}
$$

Therefore, von Rosen's decomposed residuals are given by

$$
\begin{align*}
& \mathbf{R}_{1}=\left(\mathbf{I}-\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right) \mathbf{X}\left(\mathbf{I}-\mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1} \mathbf{C}\right)  \tag{2.3}\\
& \mathbf{R}_{2}=\left(\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right) \mathbf{X}\left(\mathbf{I}-\mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1} \mathbf{C}\right)  \tag{2.4}\\
& \mathbf{R}_{3}=\left(\mathbf{I}-\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right) \mathbf{\mathbf { X C } ^ { \prime }}\left(\mathbf{C C}^{\prime}\right)^{-1} \mathbf{C} \tag{2.5}
\end{align*}
$$

where $\mathbf{R}_{1}$ is obtained from the space $C\left(\mathbf{C}^{\prime}\right)^{\perp} \otimes C_{\mathbf{S}}(\mathbf{A})^{\perp}, \mathbf{R}_{2}$ from $C\left(\mathbf{C}^{\prime}\right)^{\perp} \otimes C_{\mathbf{S}}(\mathbf{A}), \mathbf{R}_{3}$ from $C\left(\mathbf{C}^{\prime}\right) \otimes$ $C_{\mathbf{S}}(\mathbf{A})^{\perp}$, and $\mathbf{R}=\mathbf{R}_{\mathbf{1}}+\mathbf{R}_{\mathbf{2}}+\mathbf{R}_{\mathbf{3}}$. A graphical representation of von Rosen's residuals is provided in Figure 2.2.


Figure 2.2: Residuals in the growth curve model as defined by von Rosen (1995)

To better interpret the resulting decomposed residuals, let us first consider $\mathbf{R}_{1}+\mathbf{R}_{2}$,

$$
\begin{aligned}
\mathbf{R}_{1}+\mathbf{R}_{2}= & \left(\mathbf{I}-\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right) \mathbf{X}\left(\mathbf{I}-\mathbf{C}^{\prime}\left(\mathbf{C} \mathbf{C}^{\prime}\right)^{-1} \mathbf{C}\right) \\
& +\left(\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right) \mathbf{X}\left(\mathbf{I}-\mathbf{C}^{\prime}\left(\mathbf{C} \mathbf{C}^{\prime}\right)^{-1} \mathbf{C}\right),
\end{aligned}
$$

which simplifies to

$$
\begin{equation*}
\mathbf{R}_{1}+\mathbf{R}_{2}=\mathbf{X}\left(\mathbf{I}-\mathbf{C}^{\prime}\left(\mathbf{C} \mathbf{C}^{\prime}\right)^{-1} \mathbf{C}\right) \tag{2.6}
\end{equation*}
$$

This is identical to the residual in the univariate and classical MANOVA models. The function in (2.6) represents the difference between the observations from their group mean, precisely the between individual assumption. Moreover, it is a linear function of a multivariate random variable $\mathbf{X}$ and a known design matrix $\mathbf{C}$, and hence is distributed as multivariate normal random variable with mean zero and covariance matrix $\Sigma^{*}=\left(\mathbf{I}-\mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1} \mathbf{C}\right) \Sigma\left(\mathbf{I}-\mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1} \mathbf{C}\right)$. We can, therefore, use $\mathbf{R}_{1}+\mathbf{R}_{\mathbf{2}}$ to check the normality assumption.

On the other hand, $\mathbf{R}_{3}$ (2.5), can be re-written as

$$
\begin{aligned}
\mathbf{R}_{3} & =\left(\mathbf{I}-\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right) \mathbf{X} \mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1} \mathbf{C} \\
& =\mathbf{X C}^{\prime}\left(\mathbf{C} \mathbf{C}^{\prime}\right)^{-1} \mathbf{C}-\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{X} \mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1} \mathbf{C} \\
& =\mathbf{X C}^{\prime}\left(\mathbf{C} \mathbf{C}^{\prime}\right)^{-1} \mathbf{C}-\mathbf{A} \hat{\mathbf{B}} \mathbf{C}
\end{aligned}
$$

Hence, $\mathbf{R}_{3}$ represents the difference between the observed mean and the estimated mean. It can, therefore, be used to check the within individual (across time) assumption, i.e. to check the adequacy of the model fitted to describe the time dependency.

### 2.2 Transformation of residuals

## Cholesky factorization

As described in the previous Chapter, residuals obtained in analyzing longitudinal and repeated measure data are often correlated and do not always have constant variance, and hence it is not reasonable to use these residuals to either check the normality assumption or the homogeneity of variances. One suggestion, made by Fitzmaurice et al. (2004), is to tackle the problem by applying a transformation to "de-correlate" the residuals. They state that there are many ways to transform the residuals, and one particular transformation recommended is called the Cholesky factorization. The general idea of the procedure is presented as follows.

Let $\mathbf{R}$ be the ordinary residuals obtained from the analysis of longitudinal data using MIXED models
or the vectorised form of the residuals obtained from the GCM, i.e.,

$$
\mathbf{R}=\mathbf{Y}_{i}-\hat{\mathbf{Y}}_{i} .
$$

Consider the covariance matrix of the residuals, which can be approximated as

$$
\operatorname{Cov}(\mathbf{R}) \approx \operatorname{Cov}(\mathbf{E})=\hat{\Sigma} .
$$

The Cholesky factorization is used to generate a lower triangular matrix $\mathbf{L}$, such that

$$
\hat{\Sigma}=\mathbf{L}_{i} \mathbf{L}_{i}{ }^{\prime} .
$$

The correlated residuals with heterogeneous variances can then be transformed to a set of residuals that are uncorrelated with unit variance by using a transformation using $\mathbf{L}^{-1}$,

$$
\mathbf{R}^{*}=\mathbf{L}^{-1} \mathbf{R}=\mathbf{L}^{-1}\left(\mathbf{Y}_{i}-\hat{\mathbf{Y}}_{i}\right)
$$

Fitzmaurice et al.(2004) recommend these transformed residuals to check the normality assumption. However, we will show in the next section that the Cholesky factorization or Small's transformation(Small, 1978) of $\mathbf{R}_{1}+\mathbf{R}_{2}$ are better when checking the normality assumption, in particular when there is model mis-specification.

## Small's graphical method

Another way of checking the assumption of normality is through the Small's graphical method, see Small(1978) and Srivastava (2002). Such graphical approaches also help us to see if there are outliers in the data. The idea behind Small's graphical approach is to reduce the multivariate data to a univariate one. Since we are considering analysis of longitudinal data where there is a bilinear structure, Small's transformation of $\mathbf{R}_{1}+\mathbf{R}_{2}$ along with the ordinary residuals $\mathbf{R}$ will be considered in our investigation. The Small's transformation is briefly presented below.

Suppose $x_{1}, x_{2}, \ldots, x_{n}$ are independently distributed as $N_{p}(\mu, \Sigma)$. Then the statistics

$$
c_{i}=n(n-1)^{-2}\left(x_{i}-\bar{x}\right)^{\prime} \mathbf{S}^{-1}\left(x_{i}-\bar{x}\right), i=1,2, \ldots, n,
$$

where

$$
\begin{gathered}
\bar{x}=n^{-1} \sum_{j=1}^{n} x_{j}, \\
\mathbf{S}=(n-1)^{-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(x_{i}-\bar{x}\right)^{\prime}
\end{gathered}
$$

has a beta distribution with parameters $\alpha=\frac{1}{2} p$ and $\beta=\frac{1}{2}(n-p-1)$ (see Small, 1978; Srivastava, 2002), where $n$ is the number of individuals while $p$ is the number of repeated measurements. Asymptotically, $c_{i}$ 's are independently distributed.

## Chapter 3

## Simulation

We start the simulation by considering simple scenarios (Sections 3.1 and 3.2 ) and expand to include more complex longitudinal data with structured means (Sections 3.3-3.5). The simple scenarios included in our simulation provide important empirical evidence for checking multivariate normality assumptions using vectored form of ordinary residuals and Fitzmaurice's modified residuals, in situations where there is no systematic or modeling error. However, in order to better examine properties of ordinary residuals, modified residuals as well as decomposed residuals, and compare performance of the different residuals, we considered more extensive simulations under various settings. We use the growth curve model (2.1) to generate longitudinal data with different time dependency and different covariance structures. Without loss of generality, we assume that data comes from two groups, although the results and conclusions made are valid for single samples as well as when there are more than two groups. Similarly, we assume $p$ repeated measurements are taken from $n$ individuals, where $n_{1}=n_{2}=n / 2$. We considered data with linear and quadratic means over time to investigate the effect of model mis-specification. The design matrices for the simulations are as follows:

$$
\mathbf{A}^{\prime}=\left(\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1  \tag{3.1}\\
t_{1} & t_{2} & t_{3} & \cdots & t_{p} \\
t_{1}^{2} & t_{2}^{2} & t_{3}^{2} & \cdots & t_{p}^{2}
\end{array}\right) \quad \mathbf{C}=\left(\begin{array}{cc}
\mathbf{1}_{n_{1}} & \mathbf{0}_{n_{2}} \\
\mathbf{0}_{n_{1}} & \mathbf{1}_{n_{2}}
\end{array}\right)
$$

and the parameter matrix is:

$$
\mathbf{B}=\left(\begin{array}{ll}
b_{01} & b_{02}  \tag{3.2}\\
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right)
$$

Recall that $\mathbf{A}$ and $\mathbf{C}$ are the within and between individual design matrices, respectively, and $B$ is the parameter matrix. Our data is, therefore, generated using the GCM, $\mathbf{X}=\mathbf{A B C}+\mathbf{E}$ where the values of $\mathbf{B}$ are generated using random number from 1 to 10 , and $\mathbf{E}$ is generated from a multivariate normal distribution with mean zero and covariance matrix $\Sigma$.

We considered sample sizes $n=20,30,40,50$, and 100 . For each of the sample sizes, we considered the number of time points $p=4,7,8$. Without lost of generality, we will provide the result of the case when $n=50$ and $p=7$. We also considered different covariance structures: from identity (independent data) and small correlations(ranging from 0.1 to 0.29 ) to moderate(ranging from 0.3 to 0.69 ) and strong correlations(ranging from 0.7 to 1 ). To show how the residuals behave under non-normality, we considered scenarios where we transformed the error term $\mathbf{E}$ using the exponential function.

### 3.1 Residuals for checking multivariate normality: normal data

Here we provide the results of the simple scenarios of the simulation we mentioned in the beginning of the chapter. We generated data according to the GCM where $\mathbf{B}=0$, that is, $\mathbf{X}=\mathbf{E}$. For the covariance matrix, we considered both independent (i.e. $\mathbf{E} \sim M N(0, \mathbf{I})$ ) as well as correlated data (i.e. $\mathrm{E} \sim \operatorname{MN}\left(0, \Sigma^{*}\right)$, where we used the sample covariance matrix of the "mouse" data from Pan and Fang (2002) as our $\Sigma$ ). The data has a sample size of n50 and time point $\mathrm{p}=7$, and is strongly correlated. Figure 3.1 shows the normal quantile plot (QQ-plot) of independent and correlated data, where we converted the multivariate data into a vector.


Figure 3.1: Normal Probability Plot of independent (left) and correlated (right) multivariate normal data ( $n=50, p=7$ )

As we can see from the QQ-plots, when there is no correlation, the probability plot shows a perfect straight line, correctly reflecting the normality assumption of the error terms. On the other hand, in the presence of correlation, the probability plot clearly shows a deviation from straight line leading to an incorrect conclusion that data does not follow multivariate normal distribution, when in fact it does. It is, therefore, important to use uncorrelated sample to properly validate the normality assumption. We transformed the vectored form of both data (independent and correlated data) using Fitzmaurice's approach presented in Chapter 2. The results are presented in Figure 3.2.

As can be seen from Figure 3.2, both data sets resulted in near perfect straight line quantile plots indicating that data are from multivariate normal distribution. We can also observe that the two figures are identical indicating that Fitzmaurice's transformation has successfully removed the correlation in the second data set that previously resulted in a quantile plot that was evidently deviated from the expected straight line.

An alternative approach to Fitzmaurice's transformation is transformation of the multivariate data into univariate. One such approach is Small's transformation presented in Chapter 2. We transformed


Figure 3.2: Normal Probability Plot of independent (left) and correlated (right) multivariate normal data after Fitzmaurice's transformation to remove correlation ( $n=50, p=7$ )
two of our simulated data sets (as describe above) using Small's transformation. The results are presented in Figure 3.3 below.

Clearly, the Small's transformation has also done a great job in eliminating the correlation present in the residuals. The two probability plots are clearly observed to be identical and are perfectly linear, regardless of correlation in the second data, indicating that the two data sets come from multivariate normal distributions. Therefore, we conclude that the Small's transformed data can is preferred over the ordinary residuals that are correlated.

It is important to mention that the deviation of the probability plot for correlated data we observed depends on the covariance matrix of $\Sigma$, where we observed larger deviations for highly correlated data than data with small correlations. Therefore, not all correlation structure will result in such a clear deviation from normality. For instance, in one of our simulations (data not shown), we used a covariance matrix the same as estimated covariance matrix of the Glucose Data (Pan and Fang, 2002) (which has a small to moderate correlation), we observed that the probability plot of vectored data is approximately straight.


Figure 3.3: Beta Probability Plot of independent (left) and correlated (right) multivariate normal data after Small's transformation to remove correlation ( $n=50, p=7$ )

### 3.2 Residuals for checking multivariate normality: non normal data

From the previous section, we have shown that the Fitzmaurice et al's and Small's transformed residuals successfully lead to the right conclusion by not rejecting the correct assumption that data comes from a multivariate normal distribution. Here, we would like to investigate how these residuals perform when data come from a non normal distribution, that is, when the normality assumption is violated. Again, the simple scenarios $(\mathbf{B}=0)$ were considered, however, this time we will take the error term $\mathbf{E}^{*}=\exp (\mathbf{E})$, so that $\mathbf{E}^{*}$ has a multivariate log-normal distribution with mean

$$
E\left[\mathbf{E}^{*}\right]_{i}=e^{\mu_{i}+\frac{1}{2} \Sigma_{i i}},
$$

and covariance matrix

$$
\operatorname{Var}\left[\mathbf{E}^{*}\right]_{i j}=e^{\mu_{i}+\mu_{j}+\frac{1}{2}\left(\Sigma_{i i}+\Sigma_{j j}\right)}\left(e^{\Sigma_{i j}}-1\right),
$$

see Kotz et al (2000). Figure 3.4 shows the normal quantile plots for independent and correlated multivariate log-normal data, where we converted the multivariate data into a vector.


Figure 3.4: Normal Probability Plot of independent (left) and correlated (right) multivariate log-normal data ( $n=50, p=7$ )

As can be seen, both of the quantile plots were able to reject the normality assumption of the data. However, we again observe that the correlation structure can affect the distribution, where the QQ-plot for correlated data showed more skewness than the uncorrelated data.


Figure 3.5: Normal Probability Plot of independent (left) and correlated (right) multivariate log-normal data after Fitzmaurice's transformation to remove correlation ( $n=50, p=7$ )

Figure 3.5 provide the normal quantile plots of independent and correlated multivariate log-normal data using Fitzmaurice's transformation method. As we can see from the Figure, even though both of them were able to provide enough information towards rejecting the normality assumption, the Fitzmaurice's transformation did not do a good job in solely removing the correlation. In fact, the transformation seems to convert the data near normality leading to the wrong conclusion that data are normal when in fact they are not. We, therefore, recommend caution in interpreting Fitzmaurice's uncorrelated residuals when data follow a non-normal distribution.


Figure 3.6: Normal Probability Plot of independent (left) and correlated (right) multivariate log-normal data after Small's transformation to remove correlation ( $n=50, p=7$ )

Figure 3.6 shows the normal quantile plots of independent and correlated multivariate log-normal data, where the residuals are transformed using Small's approach. As we can observe clearly from the quantile plots, the Small's transformation has done an excellent job of removing the correlation structure, while keeping everything else relatively stable. Moreover, both of the quantile plots were able to provide correct conclusion of rejecting the normality assumption. We, therefore, after found out the same pattern across a range of scenarios, would recommend the use of Small's transformation for checking normality, especially when data come from a non-normal distribution.

### 3.3 Residuals in longitudinal data: normal error

This section consists of simulation results for ordinary residuals in the analysis of longitudinal data where data assumed to be normally distributed with structured mean (time dependent) and covariance matrix $\boldsymbol{\Sigma}$. Data were generated using the GCM where we assumed linear as well as quadratic curves to represent the mean structure. For quadratic fitting, the design and parameter matrices presented in (3.1) and (3.2) will be used, whereas for the linear fitting, we will consider $\mathbf{A}_{l}$ and $\mathbf{B}_{l}$ consisting only of the first two rows of the original $\mathbf{A}^{T}$ and $\mathbf{B}$ :

$$
\mathbf{A}_{l}^{\prime}=\left(\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1  \tag{3.3}\\
t_{1} & t_{2} & t_{3} & \cdots & t_{p}
\end{array}\right) \quad \mathbf{B}_{l}=\left(\begin{array}{cc}
b_{01} & b_{02} \\
b_{11} & b_{12}
\end{array}\right)
$$

The error term was generated using multivariate normal distribution, where $\mathbf{E} \sim M N\left(0, \Sigma^{*}\right)$. Figure 3.7 shows the normal quantile plot of the vector converted ordinary residuals, for both the perfectly fitted and the mis-specified model (i.e. the model was fitted linearly when in fact it has a quadratic mean structure).


Figure 3.7: Normal Quantile Plot of residuals $\mathbf{R}$ in perfectly fitted (left) and mis-specified (right) $G C M(n=50, p=7)$

As we can see from the QQ plot, when the model was perfectly fitted, and there is no systematic error in the model, the quantile plots show exactly the same behaviors as the multivariate normal data
we considered in the previous section, where residual was affected again by the correlation structure. However, when the model was mis-specified using a linear mean structure (instead of the true quadratic mean structure), we observe a discontinuous quantile plot which suggest a strong evidence towards rejecting the true null hypothesis of normality. Therefore, both quantile plots lead to an incorrect conclusion to reject the normality assumption when the data in fact is from the normal distribution.


Figure 3.8: Normal Quantile Plot of Fitzmaurice's residuals R in perfectly fitted (left) and mis-specified (right) GCM ( $n=50, p=7$ )

As we can see from Figure 3.8, when there is no systematic error in the model fitting, the Fitzmaurice's residuals were again able to successfully remove the correlation and provide a correct decision of accepting the normality assumption. However, in the presence of model mis-specification, we still observe a deviation in the quantile plot, even after the correlation was removed using the suggested transformation. Therefore, the Fitzmaurice's residual failed to provide accurate conclusion in investigating the normality assumption.

Figure 3.9 shows the beta quantile plot of ordinary residuals after Small's transformation for both the perfectly fitted and mis-specified GCM. After the removal of the correlation structure by the Small's method, as we expected, the corresponding normal quantile plot lie right on the straight line, which


Figure 3.9: Beta Quantile Plot of Small's residuals $\mathbf{R}$ in perfectly fitted (left) and mis-specified (right) $G C M(n=50, p=7)$
confirms that data came from the normal distribution. On the other hand, in the case where the GCM was mis-specified by a linear mean structure, the normal quantile plot remain the same linear shape, which also lead to a correct conclusion about the normality assumption. Therefore, we think that the Small's method not only removed the correlation structure of the data, it may have also eliminated systematic error from the residuals. However, after noticing the same pattern over a wide range of simulation scenarios, we suggest that further theoretical investigation must be done in order to check that this is not just because of the nature of these particular data sets.

### 3.4 Decomposed Residuals in the GCM: normal error

In the previous section, we have observed how systematic errors influence the residuals in the analysis of longitudinal data. However, using QQ plots, it is not clear if the deviation from the straight line is due to non-normality or systematic error. In this section, we provide the results of the simulation for von Rosen's decomposed residuals. The simulated data has a quadratic mean structure which were generated using the design and parameter matrix as described in (3.1) and (3.2), and the error term is generated as $\mathbf{E} \sim M N\left(0, \Sigma^{*}\right)$. We fitted both linear (which is a mis-specification) and quardatic (correct fit) to the data. In the linear fitting of the GCM, the design and parameter matrices are generated according to (3.3).


Figure 3.10: Scatter plot of decomposed residuals $\mathbf{R}_{3}$ in perfectly fitted (left) and mis-specified (right) $G C M$ ( $n=50, p=7$ )

Figure 3.10 provides the scatter plot of the decomposed residual $\mathbf{R}_{3}$ in both the perfectly fitted and the mis-specified GCM, where all the observation of the 1000 simulations were plotted in its respective scatter plot, and the solid line indicate the average of the simulations. As we can clearly see from the plots, when the model is perfectly fitted, points in the scatter plot lie randomly around zero, reflecting no systematic error; on the other hand, when the GCM was fitted with a linear mean structure, the scatter plot shows a clear quadratic trend indicating the left over information that were being unexplained by the fitted model. Therefore, it confirms von Rosen's (1995) and Hamid and von Rosen's (2006) suggestion that $\mathbf{R}_{3}$ may be used to identify systematic error in model fitting. We have done several other scenarios with different mean structures, different sample sizes as well as various number of time points, and our empirical evidence is consistent for all the scenarios.

Figure 3.11 shows the normal quantile plot of the vector residuals $\mathbf{R}_{1}+\mathbf{R}_{2}$, for both the perfectly fitted and mis-specified model. We can see that with $\mathbf{R}_{3}$ removed, the quantile plots of $\mathbf{R}_{1}+\mathbf{R}_{2}$ show identical pattern regardless of the model fitting. Hence, we concluded that $\mathbf{R}_{1}+\mathbf{R}_{2}$ may not be influenced by the systematic component of modeling. However, due to the effect of correlation


Figure 3.11: Normal Quantile Plot of residuals $\mathbf{R}_{1}+\mathbf{R}_{2}$ in perfectly fitted (left) and mis-specified (right) $G C M(n=50, p=7)$
structure, the quantile plots are still showing deviation from the normal straight line. Therefore, we again suggest transformation of the $\mathbf{R}_{1}+\mathbf{R}_{2}$ to remove correlation, in order to obtain accurate results.

Figure 3.12 provide the quantile plot of the Fitzmaurice's as well as the Small's residuals $\mathbf{R}_{1}+\mathbf{R}_{2}$ in both perfectly fitted and mis-specified GCM. As we expected, with the decomposed $\mathbf{R}_{3}$ and the correlation structure removed, all of quantile plots are correctly indicating the normality of the GCM, as they all lie right on the normal straight line regardless of the existence of the systematic error. Therefore, our results again confirm that the decomposed residual $\mathbf{R}_{1}+\mathbf{R}_{2}$ does not depend on the model fitting, and hence is a better choice over the ordinary residual for checking normality, in particular in the presence of model mis-specified.


Figure 3.12: Quantile Plot of Fitzmaurice's (top left) and Small's (bottom left) $\mathbf{R}_{1}+\mathbf{R}_{2}$ in perfectly fitted GCM, and Quantile Plot of Fitzmaurice's (top right) and Small's (bottom right) $\mathbf{R}_{1}+\mathbf{R}_{2}$ in mis-specified GCM. $(n=50, p=7)$

### 3.5 Decomposed Residuals in GCM: non normal error

In the previous sections, we used data from multivariate normal distribution and showed the advantage of using decomposed residuals over the ordinary residuals, in terms of identifying systematic error and removing it to provide more appropriate residuals for checking the normality assumption. In this section, we extend our investigation to non-normal data, to see if the residuals are still able to detect systematic errors as well as able to reject the null hypothesis that data are distributed according to the normal distribution. We generate $\mathbf{E}^{*}=\exp (\mathbf{E})$, where $\mathbf{E}^{*}$ has a multivariate log-normal distribution (see Kotz (2000)). For quadratic fitting, we used design and parameter matrices according to (3.1) and (3.2), and for the linear fitting we used the setting provided in (3.3).


Figure 3.13: Scatter plot of decomposed residuals $\mathbf{R}_{3}$ in perfectly fitted (left) and mis-specified (right) log-normal GCM $(n=50, p=7)$

Figure 3.13 shows the scatter plot of the decomposed residual $\mathbf{R}_{3}$ in both the perfectly fitted and misspecified GCM, where the GCM follow a multivariate log-normal distribution. All the observation of
the 1000 simulations were plotted in its respective scatter plot, and the solid line indicate the average of the simulations. we can clearly see that, regardless of the normality assumption of the GCM, the decomposed $\mathbf{R}_{3}$ successfully identifies the systematic error and displays the left over information with a quadratic trend in the presence of mis-specified. Therefore, the usefulness of $\mathbf{R}_{3}$ for identifying the systematic error in the GCM is valid not only for normal errors, but also true under non-normality. Again, we have simulated several other scenarios under different model parameters and the findings are consistent. However, one can observe that there is a variation in the scatter plot, that may be due to the fact that, when we took the exponential transformation of the error term $\mathbf{E}$, it also effect the mean of the error term.


Figure 3.14: Normal Quantile Plot of Fitzmaurice's residuals $\mathbf{R}_{1}+\mathbf{R}_{2}$ in perfectly fitted (left) and mis-specified (right) log-normal GCM ( $n=50, p=7$ )

Figure 3.14 compares the normal quantile plots of the Fitzmaurice's decomposed $\mathbf{R}_{1}+\mathbf{R}_{2}$ for perfectly fitted GCM with the GCM with that of the mis-specified model, where the error terms for the models follow multivariate log-normal distribution. Again, the resulting plots clearly shows that, with the removal of $\mathbf{R}_{3}$, the decomposed $\mathbf{R}_{1}+\mathbf{R}_{2}$ no longer depend on the systematic error resulting from misfitting, as the respectively probability plots show identical pattern. Moreover, the two plots provide a strong evidence towards rejecting the null hypothesis that data came from the normal distribution, leading to the correct conclusion.[]


Figure 3.15: Beta Quantile Plot of Small's residuals $\mathbf{R}_{1}+\mathbf{R}_{2}$ in perfectly fitted (left) and mis-specified (right) log-normal GCM ( $n=50, p=7$ )

Figure 3.15 provides the comparison of the beta quantile plots of the Small's decomposed $\mathbf{R}_{1}+\mathbf{R}_{2}$ for perfectly fitted GCM with that of the mis-specified GCM, where the error terms follow multivariate log-normal data. As we can see, the quantile plots show exactly the same pattern, once again confirming that these residuals are independent of the systematic component of the model. The plots also show deviation from normality leading to a correct decision towards rejecting the null hypothesis of multivariate normality.

## Chapter 4

## Real Data Application

In this chapter, we provide real data examples to illustrate the decomposed residuals including the transformed versions of the decomposed residuals. We consider Potthoff and Roys' (1964) dental data and the glucose data from Zerbe (1979). We start by looking at the profile plot of the data in order to have a basic feeling of their behaviors. Then, scatter plot of the decomposed $\mathbf{R}_{3}$ is used to determine its ability to detect any systematic error in model fitting. Finally, we examine the quantile plot of both the Fitzmaurice's and Small's transformed $\mathbf{R}_{1}+\mathbf{R}_{2}$, to check the normality assumption.

### 4.1 Dental data

This section provides the analysis of the decomposed residual in the dental data. This data first appeared in Potthoff and Roy (1964) and subsequently investigated by many, including Lee and Geisser (1975), Rao (1987), Lee (1988a, 1991) and Pan and Fang (2002). The data consists of distance (in mm ) from the center of the pituitary to the pterygomaxillary fissure, and is taken from 11 girls and 16 boys at ages $8,10,12$, and 14 years. If we fit the GCM linearly, the design matrix can be written as:

$$
\mathbf{A}^{\prime}=\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
8 & 10 & 12 & 14
\end{array}\right) \quad \mathbf{C}=\left(\begin{array}{cc}
\mathbf{1}_{11} & \mathbf{0}_{16} \\
\mathbf{0}_{11} & \mathbf{1}_{16}
\end{array}\right)
$$

where we have group $m=2$, sample size $n_{1}=11, n_{2}=16$, and time point $p=4$. Note that this dental data has two outliers in the boy measurement group according to previous study (Pan and Fang (2002)).


Figure 4.1: Profile plot of Dental data (left) and group average (right)

Figure 4.1 shows the profile plots of the dental data as well as their group mean. The red solid line represent the measurements for the girls while the black dashed line represent the boy's. As we can seen from the plot, the data shows a overall linear structure except measurements from one boy which fluctuate dramatically over time.

Both the normal quantile plot of the ordinary residual $\mathbf{R}$ and the scatter plot of the decomposed $\mathbf{R}_{3}$ are shown in Figure 4.2. As we can see in the scatter plot, the results of the decomposed $\mathbf{R}_{3}$ lie randomly and closely around zero, which is consistent with our observation that the data has a linear mean structure. On the other hand, with the limited systematic effect, the normal quantile plot of the ordinary residual shows a relatively straight line and therefore suggest a normal behavior of the data. However, it is important to note that the quantile plot might be affected by the correlation structure, and does not provide any information about the outliers in the data.


Figure 4.2: Normal quantile plot of ordinary residual (left) and scatter plot of decomposed $\mathbf{R}_{3}$ (right) of Dental data


Figure 4.3: Quantile plot of Fitzmaurice's (left) and Small's (right) decomposed residuals $\mathbf{R}_{1}+$ $\mathbf{R}_{2}$ of Dental data

Figure 4.3 represent the normal quantile plot of the Fitzmaurice's transformed $\mathbf{R}_{1}+\mathbf{R}_{2}$ as well as the beta quantile plot of the $\mathbf{R}_{1}+\mathbf{R}_{2}$ by Small's method. As shown in the plots, both of them confirm the normality assumption, and while they both suggest the existence of possible outliers in the data, only the Small's method was able to provide a clear identification of the two outliers. Figure 4.4 shows the QQ-polts after the outliers have been removed.



Figure 4.4: Quantile plot of Fitzmaurice's (left) and Small's (right) decomposed residuals $\mathbf{R}_{1}+$ $\mathbf{R}_{2}$ of Dental data without outliers

### 4.2 Glucose data

This section provides the analysis of the decomposed residuals for the glucose data. This data was first presented by Zerbe (1979), and has been studied extensively by Chi and Reinsel (1989), and Keramidas and Lee (1995). Data comes from a standard glucose tolerance test which measure the plasma inorganic phosphate, and consists of a repeated measurements on 13 control and 20 obese patients at $0,0.5,1,1.5,2,3,4$, and 5 hours after the standard dose-oral glucose is administered. If we fit the GCM linearly, the design matrix can be written as:

$$
\mathbf{A}^{\prime}=\left(\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0.5 & 1 & 1.5 & 2 & 3 & 4 & 5
\end{array}\right) \quad \mathbf{C}=\left(\begin{array}{cc}
\mathbf{1}_{13} & \mathbf{0}_{20} \\
\mathbf{0}_{13} & \mathbf{1}_{20}
\end{array}\right)
$$

here we have group $m=2$, sample size $n_{1}=13, n_{2}=20$, and time point $p=8$. Note that according to previous study (see Pan and Fang 2002), a measurement of at least the second degree should be chosen to fit this GCM. Therefore, by fitting the GCM with a linear mean structure, we would expect to observe a systematic error in our residuals analysis.


Figure 4.5: Profile plot of Glucose data (left) and group average (right)

The profile plots of the glucose data and their group mean are shown in Figure 4.5. Observation of the patients in the control and obese group is represented by the red solid and black dashed line, respectively. As can be seen in the profile plot, the observations shows a concave up curve which reflect that the data has at least a second order polynomial mean structure.

Figure 4.6 provides the normal quantile plot of the ordinary residual $\mathbf{R}$ and the scatter plot of the decomposed $\mathbf{R}_{3}$ of the Glucose data. Recall that in the previous studies, the data was fitted using second degree polynomial mean structure. However, we intentionally fitted a linear growth curve with the aim of identifying this systematic error. As can be seen in the scatter plot in $4.6, \mathbf{R}_{3}$ shows a clear quadratic pattern, therefore successfully identify the systematic error of our model fit. The plot of $\mathbf{R}_{3}$ after modeling quadratic and third degree polynomial for the glucose data are presented in Figure 4.7.


Figure 4.6: Normal quantile plot of ordinary residual (left) and scatter plot of decomposed $\mathbf{R}_{3}$ (right) of Glucose data


Figure 4.7: Scatter plot of decomposed $\mathbf{R}_{3}$ for quadratic (left) and third degree polynomials (right) fitting

As one can see, with the increase of the polynomial fitting, the magnitude of the error decrease. However, both scatter plots are still showing a clear pattern, one could therefore suggest different method of fitting. On the other hand, despite the effect of systematic error and the correlation structure, we observe that the normal quantile plot of the ordinary residuals (Figure 4.6) lie closely on the straight line which give no evidence to reject the normality assumption.


Figure 4.8: Quantile plot of Fitzmaurice's (left) and Small's (right) decomposed residuals $\mathbf{R}_{1}+$ $\mathbf{R}_{2}$ of Glucose data

Figure 4.8 shows both the normal quantile plot of the Fitzmaurice's transformed $\mathbf{R}_{1}+\mathbf{R}_{2}$ and the beta quantile plot of the $\mathbf{R}_{1}+\mathbf{R}_{2}$ using Small's approach for the Glucose data. As shown in the plots, with the removal of the correlation structure and the systematic error, residuals in both quantile plots lie closely around a straight line, therefore we concluded that the data follows a multivariate normal distribution.

## Chapter 5

## Discussion

To summarize, we have demonstrated that von Rosen's decomposed residuals are preferable over the ordinary residuals in model diagnostics for longitudinal data. The scatter plot of $\mathbf{R}_{3}$ is an excellent tool to identify systematic error of the model fitting; by removing the correlation structure using the Fitzmaurice's transformation or the Small's graphical method, the decomposed $\mathbf{R}_{1}+\mathbf{R}_{2}$ can provide reliable analysis for checking the normality assumption. However, as the Small's graphical method is able to provide information about the true distribution of the data, we suggest its use instead of Fitzmaurice's transformation.

In this thesis, we focused on verifying the normality assumption and model mis-specification using graphical approaches by visualizing scatter and quantile plots. However, conclusions that come from these graphical approaches might vary from person to person, and hence arguably subjective. In order to overcome this subjectivity, we suggest that one may use a formal test that will give a clear indicator (e.g. p-value) to determine whether there is evidence to reject the normality. One such a test, for instance is, using Kolmogorov-Smirnovs test of equality of two distributions.

We would like to note that we transformed the error term $\mathbf{E}$ using the exponential function to show the behavior of residuals under non-normality, where the error term $\mathbf{E}$ is distributed as a multivariate normal random variable. The transformed data therefore, follows the multivariate log-normal distribution. However, it is important to note that $E\left[\mathbf{E}^{*}\right]_{i}=e^{\mu_{i}+\frac{1}{2} \Sigma_{i i}}$. Indicating that the transformation
we used also effect the mean of the error term, leading to an expected value of the error term $\mathbf{E}^{*}$ which is no long equal to zero. This might affect the behaviour of the residuals and hence may lead us to conclude the presence of model mis-specification when in fact the systematic component of the data has been appropriately modeled. Therefore, we recommend further investigation using nonnormal error with mean zero. One, for instance, can standardize our transformed data to ensure the mean of the error term equal to zero.

Furthermore, decomposed residuals in the Growth Curve Model are defined by projecting the observation matrix on the space orthogonal to the space generated by the design matrices. In fact, this idea can be extended to Extended Growth Curve Model (EGCM)

$$
\begin{equation*}
\mathbf{X}=\sum_{i=1}^{m} \mathbf{A}_{i} \mathbf{B}_{i} \mathbf{C}_{i}+\mathbf{E} . \tag{5.1}
\end{equation*}
$$

This model was first introduced by von Rosen (1989), while the canonical form of the model was considered by Banken (1984). A paper by Hamid and von Rosen (2006) provided decomposed residuals for such bilinear models for the case when $m=2$. As a result the ordinary residuals were decomposed into 4 parts: $\mathbf{R}_{1}, \mathbf{R}_{2}, \mathbf{R}_{3}$, and $\mathbf{R}_{4}$. The authors suggested that $\mathbf{R}_{1}+\mathbf{R}_{2}$ can be used to check the normality assumption, as in the case of GCM; while $\mathbf{R}_{3}$ and $\mathbf{R}_{4}$ can be used to check the systematic fitting of model $\mathbf{A}_{1} \mathbf{B}_{1} \mathbf{C}_{1}$; and $\mathbf{A}_{2} \mathbf{B}_{2} \mathbf{C}_{2}$. The authors also provided a general framework for defining residuals in the more general EGCM (5.1). Our empirical investigation, using simulation, can be extended to residuals in the EGCM. The residuals can also be further decomposed to investigate different components of the systematic modeling. Moreover, the transformation we proposed in this thesis can be used to transform the decomposed residuals into uncorrelated residuals. This thesis laid the ground for further investigation toward the decomposed residuals in the general EGCM, which is useful in the analysis of longitudinal data when groups are assumed to have mean growth curves with different shapes (eg. one group linear and the other group quadratic).

## Appendix A

## Table

## A. 1 Residuals analysis setting of non-structured GCM

| Simulation | Sample size n | $\sharp$ of time point p | covriance strcture |
| :---: | :---: | :---: | :---: |
| Sim204I, Sim204E | 20 | 4 | I, Pott and Roy |
| Sim207I, Sim207E | 20 | 7 | I, Mouse |
| Sim208I, Sim208E | 20 | 8 | I, Glucose |
| Sim304I, Sim304E | 30 | 4 | I, Pott and Roy |
| Sim307I, Sim307E | 30 | 7 | I, Mouse |
| Sim308I, Sim308E | 30 | 8 | I, Glucose |
| Sim404I, Sim404E | 40 | 4 | I, Pott and Roy |
| Sim407I, Sim407E | 40 | 7 | I, Mouse |
| Sim408I, Sim408E | 40 | 8 | I, Glucose |
| Sim504I, Sim504E | 50 | 4 | I, Pott and Roy |
| Sim507I, Sim507E | 50 | 7 | I, Mouse |
| Sim508I, Sim508E | 50 | 8 | I, Glucose |
| Sim1004I, Sim1004E | 100 | 4 | I, Pott and Roy |
| $\operatorname{Sim1007I,~Sim1007E~}$ | 100 | 7 | I, Mouse |
| $\operatorname{Sim} 1008 I, \operatorname{Sim} 1008 \mathrm{E}$ | 100 | 8 | I, Glucose |

Note: I represent the identity matrix, while Pott and Roy, Mouse, and Glucose represent the covariance matrix of the corresponding data set in Pan and Fang(2002), respetively.

## A. 2 Simulation settings description of Residuals in bi-

## linear structured GCM

| Simulation setting | Sample size n | $\sharp$ of time point p | Covriance strcture | Design Matirx A |
| :---: | :---: | :---: | :---: | :---: |
| Sim204R-l | 20 | 4 | Pott and Roy | Linear |
| Sim204R-q | 20 | 4 | Pott and Roy | Quardratic |
| Sim207R-l | 20 | 7 | Mouse | Linear |
| Sim207R-q | 20 | 7 | Mouse | Quardratic |
| Sim208R-l | 20 | 8 | Glucose | Linear |
| Sim208R-q | 20 | 8 | Glucose | Quardratic |
| Sim304R-l | 30 | 4 | Pott and Roy | Linear |
| Sim304R-q | 30 | 4 | Pott and Roy | Quardratic |
| Sim307R-1 | 30 | 7 | Mouse | Linear |
| Sim307R-q | 30 | 7 | Mouse | Quardratic |
| Sim308R-1 | 30 | 8 | Glucose | Linear |
| Sim308R-q | 30 | 8 | Glucose | Quardratic |
| Sim404R-l | 40 | 4 | Pott and Roy | Linear |
| Sim404R-q | 40 | 4 | Pott and Roy | Quardratic |
| Sim407R-l | 40 | 7 | Mouse | Linear |
| Sim407R-q | 40 | 7 | Mouse | Quardratic |
| Sim408R-l | 40 | 8 | Glucose | Linear |
| Sim408R-q | 40 | 8 | Glucose | Quardratic |
| Sim504R-l | 50 | 4 | Pott and Roy | Linear |
| Sim504R-q | 50 | 4 | Pott and Roy | Quardratic |
| Sim507R-l | 50 | 7 | Mouse | Linear |
| Sim507R-q | 50 | 7 | Mouse | Quardratic |
| Sim508R-l | 50 | 8 | Linear |  |
| Sim508R-q | 50 | 8 | Glucose | Quardratic |
| Sim1004R-l | 100 | 4 | Glucose | Linear |
| Sim1004R-q | 100 | 4 | Pott and Roy | Quardratic |
| Sim1007R-l | 100 | 7 | Pott and Roy | Mouse |
| Sim1007R-q | 100 | 7 | Mousear | Quardratic |
| Sim1008R-1 | 100 | 8 | Linear |  |
| Sim1008R-q | 100 | 8 | Glucose | Guardratic |

Note: Pott and Roy, Mouse, and Glucose represent the covariance matrix of the corresponding data set in Pan and Fang(2002), respetively.

## Appendix B

## R Code

## B. 1 Small's graphical method (Small, 1978)

```
fix(Small)
function (xx)
{
    n<-ncol(xx)
    p<-nrow(xx)
### calculating equation (2.8) ###
    xbar<-c(0)
    for(i in 1:p)
    {
        xbar[i]<-sum(xx[i,])/n
    }
### calculating equation (2.9) ###
    M<-vector(mode="list", length=n)
    for(j in 1:n)
    {
        M[[j]]<-((xx[,j] - xbar) %*% t(xx[,j] - xbar))
    }
```

```
    S<-matrix(0,p,p)
    for(j in 1:n)
    {
        S<-(S + M[[j]])
    }
    S<-S/(n-1)
### calculating equation (2.7) ###
    c<-c(0)
    for (k in 1:n)
    {
        c[k]<-(n/(n-1)~2) * t(xx[,k] - xbar) %*% solve(S) %*% (xx[,k] - xbar)
}
c
}
```


## B. 2 Examination of random multivariate data

```
### workspace set up ###
library(MASS)
library(Matrix)
E<-vector(mode="list", length=1000)
E_vec<-vector(mode="list", length=1000)
L<-vector(mode="list", length=1000)
E_star<-vector(mode="list", length=1000)
E_small<-vector(mode="list", length=1000)
E_vec_sum<-c(0)
E_star_sum<-c(0)
E_small_sum<-c(0)
```

```
### simulation of 1000 ###
for (i in 1:1000)
{
    ### generating multivariate data ###
    set.seed(99+i)
    E[[i]]<-mvrnorm(n=50, rep(0, 7), diag(7))
    ### transformation using simple vectorizing and sorting ###
    E_vec[[i]]<-sort(as.vector(E[[i]]))
    ### transformation using Cholesky factorization ###
    L[[i]]<-t(chol(cov(E[[i]])))
    E_star[[i]]<-solve(L[[i]]) %*% t(E[[i]])
    E_star[[i]]<-sort(as.vector(E_star[[i]]))
    ### transformation using Small's graphcal method ###
    E_small[[i]]<-sort(Small(t(E[[i]])))
    ### sum of the 1000 simulation ###
    E_vec_sum<-(E_vec_sum + E_vec[[i]])
    E_star_sum<-(E_star_sum + E_star[[i]])
    E_small_sum<-(E_small_sum + E_small[[i]])
}
```

\#\#\# average of the 1000 simulation \#\#\#
E_vec_avg<-E_vec_sum/1000
E_star_avg<-E_star_sum/1000
E_small_avg<-E_small_sum/1000
\#\#\# Normal probability plot of average in vector form \#\#\#
qqnorm(E_vec_avg,main="Normal Probability Plot - Vector",
ylab="E~MN(0,I)" )
qqline (E_vec_avg)

```
### Normal probability plot of average of Cholesky factorization ###
qqnorm(E_star_avg,main="Normal Probability Plot - Cholesky",
    ylab="E~MN(0,I)" )
qqline(E_star_avg)
### Normal probability plot of average of Small's graphical method ###
q<-c(0)
for(i in 1:n)
{
    q[i]<-qbeta((i-0.5)/n,0.5*p,0.5*(50 - 7 - 1))
}
plot(q,E_small_avg,main="Beta Probabilty Plot - Small",xlab="Beta
    Quantiles", ylab="E~MN(0,I)",type="o")
```

For generating multivariate data with covariance matrix $\Sigma^{*}$, replace the command of "generating multivariate data" by

```
### workspace set up ###
```

library (MASS)
library (Matrix)
E<-vector(mode="list", length=1000)
E_vec<-vector(mode="list", length=1000)
L<-vector(mode="list", length=1000)
E_star<-vector(mode="list", length=1000)
E_small<-vector(mode="list", length=1000)
E_vec_sum<-c (0)
E_star_sum<-c (0)
E_small_sum<-c (0)
$e 1<-c(0.0005,0.0007,0.0006,0.0010,0.0007,0.0010,0.0010)$
e2<-c (0.0007,0.0012,0.0014,0.0024,0.0024,0.0030,0.0025)

```
e3<-c(0.0006,0.0014,0.0030,0.0050,0.0060,0.0061,0.0053)
e4<-c(0.0010,0.0024,0.0050,0.0105,0.0127,0.0128,0.0106)
e5<-c(0.0007,0.0024,0.0060,0.0127,0.0179,0.0172,0.0142)
e6<-c(0.0010,0.0030,0.0061,0.0128,0.0172,0.0188,0.0151)
e7<-c(0.0010,0.0025,0.0053,0.0106,0.0142,0.0151,0.0142)
sigma<-cbind(e1,e2,e3,e4,e5,e6,e7)
```

\#\#\# simulation of 1000 \#\#\#
for (i in 1:1000)
\{
\#\#\# generating multivariate data \#\#\#
set. seed (99+i)
$E[[i]]<-\operatorname{mvrnorm}(n=50, \operatorname{rep}(0,7), 100 *$ sigma $)$
\#\#\# transformation using simple vectorizing and sorting \#\#\#
E_vec[[i]]<-sort(as.vector(E[[i]]))
\#\#\# transformation using Cholesky factorization \#\#\#
$\mathrm{L}[\mathrm{i}]]<-\mathrm{t}(\operatorname{chol}(\operatorname{cov}(\mathrm{E}[\mathrm{i}]])))$
E_star[[i]]<-solve(L[[i]]) \%*\% t(E[[i]])
E_star[[i]]<-sort(as.vector(E_star[[i]]))
\#\#\# transformation using Small's graphcal method \#\#\#
E_small[[i]]<-sort(Small(t(E[[i]])))
\#\#\# sum of the 1000 simulation \#\#\#
E_vec_sum<-(E_vec_sum + E_vec[[i]])
E_star_sum<-(E_star_sum + E_star[[i]])
E_small_sum<-(E_small_sum + E_small[[i]])
\}
\#\#\# average of the 1000 simulation \#\#\#
E_vec_avg<-E_vec_sum/1000

```
E_star_avg<-E_star_sum/1000
E_small_avg<-E_small_sum/1000
### Normal probability plot of average in vector form ###
qqnorm(E_vec_avg,main="Normal Probability Plot - Vector",
    ylab="E~MN(0,sigma)" )
qqline(E_vec_avg)
### Normal probability plot of average of Cholesky factorization ###
qqnorm(E_star_avg,main="Normal Probability Plot - Cholesky",
    ylab="E~MN(0,sigma)" )
qqline(E_star_avg)
### Normal probability plot of average of Small's graphical method ###
q<-c(0)
for(i in 1:n)
{
    q[i]<-qbeta((i-0.5)/n,0.5 * p,0.5 * (50 - 7 - 1))
}
plot(q,E_small_avg,main="Beta Probabilty Plot - Small",xlab="Beta
    Quantiles", ylab="E~MN(0,sigma)",type="o")
```


## B. 3 Examination of behavior of residuals in GCM under

 normality assumption\#\#\# Loading R package and workspace set up \#\#\# library(MASS)
library(Matrix)

```
X<-vector(mode="list", length=1000)
E<-vector(mode="list", length=1000)
X_hat<-vector(mode="list", length=1000)
R1<-vector(mode="list", length=1000)
R1_vec<-vector(mode="list", length=1000)
R1_small<-vector(mode="list", length=1000)
R2<-vector(mode="list", length=1000)
R2_vec<-vector(mode="list", length=1000)
R2_small<-vector(mode="list", length=1000)
R3<-vector(mode="list", length=1000)
L<-vector(mode="list", length=1000)
L12<-vector(mode="list", length=1000)
R_small<-vector(mode="list", length=1000)
R_star<-vector(mode="list", length=1000)
R1R2_small<-vector(mode="list", length=1000)
R1R2_star<-vector(mode="list", length=1000)
### 1000 simulation of X = A*B*C + E (n=50, p=7) ###
n=50
p=7
### design matrix ###
a<-c(rep(1,p),seq(1, p, by = 1),1,4,9,16,25,36,49)
A<-matrix(a,p)
c<-c(rep(1,n/2),rep(0,n/2),rep(0,n/2),rep(1,n/2))
C<-matrix(c,2,byrow=T)
### parameter matrix ###
B<-matrix(sample(1:10,6,replace=T),3)
```

\#\#\# generation of E \#\#\#

```
e1<-c(0.0005,0.0007,0.0006,0.0010,0.0007,0.0010,0.0010)
e2<-c(0.0007,0.0012,0.0014,0.0024,0.0024,0.0030,0.0025)
e3<-c(0.0006,0.0014,0.0030,0.0050,0.0060,0.0061,0.0053)
e4<-c(0.0010,0.0024,0.0050,0.0105,0.0127,0.0128,0.0106)
e5<-c(0.0007,0.0024,0.0060,0.0127,0.0179,0.0172,0.0142)
e6<-c(0.0010,0.0030,0.0061,0.0128,0.0172,0.0188,0.0151)
e7<-c(0.0010,0.0025,0.0053,0.0106,0.0142,0.0151,0.0142)
sigma<-cbind(e1,e2,e3,e4,e5,e6,e7)
for (i in 1:1000)
{
    set.seed(500+i)
    E[[i]]<-mvrnorm(n=n, rep(0, p), 100*sigma)
}
```

\#\#\# generation of the GCM \#\#\#
for ( $(\mathrm{j}$ in 1:1000)
\{
$X[[j]]<-A \% * \% \quad B \quad \% * \% C+t(E[[j]])$
\}

```
### estimation of (X_hat = A1*B_hat*C) ###
A1<-matrix(c(rep(1,p),seq(1, p, by = 1)),p)
for (k in 1:1000)
{
    S<-X[[k]] %*% (diag(n)-t(C) %*% solve(C %*% t(C)) %*% C) %*% t(X[[k]])
    B_hat<-solve(t(A1) %*% solve(S) %*% A1) %*% t(A1) %*% solve(S)
        %*% X[[k]] %*% t(C) %*% solve(C %*% t(C))
    X_hat[[k]]<-A1 %*% B_hat %*% C
```

```
    ### decomposing R1 R2 R3 ###
    R1[[k]]<-(diag(p) - A1 %*% solve(t(A1) %*% solve(S) %*% A1) %*% t(A1) %*%
    solve(S)) %*% X[[k]] %*% (diag(n)-t(C) %*% solve(C %*% t(C)) %*% C)
    R1_vec[[k]]<-sort(as.vector(R1[[k]]))
    R2[[k]]<-A1 %*% solve(t(A1) %*% solve(S) %*% A1) %*% t(A1) %*% solve(S) %*%
        X[[k]] %*% (diag(n)-t(C) %*% solve(C %*% t(C)) %*% C)
    R2_vec[[k]]<-sort(as.vector(R2[[k]]))
    R3[[k]]<-(diag(p) - A1 %*% solve(t(A1) %*% solve(S) %*% A1) %*% t(A1) %*%
    solve(S)) %*% X[[k]] %*% t(C) %*% solve(C %*% t(C)) %*% C
    ### Small's transformation of R, R1+R2 ###
    R_small[[k]]<-sort(Small(R1[[k]] + R2[[k]] + R3[[k]]))
    R1R2_small[[k]]<-sort(Small(R1[[k]] + R2[[k]]))
    ### Cholesky factorization of R, R1+R2 ###
    L[[k]]<-t(\operatorname{chol}(\operatorname{cov}(t(R1[[k]]+R2[[k]]+R3[[k]]))))
    R_star[[k]]<-solve(L[[k]]) %*% (R1[[k]]+R2[[k]]+R3[[k]])
    R_star[[k]]<-sort(as.vector(R_star[[k]]))
    L12[[k]]<-t(\operatorname{chol}(\operatorname{cov}(\textrm{t}(\textrm{R}1[[k]]+R2[[k]]))))
    R1R2_star[[k]]<-solve(L12[[k]]) %*% (R1[[k]]+R2[[k]])
    R1R2_star[[k]]<-sort(as.vector(R1R2_star[[k]]))
}
```

\#\#\# average of the 1000 simulation \#\#\#
X_sum<-matrix ( $0, \mathrm{p}, \mathrm{n}$ )
X_hat_sum<-matrix(0, p,n)
R1_sum<-c (0)
R2_sum<-c (0)

```
R3_sum<-matrix(0,p,n)
R_small_sum<-c(0)
R1R2_small_sum<-c(0)
R_star_sum<-c(0)
R1R2_star_sum<-c(0)
for(l in 1:1000)
{
    X_sum<-(X_sum + X[[l]])
    X_hat_sum<-(X_hat_sum + X_hat[[l]])
    R1_sum<-(R1_sum + R1_vec[[l]])
    R2_sum<-(R2_sum + R2_vec[[l] ])
    R3_sum<-(R3_sum + R3[[1]])
    R_small_sum<-(R_small_sum + R_small[[l]])
    R1R2_small_sum<-(R1R2_small_sum + R1R2_small[[l]])
    R_star_sum<-(R_star_sum + R_star[[l]])
    R1R2_star_sum<-(R1R2_star_sum + R1R2_star[[1]])
}
X_avg<-X_sum/1000
X_hat_avg<-X_hat_sum/1000
R1_avg<-R1_sum/1000
R2_avg<-R2_sum/1000
R3_avg<-R3_sum/1000
R_small_avg<-R_small_sum/1000
R1R2_small_avg<-R1R2_small_sum/1000
R_star_avg<-R_star_sum/1000
R1R2_star_avg<-R1R2_star_sum/1000
```

\#\#\# Normal probability plot of average of Cholesky factorization \#\#\#
qqnorm(R_star_avg, ylab="R")

```
qqline(R_star_avg)
qqnorm(R1R2_star_avg,main=" ",
    ylab="R1+R2")
qqline(R1R2_star_avg)
### Normal probability plot of average of Small's graphical method ###
q<-c(0)
for(i in 1:n)
{
    q[i]<-qbeta((i-0.5)/n,0.5 * p,0.5 * (50 - 7 - 1))
}
plot(q,R_small_avg,main=" ",xlab="Beta Quantiles", ylab="R",type="o")
plot(q,R1R2_small_avg,main=" ",xlab="Beta Quantiles", ylab="R1+R2",type="o")
```

\#\#\# Scatter plot of average R3 \#\#\#
plot (R3_avg[,1],ylim=c (-50,50), main="Scatter plot of R3",ylab="R3",type="o", col="red")
for (k in 1:1000)
\{
points(R3[[k]][,1],)
\}

For the GCM that has a linear within individual structure, replace the command of "design matrix" and "parameter matrix" by
\#\#\# design matrix \#\#\#
$a<-c(\operatorname{rep}(1, p), \operatorname{seq}(1, p, \quad b y=1))$
A<-matrix $(a, p)$
$c<-c(r e p(1, n / 2), r e p(0, n / 2), r e p(0, n / 2), r e p(1, n / 2))$
C<-matrix (c, 2, byrow=T)

```
### parameter matrix ###
B<-matrix(sample(1:10,4,replace=T),3)
```


## B. 4 Examination of behavior of residuals in GCM under non-normality assumption

```
### Loading R package and workspace set up ###
library(MASS)
library(Matrix)
```

X<-vector (mode="list", length=1000)
E<-vector(mode="list", length=1000)
X_hat<-vector(mode="list", length=1000)
R1<-vector (mode="list", length=1000)
R1_vec<-vector(mode="list", length=1000)
R1_small<-vector(mode="list", length=1000)
R2<-vector (mode="list", length=1000)
R2_vec<-vector(mode="list", length=1000)
R2_small<-vector(mode="list", length=1000)
R3<-vector (mode="list", length=1000)
L<-vector(mode="list", length=1000)
L12<-vector(mode="list", length=1000)
R_small<-vector(mode="list", length=1000)
R_star<-vector(mode="list", length=1000)
R1R2_small<-vector(mode="list", length=1000)
R1R2_star<-vector(mode="list", length=1000)
\#\#\# 1000 simulation of $X=A * B * C+E(n=50, p=7)$ \#\#\#
$n=50$

```
p=7
### design matrix ###
a<-c(rep(1,p),seq(1, p, by = 1),1,4,9,16,25,36,49)
A<-matrix(a,p)
c<-c(rep(1,n/2),rep(0,n/2),rep(0,n/2),rep(1,n/2))
C<-matrix(c,2, byrow=T)
### parameter matrix ###
B<-matrix(sample(1:10,6,replace=T),3)
### generation of E ###
e1<-c(0.0005,0.0007,0.0006,0.0010,0.0007,0.0010,0.0010)
e2<-c(0.0007,0.0012,0.0014,0.0024,0.0024,0.0030,0.0025)
e3<-c(0.0006,0.0014,0.0030,0.0050,0.0060,0.0061,0.0053)
e4<-c(0.0010,0.0024,0.0050,0.0105,0.0127,0.0128,0.0106)
e5<-c(0.0007,0.0024,0.0060,0.0127,0.0179,0.0172,0.0142)
e6<-c(0.0010,0.0030,0.0061,0.0128,0.0172,0.0188,0.0151)
e7<-c(0.0010,0.0025,0.0053,0.0106,0.0142,0.0151,0.0142)
sigma<-cbind(e1,e2,e3,e4,e5,e6,e7)
for (i in 1:1000)
{
    set.seed(500+i)
    E[[i]]<-mvrnorm(n=n, rep(0, p), 100*sigma)
    E[[i]]<-exp(E[[i]])
}
```

\#\#\# generation of the GCM \#\#\#
for ( $(\mathrm{j}$ in 1:1000)
\{
$X[[j]]<-A \% * \%$ B $\% * \% C+t(E[[j]])$

```
### estimation of (X_hat = A1*B_hat*C) ###
A1<-matrix(c(rep(1,p),seq(1, p, by = 1)),p)
for (k in 1:1000)
{
    S<-X[[k]] %*% (diag(n)-t(C) %*% solve(C %*% t(C)) %*% C) %*% t(X[[k]])
    B_hat<-solve(t(A1) %*% solve(S) %*% A1) %*% t(A1) %*% solve(S)
            %*% X[[k]] %*% t(C) %*% solve(C %*% t(C))
    X_hat[[k]]<-A1 %*% B_hat %*% C
```

    \#\#\# decomposing R1 R2 R3 \#\#\#
    R1[[k]]<-(diag(p) - A1 \%*\% solve(t(A1) \%*\% solve(S) \%*\% A1) \%*\% t(A1) \%*\%
        solve(S)) \%*\% X[[k]] \%*\% (diag(n)-t(C) \%*\% solve(C \%*\% t(C)) \%*\% C)
    R1_vec[[k]]<-sort(as.vector(R1[[k]]))
    R2[[k]]<-A1 \% \% solve(t(A1) \% \(\%\) \% solve(S) \%*\% A1) \% \(\%\) \% t(A1) \% \% \% solve(S) \% \(\%\) \%
        X[[k]] \% \(\%\) \% (diag(n)-t(C) \(\% * \%\) solve(C \% \(\%\) \% t(C)) \(\% * \%\) C)
    R2_vec[[k]]<-sort(as.vector(R2[[k]]))
    R3[[k]]<-(diag(p) - A1 \% \% \% solve(t(A1) \%*\% solve(S) \%*\% A1) \%*\% t(A1) \% \(\%\) \%
        solve(S)) \%*\% X[[k]] \%*\% t(C) \%*\% solve(C \%*\% t(C)) \%*\% C
    \#\#\# Small's transformation of R, R1+R2 \#\#\#
    R_small[[k]]<-sort(Small(R1[[k]] + R2[[k]] + R3[[k]]))
    R1R2_small[ \([k]]<-\) sort (Small (R1[ \([k]]+\operatorname{R2[[k]]))~}\)
    \#\#\# Cholesky factorization of R, R1+R2 \#\#\#
    L[ [k]]<-t \((\operatorname{chol}(\operatorname{cov}(t(R 1[[k]]+R 2[[k]]+R 3[[k]])))\)
    R_star \([\mathrm{k}]]<-\) solve(L[ \([k]]\) ) \%*\% (R1[ \([k]]+R 2[[k]]+R 3[[k]])\)
    R_star[ [k]]<-sort(as.vector (R_star [[k]]))
    ```
    L12[[k]]<-t(\operatorname{chol}(\operatorname{cov}(t(R1[[k]]+R2[[k]]))))
    R1R2_star[[k]]<-solve(L12[[k]]) %*% (R1[[k]]+R2[[k]])
    R1R2_star[[k]]<-sort(as.vector(R1R2_star[[k]]))
}
### average of the 1000 simulation ###
X_sum<-matrix(0,p,n)
X_hat_sum<-matrix(0,p,n)
R1_sum<-c(0)
R2_sum<-c(0)
R3_sum<-matrix(0,p,n)
R_small_sum<-c(0)
R1R2_small_sum<-c(0)
R_star_sum<-c(0)
R1R2_star_sum<-c(0)
for(1 in 1:1000)
{
    X_sum<-(X_sum + X[[l]])
    X_hat_sum<-(X_hat_sum + X_hat[[1]])
    R1_sum<-(R1_sum + R1_vec[[l]])
    R2_sum<-(R2_sum + R2_vec[[l]])
    R3_sum<-(R3_sum + R3[[l]])
    R_small_sum<-(R_small_sum + R_small[[l]])
    R1R2_small_sum<-(R1R2_small_sum + R1R2_small[[l]])
    R_star_sum<-(R_star_sum + R_star[[l]])
    R1R2_star_sum<-(R1R2_star_sum + R1R2_star[[l]])
}
X_avg<-X_sum/1000
```

```
X_hat_avg<-X_hat_sum/1000
R1_avg<-R1_sum/1000
R2_avg<-R2_sum/1000
R3_avg<-R3_sum/1000
R_small_avg<-R_small_sum/1000
R1R2_small_avg<-R1R2_small_sum/1000
R_star_avg<-R_star_sum/1000
R1R2_star_avg<-R1R2_star_sum/1000
```

\#\#\# Normal probability plot of average of Cholesky factorization \#\#\#
qqnorm(R_star_avg, $y l a b=" R ")$
qqline(R_star_avg)
qqnorm(R1R2_star_avg,main=" ",
$y l a b=" R 1+R 2 ")$
qqline(R1R2_star_avg)
\#\#\# Normal probability plot of average of Small's graphical method \#\#\#
$\mathrm{q}<-\mathrm{c}(0)$
for (i in 1:n)
\{
$q[i]<-q \operatorname{beta}((i-0.5) / n, 0.5 * p, 0.5 *(50-7-1))$
\}
plot(q,R_small_avg,main=" ",xlab="Beta Quantiles", ylab="R",type="o")
plot(q,R1R2_small_avg,main=" ", xlab="Beta Quantiles", ylab="R1+R2",type="o")
\#\#\# Scatter plot of average R3 \#\#\#
plot(R3_avg[,1],ylim=c (-50,50),main="Scatter plot of R3",ylab="R3",type="o", col="red")
for ( $k$ in 1:1000)

```
{
    points(R3[[k]][,1],)
}
```

For the GCM that has a linear within individual structure, replace the command of "design matrix" and "parameter matrix" by

```
### design matrix ###
```

$\mathrm{a}<-\mathrm{c}(\mathrm{rep}(1, \mathrm{p}), \operatorname{seq}(1, \mathrm{p}, \mathrm{by}=1))$
A<-matrix (a,p)
$c<-c(r e p(1, n / 2), r e p(0, n / 2), r e p(0, n / 2), r e p(1, n / 2))$
C<-matrix(c, 2 , byrow=T)
\#\#\# parameter matrix \#\#\#
B<-matrix(sample(1:10,4,replace=T),3)

Normal Probability plot of a univariate log-normal distribution can be computed by

```
### workspace setup ###
ln<-vector(mode="list", length=1000)
ln_sum<-c(0)
```

\#\#\# generation of 1000 random univariate log-normal distributed data \#\#\#
for (i in 1:1000)
\{
set.seed (500+i)
$\ln [[i]]<-$ sort $(r \operatorname{lnorm}(100,0,1))$
\}
\#\#\# obtain the average of the 1000 simulation \#\#\#
for (i in 1:1000)
\{

```
    ln_sum<-ln_sum+ln[[i]]
}
ln_avg<-ln_sum/1000
```

\#\#\# Normal Probability plot of the average sequence \#\#\#
qqnorm(ln_avg)

## B. 5 Examination of behavior of residuals in the Potthoff- <br> Roy Dental Data

\#\#\# Importing data and workspace setup \#\#\#

```
roy <- read.table("C:/Users/Will/Desktop/thesis/roy.txt", quote="\"")
```

roy<-as.data.frame (roy)
roy<-cbind(roy[,3:6])
roy<-as.matrix(roy)
roy<-t (roy)
\#\#\# Average of profile plot \#\#\#
girl_sum<-c(0)
for (i in 1:11)
\{
girl_sum<-girl_sum+roy[,i]
\}
girl_avg<-girl_sum/11
boy_sum<-c (0)
for (i in 12:27)
\{
boy_sum<-boy_sum+roy[,i]
\}
boy_avg<-boy_sum/16
\#\#\# Linear fitting using maximum likelihood method \#\#\#
A_roy<-matrix $(c(r e p(1,4), \operatorname{seq}(f r o m=8$, to=14, by $=2)), 4)$
$c<-c(r e p(1,11), r e p(0,16), r e p(0,11), \operatorname{rep}(1,16))$
C_roy<-matrix(c,2, byrow=T)
S_roy<-roy \%*\% (diag(27)-t(C_roy) \%*\% solve(C_roy \%*\% t(C_roy)) \%*\% C_roy) \%*\% t(roy)
B_roy<-solve(t(A_roy) \%*\% solve(S_roy) \%*\% A_roy) \%*\% t(A_roy) \%*\% solve(S_roy) \%*\%
roy $\% * \%$ t(C_roy) $\% * \%$ solve(C_roy $\% * \%$ t(C_roy))
roy_hat<-A_roy \%*\% B_roy \%*\% C_roy
\#\#\# Decomposed residuals calculation \#\#\#
R1_roy<-(diag(4) - A_roy $\% * \%$ solve(t(A_roy) $\% * \%$ solve (S_roy) $\% * \%$ A_roy) $\% * \%$ t(A_roy)
$\% * \%$ solve(S_roy)) $\% * \%$ roy $\% * \%$ (diag(27)-t(C_roy) $\% * \%$ solve(C_roy \%*\% t(C_roy))
\% * \% C_roy)
R2_roy<-A_roy $\% * \%$ solve(t(A_roy) $\% * \%$ solve(S_roy) $\% * \%$ A_roy) $\% * \%$ t(A_roy) $\% * \%$
solve(S_roy) \%*\% roy \%*\% (diag(27)-t(C_roy) \%*\% solve(C_roy \%*\% t(C_roy))
\%*\% C_roy)
R3_roy<-(diag(4) - A_roy $\% * \%$ solve(t(A_roy) $\% * \%$ solve(S_roy) $\% * \%$ A_roy) $\% * \% t\left(A \_r o y\right)$
$\% * \%$ solve(S_roy)) $\% * \%$ roy $\% * \%$ t(C_roy) $\% * \%$ solve(C_roy $\% * \%$ t(C_roy)) \%*\%C_roy
\#\#\# Profile plots of all the individuals in the Dental data \#\#\# plot(roy[,1],main="profile plot of Roy data",ylim=c(15,32), ylab="roy",type="o") for (k in 2:27)
\{
lines (roy[,k])
\}
\#\#\# Scatter plot of the decomposed R3 \#\#\#

```
plot(R3_roy[,1],main="scatterplot of R3",ylim=c(-1,1),ylab="R3")
```

```
### Beta Probability Plot of the Small's R1 + R2 ###
q<-c(0)
for(i in 1:27)
{
    q[i]<-qbeta((i-0.5)/27,0.5 * nrow(R1_roy),0.5 * (ncol(R1_roy) -nrow(R1_roy) - 1))
}
plot(q,sort(Small(R1_roy + R2_roy)),main="Quantile Plot of R1+R2",ylab="R1+R2",
    xlab="Beta Quantiles")
```

\#\#\# Normal Probability Plot of the Cholesky's R1 + R2 \#\#\#
L_roy<-t(chol(cov(t(R1_roy + R2_roy))))
R12_star_roy<-solve(L_roy) \%*\% (R1_roy + R2_roy)
qqnorm(R12_star_roy,main="QQ plot of (R1+R2)*", ylab="R1+R2")

For the analysis with the outliers removed, replace the setting of design matrices A and C by

```
A_roy<-matrix(c(rep(1,4),seq(from=8, to=14, by = 2)),4)
c<-c}(\operatorname{rep}(1,11),\operatorname{rep}(0,14),\operatorname{rep}(0,11),\operatorname{rep}(1,14)
C_roy<-matrix(c,2,byrow=T)
```

Therefore
S_roy<-roy \%*\% (diag(25)-t(C_roy) \%*\% solve(C_roy \%*\% t(C_roy)) \%*\% C_roy) \%*\% t(roy)
And the plots can be generated by
plot(roy[,1],ylim=c(15,36), ylab="measurement(mm)",type="o", col="red")
for (k in 2:11)
\{
lines(roy[,k],type="o", col="red")
\}

```
for (k in 12:25)
{
    lines(roy[,k],type="o",pch=22,lty=2)
}
legend("topleft", c("boys","girls"), cex=0.8,
    col=c("black","red"), pch=c(22,21), lty=c(2,1),bty="n")
plot(girl_avg,ylim=c(15,36), ylab="dental growth",type="o",col="red",lwd=2)
lines(boy_avg,type="o",pch=22,lty=2,lwd=2)
for (k in 1:11)
{
    points(roy[,k],type="p",col="red")
}
for (k in 12:25)
{
    points(roy[,k],type="p",pch=22,lty=2)
}
legend("topleft", c("boys","girls"), cex=0.8,
        col=c("black","red"), pch=c(22,21), lty=c(2,1),bty="n")
plot(R3_roy[,1],main="scatterplot of R3",ylim=c(-1,1),ylab="R3")
qqnorm(R1_roy + R2_roy + R3_roy, ylab="R")
L_roy<-t(chol(cov(t(R1_roy + R2_roy))))
R12_star_roy<-solve(L_roy) %*% (R1_roy + R2_roy)
qqnorm(R12_star_roy,main="Fitzmaurice's R1+R2",ylab="R1+R2")
q<-c(0)
```

```
for(i in 1:25)
{
    q[i]<-qbeta((i-0.5)/25,0.5 * nrow(R1_roy),0.5 * (ncol(R1_roy) -nrow(R1_roy) - 1))
}
plot(q,sort(Small(R1_roy + R2_roy)),main="Small's R1+R2",ylab="R1+R2",xlab="Beta Quantiles"
    ,pch=20)
```

And average of profile plots can be computed by

```
girl_sum<-c(0)
for (i in 1:11)
{
    girl_sum<-girl_sum+roy[,i]
}
girl_avg<-girl_sum/11
boy_sum<-c(0)
for (i in 12:25)
{
    boy_sum<-boy_sum+roy[,i]
}
boy_avg<-boy_sum/14
```


## B. 6 Examination of behavior of residuals in the Glucose

## Data

```
### Importing data and workspace setup ###
glucose<-read.table("C:/Users/Will/Desktop/thesis/glucose.txt", quote="\"")
glucose<-as.data.frame(glucose)
glucose<-cbind(glucose[,2:9])
glucose<-as.matrix(glucose)
```

```
glucose<-t(glucose)
```

```
### Average of profile plots ###
control_sum<-c(0)
for (i in 1:13)
{
    control_sum<-control_sum+glucose[,i]
}
control_avg<-control_sum/13
obese_sum<-c(0)
for (i in 14:33)
{
    obese_sum<-obese_sum+glucose[,i]
}
```

obese_avg<-obese_sum/20
\#\#\# Linear fitting using maximum likelihood method \#\#\#
A_glucose<-matrix (c(rep $(1,8), 0,0.5,1,1.5,2,3,4,5), 8)$
$c<-c(\operatorname{rep}(1,13), \operatorname{rep}(0,20), \operatorname{rep}(0,13), \operatorname{rep}(1,20))$
C_glucose<-matrix(c, 2, byrow=T)
S_glucose<-glucose \%*\% (diag(33)-t(C_glucose) \%*\% solve(C_glucose \%*\% t(C_glucose))
$\% * \%$ C_glucose) $\% * \%$ t(glucose)
B_glucose<-solve(t(A_glucose) $\% * \%$ solve (S_glucose) $\% * \%$ A_glucose) $\% * \%$ t(A_glucose)
$\% * \%$ solve(S_glucose) $\% * \%$ glucose $\% * \%$ t(C_glucose) $\% * \%$ solve(C_glucose \% $\% \%$
t(C_glucose))
glucose_hat<-A_glucose $\% * \%$ B_glucose $\% * \%$ C_glucose
\#\#\# Decomposed residuals calculation \#\#\#
R1_glucose<-(diag(8) - A_glucose $\% * \%$ solve(t(A_glucose) $\% * \%$ solve(S_glucose) $\% * \%$

A_glucose) $\% * \%$ t(A_glucose) $\% * \%$ solve(S_glucose)) $\% * \%$ glucose $\% * \%$ (diag (33)-t(C_glucose) $\% * \%$ solve (C_glucose\% $\% \%$ t(C_glucose)) $\% * \%$ C_glucose)

```
R2_glucose<-A_glucose %*% solve(t(A_glucose) %*% solve(S_glucose) %*% A_glucose)
    %*% t(A_glucose) %*% solve(S_glucose) %*% glucose %*% (diag(33)-
        t(C_glucose)%*% solve(C_glucose %*% t(C_glucose)) %*% C_glucose)
R3_glucose<-(diag(8) - A_glucose %*% solve(t(A_glucose) %*% solve(S_glucose)
    %*% A_glucose)%*% t(A_glucose) %*% solve(S_glucose)) %*% glucose
    %*% t(C_glucose) %*%solve(C_glucose %*% t(C_glucose)) %*% C_glucose
```

\#\#\# Profile plots of all the individuals in the Glucose data \#\#\#
plot(glucose[,1],main="profile plot of glucose data",ylim=c(1.3,6.8), ylab=
"glucose", type="o")
for (k in 2:33)
\{
lines (glucose[,k])
\}
\#\#\# Scatter plot of the decomposed R3 \#\#\#
plot(R3_glucose[,1],main="scatterplot of R3",ylim=c (-1, 1),ylab="R3")

```
### Beta Probability Plot of the Small's R1 + R2 ###
q<-c(0)
for(i in 1:33)
{
    q[i]<-qbeta((i-0.5)/33,0.5 * nrow(R1_glucose),0.5 *
    (ncol(R1_glucose) -nrow(R1_glucose) - 1))
}
plot(q,sort(Small(R1_glucose + R2_glucose)),main="Quantile Plot of
    R1+R2",ylab="R1+R2",xlab="Beta Quantiles")
```

```
### Normal Probability Plot of the Cholesky's R1 + R2 ###
L_glucose<-t(chol(cov(t(R1_glucose + R2_glucose))))
R12_star_glucose<-solve(L_glucose) %*% (R1_glucose + R2_glucose)
qqnorm(R12_star_glucose,main=" QQ plot of (R1+R2)*",ylab="R1+R2")
```

The quadratic and third degrees polynomial fitting can be computed using design matrix A

A_glucose<-matrix(c(rep $(1,8), 0,0.5,1,1.5,2,3,4,5,0,0.25,1,2.25$, $4,9,16,25), 8)$

A_glucose<-matrix (c(rep $(1,8), 0,0.5,1,1.5,2,3,4,5,0,0.25,1,2.25$, $4,9,16,25,0,0.125,1,3.375,8,27,64,125), 8)$
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