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Abstract

Medical decision support systems are one of the main applications for data mining

and machine learning techniques. Most of these support systems involve solving a

classification problem. Classification models can be generated by one of two types of

learning classification algorithms: batch or incremental learning algorithms.

A batch (non-incremental) learning algorithm generates a classification model trained

by using the complete available data. Examples of batch learning algorithms are: deci-

sion tree C4.5, k nearest neighbor, Bayesian neural network and multilayer perceptron

neural network algorithms. However, an incremental learning algorithm generates a

classification model trained incrementally through batches of training data. Exam-

ples of this are Learn++ and DWMV Learn++. Incremental learning algorithms are

effective in problems in the healthcare domain where the training data become avail-

able periodically over time or where the size of database is very large. Incremental

classification model is also able to capture dynamic health trends that are changing

over time, as opposed to batch classification model based on a static large batch of

data in time.

In the health care system, we consider heart disease a major cause death, and thus,
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it is a domain requiring attention. Early screening of patients for heart disease before

they actually have its symptoms could therefore be an effective solution for decreas-

ing the risk of this disease. Classification techniques can be employed to recognize

patients who are at high risk of developing heart disease in order to send them for

further attention or treatment by specialists.

This work proposes an incremental learning algorithm, called modified DWMV Learn++,

for primary care decision support that classifies patients into high risk and low risk,

based on certain risk factors. This algorithm unlike DWMV Learn++ has no pre-

assumption on distribution of dataset. The system uses this incremental learning

algorithm for classification. This system has been tested and proven to have good

performance using real-world patient clinical records.
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Notation and Abbreviations

BNN : Bayesian Neural Network - a classification model.

CDSS : Clinical Decision Support System - computer software which assists health

givers with decision making tasks such as diagnosis.

CPT : Conditional Probability Table - a table that contains the probability of each

state of the variables associated with neurons in a Bayesian network.

CVD : CardioVascular Disease - a type of disease that involve the heart or blood

vessels (arteries and veins).

DBP : Diastolic Blood Pressure - minimum blood pressure during a heartbeat cycle.

DWMV : Dynamic Weighted Majority Voting - A method used for majority voting

in an ensemble of classifiers.

ECG-LVH : Electrocardiography - left ventricular hypertrophy.

EMR : Electronic Medical Record - a computerized medical record used for recording

patient medical and demographic information.

KDD : Knowledge Discovery in Databases - the process of automatically searching

large volumes of data with the intent of finding existing patterns.

KNN : K Nearest Neighbor - a classification model.

LR : Logistic Regression - a predictive model.

MLP-NN : Multilayer Perceptron Neural Network - a classification model.
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RBF : Radial Basic Function - a real-valued function whose value depends only on

the distance from the origin.

SBP : Systolic Blood Pressure - maximum blood pressure attained during the heart-

beat cycle.

SVM : Support Vector Machine - a supervised learning model used in machine learn-

ing.

WEKA : Waikato Environment for Knowledge Analysis - an open-source machine

learning software repository.
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Chapter 1

Introduction and Problem

Statement

1.1 Introduction

Healthcare organizations aim to provide high quality healthcare at affordable cost to

their communities. One way of lowering costs is to have early detection of incipient

diseases or conditions, that also have effective interventions/treatments to alter dis-

ease course. Cardiovascular disease is an ideal example of such a condition. Many

clinical decision support systems (CDSSs) have been developed to assist clinicians

to make more accurate identification of diseases and to suggest well-timed screening

for preventable diseases [43][18]. Cardiovascular diseases, which include heart dis-

ease, are recognized as one of the main causes of death [60] and a number of CDSSs

have been developed that can be integrated with electronic medical record systems

(EMRs) to help to improve the management of these and other chronic disease [31][3].
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According to a report released by Statistics Canada [1], heart disease is the sec-

ond main cause of death in Canada, totalling 22% of deaths in 2007. If it is possible

to diagnose and provide preventive treatments for patients at risk from heart disease

before obvious symptoms begin to appear, this can be an effective way to decrease

fatality rates. Although universal screening for heart disease might substantially re-

duce the number of deaths associated with heart problems, this would be very costly

to implement due to limited health care resources [21]. Selecting high-risk patients

by screening is a more efficient solution to decrease the heart disease death rate. The

main objective of the research in this thesis is to propose decision support that would

assist in identifying patients at high risk for heart disease. Patients thus identified

could be given more detailed assessments that would verify the level of their risk

and would lead to physician provided regimens that would help in preventing further

progression of their diseased condition.

The inspiration for the development of the research in this thesis came mainly from

the Framingham research project [73] that tracked a large number of individuals over a

long period of time to determine what measures related to their health would assist in

predicting their likelihood of developing heart disease. After the data were collected,

they were used to develop a well-known risk estimator for predicting the develop-

ment of cardiovascular diseases, based on certain risk factors. The early version of

the Framingham equation [39] identified heart disease risk factors that included age,

sex, systolic blood pressure(SBP)/diastolic blood pressure (DBP), serum cholesterol,

level of cigarette smoking (if any), glucose intolerance, and left ventricular hyper-

trophy (LVH). Later versions used a slightly different set of risk factors. Similarly
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to the Framingham equation, we propose a decision support algorithm that uses the

Framingham risk factors for determining patient risk of developing heart disease over

a future time interval of five years.

There are currently several tools in use to assist clinicians with understanding an

individuals risk of developing CVD (and the need for more intensive investigation

and risk factor modification). The joint European Societies charts and the widely

used Framingham score are such examples. However these formulas were validated

using data from specific populations (UK and US populations respectively), and may

be less accurate predictors of CVD risk in other jurisdictions. The Canadian Diabetic

Association, Canadian Hypertension Education Program and the Canadian Dyslipi-

demia Guidelines (2009) recommend using the modified Framingham risk score to

determine an individual’s risk of developing CVD. An incremental learning algorithm

that is based on the modified Framingham score will advantageously generate a more

refined formula derived from the target population that more accurately identifies

individuals at high risk of CVD from that population, compared to currently used

calculations and formulas.

The objective of developing a decision support system is to assist physicians with

estimating the heart disease risk of their patients. Such a system would be used to

predict the risk of patients for developing heart disease and to notify physicians of

cases with high risks. These predictions would help physicians to send patients at

risk for more detailed screening using electro-cardiograms, stress tests, etc. A deci-

sion support system based on the algorithms proposed in this thesis would be trained

3
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with information collected from patients who are known to have heart disease. Data

mining algorithms employed in this system use this known data in order to learn

from it and to estimate the risk of new patients with unknown prognosis of becom-

ing ill with heart disease in the future. The patient parameters mentioned above are

used to derive risk factor information that the algorithm can use to estimate this risk.

In order to simulate the real world, the records of 58 heart disease patients of

Stonechurch clinic were used for testing this system. We also used the health infor-

mation of patient records in the Canadian Heart Health Database [48] as a training

set for the data mining classifiers that were tested. A proposed incremental classifier

that extends an existing classifier DWMV Learn++ was developed for use as this

system’s learning algorithm. This classifier allows the system to incrementally im-

prove its performance as new training data becomes available and , unlike the original

one, this has no assumption on dataset distribution. This work was approved by the

McMaster/Hamilton Health Sciences Research Ethic Board.

This thesis is divided into 5 chapters. The structure of the document is as follows:

• Chapter 1 provides an introduction to the proposed system and its motivation.

• Chapter 2 gives an overview of some related literature on the topic.

• Chapter 3 describes two versions of the incremental Learn++ algorithm. This

chapter also presents a proposed version of Learn++ called modified DWMV

Learn++.
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• Chapter 4 describes the training and testing datasets. It also presents the

method of data preprocessing that was employed before the data were used for

training and testing.

• Chapter 5 compares the effectiveness and the accuracy of batch data mining

classifiers and the incremental Learn++ classifiers. It also describes some po-

tential future work that could be developed from the research presented in this

thesis.

5



Chapter 2

Literature Review

2.1 Framingham Equation

The Framingham algorithm is a widely used practical method for estimating the five

and ten year risk of developing cardiovascular disease, for individuals between the ages

of 30 and 74 years. This method is based on the analysis of data collected from the

long-term continuous Framingham Heart Study. The data that were used to develop

the algorithm was collected from residents of the town of Framingham, Massachusetts.

The study started in 1948 with 5,209 individuals. The original Framigham equations

were introduced in 1991 by Anderson et al [39] for predicting an individual’s risk of

developing coronary heart disease. This technique is employed for people who exhibit

no cardiovascular disease symptoms at the time of examination. The algorithm’s risk

prediction is based on heart disease risk factors including age, gender, systolic blood

pressure (SBP), diastolic blood pressure (DBP), total serum cholesterol, HDL choles-

terol, smoking habits, the presence of diabetes, and ECG-LVH (Electrocardiography

Left Ventricle Hypertrophy). The Framingham prediction tool is presented in the

6
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form of equations and a scoring system, see appendix for more details. An update to

the Framingham algorithm was proposed in 1998 by Wilson et al [76]. The updated

version removed ECG-LVH from the risk factors in the model. A more complete

version was proposed in 2008 to evaluate the risk of specific cardiovascular disease

(CVD) events i.e., coronary heart disease, cerebrovascular disease, peripheral vascular

disease, and heart failure [68]. This version also excluded ECG-LVH from the risk

factors but added blood pressure.

The accuracy of the Framingham equation has been validated in several popula-

tions. According to a 2003 study [64] the Framingham equation is a good tool for

estimating cardiovascular risk for New Zealanders. Grundy et. al [65] recommended

this equation as a good risk estimator for use in the United States. An additional

study, [36] showed that the Framingham system more precisely estimates the risk of

populations in North America and Australia than it does for Europeans.

There are other risk prediction models that are based on the Framingham model

such as the New Zealand risk tables [56] and the joint European Societies’ charts [38].

Several alternative risk prediction models have been proposed including, for example:

SCORE [55], a scoring system for use in Europe, ASSIGN [52], a risk score developed

in Scotland, and PROCAM [16], a scoring prediction model developed for the Ger-

man population. The accuracy of these models varies substantially across different

populations, indicating that it is difficult to generalize the risk estimation algorithms

from one population to another. For this reason, the research reported in this thesis

attempted to use data obtained directly from the local target population to validate

7
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the model that was developed.

2.2 Knowledge Discovery and Data Mining

Different definitions have been given in the literature for knowledge discovery, or

data mining. Knowledge Discovery in Databases (KDD) is defined as the infusion

of implicit, previously unknown, and valuable knowledge from large databases for

decision making in real-world applications [27]. Fayyad et al. [74] define KDD as

”the non-trivial process of identifying valid, novel, potentially useful, and ultimately

understandable patterns in data”. The KDD procedure is divided into the following

steps [44]: 1) Selecting data sets, 2) Integrating the data sets, 3) Preprocessing and

cleaning the data, 4) Developing models, 5) Choosing proper data mining algorithms,

6) Interpreting and visualizing the results, and 7) Testing and verifying the results.

From one viewpoint, data mining is an analogous term for KDD. From another view-

point, data mining can be considered to be a fundamental step in the process of

knowledge discovery. Data mining is categorized into two categories: descriptive and

predictive. Descriptive data mining aims to derive new, nontrivial patterns to de-

scribe data and predictive data mining generates a model that uses some database

variables to classify, predict or estimate unknown or future values of other variables.

Machine learning techniques have been used for deriving knowledge from data and

generalizing this knowledge for classification and prediction purposes. Inductive ma-

chine learning algorithms can be employed to construct models from training data.

These models generalize the knowledge acquired from training data into unseen in-

stances. The model is constructed and trained in either supervised or unsupervised

8
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Figure 1: Supervised and Unsupervised Learning Methodology Adapted from Ra-
maswamy et al.(2002) [67]

learning mode, as demonstrated in Figure 1.

Supervised learning approaches generate learning models where the inputs are mapped

to corresponding predefined labels. In other words, a supervised learning method

attempts to classify an input instance into a specific label (class). However, un-

supervised learning techniques attempt to generate models for unlabelled datasets.

In unsupervised learning methods, similarities between instances are used in order

to categorize an instance. Supervised or unsupervised learning models are trained

through either a batch or incremental mode, based on the availability of a training

data set.

9
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2.3 Non-incremental (Batch) Supervised Learning

Classifiers

Non-incremental classifiers belong to a category of classifiers which access the entire

training data while constructing the learning model. These classifiers require a large

amount of computation time and memory. Also, they are most suitable for prediction

in environments where new data does not become available after the initial classifier

training process. Various batch classifiers have been proposed in the literature, such

as decision trees, neural networks, etc. The following section will introduce some of

the non-incremental classifiers which were considered for use in this research.

2.3.1 Decision Tree Classifier

A decision tree [62] or classifier tree, Figure 2, is a hierarchical tree-structured model.

At each internal node, an attribute’s value is checked and the result of the test is

represented by a branch or a subtree. Each leaf node specifies a class label. A de-

cision tree is constructed from a training set by the divide-and-conquer method. If

all instances belong to the same class label, the tree is a leaf node which prescribes

the instances’ class label. Otherwise, the instances are partitioned based on a cho-

sen attribute test such as an information gain test. A decision tree is either pruned

forward or backward to avoid overfitting [28]. Overfitting happens when a decision

tree performs well on training instances and performs poorly on testing instances.

The pruning forward (or pre-pruning) fashion involves halting unnecessary expan-

sion of the tree’s branches while building the tree. However, pruning backward (or

post-pruning) constructs the tree first and then removes unreliable branches based

10
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on certain statistical measurements.

Unlike some classifiers, such as neural networks, which perform like black boxes,

a decision tree can be interpreted as ”IF-THEN” rules which perform like glass boxes

and are more easily understandable. This ease of interpretation makes the decision

tree a popular classifier in many different domains such as expert systems, activity

recognition [29], medical diagnosis [37],etc.

Several decision tree algorithms have been proposed in the literature including ID3

[34], C4.5 [35], C5 [6] and CART [41]. C4.5 is a descendant of the ID3 algorithm

proposed by Quinlan (1993). Unlike ID3, C4.5 handles continuous and discrete at-

tributes as well as attributes with missing values. In this thesis, we will use J48 which

is a version of the C4.5 algorithm. This algorithm is implemented in the WEKA data

mining tool. WEKA [45] is a free, open-source machine learning software repository

including an Application Programming Interface (API). WEKA is implemented in

Java by the University of Waikato, New Zealand. This software contains many data

mining functions, ranging from pattern recognition to knowledge visualization. For

this thesis, we used WEKA for comparing batch classifiers and implementing the

incremental algorithms described later in the thesis.

2.3.2 K Nearest Neighbor Classifier

The K-Nearest Neighbor (KNN) classifier is a widely used classification model for

real world classification problems. This classifier predicts the class label of a test in-

stance based on its similarity to known samples. In other words, the classifier selects

11
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Figure 2: General Decision Tree Adapted from Safavian et al.(1991)[62]

a class label (C) for an instance (x) where the majority of the K nearest neighbors

of training instances to x are categorized in class (C). Different distance functions,

such as Euclidean and Manhattan functions, can be employed for determining the

nearest neighbors. The most common distance function used for this classifier is the

Euclidean distance function [28].

In previous studies, different refinements of this algorithm have been proposed to

improve its accuracy and time complexity. The fuzzy K-nearest neighbor algorithm

[46] assigns a weight to each of the k nearest neighbors based on the importance

of their contributions in classifying an instance. The Nearest Cluster (NC) [23] al-

gorithm is an augmented version of KNN. NC divides the training set into several

clusters, and then assigns to each of their centres a label representing the majority of

12
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the cluster members. The NC algorithm categorizes a new test instance to the class

label of the closest cluster centre. NC is faster and more accurate than the original

KNN algorithm.

The simplicity and good performance of this algorithm have encouraged its use by

many researchers. Sarkar and Leong [50] showed that the KNN algorithm performed

well for diagnosing breast cancer in a Wisconsin-Madison Breast Cancer study. An-

other application of KNN is discussed by Liao and Vemuri [42], where KNN is used

for classifying a computer program as either normal or intrusive.

2.3.3 Näıve Bayes Classifier

The Näıve Bayes Classifier is a probabilistic classifier based on Bayes theorem. This

classifier is so-named because it is based on a naive assumption about data, which

is the independence of the attributes’ distributions. Even though this assumption

is unrealistic in real-world applications, this classifier has surprisingly good perfor-

mance in the majority of classification problems. The probability of categorizing a

new instance (e), defined by the attributes (A1A2..An), to class (C) is calculated as

a posterior probability by the Bayes theorem:

Posterior probability of C : Pr(C|A1A2..An) = Pr(A1A2..An|C)∗Pr(C)
Pr(A1A2..An)

The Näıve Bayes Classifier classifies the instance (e) to the value of C with the

maximum Pr(C|A1A2..An). This classifier has a few advantages. One of them is its

comparatively low computational complexity which is simply O(nm), where ”n” is

13
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the number of instances and ”m” is the number of classes. As well, this algorithm

has a simple structure and high space efficiency [54].

2.3.4 Bayesian Neural Network Classifier

The Bayesian Neural Network (BNN), also known as the Belief Network or the Prob-

abilistic Network encodes the joint probability distribution of a set of variables. This

network is a directed acyclic graph where each node represents a random variable.

The random variable refers to an actual attribute or a hidden variable shown as a re-

lationship. Edges of the network show the conditional dependencies between random

variables. For each node, a conditional probability table (CPT) contains the proba-

bility of each state of the variable for any possible combination of its parents’ states.

Learning in a Bayesian network involves the determination of network structures and

the probability values in CPT.

BNN has been used for various applications. Pan et.al [77] used a Bayesian neu-

ral network ensemble for forecasting rainfall. Auld et. al [69] showed that the BNN

classifier exhibited good performance for Internet traffic identification. Auld et. al.

[70] compared the back-propagation neural networks, negative binomial regression,

and Bayesian neural networks for predicting motor vehicle collisions, and concluded

that BNN had better generalization performance than the other algorithms.

2.3.5 Multilayer Perceptron Neural Network Classifier

A Multilayer Perceptron (MLP), Figure 3, is a feed-forward neural network with one

input layer, one output layer and one or more hidden layers with multiple nodes.
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These layers are fully connected, meaning that the nodes in a layer (other than the

output layer) are connected to all the nodes in the next layer with a corresponding

weight applied to each connection. There are activation functions associated with

each node which are linear for the nodes in the input and the output layers, and

nonlinear for the nodes in the hidden layers. The most common nonlinear activation

function used in this type of network is the sigmoid function. The sigmoid function

is defined as:

S(t)= 1
1+e−t

The MLP network is trained with the backpropagation supervised learning algo-

rithm [9]. The backpropagation algorithm adjusts the networks’ weights in order to

minimize the overall error function value.

The Multilayer Perceptron Neural Network is often used to solve pattern recognition,

prediction and classification problems. According to the literature, this algorithm

performs well in real world applications, ranging from marketing to medicine. It has

been applied extensively to the medical domain for clinical diagnosis, image analysis

and drug development. Hongmei et. al [32] used MLP to develop a decision sup-

port system for diagnosing heart disease. Their results showed that the MLP had

an accuracy of over 90 % for heart disease diagnosis. Bourd‘es et. al [75] compared

the performance of MLP-NN with standard logistic regression (LR), and found that

MLP-NN was more accurate than LR in predicting breast cancer.
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Figure 3: MLP Neural Network Structure Adapted from Vasantha et al.(2007)[33]

2.3.6 Radial Basic Function Neural Network Classifier

The Radial Basis Function (RBF) network is a single-hidden-layer feed-forward neu-

ral network with a non-linear RBF function in the hidden layer and a linear transfer

function in the output layer. The Gaussian function is usually suggested as an acti-

vation function in the network’s hidden units for pattern classification problems [49]

[17]. The Gaussian function is defined as

φj(X) = expb−(X − µj)T
∑−1
j (X − µj)c

where j=1,...,L( the number of hidden units), X is the input feature vector, µj and∑−1
j are the mean and the inverse of covariance matrix of the jth Gaussian function.
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These networks have been used in various real-world applications. For example,

two studies[8] [26] showed that RBF neural networks performed well in face recog-

nition applications. Also, Delican [78] proposed a decision tree based on this neural

network with an Artificial Bee Colony algorithm (ABC) for diagnosing Parkinson’s

disease. The RBF algorithm has also been used for classification of protein sequences

[72][4].

2.4 Incremental Supervised Learning Classifiers

Incremental supervised learning classifiers are classification models which learn from

consecutively available data sets while retaining previously learned knowledge. In-

cremental classifiers gradually improve their performance using incremental learning

algorithms. Polikar et al. [59] defined an incremental learning algorithm as: 1) an al-

gorithm which is not allowed to access the previously used training data sets, and 2) it

can be introduced to a new class at any time in a new dataset during training process.

As opposed to incremental learning algorithms which learn through several stages,

non-incremental algorithms learn through only one stage by accessing the entire train-

ing set at once. Non-incremental training classifiers must be retrained from scratch

each time new data become available. Since real-world environments often change as

time goes on, there is less demand for non-incremental classifiers for use in prediction

and classification, while incremental classifiers continue to play key roles in many

real-world applications.

Learning novel information from newly available data while maintaining formerly
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acquired knowledge brings the incremental learning up against the stability-plasticity

dilemma [22][47]. A completely stable classifier preserves the knowledge it already

has and refuses to acquire new information. On the other hand, a completely plastic

classifier easily loses knowledge it has acquired as it is faced with new information.

Incremental learning classification algorithms have to balance between these two is-

sues in a manner such that they learn new knowledge while they preserve previously

acquired valuable knowledge.

Several incremental learning algorithms have been proposed in the literature. One

group of these algorithms implements incremental learning by changing the struc-

ture of the model during the learning process. A second group learns by adjusting

the learning parameters of the incremental model. A third and final group uses a

combination of these methods to implement the incremental learning process. ID4

[30] and its descendants, ID5 [12], ID5R [13] are incremental versions of the decision

tree algorithm ID3. These algorithms build a decision tree by sequentially restruc-

turing the decision tree as new training data instances arrive. Kidera et. al. [71]

proposed an incremental learning algorithm composed of an ensemble of neural net-

work classifiers, which they called the Resource Allocating Network with Long-Term

Memory (RAN-LTM). A fixed number of classifiers are built when the first training

set is applied, combined with a majority voting algorithm, called AdaBoost.M1. In

this algorithm, as new training sets arrive, the classifiers learn incrementally and the

weights of the classifiers in the voting combination are updated. Various incremental

learning algorithms have been introduced with the support vector machine (SVM) to

sequentially learn knowledge [7] [15].
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2.5 Combinations of Classifiers

Classifier combinations have also been developed and used, motivated by the idea that

combining the opinions of more than one expert can lead to more confident decision

making than the opinion of only one expert. The Combining Classifiers approach in

data mining merges classifier outputs, or opinions, to improve the accuracy of the

final decision. Different classifier combination methodologies have been proposed in

previous studies [14]. Bagging [40] and boosting [63] are two examples where com-

bined classifiers have been successful.

In the bagging method, a set of unstable base classifiers are trained on randomly

selected instances from the training set. An unstable classifier is a classifier where a

small change in the training set causes a big change in the classifier’s output. These

classifiers create a large diversity in results, and as a result, they improve the accuracy

[25]. In the bagging method, the base classifiers’ outputs are combined by majority

voting. It means that the most frequently predicted output is selected as the final

classified output. In other words, if C1, C2...Cn are a set of base classifiers trained

on randomly selected instances of a training set, and the majority of these classifiers

classify instance x to class label y, the output of the bagging combination of these

classifiers for instance x will be y.

In the boosting method, weak classifiers are trained consecutively on a weighted
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training data set. The training elements’ weights are updated after training each

weak classifier, based on the accuracy of the current classifier on the training exam-

ples. The adaBoost learning algorithm is a popular boosting algorithm. The following

section will explain this algorithm in more detail.

2.5.1 AdaBoost algorithm

The AdaBoost (Adaptive Boosting) algorithm was proposed by Freud and Schapire

in 1997 [79]. The Adaboost.M1 algorithm is shown in Figure [4 ]. This algorithm

takes the training set {(x1,y1),(x2,y2),...(xm,ym)} as its input. xi is the feature vector

from the feature space and yi is the associated class set for vector xi. T base (weak)

classifiers are built iteratively by calling a weak learning algorithm, which is an algo-

rithm that generates a learner( classifier) that performs slightly better than a random

guess. A classifier with performance of about 50% is called a weak learner/classifier.

In each iteration step except the first one, training instances are chosen that are based

on distribution weights assigned to instances. In the first iteration, the same weight is

given to all training instances. A higher weight is given to a training instance which

was misclassified in the previous iteration step. The error (εt) is calculated for each

weak hypothesis (ht) by the following formula as Dt is the current distribution on the

training set in iteration t.

εt =
∑
i:ht(xi)6=yiDt(i)
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Given: (x1,y1),..., (xm,ym)
where xi ε X, yi ε Y = {-1,+1}
Initialize: D1=1 / m
For t=0,...,T:

• Train weak learner using distribution Dt.

• Get weak hypothesis ht: X −→ {-1,+1}

• with error εt = Pri∼Dt [ht(xi) 6= yi]

• Choose αt =1
2
ln(1−et

et
)

• Update: Dt+1(i)=
D(i)
Zt

*{e
−αt ifht(xi)=yi
eαt ifht(xi)6=yi where Zt is a normalization factor.

Output the final hypothesis:

H(x)=sign(
∑T
t=1 αtht(x))

Figure 4: AdaBoost.M1 Algorithm Adapted from Qahwaji et al.(2008)[61]

2.6 K-Means Clustering

The K-Means clustering algorithm is a popular unsupervised learning algorithm. This

algorithm groups the given data into K clusters which are represented by their cen-

troids. In the first step, K centroids are initialized. Then, each data instance in the

dataset is assigned to its nearest centroid. In the next step, the centroids are updated

by taking the mean of data points in each of the current clusters and again all the

data examples in the given data set are assigned to the closest of the resulting new

centroids. This assignment and update process is repeated until the centroids remain

the same after each cycle.
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The Euclidean function is a common distance function that is used for calculating the

distance between data points and centroids in the K-means algorithm. The accuracy

of the K-mean algorithm is impacted by the assignments of the initial centroids. The

original K-mean algorithm randomly initialized centroids. This arbitrary selection

causes different results ( different centroids) every time the algorithm operates on

the same data set. Therefore, in the literature, several enhanced methods have been

proposed to overcome this weakness. Abdul Nazeer and Sebastian [2] proposed a re-

fined method in which K data-point clusters, with sizes less than a specific threshold,

are created from the given dataset. The initial centroids are the mean vectors of the

clusters. Vijayakumar et. al [51] proposed a method for selecting the initial centroids

where the data-points are sorted based on their distances from the origin. Then the

sorted set is divided into k sets. The initial centroids are the middle points of these

k sets.
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Chapter 3

Learn++ Incremental Algorithm

and its Modified Version

3.1 Incremental Classification Learning

For many real-world classification problems, data collection is an expensive and time-

consuming process. Therefore, data is collected through batches over a period of time.

Earlier batch learning algorithms, such as the one for MLP neural network, have high

computing and timing cost because every time a new batch of data becomes avail-

able, new classifiers have to be built and trained on the combination of the old and

new data, so previously learned knowledge is lost and a phenomenon called catas-

trophic forgetting [47] happens. A feasible solution is offered by incremental learning

algorithms. This type of algorithm builds classifiers which incrementally learn new

information from new data without forgetting previously gained knowledge.

Recently, the attention of researchers in this field has shifted toward incremental
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learning algorithms and several algorithms of this type have been proposed. Polikar

et.al [59] proposed Learn++ which performs well on tested data sets. This algorithm

learns incrementally by building an ensemble of weak classifiers, each trained on a sub-

set of the existing training data set. These classifiers are combined through weighted

majority voting in the testing phase. In the following section, we describe original

Learn++ in more details and then in section 3.1.2, a later version of Learn++ called

dynamically weighted majority voting (DWMV) Learn++ [58] is presented. Finally,

in the last section 3.1.3, a modified version of DWMV Learn++ is proposed. This

algorithm is the main contribution of this thesis. The modified DWMV Learn++

has a major advantage over the original DWMV Learn++ in that it requires pre-

assumption on the distribution of the training dataset (original Learn++ assumes

that it is Gaussian).

3.1.1 Original Learn++

Learn++ (Figure 5) is an incremental learning algorithm which was mainly inspired

by the AdaBoost algorithm [79]. As with AdaBoost, Learn++, iteratively creates a

number of (weak) classifiers from the available dataset and combines them through

weighted majority voting [53]. In both algorithms, the training samples for each

classifier are chosen from the updated distribution. In AdaBoost, distribution update

rule optimization is done to improve classifier accuracy, while in Learn++ this is done

to improve the incremental learning of new data.

As shown in Figure 6, Learn++ requires Dk ( the available datasets) and Tk ( the

number of classifiers iteratively generated for each dataset) as inputs. In the training
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step, elements of the current dataset, Dt, are first equally weighted as 1/m, where m

is the number of elements in Dt. After normalizing the element weights, training and

testing instances for building the base classifier are randomly selected based on the

weight distribution. When the base learner is trained, the accuracy error of the clas-

sifier is computed. If the error is less than 1/2, the algorithm considers the classifier

to be suitable and keeps it. Otherwise, the classifier is discarded. In the next stage,

all existing classifiers, trained through a subset of the current training set Dt, are

combined through weighted majority voting. As long as the composite error is less

than 1/2, the current classifier is kept. Otherwise, the classifier is discarded, a new

training subset is selected, and a new classifier is generated. The normalized compos-

ite error is used for updating the instances’ distribution. Misclassified instances in the

current hypotheses are assigned higher weights in order to have a higher probability of

being selected in the subsequent training set. The final hypothesis decision is made

by integrating the hypothesis using weighted majority voting. Note that weighted

majority voting gives higher weight to classifiers with higher accuracy in training and

testing subsets. As mentioned, Learn++ uses a weak learning algorithm to build

weak classifiers [11].

3.1.2 Dynamically Weighted Majority Voting (DWMV) In-

cremental Learning

DWMV Incremental Learning (Figure 7) is a modified version of Learn++. As we

have seen, Learn++ assigns voting weights to base classifiers based on the perfor-

mance of each classifier on its own training set. The weights in Learn++ are set

during training and stay fixed from this point. However, the DWMV Incremental
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Figure 5: Original Learn++

Learning algorithm dynamically weights the base classifiers. This means that the

algorithm updates the classifiers’ weights based on the location of the test input. The

idea behind this algorithm is that the classifier whose training data is closest to the

unknown instance is most likely to be correct, and should therefore get the higher

weight. The distance between an unknown instance and a training set is calculated

using Mahalanobis distance [20]. This distance measurement between a multivariate

vector x and a set of vectors with mean m and covariance matrix C is calculated as:

D2 = (x−m)T ∗ C−1 ∗ (x−m)
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Input: For each database drawn from Dk k=1,2,...,K

• Sequence of m training examples S=[(x1,y1),(x2,y2),...,(xm,ym)].

• Weak learning algorithm WeakLearn.

• Integer Tk, specifying the number of iterations.

Do fork=1,2,...,K:
Initialize w1(i)=D(i)=1/m,∀i,unless there is prior knowledge to select otherwise.
Do fort=1,2,...,Tk:

1. Set Dt=wt/
∑m
i=1wt(i)so that Dt is a distribution.

2. Randomly choose training TRt and TEt subsets according to Dt.

3. Call WeakLearn, providing it with TRt.

4. Get back a hypothesis ht: X→Y, and calculate the error of ht:εt =∑
i:ht(xi)6=yi Dt(i) on St = TRt+ TEt. If εt >1/2, set t = t-1, discard ht and

go to step 2. Otherwise, compute normalized error as βt = εt/(1-εt).

5. Call weighted majority, obtain the composite hypothesis

Ht = arg maxyεY
∑
t:ht(x)=y lg(1/βt), and compute the

composite error Et =
∑
i:Ht(xi)6=yi Dt(i) [|Ht(xt) 6= yi|]

If Et>1/2, set t = t-1, discard ht and go to step 2.

6. Set Bt = Et/(1-Et)(normalized composite error), and update the weights of
the instances:

wt+1(i) = wt(i) × Bt, if Ht(xi) = yi
Call weighted majority on combined hypotheses and output the final

hypothesis:
Hfinal = arg maxyεY

∑K
k=1

∑
t:Ht(x)=y lg(1/Bt)

Figure 6: Original Learn++ Algorithm Adapted from Polikar et al. (2001)[59]
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Where D is Mahalanobis distance, T indicates that the vector should be trans-

posed (switching the rows and column of the vector) and C−1 is the inverse of C. The

covariance matrix is defined as a matrix whose element at the position i,j describes

the covariance of the ith and jth random vectors. The Mahalanobis distance function

requires the means and covariance matrices of the training set for calculating the

distance. DWMV Learn++ keeps the mean and covariance matrix of the training

sets and ignores the training data. The weights of classifiers in the majority voting

combination are calculated as follows:

Assume TRtc is the subset of the training dataset in the tth iteration. TRtc in-

cludes instances which are categorized to class c. Class-specific Mahalanobis distance

is computed from the Mahalanobis distance formula as:

Mtc(x) = (x−mtc)
T ∗ C−1tc ∗ (x−mtc)

Where mtc is the mean and Ctc is the covariance matrix of TRtc. Then, the dynamic

weight of the tth classifier in this algorithm is calculated as:

DWt(x)= 1
min(Mtc(x))

c=1,...,C;t=1,...,M

Where M is the total number of generated classifiers. [58] shows that the generaliza-

tion performance of the modified Learn++ is better than the original Learn++ and

the AdaBoost algorithms. Also, DWMV Learn++ has more tolerance to stability-

plasticity than the other two algorithms, as it retains more of its previously gained

knowledge than other two algorithms.

The Mahalanobis distance function implicitly assumes that the data distribution is
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Gaussian, which is not applicable to most real-world applications. This shortcoming of

DWMV Learn++ is eliminated in the following proposed modified DWMV Learn++

by using clustering techniques in order to find the distance between training sets and

unknown instances.

3.1.3 Modified DWMV Learn++

Modified DWMV Learn++ is the main contribution of this thesis. It, similar to

DWMV Learn++ and original Learn++, combines weak learners (classifiers) in or-

der to classify unknown instances. All three algorithms iteratively update the training

instances’ distribution weights based on the performance of the composite classifiers.

The modified and original versions of DWMV Learn++ both dynamically desig-

nate the voting weight to each base classifier using the distance between a classifier’s

training set and the unknown instance. There are a few differences between these two

algorithms: 1) The distance between a training set and a testing (unknown) instance

is calculated differently, and, 2) The weights of classifiers for weighted majority vot-

ing are also calculated differently. The differences are explained in more detail as

follows. As mentioned in the previous section, DWMV Learn++ uses a class-specific

Mahalanobis distance function to determine the distance between the training set and

an unknown instance. However, the modified DWMV Learn++ clusters the train-

ing instances with the same class label into a predefined number of clusters using

the K-means clustering algorithm. The minimum Euclidean distance of the unknown

instance to the centroids of the clusters is determined as a class-specific distance. Sup-

pose TRtc, a subset of a training set TRt, contains the instances which are categorized
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Input: For each database drawn from Dk k=1,2,...,K

• Sequence of m training examples S={(xi,yi)| i=1,...,mk}.

• Weak learning algorithm BaseClassifier.

• Integer Tk, specifying the number of iterations.

Do for k=1,2,...,K:
Initialize w1(i)=D1(i)=1/mk, ∀ i = 1,2,...,Tk

If k >1, Go to Step 5, evaluate current ensemble on new data set Dk, update
weight distribution.
End If
Do for t=1,2,...,Tk:

1. Set Dt=wt/
∑m
i=1wt(i)so that Dt is a distribution.

2. Drawing training TRt and TEt subsets from Dt.

3. Call BaseClassifier to be trained with TRt.

4. Obtain a hypothesis ht: X→Y, and calculate its error of ht:
εt =

∑
i:ht(xi) 6=yi Dt(i) on St = TRt+ TEt.

If εt >1/2, set t = t-1, discard ht and go to step 2.

5. Call dynamically weighted majority voting (DWMV) to obtain the composite
hypothesis

Ht = arg maxyεY
∑
t:ht(x)=yDWt(x),

6. compute the error of the composite hypothesis
Et =

∑
i:Ht(xi)6=yi Dt(i) =

∑mk
i=1Dt(i) [|Ht(xt) 6= yi|]

If Et>1/2, discard Ht and go to step 2.

7. Set Bt = Et/(1-Et), and update the weights of the instances:

wt+1(i) = wt(i) × Bt, if Ht(xi) = yi

Call DWMV and output the final hypothesis:

Hfinal(x) = arg maxyεY
∑K
k=1

∑
t:ht(x)=y DWt(x)

Figure 7: DWMV Learn++ Algorithm Adapted from Polikar et al. (2005)[58]
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as class c, that is,

TRtc={xi |xi ε TRt & yi =c }

and TRtc is clustered into m distinctive clusters with c1,ct,...cm centroids, then, class-

specific distance is defined as:

Mtc(x)=argminj=1,...,mED(cj,x)

where ED is Euclidean distance function. And the distance based on the dynamic

weight of the tth classifier which is trained on TRt during the tth iteration is computed

as:

DWt(x)= 1
et
∗ 1

minc(Mtc(x))
c=1,...,C;t=1,...,M

where C is the total number of class labels, M is the total number of classifiers and et

is the error of the classifier on TRt. In the final step, for the final output calculation,

the dynamic weights of the composed classifiers are calculated as:

´DWt(x)= 1
Et
∗ 1

minc(M ′tc(x))
c=1,...,C;t=1,...,K

where K is the number of iterations, Et is the error in the composed classifiers, Ht,

in the training set of each iteration and M ′
tc is the class specific distance on Dt where

t=1,...,K.

Hfinal(x) = arg maxyεY
∑K
t=1

´DWt(x)

Unlike the original DWMV Learn++, the proposed version is not based on any as-

sumptions about the training dataset’s distribution. Therefore, this algorithm has an

advantage over the original version which assumes that the training set has a Gaus-

sian distribution. Thus, this algorithm can performs better on real-world applications

than the original version.
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Chapter 4

Data Gathering and Preparation

4.1 Data Sources

In this research, we gathered training and test data from two databases : the Canadian

Heart Health Database [48] and the Stonechurch Health Clinic’s EMR database. In

this section, we will describe the data sources and explain the process of preprocessing

data for this research.

4.1.1 Training Dataset - Canadian Heart Health Database

The training data comes from the Canadian Heart Health Database. The Database

contains 23,129 individuals’ records. This information was collected through a two-

stage survey in the ten Canadian provinces. The survey was executed between 1986

and 1992. The participants were aged between 18 and 74. In the first stage of the

survey, demographic data and knowledge of cardiovascular risk factors, attitudes and

knowledge of people about heart disease related issues were collected. Also, two
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clinical blood pressure readings were taken during this step. In the second step of

the survey, anthropometric measurements and two additional blood pressure readings

were recorded.

4.1.2 Test Dataset - Stonechurch Database

The test data were gathered from the Stonechurch Clinic’s EMR 1 database. Per-

mission to access this database was obtained from the Hamilton Health Science/

McMaster University Faculty of Health Sciences Research Ethic Board. Privacy of

data was carefully secured at all times. For those records that were selected, patient

identifiers were removed and the remaining data were stored in encrypted form on

the computer that was used for algorithm development and testing.

The medical information of two groups of patients were collected for testing the

data mining models as follows: 1) Patients who were diagnosed with heart disease in

the past 5 years and 2) Patients who had not developed heart disease over the past 5

years. 140 patients had developed heart diseases such as Heart Failure, Hypertensive

Heart Disease and Atrial Fibrillation. Also, the records of 30 patients for whom no

report of heart disease had been recorded at the time of data retrieval were collected

for use as a test dataset. The following section describes the data preprocessing

procedure which was used.

1Hamilton, Ontario
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4.2 Preprocessing Data

From both the Canadian Heart Health (CHH) and the Stonechurch databases, we

selected records with recorded attribute values which had the required heart disease

risk factors. This information, as reported in Table 1, includes sex, age, systolic

blood pressure (SBP), diastolic blood pressure (DBP), total cholesterol (TC), high-

density lipoprotein (HDL), body mass index (BMI), diabetic status, smoking status

and physical activity. For the Canadian Heart Health training set, we eliminated the

records of patients younger than 30 or records with at least one missing attribute

value. The final set included 11,556 patient records. As mentioned in the previous

section, there were four (systolic/diastolic) blood pressure readings in this database,

so, in order to have a more precise blood pressure, we used the average of these four

blood pressure readings for the required attribute values. In order to get correct re-

sults from the classification models enough instances of males and females with and

without diabetes were included in the training set.

For the Stonechurch clinic test set, patient records with one or missing attribute

values were deleted. The final test set included 28 patients who developed heart dis-

ease over the previous 5 years and 30 patients who did not develop heart disease over

the 5 year period. To use the data for supervised classification, the intent was to

categorize the test records into two heart disease risk levels, class A and class B with

low and high risk of developing heart disease respectively.
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Table 1: Training and Test DataSet Attributes

DataSet Attributes
CHH DataSet Stonechurch DataSet

Minimum Maximum Minimum Maximum
Sex 0

(female)
1
(male)

0
(female)

1
(male)

Age 30 74 32 73
SBP 95 208 100 172
DBP 54 110 58 110
TC/HDL 2 11 2 7
BMI 19 43 18 48
Diabetic Status 0

(non-diabetic)
1
(diabetic)

0
(non-diabetic)

1
(diabetic)

Smoking Status 0
(non-smoker)

1
(smoker)

0
(non-smoker)

1
(smoker)

Physical Activity 0
(non-active)

1
(active)

0
(non-active)

1
(active)

4.2.1 Labelling Data

Since supervised classifiers were used throughout this research all training data were

labelled. For this reason, patient records in the training set who had a history of

heart disease were classified as high risk (level B). 128 cases were randomly selected

from this group as level B class-label instances for the training set. We used the

Framingham equation for labelling the records with low risk as level A using the 1991

version of Framingham equation to calculate the heart disease risk for patients from

the training database who had not developed heart disease. 139 patients were selected

from the training database with a low risk (≤ 10%) of heart disease.
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Chapter 5

Experimental Results

5.1 Evaluation Metrics

There are several performance measurement criteria proposed for comparison of clas-

sifiers, such as accuracy [24], error rate (ER) [24], sensitivity [5], specificity [5], preci-

sion [10], recall [10] and F-score [10]. In this study, we used accuracy, sensitivity and

specificity criteria to compare the performance of different classifiers. Additionally, in

order to identify classifier parameters, such as the optimal number of hidden neurons

for neural network models or K parameter values for k nearest neighbor classifiers,

mean squared error was used as an indicator for comparing neural networks and KNN

classifiers with different parameter values.

Accuracy, sensitivity and specificity are defined as:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)
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Sensitivity =
TP

TP + FN
(2)

Specificity =
TN

FP + TN
(3)

• True Positives (TP) are individuals who are predicted as high risk among

patients diagnosed with heart disease.

• True Negatives (TN) are individuals who are predicted to be low risk among

the patients who are not diagnosed with heart disease.

• False Positives (FP) are individuals who are predicted to be high risk among

people who are not actually diagnosed with heart disease.

• False Negatives (FN) are individuals who are predicted to be low risk among

patients who have actually developed heart disease.

A confusion matrix [57] is a tabular representation of TP, TN, FP and FN, to

provide a way to visualize information about classifier performance. The instances

in a predicted class and in an actual class are shown in columns and rows of the

matrix. Table 2 shows the general confusion matrix for the classifiers in this thesis.

According to the given definitions for TP, FP, FN and TN, sensitivity in our classi-

Table 2: General Confusion Matrix
Actual Risk Level Predicted Risk Level

High Risk Low Risk

High Risk TP FN
Low Risk FP TN

fication problem is the ability of a classifier to correctly identify patients who are at

a high risk of developing heart disease and specificity is the ability of a classifier to
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correctly identify patients who are at a low risk of developing heart disease.

Batch classifiers in this research were evaluated based on a cross-validation tech-

niques. This is a technique for evaluating the performance of a classifier using the

performance of models generated through a separate partition of the training set. This

method prevents overfitting [66] of a classification model (high accuracy on training

data and low accuracy on test data). K-fold cross-validation is a common type of

cross-validation. In K-fold cross validation, the training set is randomly split into

K partitions called folds. Then, K-1 folds are used for training the model and the

remaining fold is retained as the evaluation set during the testing step. This process

is repeated K times until all the partitions are used for validation of the model. The

final performance result is calculated as the average of the results in the K iterations.

5.2 Comparison of Batch Classifier Performance

The following sections (sections 5.2.1-6) present the results of running individual batch

classifiers on the test set in terms of the confusion matrix. In section 5.2.7, batch

classifiers are compared according to sensitivity, specificity and accuracy measurement

criteria.

5.2.1 C4.5 Decision Tree Classifier

The Java implementation of the C4.5 decision tree classifier is called J48 in WEKA.

Default parameters in WEKA for J48 were used in this evaluation. The confidence

factor was 0.25 and the minimum number of instances per leaf was 2. The confusion
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matrix of this classifier is shown in Table 3.

Table 3: J48 Confusion Matrix
Actual Risk Level Predicted Risk Level

High Risk Low Risk

High Risk 16 12
Low Risk 5 25

5.2.2 K Nearest Neighbour (KNN) Classifier

In this classifier, the Euclidean function is used as a distance measurement for cal-

culating the distance between a new instance and the training instances. In order to

choose an optimal K parameter value for this classifier, the accuracy and the mean

square error of KNN for different K values (the number of neighbors) in the training

set were calculated. The 100-fold cross-validation technique was used for this calcu-

lation. Figure 8 presents this effect. According to Figure 8, k=9 is the best choice for

the parameter k as accuracy is maximum and mean squared error (MSE) is minimum

at this point. The accuracy of the KNN hypothesis was tested with the test set. The

result is presented in terms of the confusion matrix in Table 4.

Table 4: KNN Confusion Matrix
Actual Risk Level Predicted Risk Level

High Risk Low Risk

High Risk 16 12
Low Risk 11 19
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Figure 8: Effect of Parameter K on Classifier Accuracy

5.2.3 Näıve Bayes Classifier

This is a very simple algorithm which is based on the assumption that numeric at-

tributes are conditionally independent. There are no parameters to set. The following

table presents the confusion matrix of this classifier on the test dataset.

Table 5: Näıve Bayes Confusion Matrix

Actual Risk Level Predicted Risk Level

High Risk Low Risk

High Risk 18 10
Low Risk 13 17
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5.2.4 Bayesian Neural Network (BNN) Classifier

In this research, the K2 algorithm [19] was used as a search and score method for

learning the BNN structure. The confusion matrix for this classifier is reported in

Table 6.

Table 6: Bayesian Neural Network Confusion Matrix

Actual Risk Level Predicted Risk Level

High Risk Low Risk

High Risk 19 9
Low Risk 9 21

5.2.5 Multilayer Perceptron Neural Network Classifier

We considered using only one layer as a hidden layer in this network since almost all

applications perform well using single-hidden layer MLPNN classifiers. The number

of input and output neurons in input and output layers were set to 9 and 2 with re-

spect to the number of features and the number of risk levels (class labels). In order

to choose the optimal number of hidden neurons, we checked the accuracy and MSE

of this classifier for different numbers of hidden neurons for the training set. Figure

9 shows the result of this test. η (learning rate) and α (momentum) were set at 0.3

and 0.2 respectively. We used 1000 for the number of epochs. The best number of

hidden neurons was 3, as Figure 9 shows, since the accuracy of the classifier was at

its maximum and the MSE has the second smallest value.

After training the MLP classifier with the above topology, the performance of the
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Figure 9: Variation of RMS Error and Accuracy When Increasing the Number of
Hidden Neurons in MLP

model was evaluated on the training set. Table 7 presents its performance in confu-

sion matrix terms.

Table 7: Multilayer Neural Network Confusion Matrix

Actual Risk Level Predicted Risk Level

High Risk Low Risk

High Risk 17 11
Low Risk 9 21
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Figure 10: Variation of RMS Error and Accuracy When Increasing the Number of
Hidden Neurons in RBF Neural Network

5.2.6 Radial Basis Function (RBF) Neural Network Classi-

fier

The RBF neural network classifier in WEKA employs the K-means clustering algo-

rithm for determining the centres of radial basis functions. The logistic regression

algorithm was applied to determine the weights in this network. We tested the accu-

racy of the classifier for different numbers of hidden neurons. As Figure 10 shows, the

classifier has the highest accuracy and the lowest MSE when the number of hidden

neurons is 4.

Table 8 presents the performance of the RBF neural network on the test set.
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Table 8: RBF Neural Network Confusion Matrix
Actual Risk Level Predicted Risk Level

High Risk Low Risk

High Risk 16 12
Low Risk 10 20

5.2.7 Comparison of Results

A summary of batch classifier performance in terms of accuracy, sensitivity and speci-

ficity is shown in Table 9. According to the analysis, the decision tree (J48) had the

highest accuracy and specificity of all the classifiers, while the Bayesian Neural Net-

work had the highest sensitivity. Although in most applications, accuracy is used

to evaluate model performance, in medical applications sensitivity and specificity are

more important.

Higher sensitivity in Table 9 shows the higher ability of the corresponding classi-

fier to recognize patients with a high risk of developing heart disease in five years.

When physicians need to determine which patients are at high risk of developing heart

disease in order to send them for a further checkup, sensitivity is the best predictor

for evaluating classifier performance. Therefore, in our result, the optimal batch clas-

sifier for predicting high risk of heart disease is the Bayesian Neural Network (BNN).

Higher specificity in Table 9 describes a higher ability of the classifier to identify

patients with low risk of developing heart disease in five years. In cases where identi-

fying low risk patients is valuable, classifiers with higher specificity are useful. As our

result shows, the Decision Tree (J48) classifier provides the best result in this case.
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Table 9: Sensitivity, Specificity and Accuracy

Sensitivity Specificity Accuracy
Decision Tree (J48) 57.1% 83.3% 70.7%
K Nearest Neighbor 57.1% 63.3% 60.3%

Näıve Bayes 64.3% 56.7% 60.3%
Bayesian Neural Network 67.9% 70.0% 69.0%

Multilayer Preceptron Neural Network 60.7% 70.0% 65.5%
Radial Basis Function Neural Network 57.1% 66.7% 62.1%

5.3 Comparison of Incremental Classifier Perfor-

mance

In order to evaluate the ability of the incremental classification algorithms presented

in this study, we split the training set into three batches. The data distribution is

given in Table 10. We used the MLP classifier as the base classifier for the original

Learn++, original DWMV Learn++ and modified DWMV Learn++. The base clas-

sifier (weak learner) was a single hidden layer MLP neural network with 40 hidden

and two output nodes with an MSE goal of 0.3. In each training session, a maximum

of 10 weak hypotheses (Tk=10) were generated in each training step. The modified

DWMV Learn++ had two additional parameters for the number of clusters for each

class-specific instances of TRt and St. After experimenting with different numbers of

clusters, the best optimal values were obtained for ct=8 and 9 clusters for TRt and

St, respectively.

Tables 11, 12 and 13 illustrate the generalization performance of original Learn++,

original DWMV Learn++ and modified DWMV Learn++ on the datasets (S1,S2,S3,Stest).
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Table 10: Data Distribution Of Training and Testing Sets

DataSet LowRisk HighRisk
S1 47 40
S2 44 49
S3 48 39

TEST 30 28

The result is shown in the compact format given in [59] instead of illustrating the

result in confusion matrix. The numbers shown in Table 11-13 were calculated as

the mean of the generalization performance of the algorithms after 10 runs. Accord-

ing to the results shown in the last rows of the tables, modified DWMV Learn++

improved on the performance of the original Learn++ algorithm by about 5%, and

outperformed the original DWMV Learn++ by about 12%. The decrease in train-

ing performance shown in Tables 11-13 over all training sessions is explained by the

stability-plasticity dilemma that incremental learners deal with. Algorithms ran on

the same computer, and the running times of the original Learn++, the original

DWMV Learn++, and the modified DWMV Learn++ on average after 10 runs were

25.6, 26.3 and 26.5 seconds respectively. As these tests have shown, the running

times of these incremental learning algorithms on our dataset were not significantly

different.

Table 11: Original Learn++ Performance

DataSet TS1 TS2 TS3
S1 87.2% 74.2% 71.2%
S2 - 94.2% 80.3%
S3 - - 75.3%

TEST 55.2% 57.9% 61.6%

46



Master’s Thesis - Shima Aghtar McMaster - Computer Science

Table 12: Original DWMV Learn++ Performance

DataSet TS1 TS2 TS3
S1 69.2% 59.4% 60.9%
S2 - 73.5% 66.3%
S3 - - 64.8%

TEST 51.9% 53.9% 54.6%

Table 13: Modified DWMV Learn++ Performance

DataSet TS1 TS2 TS3
S1 90.9% 80.5% 80.3%
S2 - 82.9% 84.9%
S3 - - 84.7%

TEST 56.9% 61.0% 66.4%

In order to compare the ability of the incremental learning algorithms to learn

new classes and to retain the information that was previously learned, another test

was run on the training sets with the distribution given in Table 14. As shown, the

high level class-label instances were included only in the second and third batch of the

training set. On the first batch of data, we have instances from the low level category.

Performance from the original Learn++, the original DWMV Learn++ and modified

DWMV Learn++ algorithms are shown in Tables 15, 16 and 17 respectively. The

entries in each row represent the classification performance per class of the testing set

in each training step. The last column shows the overall classification performance of

the algorithms on the testing set. As the results show, the modified DWMV Learn++

performs better than the original Learn++ for learning new class instances (42.0%

compared to 50.0%). However, the original DWMV Learn++ performs better than

the modified DWMV Learn++ (78.6% compared to 50.0%). In this case, attributes
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in our training dataset such as DPB, SBP and BMI have Gaussian distributions

for high risk instances and the Mahalanobis distance has an implicit assumption of

this distribution. The original DWMV Learn++ outperforms the modified version

which calculates the distance based on the k-mean. However, for instances in our

training dataset the attribute values for low risk instances do not have Gaussian

distribution, therefore, Mahalanobis distance measurement is not precise and as a

result, the original DWMV Learn++ performs worse than the other two algorithms.

Table 14: Data Distribution Of Training and Testing Sets

DataSet LowRisk HighRisk
S1 47 0
S2 44 89
S3 48 39

TEST 30 28

Table 15: Original Learn++ Performance

TrainingDataSet LowRisk HighRisk OverallPerformance
S1 100.0% - 51.7%

S1,S2 60.0% 42.0% 54.6%
S1,S2,S3 63.3% 46.4% 56.5%

Table 16: Original DWMV Learn++ Performance

TrainingDataSet LowRisk HighRisk OverallPerformance
S1 100.0% - 51.7%

S1,S2 26.7% 78.6% 51.7%
S1,S2,S3 20.0% 85.7% 51.7%
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Table 17: Modified DWMV Learn++ Performance

TrainingDataSet LowRisk HighRisk OverallPerformance
S1 100.0% - 51.7%

S1,S2 63.3% 50.0% 57.9%
S1,S2,S3 63.3% 64.3% 64.7%

5.4 Comparison of Batch and Incremental Classi-

fiers

According to the results from this study, the best incremental learning algorithm (the

modified DWMV Learn++) in terms of accuracy in this research performs slightly

better than the best batch learning algorithm for multilayer perceptron (MLP) neural

network(65.5% compared to 66.4%). In addition, the modified DWMV Learn++ has

the advantage that it is able to incrementally learn new information as it becomes

available. However, the MLP batch learning algorithm rebuilds a new classifier from

both old and new data which makes the overall time and space complexity of the

heart disease monitoring system higher.

In comparison, the best batch classifier (J48) in terms of accuracy in this work

performs better than the best incremental classifier (modified DWMV Learn++)

(70.7% compared to 66.4%). However, the incremental classification system is still

more valuable for our application, as data most likely becomes available through small

batches over a period of time and thereby learns continuously from the new incoming

data. In addition, there might be situations where access to the previous data is
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impossible as a result of data corruption or lost data.

Table 18: Batch MLP Classifiers and Modified DWMV Learn++ Performance

BatchMLP ModifiedDWMV Learn+ +
Accuracy 65.5% 66.4%

Table 19: J48 (Decision Tree) Classifiers and Modified DWMV Learn++ Performance

J48(DecisionTree) ModifiedDWMV Learn+ +
Accuracy 70.7% 66.4%

5.5 Heart Disease Monitoring Estimator Decision

Support System

The availability of a good incremental classifier for classifying patient risk for devel-

oping heart disease creates an opportunity for future development that implements

the results of this research to work in the form of a decision support system. Figure

11 is an overall conceptual design of the proposed system.

The learning component of this system would be the modified DWMV Learn++

classifier. This system would be trained on an initial training set, and it would improve

its performance over time as new training data become available. This system would

assist healthcare providers in screening patients at potential risk of heart disease.
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Figure 11: Heart Disease Monitoring CDSS

5.6 Future Work

There are a variety of research directions that can be further developed using part

of this thesis. One of them is to improve the performance of the proposed system.

Another is the domain it is applied in. In order to make the system more accurate

and more compatible with new and existing heart disease guidelines, one can add

other heart disease risk factors as predictive attributes, such as family history/ alco-

hol consumption/etc. Adding more related risk factors to the predictive attributes

provide more information to the algorithm, thus improving the overall predictive ac-

curacy of the system. An additional improvement in accuracy would result from

applying physicians’ opinions in labeling the training data records in the decision

support system, might also result in improving the accuracy of the decision support

system. Access to more patient medical records for validating the classifiers would

also be useful in order to find the best optimal classification model for the learning

component of the heart disease screening decision support system. More research

could be done by comparing the accuracy of other incremental learning algorithms

51



Master’s Thesis - Shima Aghtar McMaster - Computer Science

such as Learn++.MI with the proposed modified DWMV Learn++.

This system could also be applied to domains other than health care. For example,

it could be applied in the finance field where credit risk assessment and credit evalu-

ation are a concern. The system could then be customized to predict the chances of

prompt payment for new customers, based on the financial history of previous clients

or other factors deemed relevant.
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Appendix

The Framingham method is a well-known risk prediction method for estimating the

risk of cardiovascular disease (CVD) over the course of 5 or 10 years. This is driven

by the data collected from the Framingham Heart Study. In this work, the 1991

version of the prediction model is used for calculating the risk of developing heart

disease within 5 years for finding the patients record with low risk from the training

database. This method can be only employed on the sample population age between

30 and 74 without any cardiovascular heart disease. This prediction approach used

the following risk factors: age, sex, systolic blood pressure (SBP), diastolic blood

pressure (DBP), cigarette smoking status, total and HDL cholesterol, and diagnoses

of diabetes and ECG-LVH. In the cases where the status of having diabetes and / or

LVH is not known, then it was assumed that the subject did not suffer from those

conditions. Function and scoring representation of the Framingham approach are

described as follows.

The equation form is calculated with SBP or DBP and two separate equations are

given for this result. The final results of both algorithms are similar, but SBP mea-

surement has been chosen as it is more precise, and is the recommended measure in

[39].
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Systolic blood pressure equation:

diabetes = 0,1

smoking = 0,1

ECG-LVH=0,1

a = 11.1122 - 0.9119 * log(SBP) - 0.2767 * smoking - 0.7181 * log(cholesterol / HDL)

- 0.5865 * ECG-LVH

m = a - 1.4792 * log(age) - 0.1759 * diabetes for men

m = a - 5.8549 + 1.8515 * [log(age/74)]2-0.3758 * diabetes for women

µ = 4.4181 + m

σ = exp(-0.3155 - 0.2784*m)

u = (lg(t)-µ)/(σ)

p = 1 - exp(-eu)

Diastolic blood pressure equation:

diabetes = 0,1

smoking = 0,1

ECG-LVH=0,1

a = 11.0938-0.8670 * log(DBP) - 0.2789 * smoking - 0.7142 * log(cholesterol / HDL)

- 0.7195 * ECG-LVH

m = a - 1.6346 * log(age) - 0.2082 * diabetes for men

m = a - 6.5306 + 2.1059 * [log(age/74)]2 - 0.4055 * diabetes for women

µ = 4.4284 + m
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σ = exp(-0.3171 - 0.2825 * m)

u =(lg(t)-µ) / (σ)

p = 1 - exp(-eu)

As shown in Figure 12, the Framingham risk score is a system where the scores

are assigned to risk factor values. The risk of developing cardiovascular disease is

determined by calculating the percentage risk in the summation of all related points,

and by finding the corresponding percentage risk in the chart. See the chart below

to see what Framingham scoring charts look like.
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Figure 12: Framingham Heart Study Coronary Heart Disease Risk Prediction Chart
Adapted from Anderson et al. (1991)[39]
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[37] Polat K. and Güne S. Classification of epileptiform EEG using a hybrid system

based on decision tree classifier and fast fourier transform. Applied Mathematics

and Computation, vol. 187:pp. 1017 – 1026., 2007.

61



Master’s Thesis - Shima Aghtar McMaster - Computer Science
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