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ABSTRACT

This thesis is concerned primarily with the spectral analysis of clutter in an air traffic control (ATC) radar environment, which is produced by such objects as weather disturbances and migrating flocks of birds. The aim is to provide a means for the on-line classification of the different forms of clutter in such an environment. With the clutter identified and displayed for the operator, aircraft can be vectored in a way to avoid hazardous areas. This separation and identification of radar echoes may also be useful in studies relating to meteorology and ornithology.

Since the mechanisms which give rise to weather clutter and bird echoes are different, it is reasonable to expect that they have different statistical parameters. One of these parameters, spectral spread, provides a convenient measure for comparison. To perform the separation of clutter based on spectral spread, a high resolution method is necessary. In this thesis, the maximum entropy method (MEM) is applied to clutter classification. It is shown that the resolution and stability properties of the MEM are well-suited for the separation of different types of clutter; particularly weather from birds. The analysis is performed on both computer-simulated and actual clutter signals. In each case, the results are compared with those obtained by applying the Welch method of averaged modified periodograms. This comparison has revealed that the Welch method does not have the necessary resolution for the classification of clutter.
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CHAPTER 1
INTRODUCTION

1.1 Purpose of the Research

This dissertation develops a method for radar clutter analysis and classification. Based on this method, an adaptive procedure for Moving Target Indication (MTI) is proposed.

The classical approach to the problem of clutter spectra analysis is to use linear spectral estimation methods [1] - [4]. It has been demonstrated, however, that nonlinear methods, in particular, the maximum entropy method (MEM) [5], provide superior tools for the analysis of clutter and for discrimination amongst different types of clutter. The capability of these methods to adapt to the signals being processed enables one to construct a simple adaptive procedure for clutter elimination.

To accommodate the use of the MEM for a coherent video signal we first develop a complex form of the method. Both the MEM and the Welch methods are then applied to the analysis of synthetic clutter signals. The obtained results confirmed the advantages of MEM for short data record lengths.

The MEM has then been applied to the analysis of video signals recorded at a coherent radar site. The availability of different types of clutter enabled us to make the spectral estimates of ground clutter, weather clutter, and bird flocks. It is shown that the differences in spectra are clearly recognizable.
Using the concept of prediction error filtering (PEF), which is the basis for MEM, a simple adaptive MTI processing scheme is proposed. The resulting filter is absolutely stable, minimum phase, and fast-converging. It is also suitable for real-time implementation.

1.2 Motivation for the Research

Radar was first developed during the second World War as a detection device to extract information about the presence and position of aircraft. It was soon realized that much more information from the target than merely range could be extracted by transmitting different waveforms, and by applying sophisticated signal processing techniques. Moreover, information could also be obtained about the operating environment of the radar. Examples of these applications are weather radar [6], and sideway-looking airborne radar [7]. The use of radar is now extended to such broad areas as detection and tracking satellites [8], speed measuring in highway traffic control [9], radar astronomy [10], exploration and prediction of meteorological conditions [11], and examination of bird migrations [12].

The last two applications are typical examples of clutter signal processing. Weather radars require means for discrimination amongst different environmental conditions. Meteorological radars try to determine the type and intensity of weather patterns, while in ornithology radar is used to explore migration habits of various bird species. The method developed in this research is well-suitable for both applications.

When clutter is removed from the plan-position indicator (PPI), there is a possibility of vectoring an aircraft into a hazardous area, or
dense bird formations. It is, therefore, of interest not only to simply reject the clutter echoes, but also to analyze them, so that the safety of the aircraft can be improved. This requires on-line classification of the different forms of clutter. The work reported in this thesis describes a procedure for achieving this requirement. The procedure is based on a spectral density estimate of the clutter. Before describing the estimation procedure in detail, it is instructive to begin by reviewing the clutter spectral characteristics and the different methods that are available for spectral estimation.

1.3 Statistical Properties of Clutter

The characterization of clutter has been being looked at from two viewpoints:

1. The amplitude statistics of the signal.
2. The statistics of the time variations of the signal.

Knowledge of the amplitude statistics of the target and clutter returns enables a detection procedure utilizing hypothesis testing. As far as probability density functions of the target models are concerned, the original works of Marcum [13] and Swerling [14], as well as the extensions of Swerling [15], and generalizations of Kanter [16], have been found to bracket a wide range of practical cases. The most relevant work on radar detection is collected in [17]. However, there does not seem to be any distribution that can be claimed as truly representative of clutter, but two that are often quoted are Rayleigh and lognormal [18], [19].
Since the essence of most of the clutter eliminating procedures is filtering, the time-frequency characteristics of a clutter signal are of great importance. The spectral characteristics of the clutter signal have been extensively studied and many attempts have been made to derive models that fit the observed spectra. Since there are a great variety of clutter scatterers, no one model can cover all cases.

The major contribution to spectral spread in clutter is radial movement of the scatterers. This is related to the power spectral density of the clutter return via the Doppler relation

\[ f_d = \frac{2\nu_s}{c} f_c = \frac{2\nu_s}{\lambda_c} \]  

where \( c = 3 \times 10^8 \) meters per second is the propagation velocity, \( f_c \) is the carrier frequency in hertz, \( \lambda_c \) is the wavelength in meters, and \( \nu_s \) is the radial velocity component of the scatterers in meters per second.

There has been much conjecture on the shape of the power spectral density of clutter and it is often approximated as \([20]-[24]\)

\[ S(f) = e^{-\frac{f^2}{2\sigma_d^2}} \]  

where the rms spectral spread, \( \sigma_d \), is related to the rms velocity spread of the scattering elements, \( \sigma_v \) in meters per second, by the Doppler relation

\[ \sigma_d = \frac{2\sigma_v}{\lambda_c}. \]
Since Eq. (1.3.2) is of the same form as a Gaussian probability density function with zero mean, $\sigma_x$ and $\sigma_y$ are frequently referred to as the standard deviations of the spectral and velocity distributions, respectively.

More recently it has been found that, in some cases, a better fit to measured data is obtained when the shape of the spectral density is given by an all-pole rational expression of order three [25]

$$S(f) = \frac{1}{1 + \left(\frac{f}{f_3}\right)^3},$$ \hspace{1cm} (1.3.4)

or of order four [26, p.9]

$$S(f) = \frac{1}{1 + \left(\frac{f}{f_4}\right)^4},$$ \hspace{1cm} (1.3.5)

where $f_3$ and $f_4$ are the corresponding cutoff frequencies. All mentioned results indicate that there is really no unique representation for the power spectral density of clutter.

Scatterer scintillation has been taken into account in an attempt to get better agreement between measured data and theoretical models [27], [28]. It turns out that modelling the scatterers as rotating dipoles [27] yields a better representation of certain types of clutter.

Antenna rotation [29] and instabilities in the local oscillator [30] also contribute to an overall clutter spectral spread.

The usual way of combatting clutter in coherent pulse radars is an MTI filtering [23, 24, 29, 31, 32]. The use of digital hardware for canceller circuitry has resulted in outstanding performance [33]–[35], hence, modern radars are now using digital MTI filters almost exclusively.
1.4 Linear Methods of Spectral Analysis

We say that a discrete complex random process

\[ x(n\Delta t) = x^R(n\Delta t) + jx^I(n\Delta t), \quad n = \ldots, -2, -1, 0, 1, 2, \ldots \]  \hspace{1cm} (1.4.1)

is stationary if the real part \( x^R(n\Delta t) \) and the imaginary part \( x^I(n\Delta t) \) are jointly stationary processes [36]. Parameter \( \Delta t \) in Eq. (1.4.1) is the time spacing between samples. Unless otherwise stated, we shall assume \( \Delta t = 1 \) in the remainder of the work. The expected value of \( x(n) \) is

\[ \mu_X = E[x(n)] = E[x^R(n)] + jE[x^I(n)] \]

\[ = \sum_{n=-\infty}^{\infty} x^R(n) \cdot p_{x^R}(x^R(n)) + j \sum_{n=-\infty}^{\infty} x^I(n) \cdot p_{x^I}(x^I(n)) \]  \hspace{1cm} (1.4.2)

where \( p_{x^R}(x^R(n)) \) and \( p_{x^I}(x^I(n)) \) are probability distribution functions of the real and the imaginary parts, respectively.

For the stationary process, given by Eq. (1.4.1), the autocorrelation function (ACF) at lag \( \tau = m\Delta t = m \) is given by

\[ R_X(m) = E[x(n) \cdot x^*(n+m)]. \]  \hspace{1cm} (1.4.3)

The asterisk signifies a complex conjugate. An important property of \( R_X(m) \) is

\[ R_X(-m) = R_X^*(m). \]  \hspace{1cm} (1.4.4)

Experimental investigations have confirmed that video signals representing clutter returns, can be assumed to be ergodic random processes. We may therefore use time averages instead of ensemble averages.
to estimate the autocorrelation function. The time autocorrelation function is defined by

$$R_x(m) = \lim_{N \to \infty} \frac{1}{2M+1} \sum_{n=-M}^{M} x(n) \cdot x^*(n+m).$$  \hspace{1cm} (1.4.5)

Both the ensemble and the time autocorrelation functions in Eqs. (1.4.3) and (1.4.5) are denoted with the same symbols, since we shall be using the ergodicity assumption in the remainder of the work.

Another useful second-order characteristic of a random process is the power spectral density (PSD). It may be defined as the mean-square value of the portion, $x(n,f,\Delta f)$, of the signal $x(n)$ in the frequency range from $f$ to $f + \Delta f$ [37]:

$$E\left[|x(n,f,\Delta f)|^2\right] = \lim_{N \to \infty} \frac{1}{2N+1} \sum_{n=-N}^{N} |x(n,f,\Delta f)|^2.$$  \hspace{1cm} (1.4.6)

When $\Delta f$ tends to zero, the ratio of $E\left[|x(n,f,\Delta f)|^2\right]$ and $\Delta f$ approaches the power spectral density at a frequency $f$

$$S_x(f) = \lim_{\Delta f \to 0} \frac{E\left[|x(n,f,\Delta f)|^2\right]}{\Delta f} = \lim_{\Delta f \to 0} \frac{1}{\Delta f} \left[ \lim_{N \to \infty} \frac{1}{2N+1} \sum_{n=-N}^{N} |x(n,f,\Delta f)|^2 \right].$$  \hspace{1cm} (1.4.7)

It is clear from (1.4.7) that $S_x(f)$ is a real-valued, non-negative function of frequency.

The Wiener-Khintchine theorem states that the autocorrelation function, $R_x(m)$, and the power spectral density, $S_x(f)$ form a Fourier transform pair as follows:
\[ S_x(f) = \sum_{m=-\infty}^{\infty} R_x(m) \cdot e^{-j2\pi m \Delta t} \]  

(1.4.8)

and

\[ R_x(m) = \frac{1}{2\Delta t} \int_{-1/2\Delta t}^{1/2\Delta t} S_x(f) \cdot e^{j2\pi m \Delta t f} df, \]  

(1.4.9)

where \( 1/\Delta t \) is the Nyquist frequency. In the case of normalized \( \Delta t \), this frequency is equal to unity, and the limits of integration in Eq. (1.4.9) are -0.5 and 0.5. It follows from Eqs. (1.4.4) and (1.4.5) that \( S_x(f) \) is not a symmetrical function of frequency as in the case of real processes and, hence, cannot be expressed as one-sided density function.

In the analysis of physical processes, we are given only a limited amount of data, so that we can only estimate the quantities defined by Eqs. (1.4.5) to (1.4.9). Estimation of statistical moments of the random process has become an extremely important branch of time series analysis due to the fact that it has applications in virtually every field of science and engineering.

Spectral analysis methods can be divided into two classes: linear and nonlinear. In the first case, the estimates of the ACF and PSD are related by Fourier transformation, while in the second case these estimates are connected in some other way.

Assume we are given a sample function of length \( N \) of a second-order stationary band-limited discrete complex random process with zero-mean:

\[ \{x(n)\} = \{x(1), x(2), ..., x(N)\}, \]  

(1.4.10)
from which we wish to estimate the second order statistics. The zero-
mean restriction does not, in fact, introduce a loss of generality,
since we can always extract a sample mean:

\[
\mu_x = \frac{1}{N} \sum_{n=1}^{N} x'(n) \quad (1.4.11)
\]

from the original process \( \{x'(n)\} \) and subtract it from each term to get
\( \{x(n)\} = \{x'(n) - \mu_x\} \). For the estimation of the autocorrelation function,
we may use a biased estimate:

\[
R(m) = \frac{1}{N} \sum_{n=0}^{N-|m|} x(n) \cdot x^*(n+m), \quad -M \leq m \leq M, \quad (1.4.12)
\]
or an unbiased estimate:

\[
R'(m) = \frac{1}{N-|m|} \sum_{n=0}^{N-|m|} x(n) \cdot x^*(n+m), \quad -M \leq m \leq M, \quad (1.4.13)
\]

where \( M \) \( <N \) is a maximum lag [38].

For the estimation of the power spectral density, we may use one
of the following procedures:

1. \underline{The Blackman-Tukey procedure} [1]: This consists of multi-
   plying the unbiased ACF estimate, Eq. (1.4.13) with an appropriate lag window
   and then Fourier transforming the product to get the spectral estimate:

   \[
   \hat{S}_{BT}(f) = \hat{S}'(f) \cdot W(f) \quad (1.4.14)
   \]

   where \( \hat{S}'(f) \) is the Fourier transform of \( \hat{R}'(m) \), the spectral window, \( W(f) \),
is the Fourier transform of the lag window, \( w(m) \), and \( \ast \) denotes convolution.

(2) **The Periodogram Method:** The periodogram is defined as the squared magnitude of the finite Fourier transform of the sequence \( \{x(n)\} \), \( n = 0,1,\ldots,N-1 \), divided by \( N \):

\[
I_N(f) = \frac{1}{N} \left| X(f) \right|^2 = \frac{1}{N} \left| \sum_{n=0}^{N-1} x(n) e^{-j2\pi fn} \right|^2.
\]  

(1.4.15)

It follows from Eqs. (1.4.15) and (1.4.12) that the periodogram is the Fourier transform of the biased autocorrelation estimate, \( \hat{R}(m) \), that is

\[
I_N(f) = \sum_{m=-N+1}^{N-1} \hat{R}(m) e^{-j2\pi fm}.
\]  

(1.4.16)

The periodogram is a biased and nonconsistent estimator of the power spectral density [39], [40]. These limitations of the periodogram may be overcome by using a spectral window. For example, the use of a Bartlett window [2] is equivalent to dividing a data sequence \( x(n) \), \( n = 0,1,\ldots,N-1 \) into \( K \) segments of \( L \) samples each, so that \( N = KL \) as shown in Fig. 1.4.1. That is, we form the segments

\[
x^{(k)}(n) = x[n+(k-1)L], \quad 0 \leq n \leq L-1, \quad 1 \leq k \leq K.
\]  

(1.4.17)

and compute the \( K \) periodograms

\[
I^{(k)}_L(f) = \frac{1}{L} \left| \sum_{n=0}^{L-1} x^{(k)}(n) e^{-j2\pi fn} \right|^2, \quad 1 \leq k \leq K.
\]  

(1.4.18)
Fig. 1.4 - 1 A data sequence \( x(n) \) of length \( N \) divided into \( K \) segments of \( L \) samples each.

The smoothed spectral estimator, \( S_B(f) \), is then defined by the sample mean

\[
\hat{S}_B(f) = \frac{1}{K} \sum_{l=1}^{K} I_L^{(k)}(f)
\]  

(1.4.19)

Averaging over periodograms increases the bias of the estimate, but also decreases the variance. We can compromise between bias and variance by changing \( M \) and \( L \) for a fixed \( N \).

(3) The Modified Periodogram Method: Another smoothing procedure, introduced by Welch [4], involves a modification of the Bartlett method which is particularly well-suited to direct computation of a power spectral density estimate using the fast Fourier transform (FFT) algorithm [41]. The data record is again sectioned into \( K = N/L \) segments of \( M \) samples each as defined by Eq. (1.4.17). In this case, however, the lag window, \( w(n) \), is applied directly to the data segments before computation of the periodogram. Thus, we define the \( K \) modified periodograms:

\[
J_L^{(k)}(f) = \frac{1}{L \sqrt{U}} \left| \sum_{n=0}^{L-1} x^{(k)}(n) \cdot w(n) \cdot e^{-j 2 \pi f n L} \right|^2, \quad 1 \leq k \leq K
\]  

(1.4.20)
where

\[ U = \frac{1}{L} \sum_{n=0}^{L-1} w^2(n) \]  \hspace{1cm} (1.4.21)

is the energy of a spectral window. The spectral density estimate is defined by

\[ \hat{S}_W(f) = \frac{1}{K} \sum_{k=1}^{K} J_L^{(k)}(f) \]  \hspace{1cm} (1.4.22)

Welch has shown [4] that the estimator (1.4.22) is asymptotically unbiased. Moreover, for nonoverlapping segments, the variance of the estimate is

\[ \text{var} [\hat{S}_W(f)] = \frac{1}{K} S^2(f) \]  \hspace{1cm} (1.4.23)

where \( S(f) \) is a true spectral density. Further reduction in the variance can be obtained by overlapping the segments of \( x(n) \), so that the modified periodograms are not independent. Thus, by windowing the data segments before computing the periodograms, we achieve the variance reduction of the original Bartlett procedure and at the same time achieve smoothing of the spectrum. In this case the spectral window is proportional to the squared magnitude of the Fourier transform of the lag window rather than simply the Fourier transform itself. This means that, no matter which lag window is used, the spectral window will always be non-negative and thus the estimate \( \hat{S}_W(f) \) will always be non-negative as well.

It is considered that the Welch method based on averaged modified periodograms is the best procedure for spectral estimation in the sense
that it provides compromise between statistical stability (consistency) and spectral resolution (bias). Thus, the Welch method is chosen in this work for comparison with the MEM for the analysis of simulated and actual clutter signals.

1.5 Nonlinear Methods of Spectral Analysis

Several nonlinear methods with increased resolution have been recently proposed for spectral estimation. These include the maximum likelihood method (MLM) proposed by Capon [42], [43], and the maximum entropy method (MEM) proposed by Burg [5], [44] and Parzen, who refers to it as an autoregressive (AR), or an all-pole spectral estimator [45], [46]. These methods do not have a fixed window function associated with them. Instead, when power is being estimated at one frequency, the methods adjust themselves to be least disturbed by power at other frequencies. As pointed out by Lacoss [47], one can think of a window function adapting itself to the spectrum of the process under analysis. This is why the MLM and the MEM are referred to as data adaptive methods.

We present here a brief analysis of the MLM and MEM, and also mention the other methods. Empirical as well as theoretical investigations indicate that the resolution properties of the MEM are somewhat better than those of the MLM [47]-[49]. Consequently, less data is needed for MEM than for MLM to obtain comparable resolution.

The MLM [42] has been used by Capon for frequency-wavenumber spectral analysis with arrays [43]. The method can be adopted to single time series analysis. It can be represented in terms of minimum variance
unbiased estimator of the spectral components. At a particular frequency, \( f \), it turns out that the ML estimator, \( S_L(f) \) is the output power of a filter designed to pass that frequency undistorted and to reject all other frequency components in an optimal manner. If we denote the vector impulse response of this filter as \( H = [h_1, h_2, \ldots, h_M]^T \), and introduce a vector of complex exponentials, \( E = [1, e^{j2\pi f}, \ldots, e^{j2\pi(M-1)f}]^T \), it can be shown [47] that the optimum filter is given by

\[
H = \frac{R^{-1}E^*}{E^T \cdot R^{-1} \cdot E^*}
\]  

(1.5.1)

where \( R \) is an \( M \times M \) autocorrelation matrix of the input noise process. The superscript \( T \) signifies a transpose. "Optimum" here means that the output of the filter gives an unbiased estimate of the particular frequency component of the input signal, which has minimal variance. This minimal variance is, in fact, a maximum likelihood estimate of this particular spectral component, and is given by

\[
S_L(f) = \text{var}_{\text{min}}[y_{\text{out}}] = \frac{1}{E^T \cdot R^{-1} \cdot E^*}.
\]  

(1.5.2)

It has been demonstrated by Capon that the ML estimator is asymptotically unbiased and consistent [42]. Also, Capon and Goodman [50] have shown that the estimators are multiples of the chi-square random variables with \( N/M - M - 1 \) degrees of freedom if an autocorrelation function is estimated up to the \( M \)th lag from \( N \) values of a signal sample. Since this result holds asymptotically for large \( N \) and \( M \), the number of degrees of freedom is approximately equal to that of the Blackman-Tukey estimator with the appropriate window function.
The MEM is based, as stated by Burg [51], on choosing the spectrum which corresponds to the most random or the most unpredictable time series whose ACF agrees with the known values. This assumption corresponds to the concept of maximum entropy. The problem can be mathematically expressed as finding the real positive value of the spectral estimate, \( S_E(f) \) which maximizes the entropy of the corresponding random process

\[
0.5 \leq H = \int \ln S(f) df, \leq -0.5
\]

under the set of constraints

\[
0.5 \leq R(m) = \int S(f) e^{j2\pi fm} df, \hspace{1cm} -M \leq m \leq M,
\]

where \( R(m) \)'s are the ACF values which are known (or estimated) up to the value \( M \). Set of equations (1.5.4) actually contains only \( M+1 \) equations by recalling that \( R(-m) = R^*(m) \). The solution of this constrained maximization problem has been shown to be [51], [52]

\[
S_E(f) = \frac{P_{M+1}}{\sum_{m=0}^{M} a_{M,m} e^{-j2\pi fm}^2}
\]

where the coefficients \( P_{M+1} \) and \( a_{M,m}, m = 0,1, \ldots, M \) are given by the set of linear equations

\[
\sum_{k=0}^{M} R(m-k) a_{M,m} = P_{M+1} \delta_{m,0}, \hspace{1cm} m = 0,1, \ldots, M
\]

and \( \delta_{m,0} \) is a Kronecker delta function. As will be shown in the next chapter, the coefficients \( \{a_{M,m}\}, m = 0,1, \ldots, M \) represent the impulse
response sequence of a prediction error filter (PEF) with the prediction distance equal to unity, and \( P_{M+1} \) is its output power.

Since the ME estimator is nonlinear, it is not possible to obtain general analytical expressions for its statistical properties. However, asymptotic results obtained by Kromer [53] and Berk [54] indicate that the ME estimator is asymptotically unbiased and consistent with variance

\[
\text{var}\{\hat{S}_E(f)\} = \frac{2M}{N} S^2(f).
\]

(1.5.7)

This result holds for large \( N \) and \( M \). It has been found recently [49] that the transfer function of the PEF has a probability density which may be interpreted as a generalization of the student's t distribution. Again, the asymptotic properties of the ME estimator may be considered approximately equal to those of the Blackman-Tukey estimator with the appropriate window function.

The main advantage of the nonlinear methods described above is the absence of a fixed window function. Thus, there are no unrealistic assumptions about the unknown portion of the data. Zero extension or periodic extension of the autocorrelation estimate, inherent in the linear methods, are quite arbitrary and, consequently, may be used satisfactorily only when a large amount of data is available. In the cases where the record length is relatively short, either because the phenomena may be considered stationary only over limited intervals of time, or because data can be collected only over the finite time interval, or both, the nonlinear methods are generally superior.

The MEM has been successfully applied to noisy sinusoidal waves as test signals [55]-[57], to geophysical data [58]-[62], and radar data
[63], [64]. The application of the method in the spatial processing of array data has also been indicated [65]. It has been observed, however, that in some test cases the MEM does not adequately represent the true spectra [56], [57], [66]. In order to solve this problem, Ulrych and Clayton [67] proposed a variation of the original MEM procedure, which they called least-square (LS) procedure. Since this modification does not necessarily produce a true PEF, Fougere suggested another variation [68], [69] which does result in a minimum phase PEF, and the disagreement with actual spectra has been completely resolved. The only shortcoming of this method is somewhat increased computation time.

The method proposed by Pisarenko [70] deals with retrieval of harmonics from a covariance function. As pointed out, the MEM spectrum for harmonic processes in additive noise is a smoothed version of this method. Finally, Treitel et.al. [71], [72] state that the applicability of a particular nonlinear method depends somewhat on the type of signal under analysis. Experimental analysis indicate that linear methods are, in general, best suited for moving-average (all-zero) processes [73], while the MEM is best-suited for the AR processes. A method for spectral estimation of mixed autoregressive-moving-average (ARMA) processes has also been proposed in [71], [72].
CHAPTER 2

MAXIMUM ENTROPY (AUTOREGRESSION) METHOD OF SPECTRAL ANALYSIS

2.1 Introductory Remarks

As mentioned earlier, because of the finite length of the available data record, a spectral estimator represents the true PSD only approximately. The degree of approximation depends on the statistical properties of the data sample and on the assumptions imposed on the chosen estimation procedure. If we require the spectrum to be the most random (i.e., to have the maximum entropy) of all the spectra with known ACF up to the Mth lag, we have the maximization problem expressed by Eqs. (1.5.3) and (1.5.4). The reason why the solution of these equations is a good spectral estimator can be qualitatively described as follows: If we are given a finite data record, we can calculate the ACF values up to the lag \( M' \) which is about 40% of the record length, by using MEM with a PEF having the impulse response of length \( M' \). If we now calculate the same function with a filter of length \( M \), which is about 25% of the original data record, and use the ME extension to find the values for \( m = M+1, M+2, \ldots, M' \), we find that the extended values will be very close to the previously calculated values. We shall say more about ACF extension later on in this chapter.

The maximum entropy concept is equivalent to fitting an AR (all-pole) model of finite order to the given data [45], [46]. This equivalence was first noted by van den Bos [74] to determine certain statistical properties of the ME spectral estimator. In the sequel we will use both terms interchangably.
2.2 Time-Domain Analysis of the ME Spectral Estimator

Under the assumptions that we have made concerning the process \( x(n) \), defined by Eq. (1.4.1), it is possible to represent it by an all-pole process of order \( M \):

\[
x(n) = -a_1 x(n-1) - a_2 x(n-2) - \ldots - a_M x(n-M) + w(n)
\]  

where \( a_1, a_2, \ldots, a_M \) are autoregressive coefficients, and \( w(n) \) is an uncorrelated process. Since \( x(n-i); i = 1, 2, \ldots, M \) are zero-mean Gaussian random variables, so is \( w(n) \) as their linear combination. Thus, \( w(n) \) is a Gaussian random process, with a sample variance \( P_{M+1} \). The process \( w(n) \) is frequently called the innovation or prediction error process.

Rewriting Eq. (2.2.1) in a compact form, we have

\[
\sum_{m=0}^{M} a_m \cdot x(n-m) = w(n)
\]  

where \( a_0 \neq 1 \).

To get the relationship between the ACF values, noise power, and AR coefficients, we evaluate the variance of both sides of Eq. (2.2.2)

\[
E \left[ \left( \sum_{m=0}^{M} a_m \cdot x(n-m) \right) \left( \sum_{k=0}^{M} a_k \cdot x(n-k) \right)^* \right] = E [w(n) \cdot w^*(n)] = P_{M+1}
\]  

(2.2.3)

Since the operations in Eq. (2.2.3) are linear and the summations are finite, we can interchange the order of summation and expectation, obtaining
\[
\sum_{m=0}^{M} a_m \cdot \sum_{k=0}^{M} a_k^* \cdot E[x(n-m) \cdot x^*(n-k)] = \sum_{m=0}^{M} \sum_{k=0}^{M} a_m a_k^* R(m-k) = P_{M+1}, \quad (2.2.4)
\]

where \(R(m-k)\) is the ACF value at the lag \(m-k\). The left-hand side of Eq. (2.2.4) represents a Hermitian form in \(M+1\) filter coefficients \(a_m\) with the associated Hermitian matrix of \(M+1\) ACF values:

\[
R(m) = \begin{bmatrix}
R(0) & R^*(1) & R^*(2) & \cdots & R^*(M) \\
R(1) & R(0) & R^*(1) & \cdots & R^*(M-1) \\
R(2) & R(1) & R(0) & \cdots & R^*(M-2) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
R(M) & R(M-1) & R(M-2) & \cdots & R(0)
\end{bmatrix} \quad (2.2.5)
\]

If we define an \((M+1)\times 1\) column vector of filter coefficients

\[
a = \begin{bmatrix}
1 \\
a_1 \\
a_2 \\
\vdots \\
a_M
\end{bmatrix}
\]

we can write Eq. (2.2.4) in matrix form as follows

\[
a^H \cdot R(m) \cdot a = P_{M+1}. \quad (2.2.7)
\]

where the superscript \(H\) signifies complex conjugate transpose (Hermitian
transpose). If we now define an \((M+1)\times 1\) column vector

\[
P_{M+1} = \begin{bmatrix}
p_{M+1} \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]  

(2.2.8)

and note that

\[
a^H P_{M+1} = P_{M+1}'
\]  

(2.2.9)

we can write Eq. (2.2.7) in the form

\[
R(m) \cdot a = P_{M+1}'
\]  

(2.2.10)

or, in the expanded form

\[
\begin{bmatrix}
R(0) & R^*(1) & \ldots & R^*(M) \\
R(1) & R(0) & \ldots & R^*(M-1) \\
\vdots & \vdots & \ddots & \vdots \\
R(M) & R(M-1) & \ldots & R(0)
\end{bmatrix}
\begin{bmatrix}
1 \\
a_1 \\
\vdots \\
a_M
\end{bmatrix}
= \begin{bmatrix}
P_{M+1} \\
0 \\
\vdots \\
0
\end{bmatrix}
\]  

(2.2.11)

If we write the above system in the form of the \(M+1\) simultaneous linear equations we get a set of normal equations for the Wiener prediction error filter (PEF) with prediction distance equal to unity [75].
2.3 The Relation Between the Wiener Prediction Filtering and Prediction Error Filtering

We can derive a set of equations (2.2.10) by starting with the corresponding Wiener prediction filter. To do this, we define the input sequence as in Eq. (1.4.10)

\[ \{x(n)\} = \{x(1), x(2), \ldots, x(N)\} \]  \hspace{1cm} (2.3.1)

We wish to design a filter of order \( M \) which will give at its output the best approximation, in a least-square sense, to the time advanced version of the input. Thus, the desired output is \( d(n) = x(n+1) \). If we denote the filter impulse response by the column vector

\[ b = [b_1, b_2, \ldots, b_M]^T \]  \hspace{1cm} (2.3.2)

then, the optimum values for the filter coefficients are obtained from the solution of the normal equations [75],[76]

\[
\begin{bmatrix}
R(0) & R^*(1) & \ldots & R^*(M-1) \\
R(1) & R(0) & \ldots & R^*(M-2) \\
\vdots & \vdots & \ddots & \vdots \\
R(M-1) & R(M-2) & \ldots & R(0)
\end{bmatrix}
\begin{bmatrix}
b_1 \\
b_2 \\
\vdots \\
b_M
\end{bmatrix}
= 
\begin{bmatrix}
R(1) \\
R(2) \\
\vdots \\
R(M)
\end{bmatrix}
\]  \hspace{1cm} (2.3.3)

In the general case for any desired output, the column vector on the right-hand side of Eq. (2.3.3) contains positive lag crosscorrelation values between the input and the desired output.
\[ R_{dx} (m) = \frac{1}{M} \sum_{n=0}^{M-m} x(n) \cdot x^*(n+m+1), \quad m = 0, 1, \ldots, M-1. \quad (2.3.4) \]

In a special case of prediction filtering with prediction distance equal to unity, \( d(n) = x(n+1) \), and Eq. (2.3.4) becomes

\[ R_{dx} (m) = \frac{1}{M} \sum_{n=0}^{M-m} x(n) \cdot x^*(n+m+1) = R(m+1), \quad m = 0, 1, \ldots, M-1. \quad (2.3.5) \]

These values appear on the right-hand side of Eq. (2.3.3).

To get the system of equations (2.2.11) we first subtract the vector \([R(1), R(2), \ldots, R(M)]^T\) from both sides of Eq. (2.3.3) and augment the system by adding the equation

\[ -R(0) + b_1 R(1) + b_2 R(2) + \ldots + b_M R(M) = -p_{M+1}. \quad (2.3.6) \]

to the top of the modified system. We thus obtain the system (2.2.11) where

\[ a_0 = 1 \quad (2.3.7(a)) \]
\[ a_i = -b_i, \quad i = 1, \ldots, M \quad (2.3.7(b)) \]
\[ p_{M+1} = \sum_{i=0}^{M} a_i R(i). \quad (2.3.7(c)) \]

We now see that the filter of Eq. (2.2.11) can be identified as a unit PEF associated with the prediction filter of Eq. (2.3.3). Equations (2.3.7) give the relations between the corresponding parameters.

Figure 2.3 - 1 illustrates a prediction filtering model described in the present section. The calculation of the filter coefficients...
Fig. 2.3 - 1 The predictive filter model: (a) design of filter coefficients, (b) application of prediction filter, (c) alternative form with prediction error filter.
is shown in Fig. 2.3 - 1(a), and its application in prediction is given in Fig. 2.3 - 1(b). The error sequence in the prediction of a future value of the input signal is obtained by delaying the filter output and subtracting the current estimate from the true value. The error sequence, $\varepsilon(n) = x(n) - \hat{x}(n)$, is the output of the alternate form, the PEP, shown in Fig. 2.3 - 1(c).

2.4 Revised Levinson Algorithm

An efficient algorithm for solving Eq. (2.2.11) recursively is given by Levinson in a paper which appears as an Appendix in Wiener's classic work on least-squares filtering [77]. In this procedure use is made of the Toeplitz structure of the autocorrelation matrix (Eq. (2.2.2)) to reduce the number of computations from $N^3$ for a general matrix inversion case, to $N^2$.

The Levinson algorithm is based on the minimization of the mean-square error with respect to all filter coefficients. This procedure may sometimes lead to an autocorrelation matrix which is not positive-definite. The modified algorithm, suggested by Burg [44] avoids this problem. It starts from the known matrix of the first $M+1$ estimates of the ACF values given by Eq. (2.2.5). We now introduce superscripted notation for this matrix, $R_{M+1}(m)$, to emphasize its dependence of the number of lags; $M+1$ is the dimension of the (square) matrix. The MEM gives an estimate of the ACF value, $R(M+1)$, such that the extended matrix $R_{M+2}(m)$ is non-negative definite. Hence, the determinant $\det R_{M+2}(m)$ must be non-negative. Being a quadratic function of $R(M+1)$, $\det R_{M+2}(m)$ becomes zero for two va-
values of the unknown $R(M+1)$. Since the second derivative of $\det R^{M+2}_R (m)$ with respect to $R(M+1)$ is

$$\frac{d^2 [\det R^{M+2}_R (m)]}{d [R(M+1)]^2} = -2 \cdot \det R^{M}_R (m), \quad (2.4.1)$$

which is always negative, it follows that the permissible values for $R(M+1)$ are those between the solutions of the quadratic equation $\det R^{M+2}_R (m) = 0$, including the solutions themselves. Selecting the value for the estimate of $R(M+1)$ to be exactly in the middle of the permissible range, $\det R^{M+2}_R (m)$ will be a maximum. The entropy of the $(M+2)$-dimensional Gaussian probability density function with AC matrix $R^{M+2}_R (m)$ is equal to [74],[78]

$$H(M+1) = \ln((2\pi e)^{M+2}/2 \cdot [\det R^{M+2}_R (m)]^{1/2}) . \quad (2.4.2)$$

Therefore, maximizing the determinant $\det R^{M+2}_R (m)$ is equivalent to maximizing the entropy.

We can now solve Eq. (2.2.11) iteratively by increasing the matrix dimension from $M+1$ to $M+2$. From now on we introduce a double subscript for filter coefficients, to distinguish between the filter order (first subscript) and the order of the coefficient of the particular filter (second subscript). Thus, $a_{M,m}$ is the $m$th coefficient of the $M$th order filter and $a_{M,M}$ is its last coefficient. Note that $a_{M,0} = 1.0$.

Following a procedure similar to that given by Andersen [79] for real valued data, we start with $M=0$, the corresponding prediction error filter being trivial with a single coefficient equal to unity. The power $P_1$ is the value of the ACF for zero lag, given by
Fig. 2.4 - 1 The illustration of (a) forward and (b) backward prediction error filtering.

\[ P_{M+1}^b = R(0) = \frac{1}{N} \sum_{n=1}^{N} x(n) \cdot x^*(n) = \frac{1}{N} \sum_{n=1}^{N} |x(n)|^2. \]  

(2.4.3)

For \( M=1 \), we have that the first-order filter with output error power \( P_2 \) defined by

\[
\begin{bmatrix}
R(0) & R^*(1) \\
R(1) & R(0)
\end{bmatrix}
\begin{bmatrix} 1 \\ a_{1,1} \end{bmatrix} = \begin{bmatrix} P_2 \\ 0 \end{bmatrix}
\]

(2.4.4)

In order to solve Eq. (2.4.4) for the three unknowns \( R(1), a_{1,1} \), and \( P_2 \), an additional condition is required, which is obtained by minimizing the average output error power \( P_2 \) with respect to \( a_{1,1} \). This power is obtained by averaging the power, \( P_{M+1}^f \), from forward filtering and that from backward filtering, \( P_{M+1}^b \), i.e., when the filter is conjugated, reversed, and run backward in time. The forward and backward filtering are illustrated in Figs. 2.4 - 1(a) and (b), respectively, for the general case of the \( M \)th order filter [80].
We see that the power resulting from forward filtering is

\[ P_2^f = \frac{1}{N-1} \sum_{n=1}^{N-1} |x(n+1) + a_{1,1}^* x(n)|^2 \]  \hspace{1cm} (2.4.5)

while the power resulting from backward filtering is

\[ P_2^b = \frac{1}{N-1} \sum_{n=1}^{N-1} |x(n) + a_{1,1}^* x(n+1)|^2 \]  \hspace{1cm} (2.4.6)

The additional condition required is obtained by minimization of the average of Eqs. (2.4.5) and (2.4.6)

\[ P_2 = \frac{1}{2} (P_2^f + P_2^b) \]  \hspace{1cm} (2.4.7)

with respect to \( a_{1,1} \). Setting \( \partial P_2 / \partial a_{1,1} \) to zero, we find that the output power is minimum for

\[ a_{1,1} = \frac{-2 \sum_{n=1}^{N-1} x^*(n) x(n+1)}{\sum_{n=1}^{N-1} (|x(n)|^2 + |x(n+1)|^2)} \]  \hspace{1cm} (2.4.8)

From Eq. (2.4.4), \( P_2 \) is obtained in terms of \( a_{1,1} \) and \( P_1 \) as

\[ P_2 = P_1 (1 - a_{1,1}^* a_{1,1}) = P_1 (1 - |a_{1,1}|^2) \]  \hspace{1cm} (2.4.9)

which, of course, is a real quantity.

Extending this procedure to higher order filters we find from Fig. 2.4 - 1 that the average output power from the \( M \)th order filter is
\[ P_{M+1} = \frac{P_{M+1}^f + P_{M+1}^b}{2} = \frac{1}{2(N-M)} \sum_{n=1}^{N-M} \left[ \sum_{m=0}^{M} a_{M,m} x(n+M-m) \right]^2 + \left[ \sum_{m=0}^{M} a_{M,m} x(n+M) \right]^2 \] 

Differentiating \( P_{M+1} \) with respect to the last coefficient, \( a_{M,M} \), and setting the derivative to zero, we obtain the optimum value of \( a_{M,M} \)

\[ a_{M,M} = \frac{-2 \sum_{n=1}^{N-M} \left( \sum_{m=0}^{M} a_{M-1,m} x(n+M-m) \right) \left( \sum_{m=0}^{M} a_{M-1,m}^* x(n+m) \right)^* \sum_{n=1}^{N-M} \left[ \sum_{m=0}^{M} a_{M-1,m} x(n+M-m) \right]^2 + \left[ \sum_{m=0}^{M} a_{M-1,m} x(n+m) \right]^2}{\sum_{n=1}^{N-M} \left[ \sum_{m=0}^{M} a_{M-1,m} x(n+M-m) \right]^2 + \left[ \sum_{m=0}^{M} a_{M-1,m} x(n+m) \right]^2} \]

where \( a_{M,m} = 0 \) for \( m > M \).

The introduction of the average error power by filtering in both directions ensures that the corresponding autocorrelation matrix is positive-definite in each recursion step [51]. Note also from Fig. 2.4-1 that the filter is not run off the ends of the data sample. Thus no assumptions about the signal before and after the data sample are required. This is in contrast in either the zero or periodic extension of the estimated ACF which is inherent in linear methods.

The remaining coefficients \( a_{M,m} \), \( m = 1,2,\ldots,M-1 \) are obtained from the lower \( M \) equations in (2.2.11) (Appendix A) in terms of \( a_{M,M} \) and the coefficients \( a_{M-1,m} \), \( m = 1,2,\ldots,M-1 \) (Eq. (A.8))

\[ a_{M,m} = a_{M-1,m} + a_{M,M} a_{M-1,M-m}^* \quad m = 1,2,\ldots,M-1 \]  

Note that the set of equations (2.4.12) hold formally for \( m = 0,1,\ldots,M \), if we recall the definitions for \( a_{M,0} = 1.0 \), and \( a_{M,m} = 0.0 \), for \( m > M \).
The minimum output power $P_{M+1}$ can, of course, be obtained by substituting (2.4.11) into (2.4.10). However, as shown in Appendix A, $P_{M+1}$ is given by a simple expression (A.10)

$$P_{M+1} = P_M (1 - a_M^* a_{M,M}^*) = P_M (1 - |a_{M,M}^*|^2). \quad (2.4.13)$$

We have now calculated all the quantities necessary for evaluating the maximum entropy power spectral estimate given by Eq. (1.5.5). After the calculation of the prediction error of the desired length $M = M_{\text{max}}$, by using Eqs. (2.4.11) to (2.4.13) in a recursive manner, we introduce those quantities into Eq. (1.5.5), choose the desired frequency resolution and calculate the spectrum. Although the algorithm does not require knowledge of the ACF values, we can calculate them simultaneously at any step $M$ in the recursion, by using the bottom equation in (A.2), which yields

$$R(M) = - \sum_{m=0}^{M-1} a_{M,M-m}^* R(m) = - \sum_{m=1}^{M} a_{M,m}^* R(M-m). \quad (2.4.14)$$

The choice of $M_{\text{max}}$ depends on the statistical properties of the input signals and on the desired resolution. We shall say more about it in section 2.6. Here we note that once $M = M_{\text{max}}$ is chosen we can calculate the ACF values up to $M_{\text{max}}$. However, we may wish to extrapolate $R(m)$ up to and including the lag value $L > M$. This may often happen when the chosen value of $M$ in the iteration process is very small. The criterion for the ACF estimates beyond the lag $M$ is that these values cannot reflect any additional information about the signal, that is, the change in entropy after the $M$th iteration should be equal to zero. It will be shown
later that this condition is equivalent to [81]

\[ a_{M+1, M+1} = a_{M+2, M+2} = \ldots = a_{L, L} = 0. \]  

(2.4.15)

Thus, using the second form of the \( R(M) \) from Eq. (2.4.14) in Eq. (2.4.15), we have the extrapolated values for \( R(m) \)

\[ R(M+\ell) = -\sum_{m=1}^{M} a_{M,m}^* R(M-m+\ell), \quad \ell = 1, 2, \ldots, L-M. \]  

(2.4.16)

The values obtained by Eq. (2.4.16) have the property that they tend to zero as \( L \) increases, thus equation (2.4.16) is sometimes useful for reducing truncation errors without introducing spurious information.

\subsection*{2.5 Procedure for Computer Calculation of the Complex Filter Coefficients}

A numerical procedure for the iterative solution of the PEF parameters follows. Substituting Eq. (2.4.12) into (2.4.10) we have for the average error power

\[ P_{M+1} = \frac{1}{2(N-M)} \sum_{n=1}^{N-M} \left[ \sum_{m=0}^{M} a_{M-1,m}^* x(n+M-m) + a_{M,M}^* \sum_{m=0}^{M} a_{M-1,M-m}^* x(n+M-m) \right]^2 \]

\[ + \left. \sum_{m=0}^{M} a_{M-1,m}^* x(n+m) + a_{M,M}^* \sum_{m=0}^{M} a_{M-1,M-m}^* x(n+m) \right]^2. \]  

(2.5.1)

Summations with the respect to \( m \) in Eq. (2.5.1) do not depend on \( a_{M,M}^* \).

Noting that the first sum in the square brackets equals the last one (only the order of summation is reversed), and the same for the second and the third sum, we denote them as follows
\[ p_{M}(n) = \sum_{m=0}^{M} a_{M-1,M-m}^{*} x(n+M-m) = \sum_{m=0}^{M} a_{M-1,m}^{*} x(n+m) \]  \hspace{1cm} (2.5.2)

\[ q_{M}(n) = \sum_{m=0}^{M} a_{M-1,m} x(n+M-m) = \sum_{m=0}^{M} a_{M-1,M-m} x(n+m) \]  \hspace{1cm} (2.5.3)

where \( n = 1,2,\ldots,N-M \). Introducing (2.5.2) and (2.5.3) into (2.5.1) or directly into (2.4.11), the condition \( \partial p_{M+1}/\partial a_{M,M} = 0 \) yields \[ \begin{align*}
    a_{M,M} &= \frac{\sum_{n=1}^{N-M} p_{M}^{*}(n)q_{M}(n)}{\sum_{n=1}^{N-M} (|p_{M}(n)|^2 + |q_{M}(n)|^2)} \\
    &= \frac{N-M}{2} \sum_{n=1}^{N-M} p_{M}^{*}(n)q_{M}(n) / \sum_{n=1}^{N-M} (|p_{M}(n)|^2 + |q_{M}(n)|^2) \ .
\end{align*} \]  \hspace{1cm} (2.5.4)

Recursive formulae for \( p_{M}(n) \) and \( q_{M}(n) \) may be derived by using the relationships between the filter coefficients, Eq. (2.4.12). The derivation is given in Appendix B. Equations (B.3) and (B.6) in Appendix B give

\[ p_{M}(n) = p_{M-1}(n) + a_{M-1,M-1}^{*} q_{M-1}(n) \]  \hspace{1cm} (2.5.5)

\[ q_{M}(n) = q_{M-1}(n+1) + a_{M-1,M-1}^{*} p_{M-1}(n+1) \]  \hspace{1cm} (2.5.6)

For the "zeroth" order filter, \( M = 0 \), we have simply

\[ p_{0}(n) = q_{0}(n) = x(n), \hspace{0.5cm} n = 1,2,\ldots,N. \]  \hspace{1cm} (2.5.7)

Since the recursion starts from \( M = 1 \), the actual starting values are

\[ p_{1}(n) = x(n), \hspace{1.5cm} n = 1,2,\ldots,N-1 \]  \hspace{1cm} (2.5.8)

\[ q_{1}(n) = x(n+1), \hspace{1.5cm} n = 1,2,\ldots,N-1 \]  \hspace{1cm} (2.5.9)
Fig. 2.5 – 1 Flow diagram of the recursive procedure. Superscript (aux) indicates auxiliary arrays needed for next step in the calculations.
We can now outline the complete calculation procedure for the filter coefficients. Note that the calculation of the ACF values in each step is independent of the remaining calculations and may thus be optional.

The steps in the iterative procedure are as follows:

1. From a given signal sample \( x(n), \quad n = 1, 2, \ldots, N \) calculate the power \( P_1 = R(0) \) using Eq. (2.4.3), and the parameters \( p_1(n) \) and \( q_1(n) \) by means of Eqs. (2.5.8) and (2.5.9).

2. Using \( M = 1 \); calculate \( a_{1,1} \) from (2.5.4), \( P_2 \) from (2.4.13), and \( R(1) \) from (2.4.14).

3. Increment \( M \) by 1, and calculate the next values for \( p_M(n) \) and \( q_M(n) \) from Eqs. (2.5.5) and (2.5.6).

4. For the current value of \( M \), calculate \( a_{M, M}, P_{M+1} \), and \( R(M) \) using Eqs. (2.5.4), (2.4.13), and (2.4.14), respectively.

5. Calculate the remaining coefficients \( a_{M, m}, \quad m = 1, 2, \ldots, M-1 \) through (2.4.12) and store them.

6. Repeat steps (3) - (5) for each value of \( M \), up to the pre-selected value \( M_{\text{max}} \).

We now have all the quantities necessary for calculating the spectral density estimate given by Equation (1.5.5). The recursive procedure is summarized in the flow diagram shown in Fig. 2.5 - 1. Superscript (aux) indicates auxiliary arrays needed for the next step.
2.6 Entropy Considerations and the Choice of the PEP Order

Let us consider the process $x(n)$ with the joint probability density function of the first $M$ samples $p[x(1), \ldots, x(M)]$. In general, the entropy of $x(n)$ is defined to be

$$H(x) = - \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p[x(1), \ldots, x(M)] \log(c_m p[x(1), \ldots, x(M)]) dx(1) \ldots dx(M)$$

(2.6.1)

where the base of the logarithm is any positive number and $c_m$ is an arbitrary scale factor. If $x(n)$ is a Gaussian process, Eq. (2.6.1) reduces to

$$H(x) = \log \left( \frac{(2\pi)^{M/2}}{c_m} \right) + \frac{1}{2} \log(\text{det}R^{M+1}(m)) .$$

(2.6.2)

Choosing the scale factor to be $c_m = (2\pi)^{M/2}$, and using natural logarithms, we have

$$H(M) = \frac{1}{2} \ln(\text{det}R^{M+1}(m)) .$$

(2.6.3)

In Equation (2.6.3) we have emphasized the dependence of the entropy on the order of the known autocorrelation lag, $M$. Thus, in each iteration, $M$, $H(M)$ is the measure of entropy exhibited by the corresponding spectral density. For example, if the iteration process is terminated after the "zeroth" recursion, the spectral density (Eq. (1.5.5) with $M = 0$) is constant for all frequencies

$$\hat{S}_e(f)_{(M=0)} = \frac{P_1}{|a_{0,0}e^{0}|^2} = P_1 = R(0) .$$

(2.6.4)
The autocorrelation matrix is reduced to a single term \( R(0) \), so that the measure of entropy exhibited by this spectrum is

\[
H(0) = \frac{1}{2} \ln R(0) .
\]  

(2.6.5)

The measure of entropy thus obtained would be realistic for the case of white noise only. If there is the same amount of information in the relationships which exist between pairs of adjacent points, this information would be indicated by

\[
H(1) = \frac{1}{2} \ln R(0) + \frac{1}{2} \ln(1 - |a_{1,1}|^2) ,
\]  

(2.6.6)

which can be calculated either by finding the corresponding all-pole \( \eta \) rational spectral density for \( M = 1 \) or, by simply finding the value of \( \det R^2(\eta) \) from Eq. (2.4.4). Extending this procedure to the higher order filter, we find that the measure of entropy after the \( M \)th recursion is

\[
H(M) = \frac{1}{2} \ln R(0) + \frac{1}{2} \sum_{m=1}^{M} \ln(1 - |a_{m,m}|^2) .
\]  

(2.6.7)

This may be considered to be a measure of information remaining "in" the data after the \( M \)th recursion. Thus, the amount of information "extracted" by the \( M \)th recursion is the difference

\[
\Delta H(M) = H(M-1) - H(M) = -\frac{1}{2} \ln(1 - |a_{M,M}|^2) .
\]  

(2.6.8)

Since \( |a_{M,M}| < 1 \), the logarithm in Eq. (2.6.8) is negative, and therefore \( \Delta H(M) > 0 \) for any \( M \). Moreover, one can expect that in each iteration, additional information has been extracted, so that \( \Delta H(M) \) decreases with \( M \). Of course, with \( M \) approaching the data length, \( N \), statistical
accuracy decreases. Thus, we may use $\Delta H(M)$ as a subjective criterion for terminating the recursion. Depending on the nature of the data, we can decide to choose for $M_{\text{max}}$ that value of $M$ for which $\Delta H(M)$ falls below a certain value or below a certain percentage of $H(0)$. Even with more objective criteria, given below, we can use the concept of entropy increment to get some kind of generalization.

Three different objective criteria have been proposed for choosing the filter order. The first one, called final prediction error (FPE) has been suggested by Akaike [82] - [84]. The FPE is defined as an estimate of the mean-square error in prediction (i.e., the prediction variance in a case of zero-mean process) expected when a predictor, calculated from one observation of the process, is applied to another independent observation of the same process. For a filter of order $M$, the FPE is defined by

$$FPE(M) = P_{M+1} \frac{N + M + 1}{N - M - 1}.$$  

(2.6.9)

Since $P_{M+1}$ decreases with $M$, while the second term in Eq. (2.6.9) increases, the $FPE(M)$ will have a minimum at some value $M = M_{\text{opt}}$. This value is used for the FPE order in an iterative procedure for coefficient calculation.

Another criterion, also suggested by Akaike [85], is the minimization of the log-likelihood of the prediction error variance as a function of $M$. This criterion, called the information theoretic criterion (AIC) is given by
\[ AIC(M) = \ln(p_{M+1}) + \frac{2M}{N}. \quad (2.6.10) \]

Again, \( AIC(M) \) may be calculated in each recursion and \( M_{opt} \) is a value for which the \( AIC(M) \) is minimum.

A third criterion has been proposed by Parzen [86] and is known as the autoregressive transfer function criterion (CAT). The order \( M_{opt} \) is obtained where the estimate of the difference in the mean-square errors between the true filter, which exactly gives the prediction error, and the estimated filter, is minimum. Parzen [86] has shown that this difference can be calculated, without explicitly knowing the exact infinite filter, by using

\[ CAT(M) = \frac{1}{N} \sum_{m=1}^{M} \frac{N-m}{N} p_{m}^{-1} - \frac{N-M}{N} p_{M}^{-1}. \quad (2.6.11) \]

The application of any of the above criteria yields a value for \( M_{opt} \) which is, in most cases, the best compromise between the variance and the bias of spectral estimate. It has been demonstrated that, for one period of the complex exponential signal, for example, all three criteria give the same value for the \( M_{opt} \) [62].

Based on the experience gained by using the described criteria for the clutter return analysis, and on the experimental results presented in [62], we have chosen the FPE criterion for the analysis in the following chapters, since it gives, in general, slightly better results than the other two.
2.7 Summary

Chapter 2 deals with a detailed description of the MEM which is used in this thesis for spectral analysis and classification of clutter signals. The connection between the estimates of the PSD and the ACF is given. It was shown that the corresponding estimates are related by the coefficients of the Wiener PEF. The relation between the prediction filtering and the prediction error filtering is given, because it is closely related to the method. Burg's revision of the Levinson algorithm is reviewed, which ensures positive-definiteness of the autocorrelation matrix and minimum phase property for the PEF. We have developed a complex version of the MEM algorithm, since it is needed for processing coherent video signals.

The method has also been discussed from the entropy standpoint. Three different criteria for selecting the optimum filter order have been reviewed. Akaike's FPE criterion exhibits slightly better results in the analysis of clutter data than the other two.
CHAPTER 3
CLUTTER CONSIDERATIONS AND ADEQUACY OF AN ALL-POLE MODEL

Before proceeding with the analysis of simulated and actual clutter data, it is necessary to explore the applicability of the methods used. In this chapter we first give examples of estimating the spectra of a narrow-band second- and fourth-order AR processes. After discussing the clutter models and the criterion for choosing the appropriate one for the analysis, we give a rationale for an all-pole representation of clutter spectra.

3.1 Spectral Estimation of All-Pole Processes

As mentioned in Chapter 1 the asymptotic behavior of spectral analysis methods have been investigated. It has been found that, in general, the linear and nonlinear methods give spectral estimates with similar statistical behavior when the record length $N$, and the maximum estimated autocorrelation lag $M$, become very large. Even though such analyses give some insight into the behavior of the spectral estimator, they tend to be misleading in comparing the merits of the linear techniques, and methods such as the maximum entropy estimation which is based on modelling the observed data.

For example, if a set of data can be modelled by a narrow-band second-order all-pole process, it will take a prediction error filter of low order to generate an ME estimate of its spectrum with minimum bias.
On the other hand, the number of lags of the autocorrelation estimate required to obtain a spectral window with satisfactorily resolution might be large enough to make the corresponding linear estimate unacceptable due to its instability.

To illustrate the applicability of the maximum entropy method to the analysis of of data records that can be approximated by the autoregressive model of a finite order, we will consider the three examples of the all-pole process. The usefulness of the minimum final prediction error, discussed in Chapter 2 will also be demonstrated in these examples.

Recalling Eq. (2.2.1) the second-order process can be represented by

\[ x(n) = -a_1 x(n-1) - a_2 x(n-2) + w(n) \quad (3.1.1) \]

where \( \{w(n)\} \) is a white noise sequence with zero mean and variance \( \sigma_w^2 \).

The theoretical spectral density of \( x(n) \) is given by [38]

\[ S_x^{(2)}(f) = \frac{\sigma_w^2}{|1 + a_1 e^{-j2\pi f} + a_2 e^{-j4\pi f}|^2} \quad (3.1.2) \]

We wish to have a process whose autocorrelation function is a damped sine wave, with spectral peak at some frequency \( f_0 \), and with most of its power located at the lower frequency range. To meet these requirements the parameters \( a_1 \) and \( a_2 \) should satisfy the following relations [38]

\[ -(1 + a_2) < a_1 < 0 \quad (3.1.3) \]

\[ |a_1(1 + a_2)| < 4|a_2| \quad (3.1.4) \]

\[ a_1 - 4a_2 < 0 \quad (3.1.5) \]
The location of a spectral peak, \( f_o \), is related to the parameters \( a_1 \) and \( a_2 \) by

\[
\cos(2\pi f_o) = -\frac{a_1(1 + a_2)}{4a_2} \quad (3.1.6)
\]

Parameters \( a_1 \) and \( a_2 \) have been chosen to satisfy the inequalities (3.1.3) to (3.1.5) and to give the peak frequency \( f_o = 0.155 \). With \( a_1 = -1 \), the second parameter is found from Eq. (3.1.6) to be \( a_2 = 0.8 \), and \( \sigma_w^2 \) is set to the value 2.56. With these parameters the plot of Eq. (3.1.2) is as shown in Figure 3.1 - 1. This curve is labelled "theoretical". The peak value of the plot is 90. and occurs at \( f_o = 0.155 \). The negative portion of the curve is symmetric with respect to the ordinate axis and thus, it was not plotted. The same is true for the other curves in Fig. 3.1 - 1 since the generated signal is real. The remaining curves represent the ME spectral density estimates obtained from 128 samples of \( x(n) \), with \( w(n) \) obtained from a Gaussian-distributed random number generator.

The first 100 samples generated are ignored in order to reduce transient effects. The plot for \( M = 9 \) corresponds to the optimum prediction error filter, for which the FPE is a minimum. In Fig. 3.1 - 1 we see that for both \( M = 5 \) and \( M = 14 \), the ME spectral density estimator exhibits minor peaks which do not appear in the plot for \( M_{\text{opt}} \). The number of these peaks and their amplitudes increase with increasing filter order. Also, the location of the mean peak shifts to the right and its amplitude increases with increasing \( M \). We may thus consider the curve corresponding to \( M_{\text{opt}} \) as an optimum estimate in the sense that it is a compromise between the
Fig. 3.1: Theoretical power spectral density for the all-pole process $x(n-1) = 0.8x(n-2) + z(n)$; $\sigma^2 = 2.56$, and its ME estimates for $M = 6$, $M = M_{opt}$, and $M = 14$. Theoretical spectral density with $M = 14$.
fidelity of the estimate and the computation time for the filter coefficients. Note that since the curve for FPE as a function of M has a relatively broad minimum, the resulting estimate is somewhat insensitive to the choice of M in the immediate vicinity of $M_{\text{opt}}$.

For a second example, consider the case of a complex second-order all-pole process involving data generated in a manner similar to that in the previous example. In this case, however, two different sets of random numbers are generated according to Eq. (3.1.1), which form the real and imaginary parts of the process. The parameters of the process are $a_1 = -1$ and $a_2 = 0.8 - j0.2$, while $\sigma_w^2$ is chosen to be

$$\sigma_w^2 = |1 + a_1 + a_2|^2 = 0.68,$$

so that the normalized spectral density at zero frequency is equal to unity. The theoretical spectral density of such a process, and its ME estimates for three different values are shown in Figures 3.1 - 2(a), (b), and (c). The theoretical spectrum exhibits assymetry in that the peak in the negative frequency region is broader, further away from the origin, and has a significantly smaller magnitude than the peak in the positive frequency region.

The spectral density estimates in Fig. 3.1 - 2(a) are obtained with 64 data samples of the process, with the first 50 sample ignored in order to reduce transient effects. It can be seen from Fig 3.1 - 2(a) that the spectral estimates give a good representation of the theoretical spectrum in the positive frequency region, again with closest approximation obtained for the optimal value of M; in the negative frequency region, however, the estimated peaks are shifted away from their actual
Fig. 3.1 - 2 (a). The theoretical power spectral density for the complex second-order all-pole process with $a_1 = 1$, $a_2 = 0.8 - j0.2$, and $a^2 = 0.68$, and its ME estimates with the first 50 samples ignored and $N = 64$. 
Fig. 3.1 - 2(b) The same spectra as in Fig. 3.1 - 2(a) except that the first 114 samples are ignored and $N = 64$. 
Fig. 3.1 - 2(c) The same spectra with the first 114 samples ignored and \( N = 192 \).
position. The reason for this phenomenon is that the number of front-end data samples of the process that were ignored were not adequate to ensure that all transient effects have died away completely. This observation is confirmed in Fig. 3.1 - 2(b) where 114 data samples were ignored as compared to 50 in the case of Fig. 3.1 - 2(a). Note, however, that in Fig. 3.1 - 2(b) the optimum length of the filter is equal to 5. We thus find that in Fig. 3.1 - 2(b) the ME estimates provide a closer approximation to the actual position of the peak for negative frequencies, for both the optimal value of \( M \) and for \( M = 9 \), than the previous estimates in Fig. 3.1 - 2(a). Note also that the filter of order two gives a poor estimate of the peak in the positive frequency region, and that the peak in the negative frequency region is not resolved at all.

Provided that an adequate number of front-end data samples are ignored so as to make transients effects negligible, the ME estimates are relatively insensitive to the number of data samples used for driving the estimators. This is confirmed in Fig. 3.1 - 2(c) where the number of data samples ignored is the same as that in Fig. 3.1 - 2(b), but the number of data samples used in the spectral analysis is three times as many.

A third example is a fourth-order all-pole process described by

\[
x(n) = -a_1x(n-1) - a_2x(n-2) - a_3x(n-3) - a_4x(n-4) + w(n) \quad (3.1.9)
\]

with a corresponding spectral density

\[
S_x^{(4)}(f) = \frac{\sigma_w^2}{\left|1 + a_1e^{-j2\pi f} + a_2e^{-j4\pi f} + a_3e^{-j6\pi f} + a_4e^{-j8\pi f}\right|^2} \quad (3.1.9)
\]

The parameters \( a_i \), \( i = 1, 2, 3, 4 \) were chosen in such a way to get the
two close spectral peaks at frequencies \( f_1 = 0.3 \) and \( f_2 = 0.33 \) with respective amplitudes of 8.3 and 10.0. The standard deviation of the innovation (white noise) process \( w(n) \) was chosen to be \( \sigma_w = |1 + a_1 + a_2 + a_3 + a_4| \) so that the value for \( S_x^{(4)}(0) \) is normalized to unity. The parameter values are given in Table 3.1 - 1.

<table>
<thead>
<tr>
<th>parameter</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
<th>( \sigma_w )</th>
<th>( \sigma_w^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>1.6</td>
<td>2.4</td>
<td>1.44</td>
<td>0.81</td>
<td>7.25</td>
<td>52.56</td>
</tr>
</tbody>
</table>

**TABLE 3.1 - 1.**

Parameter values for the 4th order all-pole process.

The curve labelled "theoretical" in Fig. 3.1 - 3 is a plot of Eq. (3.1.9), while the remaining three curves represent the ME estimates obtained from 128 samples of \( x(n) \). The random number generator used for generating \( w(n) \) was the same as in the first example. Again, the plots are shown for positive frequencies only. In Fig. 3.1 - 3 we see that for \( M = 3 \) (the value which is less than the theoretical order of an all-pole process), the existing peaks have not been resolved. Besides, the single peak is shifted to the left from the larger peak by 10.4% of the full frequency range. With larger values of \( M \) both peaks can be resolved.

Table 3.1 - 2 summarizes the locations and magnitudes of both peaks, as well as the per cent shift from the true peak location. We see that, by increasing \( M \), the positions of the maxima in the corresponding spectral estimates become closer to the exact positions. In this sense the estimate corresponding to \( M = 11 \) is better than the one for the op-
Fig. 3.1 - 3 Theoretical power spectral density for the all-pole model $x(n) = -1.6x(n-1) - 2.4x(n-2) - 1.44x(n-3) - 0.81x(n-4) + z(n)$; $\sigma_w^2 = 52.56$, and its ME estimates for $M = 3$, $M_{opt} = 7$, and $M = 11$. 
<table>
<thead>
<tr>
<th>Parameter values</th>
<th>( f_1 )</th>
<th>( \frac{f_1 - f_{1\text{t}}}{%} )</th>
<th>( S_{x}^{(4)}(f_1) )</th>
<th>( f_2 )</th>
<th>( \frac{f_2 - f_{2\text{t}}}{%} )</th>
<th>( S_{x}^{(4)}(f_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectra</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theoretical</td>
<td>0.300</td>
<td>0.0</td>
<td>8.3</td>
<td>0.330</td>
<td>0.0</td>
<td>10.0</td>
</tr>
<tr>
<td>( M = 3 )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.278</td>
<td>10.4</td>
<td>4.4</td>
</tr>
<tr>
<td>( M_{\text{opt}} = 7 )</td>
<td>0.257</td>
<td>8.4</td>
<td>1.8</td>
<td>0.321</td>
<td>1.8</td>
<td>4.9</td>
</tr>
<tr>
<td>( M = 11 )</td>
<td>0.280</td>
<td>4.0</td>
<td>2.2</td>
<td>0.327</td>
<td>0.6</td>
<td>4.0</td>
</tr>
</tbody>
</table>

TABLE 3.1 - 2.

Locations and magnitudes of the spectral peaks for the theoretical 4th order all-pole spectrum and its ME estimates with \( M = 3, 7(\text{opt}), \) and 11.

The results of the above analysis show that the proposed objective criteria for the prediction error filter order can only be used as a guide. A priori knowledge of the signal statistics should also be considered. We see that when the signal sample can be modelled by an all-pole process, the value of \( M_{\text{opt}} \) will be equal or slightly greater than the order of the process. If this is not the case (for example, when a high level noise is added to the signal), the estimate for \( M_{\text{opt}} \) is generally not good and the larger values of \( M \) should be chosen. In these cases, the curves for the \( \text{FPE}(M) \) or for the other criteria, usually have a broader minimum. This is in agreement with the results of section 2.6.
3.2 Description of the Selected Clutter Model

Amongst the various models for clutter available in the literature, we have chosen the one proposed by Hawkes and Haykin [87], since it gives a good representation of real clutter signal for a large number of cases and, yet, it is computationally simple and efficient. The model is characterized by four parameters which directly correspond to the parameters of scatterers that reflect the energy transmitted by radar. We can vary these parameters at will, thus we can simulate the signals with different statistical properties. The description of the clutter model follows.

When an RF pulse is transmitted from a radar toward a cloud of random scatterers, part of the energy is reflected back to the radar by the scatterers independently of one another. As the transmitted wave reaches the scatterers, echoes are received at a rate that depends on the local density of the cloud. Wong et al. [27], [28] have developed a clutter model by treating the scatterers as dipoles, instead of points with variable cross-sections. This assumption permits the determination of the effects of rotation of the scatterers, which were previously neglected.

For the case of linear transmit-linear receive, the radar cross-section developed in [28] reduces to one that varies sinusoidally with time. In particular, the functional dependence of the radar echo from a dipole scatterer located at azimuth $\theta_i$ and range $r$ may be expressed as follows.

$$s_{i,k}(t,r) = s_{i,k} \{ C + U e^{j2(2\pi f_r t + \phi)} + L e^{-j2(2\pi f_r t + \alpha)} \}$$  (3.2.1)
where

\[ s'_{i,k} = \text{broadside echo voltage of the dipole with the electric field vector parallel to its axis,} \]

\[ f_r = \text{rotational frequency of the dipole,} \]

\[ \alpha = \text{initial angle between the dipole axis and the plane perpendicular to the direction of propagation,} \]

\[ C, U, L = \text{random variables which depend on polarization and orientation of the rotation axis of the dipole.} \]

For the case of linear transmit-linear receive, we have

\[ \frac{1}{4} E [\xi^2] = E [U^2] = E [L^2]. \]  \hspace{1cm} (3.2.2) \]

These quantities represent the relative magnitudes of the mean backscattered power contained in the three spectral components which make up the received echo from a single dipole scatterer.

Consider Fig. 3.2-1 where it is assumed that the antenna is scanning around at \( \omega_s \) radian per second; at time \( t = 0, \theta = 0 \). The model assumes uniformly distributed scatterers in a small range-azimuth cell both along the radial lines and along the azimuth increment. Each radial line is identified by azimuth angle, \( \theta_i \), and along it there are scatterers distributed at uniform intervals, indexed by the letter "k".

We shall characterize the received clutter signal in terms of its autocorrelation function. For this purpose, we first compute the return from one elemental dipole scatterer, sum all the individual contributions to determine the clutter signal, and then form the autocorrelation function of the signal. The calculation is detailed in Appendix C.
Fig. 3.2-1 The assumed clutter model.
For the transmitted signal, we shall assume a coherent pulse train defined by

\[ \psi_T(t) = \mu_T(t) e^{j2\pi f_c t} \]  

where \( f \) is the radar carrier frequency. The envelope of this signal is

\[ \mu_T(t) = \sum_{p=0}^{P-1} a_p \mu_s(t-pT_R) \]  

where

\( \mu_s(t) = \) envelope of a single pulse,

\( a_p = \) weighting given to each pulse by the antenna,

\( P = \) number of pulses transmitted,

\( T_R = \) interpulse period.

For the assumed Gaussian distributions for the dipole rotation frequency, \( f_r \), and Doppler shift, \( f_d \), the normalized autocorrelation function of the clutter is given by Eq. (C.7) which is reproduced here for convenience

\[ R_x(q) = \frac{2}{3} \left[ 1 + \frac{1}{2} \cos(4\pi \mu_r) e^{-8\pi^2 q^2 \sigma_r^2} \right] e^{-j2\pi q \mu_d - 2\pi^2 q^2 \sigma_d^2 - \frac{q^2}{2\sigma_0^2}}. \]  

In Eq. (2.3.5) \( T_0 \) and the model parameters \( \mu_r, \mu_d, \sigma_r, \) and \( \sigma_d \) have been normalized with respect to the interpulse period \( T_R \).

The model used for the spectral analysis of clutter signal is based on Eq. (C.3). As mentioned in Appendix C the dynamic range for the main lobe of the antenna, and the size of the scatterer array have been chosen to satisfy the trade-off between the adequate representation of the scatterer field and the computational time.
3.3 Adequacy of an All-Pole Representation of Clutter Spectra

As mentioned in section 1.4, the applicability of a particular method of spectral analysis depends on the statistical properties of the signal being analyzed. For linear processes, Treitel et. al. have shown [71],[72] that for the theoretical models corresponding to MA, AR, and ARMA processes the best procedures are, respectively, the lag-window, the maximum entropy, and the iterative least-square procedures. In the case of some physical signals encountered in practice it is difficult, if not impossible, to determine which model best fits to the observed data. There is no simple and reliable test which can identify a real life situation with some particular model. A number of theoretical tests have been devised for this purpose (e.g. see [88,ch.5]), but none appear to be satisfactory from a practical viewpoint.

In the case of clutter signals which are obtained by reflection of transmitted waves from various objects, there exists no unique way of determining the spectral properties of the signal. However, a considerable amount of effort has been expended in order to find a model which best fits the particular situation. In the classic works by Barlow [20] and Goldstein [21] the clutter spectrum is assumed to be Gaussian for the majority of fluctuating clutter targets. This spectral shape has since been confirmed by other authors [22],[23]. A somewhat convenient form of the expression for clutter spectrum developed by Barlow [20] is

\[ S(f) = e^{-\frac{f^2}{2\sigma_f^2}} \]

(3.3.1)

where \( \sigma_f \) is the spectral spread. However, other investigators have found
that a better fit to experimental data is obtained when the power spectral density is represented by an all-pole spectrum of order three [25] or of order four [26,p.9]. It is therefore apparent that there is no unique representation of the clutter spectrum which will be valid for all cases. Both the transcendental (Gaussian shaped) and rational (all-pole) spectra have been used as a reasonable approximation for the particular representation.

The clutter may be modelled as an autoregressive (all-pole) process of a finite order. The representations in [25], and [26,p.9] give the model orders of three and four, respectively. On the other hand, the Gaussian shaped model, assumed by the other workers, may be approximated accurately by an all-pole rational model. For example, the absolute errors in approximating the function

\[ S(f) = \frac{1}{\sqrt{2\pi}} e^{-f^2/2} \]  

by an autoregressive model of orders 6 and 10 are less than 2.7\times10^{-3} and 2.3\times10^{-4}, respectively [89]. Thus, the application of the MEM to the spectral analysis of clutter data is theoretically justified. The experimental analysis given in Chapters 4 and 5 confirms the practical usefulness of the method. Indeed, virtually every stochastic process encountered in practice (after appropriate preprocessing) can be approximated to any desired accuracy by a finite autoregressive model of a sufficiently high degree [90,p.327]. Since the clutter spectrum is reasonably smooth, the degree need not be too large.
3.4 Summary

In this chapter we discussed the applicability of the MEM to spectral analysis of clutter. For the analysis to be justified, the clutter has to be represented by an all-pole model. The order of the model have been chosen to be two and four with both signals having relatively narrow spectral peaks. The obtained results have shown that the positions of spectral peaks in the estimates become closer to the true peak locations, as number of filter coefficients, M, increase. However, as M becomes a more significant fraction of the number of data samples, N, statistical instabilities occur; the problem well recognized in spectral analysis [1]. There exists some optimal value, \( M_{\text{opt}} \), for which the best compromise between resolution, stability, and computation time is achieved. We have used the minimum FPE criterion to determine \( M_{\text{opt}} \), since it seems to be the best criterion for the type of signals we are interested in. Resolution capabilities of the MEM, as a function of M, have been considered on the example of fourth order all-pole process which contained two, very close, spectral peaks.

Consideration of clutter models has led us to choose a model developed by Hawkes and Haykin [87] since it is general and yet computationally fairly simple.

Finally, we discussed the adequacy of the MEM in clutter spectral analysis, which is equivalent to the problem of representing the clutter signal by a finite order AR model. We have demonstrated that, in virtually all cases, such a representation is valid. The reasons are summarized below:
(1) The spectral densities of clutter signal given in [25] and [26,p.9] are given in terms of rational all-pole functions of order three and four, respectively. These models allow direct applications of the MEM. The suggested orders of a process are rather low, indicating a computationally efficient procedure.

(2) Non-rational spectra suggested in [20],[27] and some other authors are all based on Gaussian shaped function which, obviously, do not have finite order expansion. However, a reasonably accurate approximation can be obtained by an all-pole representation with a relatively low order.

(3) Theoretically, virtually every random process can be represented by an all-pole process [67],[90]. The efficiency of the MEM as applied to spectral estimation depends on how high is the order with which the particular process can be accurately described. The analysis performed in this work as well as the results of previous work indicate that all-pole model fitting to various clutter signals is perfectly feasible.
CHAPTER 4

MAXIMUM ENTROPY ESTIMATION OF COMPUTER-SIMULATED CLUTTER MODEL AND COMPARISON WITH WELCH'S METHOD

We present here the spectral analysis of computer-generated clutter based on the model described in the previous chapter. This analysis is carried out using the MEM and Welch's method.

4.1 Short-Term Spectral Estimation of Computer-Generated Clutter

Spectral analysis of clutter returns in a scanning radar may be helpful in forming a "clutter map" of the surrounding environment. For example, the spectral characteristics of the clutter can be used as a means of controlling the coefficients of an adjustable filter in an adaptive moving target indicator (MTI) filtering scheme [91],[92]. The speed of adaptation depends on how fast the power spectral density can be computed from the observed clutter data. For a typical Air Traffic Control (ATC) radar, the number of data samples collected from a range-azimuth cell in one scan is between 10 and 20. To get a reliable estimate of the spectral density of the clutter in this cell with conventional methods, we need to use data gathered from several scans to perform the analysis. In this case, the measured spectral density represents the time average over those scans. Adjustment of the adaptive filter coefficients takes place after this analysis is completed.

As an example, assume that we need 500 data samples from a par-
ticular range-azimuth cell to perform the analysis by using an FFT-based method. For a typical rotating antenna with 10 revolutions per minute (RPM) and 20 hits per beamwidth, we need data collected from 25 scans, corresponding to 2.5 minutes. Thus, the obtained spectral density estimates in every scan represent average spectra for the previous 25 revolutions. They give reliable representation of clutter signal if the changes in the statistical properties of the surrounding environment are not too fast.

If, however, the statistical properties of the environment change continuously or somewhat rapidly, because of prevailing stormy weather conditions or bird migration, it may be necessary to use a short-term estimate of the pertinent clutter signal. In this regard, we may apply the MEM, since the estimate obtained in this manner, may be calculated from the data collected from two or three consecutive scans or even from a single scan only. To illustrate this possibility, the analyses were run with 64, 32, and 16 data points. Figure 4.1 - 1 shows the spectral density estimates (normalized with respect to the values at zero frequency) obtained from 64, 32, and 16 data samples. The model generates both in-phase and quadrature components of the video signal for the coherent pulse radar. Thus, the complex form of the MEM algorithm [80] is employed in the analysis. The PEF length is automatically set to the value corresponding to the minimum value of the final prediction error. For simplicity of presentation, we consider only the radial motion of scatterers and assume zero-mean radial velocity with variance $\sigma_d^2$.

We observe in Fig. 4.1 - 1 that the spectra exhibit three peaks. Two of these peaks are in the positive frequency domain at the locations
Fig. 4.1 - 1 The ME estimates of a clutter signal using first 16, first 32, and first 64 samples.
Fig. 4.1-2 The ME estimates of clutter signals having two different values of $\sigma_d$, with 16 samples.
designated as \( f_{pl} \) and \( f_{p2} \). The third one, \( f_n \), is in the negative frequency domain. The locations of these peaks, for different number of data samples used, are summarized in Table 4.1 - 1. Frequencies \( f_n \) and \( f_{p2} \)

<table>
<thead>
<tr>
<th>N</th>
<th>( f_n )</th>
<th>( f_{pl} )</th>
<th>( f_{p2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>-0.040</td>
<td>0.0067</td>
<td>0.0402</td>
</tr>
<tr>
<td>32</td>
<td>-0.047</td>
<td>0.0134</td>
<td>0.0410</td>
</tr>
<tr>
<td>16</td>
<td>-0.047</td>
<td>-</td>
<td>0.0470</td>
</tr>
</tbody>
</table>

**TABLE 4.1 - 1.**

Locations of the spectral peaks for different number of data samples.

are located nearly symmetrically away from zero frequency and the corresponding amplitudes slightly increase with decreasing the number of data samples. Another peak appears at very low frequencies. It is shifted to the right for the case of 32 data points, while for the case of 16 data points it vanishes. This is due to the reduced resolution of the estimate for a very small number of data samples [93].

It should be noted that the clutter data for the curves in Figure 4.1 - 1 were generated using three independent sets of the random number generator. The assumption about stationarity cannot be reliably confirmed with the number of data samples that are used in the procedure. Nevertheless, the results show that the curves in Fig. 4.1 - 1 do not differ significantly. The shift of the peak location at \( f_n \) or \( f_{p2} \), for example,
does not exceed 0.3% of the pulse repetition frequency (PRF). If we take a difference between two -10 dB points as a measure of spectral spread, we see from Fig. 4.1 - 1 that the variation of these points is less than 7% of the PRF, when the length of record is reduced from 64 to 16 data samples.

The possibility of resolving clutter signals with slightly different spectral spreads is illustrated in Figure 4.1 - 2. The diagrams represent the ME estimates for two different realizations of the clutter signal with the Doppler standard deviation \( \sigma_d \) equal to 0.0252 and 0.0255, with the number of data samples \( n = 16 \). Both curves are generated with identical output sets of random number generator. For a radar operating at carrier frequency \( f_c = 1 \text{ GHz} \) and PRF = 600 Hz, the absolute difference in Doppler spread is

\[
\Delta \sigma_d^{(\text{abs})} = (\sigma_{d2} - \sigma_{d1}) \cdot \text{PRF} = 0.18 \text{ m/sec,} \tag{4.1.1}
\]

which corresponds to a spectral spread of

\[
\Delta \sigma_f = 2 \cdot \frac{f_c}{c} \cdot \Delta \sigma_d^{(\text{abs})} = 1.2 \text{ Hz} \tag{4.1.2}
\]

where \( c = 3 \times 10^8 \) meters per second is the velocity of light. Although this difference is small, and the record is only 16 data samples long, nevertheless, the difference is detectable in the ME spectral density estimates.
4.2 Comparison of the MEM and Welch’s Method

In this section we present the results of a comparative analysis of the MEM and Welch’s method for power spectrum estimation. The analysis is based on the computer model developed in [87] which was described in Chapter 3. To simplify the analysis, we vary only one model parameter, \( \sigma_d \), while the others are set equal to zero (the influence of \( \nu_d, \nu_r \), and \( \sigma_r \) on the shape of the spectral density is shown in detail in [26]). With this simplification we are able to examine the influence of other parameters intrinsic in the problem of spectral estimation using a finite number of data samples.

As shown in Chapter 2 the prediction error filter length \( M \) is not too critical when the underlying spectra are reasonably smooth, which is the case in almost every clutter situation. This is, of course, valid if \( M \) lies in the vicinity of the value \( M_{opt} \) for which one of the three previously mentioned criteria is minimum. We have chosen the final prediction error (FPE) criterion, so that all the results obtained correspond to the value of \( M_{opt} \) for which FPE is minimum. This value is automatically determined by the computer program which compares, at each recursion, a new value for FPE with the previous one, and terminates the recursion when the condition

\[
\text{FPE}(M+1) > \text{FPE}(M)
\]

occurs. This procedure is experimentally justified by checking the monotonicity of \( \text{FPE}(M) \). In all the cases examined here, FPE has a single minimum when plotted as a function of \( M \). We have checked all the cases by
by computing FPE for the values of $M$ which are at least three times greater than $M_{opt}$. All the diagrams exhibit a broad minimum at $M_{opt}$.

For the purpose of comparison, Welch's method has been chosen as representative of the linear spectral estimation procedures. The reasons for such a choice are given in Section 1.4 along with the description of the method itself. The window functions have been chosen in accordance with the requirements for resolution and statistical stability. The Bartlett window has the narrowest main lobe (apart from the rectangular window which has large sidelobes), the Parzen window exhibits the lowest sidelobe level, while the Hamming window is a good compromise between the Bartlett and Parzen windows. The analytical expressions for lag windows are given below.

Bartlett window:

$$w_B(m) = 1 - \left| \frac{m-M'}{M''} \right|, \quad 0 < m < M-1, \quad (4.2.2)$$

Hamming window:

$$w_H(m) = 0.54 - 0.46 \cdot \cos\left( \frac{2\pi(m+1/2)}{M} \right), \quad 0 < m < M-1, \quad (4.2.3)$$

and Parzen window:

$$w_P(m) = \begin{cases} 
1 - 6 \left( \frac{m-M'}{M''} \right)^2 + 6 \left( \frac{|m-M'|}{M''} \right)^3, & \frac{M'}{2} < m < \frac{3}{2} M' \\
2\left( 1 - \frac{|m-M'|}{M''} \right)^3, & 0 < m < \frac{M'}{2} \text{ and } \frac{3}{2} M' < m < M-1.
\end{cases} \quad (4.2.4)$$

where $M' = (M-1)/2$ and $M'' = (M+1)/2$. 
In contrast with the analysis performed in the previous section, the minimum number of data samples was chosen to be 32, rather than 16, because the spectral densities by Welch's procedure were too broad for a small number of samples. The maximum number was chosen to be 256, large enough to give a qualitative indication of a bound where both methods give approximately the same results. When Welch's method was applied all the data were divided, for convenience, into 4 nonoverlapping segments.

Figure 4.2 - 1 shows the spectral density estimates obtained with the MEM and Welch's method (based on the three window functions) using 256 data samples. Three spectral peaks can be observed with both methods. Specifically, we have a peak at zero frequency and two at nearly symmetrically located frequencies. The appearance of the latter two peaks is attributed to the fact that a limited number of data samples were taken and that the spectra were not averaged. There are also asymmetries in the computed spectra. This is so, because the number of scatterers moving in any one direction is not balanced exactly by an equal number moving in the opposite direction. However, these asymmetries are not excessive. In all cases where the methods were compared, the generated clutter samples were identical [94], [95].

With the exception of the Parzen window applied to the data segments in Welch's procedure, all three peaks are easily resolvable with both methods. Also, the spectral spread of the main lobe is greater in the case of the Parzen window; on the other hand, the power density level at higher frequencies is about 15 dB below that of the estimate with the Hamming window and roughly 5 dB below the Bartlett window case. Note
Fig. 4.2-1 The power spectral density estimates of 256 data points using the MEM and Welch's method (based on the Bartlett, Hamming, and Parzen windows).
Fig. 4.2-2 The power spectral density estimates of 64 data points using the MEM and Welch's method (based on the Bartlett, Hamming, and Parzen windows).
that the "sidelobe structure" inherent in all lag-window methods does not exist in the maximum entropy spectrum.

If we reduce the number of data samples to the first 64, keeping all other parameters unchanged, we obtain the results shown in Figure 4.2 - 2. While the maximum entropy estimate still reveals three peaks with slight changes in their amplitudes, the resolution capability of Welch's method has completely vanished. We also observe that both the spectral spread and the sidelobe levels have increased considerably in the case of Welch's method, while the corresponding increase in the spectral spread in the case of MEM is only about one per cent at the -50 dB points.

The effect of varying the number of data samples on the spectral density estimate is illustrated in Fig. 4.2 - 3 for the MEM and in Fig. 4.2 - 4 for Welch's method. The Parzen window was chosen in the latter case because it has the lowest spectral sidelobes amongst the three windows used in the analysis. We see that by halving the record length, the spectral spread obtained by Welch's method is approximately doubled, while the MEM results in only a relatively small change in the spectral spread. In Figures 4.2 - 3 and 4.2 - 4 we have also included the theoretical spectral density obtained by taking the discrete Fourier transform of the Eq. (3.2.5), using 64 samples padded with an equal number of zeros.

The resolution capabilities of the two methods are compared in Figures 4.2 - 5 and 4.2 - 6. The curves in Fig. 4.2 - 5 show Welch's spectral density estimates of the clutter data consisting of 256 samples, with three different values for the parameter \( \sigma \), which differ by no more than 3%. The selected values for normalized \( \sigma \), as well as their absolute
Fig. 4.2 -3 The ME estimates of a clutter signal using the first 32, first 64, and first 128 samples. The theoretical spectrum is obtained by Fourier transformation of Eq. (3.2.5).
Fig. 4.2-4 Estimates obtained by using Welch's method (based on the Parzen window) applied to the first 32, first 64, and first 128 samples of the clutter signal. The theoretical spectrum is obtained by Fourier transformation of Eq. (3.2.5).
Fig. 4.2-5 Estimates obtained by using Welch's method (based on Bartlett window) applied to clutter signals with three different values of $\sigma_D$, with 256 data samples.
Fig. 4.2 - 6 The ME estimates of clutter signals having three different values of $\sigma_d$, with 128 data samples.
values corresponding to PRF = 600 Hz are summarized in Table 4.2 - 1. The Bartlett window was chosen in this case, since it has the narrowest main lobe compared to the Hamming and Parzen windows, and thus the best resolution. We see from Fig. 4.2 - 5 that the effect of this small change

<table>
<thead>
<tr>
<th>$\sigma_d$ (normalized)</th>
<th>0.0260</th>
<th>0.0265</th>
<th>0.0268</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_d \cdot$PRF (Hz)</td>
<td>15.6</td>
<td>15.9</td>
<td>16.08</td>
</tr>
</tbody>
</table>

**TABLE 4.2 - 1.**

Normalized (to PRF = 600 Hz) and absolute values of $\sigma_d$, selected for diagrams in Figs. 4.2 - 5 and 4.2 - 6.

in $\sigma_d$ on the spectral density characteristics cannot be detected by applying Welch's method, in spite of using a relatively long data record (i.e., 256 data samples). On the other hand, by applying the MEM as in Fig.4.2 - 6, the different values of $\sigma_d$ are readily resolved, even though the analysis is based on a reduced record length, namely 128 data samples only.

4.3 Computation Time

The number of operations required to perform a spectral analysis with both methods is given below. By operation we mean a complex multiplication followed by a complex addition.

To compute a finite Fourier transform of a sequence of length $L$ by means of the FFT algorithm we require a number of operation proporti-
onal to $L \cdot \log_2 L$. Suppose, we have $N_W$ data samples and wish to divide them into $K$ segments of length $L$ overlapped by an amount $L/2$ to perform Welch's method. Then we need approximately

$$K \cdot L \cdot \log_2 L = 2N_W \cdot \log_2 L \tag{4.3.1}$$

operations for performing the Fourier transformation. If, for example, there is no overlapping between segments, the number of operations is halved, since $K = N_W/L$ in that case. Additional computations for calculating a window function, multiplying the data by a window, and averaging, require an order of $LK$ operations. Thus, in the most favourable case with no overlapping, we need roughly $N_W \cdot \log_2 L$ operations for performing Welch's method.

The algorithm for calculation of the PEF coefficients in the MEM requires $2(N_E - m)$ operations in the $m$th recursion step to calculate the quantities $p_m(n)$ and $q_m(n)$ by using Eqs. (2.5.5) and (2.5.6), where $N_E$ is the data sample length used in the analysis. Four additional operations are required to calculate $a_{m,m}$. For a PEF of order $M$ we thus need

$$M(4 + 2[N_E - (M+1)]) = M(2N_E - M) \tag{4.3.2}$$

operations. Next, computation of each spectral point requires about $M$ operations, so that the calculation of the spectral density estimate requires about $M \cdot N_f$ operations. The number of points on the frequency axis, $N_f$, is not related to either $M$ or $N_E$ and is chosen in such a way as to satisfy the resolvability requirements. We thus need approximately

$$M(2N_E + N_f - M) = M(2N_E + N_f) \tag{4.3.3}$$
operations for the maximum entropy spectral calculation.

To get an idea of the order of magnitude of the number of operations in a typical example, assume a signal sample of length \( N = 2^{10} = 1024 \) and divide it into \( K = 4 \) nonoverlapping segments of \( L = 256 \) samples. The number of operations in Welch's method is approximately 8000. For MEM, assuming the same number of samples and \( M = 10 \), the total number of computational operations, required for, say, 256 spectral points, is approximately 20,000. We see that the number of operations in this particular example is greater for MEM than for Welch's method by a factor of 2.5. However, as mentioned previously, for a given number of samples, the spectral resolution achieved by using the MEM is superior to that achieved by using Welch's method. Also, for the spectra usually encountered in clutter analysis, the minimum FPE criterion gives a relatively small value for the optimal order of the PEF.

4.4 Summary

To test the applicability of the MEM to clutter spectra analysis, we have made use of computer-simulated clutter. This approach is convenient, because we can predetermine the values of the parameters of the signal and vary them in a way that we can quantitatively determine the corresponding variations in the estimates. The results show that reliable spectra can be obtained with a small number of signal samples. Even with such a small number we are able to distinguish between the spectral estimates of two signals with slightly different predetermined values for the Doppler standard deviation.
In the second part of the Chapter we performed a comparative analysis of two spectral estimation methods: linear method based on modified periodograms which was proposed by Welch, and nonlinear, MEM, proposed by Burg. The analysis was based on a realistic, computationally tractable computer model of clutter signal. From the results obtained we can draw the following conclusions:

(1) For a short record length, the MEM is superior to Welch's method in both resolution and stability.

(2) When the record length is sufficiently long both methods give approximately the same results.

(3) As indicated in Fig. 4.2 - 4, the MEM seems very promising in distinguishing between slight changes in spectral parameters. This capability may be very useful in making decisions about the source of the clutter.

(4) For reasonably smooth spectra, the computation times are of the same order of magnitude for both methods. For high values of the optimum PEF lengths the MEM requires more calculations, while Welch's method is independent of the type of signal being analyzed.
CHAPTER 5

ANALYSIS AND CLASSIFICATION OF VIDEO RECORDED CLUTTER

In this chapter we present the results of spectral analysis performed on actual clutter data obtained by recording the video signal of an air traffic control radar under different environmental conditions. We begin the chapter by giving a brief description of the radar and recording facilities used in the experiment.

5.1 Radar Characteristics, Video Recording, and Interface

Video tape recordings of four radars have been made: an AASR-1 (Airport and Airways Surveillance Radar) in Ottawa, an ASR-803 in Vancouver (copied), an AASR-1 in Toronto, and an ASR-8 in Bagotville. The first three were manufactured by Raytheon, and the last one by Texas Instruments. The ASR-8 was chosen for the spectral analysis since only this radar was coherent and provided I and Q bipolar signals, as well as unipolar noncoherent signals [96].

Table D - 1 in Appendix D lists the characteristics of the ASR-8 radar. The received RF signal is heterodyned against the STALO to produce a 30 MHz IF signal. The IF signal is envelope-detected by means of crystal diode to produce a normal video. The IF signal is also mixed with the 30 MHz output of COHO, as well as with a 90° shifted output of COHO to produce the I and Q components, which are then phase-detected. Both components are converted into digital form and passed through a di-
gital dual-MTI canceller system. The outputs of the phase detectors were recorded simultaneously on a video tape.

The antenna system consists of a normal (low) beam and a passive (high) beam for avoiding ground clutter. The calculated free-space elevation pattern is shown in Fig. D - 1, while Fig. D - 2 shows the azimuth pattern. The traces under the main lobe are cross-polarized measurements, i.e. responses of vertically polarized receiving pattern to horizontally polarized transmitting one, or vice versa [96].

The radar video signals analyzed in this research were recorded using an RCA Airborne Wideband Video Recorder/Reproducer, Adviser, herein referred to as the video recorder. The following is a summary of its basic characteristics. A detailed description of operation of the recorder is given in [97].

The recorder records the video signals onto two Wideband Video Channels, and the low frequency signals onto two audio channels called the auxiliary channels. The frequency range for the video channels extends from 15 Hz to 5 MHz, with 3 dB attenuation at 10 Hz and 6 MHz. The upper cutoff frequency for the auxiliary channels is 15 kHz, while the lower cutoff frequency is 100 Hz for the Aux 1 and 350 Hz for Aux 2. Two types of video signals can be recorded simultaneously on the two video channels A and B. For the analysis of coherently detected video signals we used the recordings of I and Q components of video signals, which are available at the outputs of the phase detectors.

In addition to the video signals, timing signals are required to allow the determination of range and azimuth of a particular video segment. Range of a target is measured as the time delay between transmis-
sion of a pulse and reception of the echo. Hence, the time of pulse transmission must be known. This timing is given by the system trigger. Azimuthal information is given by the position of the antenna. This position is given by the synchro signals $S_1$, $S_2$, $S_3$ which are sinusoidal waves, of frequency equal to the antenna scan rate, $120^\circ$ apart in phase, which modulate a 60 Hz carrier. These three signals can be resolved to provide the azimuth of the antenna. The azimuth digitizer is driven by these synchro signals to obtain a series of azimuth change pulses (ACP), usually 4096 per revolution, as well as an azimuth reference pulse (ARP), usually at north reference.

Therefore there are just three signals needed for positional information: system triggers, ACP's, and ARP's. It was decided to record the ACP's directly on Aux 1, and the ARP's directly onto Aux 2. The pulses are rounded because of the limited bandwidth, but remain sufficiently well defined to allow their recovery upon replay. Since the system trigger is intimately tied to the video, and the video at time $t = 0$ (at pulse transmission) is of no use, it was decided to mix the system trigger with the video (I component) prior to recording. It was mixed in as a negative-going pulse with the amplitude sufficient for distinguishing it from the video.

The interface between the recorder and computer is provided by Radar Video Display and Sampler/Digitizer (RVDS D) [98]. The RVDS D is logically divided into two parts: display circuitry and sampling/interface circuitry. The basic purpose of the display circuitry is to take the video and timing signals from the recorded video tape and configure them to produce a pseudo PPI display suitable for use on any oscilloscope with
X, Y, Z input capabilities. The sampling/interface circuitry has two basic purposes. The first is to sample at a proper rate and analog-to-digital convert the selected video within the sampling area. The samples are stored in random access memory (RAM). The second purpose is to interface the RVDS to a CDC 1700 computer to allow the computer to access the data in the RAM and to control the other registers, such as those defining the sampling area, if desired. The following is the brief description of the system parameters.

As mentioned above, the display circuitry produces a PPI display on a scope with X, Y, and Z capabilities. The display is circular and shows range increasing from zero at the centre to a maximum at the perimeter and azimuth by the position of the range sweep. Echo intensity is shown by modulating the Z-axis with the corresponding video; the greater the echo intensity, the brighter the display. With the storage oscilloscope one can get a visual representation of the surrounding area. The sampling/interface circuitry samples the video within the predetermined sampling area. The number of resolution cells per sweep (range cells) is typically 2500. With 4096 azimuth positions per scan, there are approximately 2500 • 4096 = 10 million samples per scan. In order to accommodate the slow speed of the digital computer relative to the recorder, only a small portion of the PPI display can be processed at any one time. In any case, a large portion of PPI display contains no apparent echoes, and often the target or clutter of interest only extends over a small area. Therefore, this restriction to a relatively small area is of no major consequence. If a larger area is required, several sampling passes through the same section of tape could be made.
The area to be sampled is called the sampling area and is defined on the PPI by the values contained in four boundary registers: azimuth start (ASRT), azimuth stop (ASTP), range start (RSRT), and range stop (RSTP), as shown in Figure 5.1 - 1. Each digital sample is addressed by its range and azimuth, i.e. the corresponding values of 12 bit registers, called present range (PR) and present azimuth (PA), respectively. The value of PR register is reset to zero by system trigger since this indicates the start of a new sweep. Then, it simply counts clock pulses, since the number of samples per sweep equals the number of resolution cells per sweep. Similarly, the PA register counts ACP's from 0 to 4095 and is re-
set to zero by ARP's which indicate north reference. The values PR and PA are continually compared to the values of the four boundary registers. A digital signal SA (sampling area) is high when PR and PA are within their respective limits, including that the corresponding point on the PPI is within the sampling area and a sample should be taken. SA is low otherwise. The signal SA is used to gate the sampling clock, hence control the sampling. Also, when mixed with the basic video, it produces an outline of the sampling area on the PPI display, as indicated in Figure 5.1-1. Another option causes display of only the video within the sampling area, and masks or grounds the video signal outside the sampling area.

The values for the boundary registers can be loaded either from the front panel switch register or from the computer. The choice is made manually using the CONTROL switch. This possibility is very convenient since the interesting area may be chosen manually by looking at the PPI display and, after the choice has been made, control may be transferred to the computer, and the samples from that area collected.

A total of eight registers can be displayed on the front panel. The value of PR is not displayed because it changes so rapidly that the lights would be simply a blur. In addition to the PA and the four boundary registers, three others are displayed. These are present north mark (P. NM), north mark stop (NMSTP), and number of samples (NSAMP). PN M counts the number of scans, while NMSTP can be loaded with the number of scans desired. NSAMP counts the number of samples taken per scan. This number must not exceed a limit predetermined by the RAM storage capacity which, in case of sampling I and Q components of a video signal, is 2048 samples.
The maximum number of consecutive scans, which can be processed in one run is 100, but can be easily increased with a slight change in software.

With the presently available circuitry, the total conversion cycle for sample and hold (SH) and A/D permits sampling at a rate of 1 MHz for 6 bit conversion. Since the signal-to-noise ratio of the video recorder is 36 dB, which corresponds to 63.1 or about 64, there is no need for resolution higher than 6 bits.

In order to save storage space, the RVDSO have been designed to store both I and Q component into one computer word. This was accomplished with 16 bits word length, still leaving four bits per computer word unused.

5.2 Data Collection and Analysis

The recorded radar signal is two-dimensional by nature in that it is a function of the range and azimuth coordinates. On the other hand, the processing is done in one dimension. A choice must therefore be made about the number of samples in range and those in azimuth, and the order in which the samples are processed. Suppose that we wish to analyze an area that contains \( N_s \) samples so that we have

\[
\frac{N_s}{R} \cdot \frac{N_s}{A} = N_s = \text{Const.} \tag{5.2.1}
\]

where \( N_R \) and \( N_A \) are the numbers of samples in range and azimuth, respectively. Now, the azimuth bin is defined by 3 dB beamwidth. The number of azimuth change pulses (ACP's) within the specified bin determines the number of hits per beamwidth. For the radar used in the analysis the azimuth 3 dB beamwidth is 1.35° so that the number of hits per beamwidth is
\[ N_H = \frac{4096}{360^\circ} \times 1.35^\circ = 15.36, \]  

(5.2.2)

which, for the purpose of analysis, can be rounded to 16. On the other hand, the range bin is determined by the transmitted pulse width. The procedure used for arrangement of the signal samples is to take 16 samples from the first range-azimuth cell, then, the next 16 samples from the neighbouring cell in azimuth, and so on, up to the last azimuth bin in the same range ring. Then we switch to the next range ring and repeat the same procedure, until we reach the \( N_R \)-th ring. For example, if we choose two range rings \( N_R = 2 \) then, from Eq. 5.2.1, \( N_S = 2N_A \), and the arrangement is as shown in Fig. 5.2 - 1(a).

Instead of going along the azimuth we may, of course, choose the successive samples along range in one azimuth bin, then shift to the next bin, etc. This order of data arrangement is exactly the one which exists in computer memory, since the incoming data appear in that order. The arrangements with 2 and 8 successive range rings are shown in Figures 5.2 - 1(b) and (c) respectively. In order to compare power density spectra for various sample arrangement, each selected area of clutter has been defined in two ways: one corresponding to Fig. 5.2 - 1(b), and another corresponding to Fig. 5.2 - 1(c). In both ways the initial sample (number 1 in both Figures) was the same. In either case computer program provides an option which enables reordering data in a manner shown in Figure 5.2 - 1(a).

We may now briefly outline the steps of the measurement procedure:
Fig. 5.2-1 Different ordering of sample bins for processing:
(a) one range segment at a time;
(b) two range segments in succession;
(c) eight range segments in succession.
(1) With the aid of visual inspection of the PPI display, the desired sampling area is chosen, and the values of the four boundary registers are set manually.

(2) Control is then transferred to the computer, and the chosen boundary values, as well as the desired number of scans, are entered via RVDSO software into the computer. The starting and final sector addresses on disk are also chosen and the data are written onto the disk.

(3) After the transfer of data is completed, samples are picked up from disk, separated into $x$ and $y$ samples, arranged in one of the three ways, explained above, and then written onto the pseudotape unit in a format required by the programs which perform spectral analysis. All the operations in this step are performed by program SAMARR and supporting routines.

(4) The program which calculates the power spectral density function is then called up and the results obtained are plotted on a cathode ray tube (CRT), and also printed out. Program MEMFPl calculates the maximum entropy spectra, while PER64 evaluates the spectra by means of Welch's method.

Documented listings of the computer programs and supporting subroutines are given in Appendix E.

5.3 Analysis of the Reflections from Ground, Storm Clouds and Birds

As mentioned in Chapter 4, the minimum final prediction error (FPE) criterion gives the optimum value of a prediction error filter (PEF) order, in the sense that it represents the best compromise between
bias and variance of the spectral estimate. Therefore, this criterion is applied in all the following measurements. It has been shown that the choice of M in the vicinity of $M_{\text{opt}}$ yields almost identical results. It turns out that for all measurements the value of $M_{\text{opt}}$ is in range of 0.05 to 0.2N.

Selection of ground and weather clutter was based on observations of the PPI display for a relatively long period. These observations were combined with the weather report available at the radar site during the time of recording. Ground clutter patterns are easily recognizable on PPI since they are fixed and exist on each recording. Clouds were prominent in that part of the display where they were reported. Also, their movement was easily recognized in a few scans only. Figure 5.3 - 1(a) shows the PPI display of normal video where the cloud formations between north and east are easily recognizable. Reflections from those clouds break through MTI filter and appear on PPI display of MTI video, as shown in Fig 5.3 - 1(b). Recognition of bird flocks was not possible on the storage oscilloscope PPI display because of its lower sensitivity, smaller display area, and lesser persistence than the original PPI. However, at night when migration was expected, the long exposure photograph (over 15 scans) of an original PPI display was made, which revealed the presence of scattered strikes which had indicated a large number of small point targets in motion. This photograph is shown in Figure 5.3 - 2. With this evidence, one can say with high probability that the bird flocks were displayed on PPI. As will be seen later, this can also be deduced from the spectral analysis results for the echoes reflected from this area.
Fig. 5.3 - (a) PPI display of the area of stormy clouds, normal video.

Fig. 5.3 - (b) PPI display of the area of stormy clouds, MTI video.
Fig. 5.3 - 2/ Original PPI display of birds.
Ground clutter has been analyzed by using two range cells with different numbers of data samples. Figure 5.3 - 3(a) shows the spectral density estimates obtained with MEM using minimum FPE criterion, for different numbers of data samples. Frequency values are normalized with respect to the average PRF which is 1040 Hz, and the diagrams are drawn in the frequency range symmetrical with respect to zero frequency. Spectral density values are also normalized with respect to the maximum value, so that they extend from 0 dB to the limiting value which is selected in advance. These normalizations are done in all diagrams that follow. Figure 5.3 - 3(b) shows the parts of the curves in Fig. 5.3 - 3(a) for the frequency range -0.25 to 0.25. A feature that is immediately obvious from these diagrams is the presence of a very narrow spectral peak at zero frequency, and very low sidelobes (below -40 dB, except for N = 8). Furthermore, there is not much difference between the spectral curves for N = 256, 100, and 14. It is only when the number of data samples is low (N = 8) that we find the spread of the curve is relatively wide and the sidelobes relatively high. Figures 5.3 - 4(a) and (b) correspond to the set of data collected from the neighboring sampling area. Fig. 5.3 - 5 depicts the arrangements of these areas. Segments are separated by 96 words because this is the number of words stored on one sector of the disk. We see that the curves corresponding to N = 8, N = 16, and N = 100 are obtained by processing completely independent sets of data (except for N = 100 where only 4 samples overlap), while in the case of 256 signal samples, 160 samples are common to both runs. We see that the curves for N = 256 in Figs. 5.3 - 3(a) and 5.3 - 4(a) (or equivalently, in Figs. 5.3 - 3(b) and 5.3 - 4(b)) are similar. Although somewhat less pronounced,
Fig. 5.3 - 3a) ME spectral estimates of ground clutter, with $N = 256$, 100, 14, and 8; frequency range from -0.5 to 0.5.

Fig. 5.3 - 3b) ME spectral estimates of ground clutter, with $N = 256$, 100, 14, and 8; frequency range from -0.25 to 0.25.
Fig. 5.3 - 4b) Estimates of the reflections from the cell adjacent to that in Fig. 5.3 - 3; frequency range from -0.5 to 0.5.

Fig. 5.3 - 4b) Estimates of the reflections from the cell adjacent to that in Fig. 5.3 - 3; frequency range from -0.25 to 0.25.
Fig. 5.3 - 5 Arrangements of the sampling areas represented by the spectra in Figures 5.3. - 3 and 5.3. - 4.

This similarity is also apparent in the other curves too. This result is to be expected because the probability of variation in ground reflectivity characteristics within the contiguous areas is small. It is interesting to note that the analysis of the same data ordered as indicated in Fig. 5.2 - 1(a) (taking all the samples from one range ring and switching then to another) produced practically identical results with those ordered as in Fig. 5.3 - 5, suggesting that the spatial correlations of samples in azimuth and range are of the same order of magnitude. These results were also obtained when the data were ordered as in Fig. 5.2 - 1(c).

The characteristics of narrow spectral peaks and low sidelobe level, show that the ground clutter spectra are estimated with high fidelity even with as low as 14 signal samples. The level, position, and shape of the sidelobes depend on the number of data samples, N, in any event their level is below approximately -40 dB.

Similar observations may be made concerning the influence of the number of signal samples on the spectral analysis of storm clouds. Fig. 5.3 - 6(a) shows that the variation in spectra for different N is mini-
Fig. 5.3 - (a) ME spectral estimates of weather clutter, with \( N = 400, 100, 16, \) and \( 10; \) frequency range from \(-0.5\) to \(0.5\).

Fig. 5.3 - (b) ME spectral estimates of weather clutter, with \( N = 400, 100, 16, \) and \( 10; \) frequency range from \(-0.25\) to \(0.25\).
nal. It is also of interest to note that the spectral spread for weather is larger than for the case of ground clutter. This is particularly revealing in Fig.5.3 - 6(b) where the frequency scale has been expanded. The sidelobe levels are about (10 - 15) dB higher, compared with the case of ground clutter.

Figures 5.3 - 7(a) and (b) show the spectra from two adjacent areas with two different frequency scales. Data have been ordered in eight range bin sequences, so that the separation between the adjacent areas was 12 azimuth pulses (ACP's), that is, only 3/4 of a 3 dB azimuth bin. The change in spectral shape is quite noticeable.

It is apparent from the results reported above that there is no need for analyzing large numbers of data samples. The spectra are almost the same for all values of N above some minimum value. This value was found to be in the neighbourhood of 10 to 30 samples for all the measurements, regardless of the type of clutter. Therefore, subsequent analyses were based on a relatively short data record.

The power density spectra in the case of birds were found to differ much more from one area to the next, compared with clutter due to clouds and ground. This is in agreement with birds' variable spatial and temporal distribution within flocks. A typical set of normalized spectral densities is shown in Figures 5.3 - 8(a) and (b). The difference in shape between these curves and the previous ones is immediately recognizable. First, the spectral spread is significantly wider; second, the sidelobe levels are higher (note the change in ordinate scale); finally, some of the main peaks are shifted away from zero frequency, thereby resulting in a pronounced asymmetry. These variation will be explored in more detail in section 5.5.
Fig. 5.3 - (a) ME spectral estimates of weather clutter from two adjacent cells, \( N = 16 \); frequency range from -0.5 to 0.5.

Fig. 5.3 - (b) ME spectral estimates of weather clutter from two adjacent cells, \( N = 16 \); frequency range from -0.25 to 0.25.
Fig. 5.3 - 8(b) ME spectral estimates of birds clutter, with N = 40, 16, and 14; frequency range from -0.5 to 0.5.

Fig. 5.3 - 8(p) ME spectral estimates of birds clutter, with N = 40, 16, and 14; frequency range from -0.25 to 0.25.
5.4 Comparison of the MEM with Welch's Method of Spectral Analysis

In this section we present results of the spectral analysis of actual clutter data, which illustrate the comparison of the MEM with the periodogram method based on use of the FFT. In the latter case, the particular procedure chosen is based on Welch's method.

When apply the method of averaged modified periodograms to perform spectral analysis, we have to specify several parameters. When the number of samples is selected, we decide on the number of zeros with which the series will be padded. This number determines the degree of overlap with adjacent periods of spectra and also the density of points on the frequency scale. There is also the number of periodograms that have to be averaged, and the choice of a suitable window function. Since it is not possible to present the influence of all these parameters, it was decided to check experimentally over some of them, and to choose the most appropriate ones. Thus, for example, the hamming (raised cosine) window was selected as a good compromise between several window functions tested. It was used in all the measurements. For the spectral analysis of 16, 32, and 64 data samples, a 128-point DFT was used, while for the analysis of 128 and 256 data samples, a 512-point DFT was used. Thus, the data were padded with appropriate numbers of zeros. Since the number of zeros added is at least equal to the number of samples analyzed, the effect of overlap is minimized.

The computer programs written for $\lambda = 16$, $\lambda = 32$, and $\lambda = 64$ have an option for the averaging of a maximum of 4 segments of samples. That is, the analysis of 32 data samples, for example, involving the
averaging of four modified periodograms, required, in fact, \(4 \times 32 = 128\) samples. For \(N = 128\) and \(N = 256\) no averaging was done, because we wanted to compare Welch's method with MLM for relatively short data sequences. In any case, the core storage requirements would have been too large for the computer.

The results of the spectral analysis of ground clutter using the Welch method are given in Figures 5.4 - 1(a) and (b) for the case of 16, 32, and 64 data samples. The analysis for \(N = 256\) is shown separately in Fig. 5.4 - 2 for normalized frequency range from \(-0.25\) to \(0.25\) only. Comparison of Figures 5.4 - 1(a), 5.4 - 1(b), and 5.4 - 2 with Figures 5.3 - 3(a) and 5.3 - 3(b) of the previous section clearly shows that the frequency spread in the estimates obtained using the Welch method is wider than the one in the MLM estimates. It is also highly dependent on \(N\), because of the fixed window function applied to the data. The sidelobe level also depends on \(N\), and is about (10 - 20)dB higher in Figure 5.4 - 1(a) than in Figure 5.3 - 3(a). These observations confirm the results obtained for computer-simulated clutter given in the previous chapter.

The spectra in Figs. 5.4 - 1(a) and (b) are obtained by averaging over 4 data segments. For comparison, the results, when no averaging was performed, are given in Fig. 5.4 - 3. As expected, the sidelobe region in the latter Figure is much less smoothed than in the former. Thus, it was decided to average over 4 data segments in the remainder of the analysis.
Fig. 5.4 - (a) Welch's spectral estimates of ground clutter, with \( N = 64, 32, \) and 16, averaged over 4 data blocks; frequency range from -0.5 to 0.5.

Fig. 5.4 - (b) Welch's spectral estimates of ground clutter, with \( N = 64, 32, \) and 16, averaged over 4 data blocks; frequency range from -0.25 to 0.25.
Fig. 5.4 - 2 Welch's spectral estimates of ground clutter, with $N = 256$; frequency range from $-0.25$ to $0.25$.

Fig. 5.4 - 3 Welch's spectral estimates as in Fig. 5.4 - (a) without averaging.
Figures 5.4 - 4 and 5.4 - 5 show the spectra obtained using the Welch method for weather clutter. Comparing these results with those in Fig. 5.3 - 6(b) (with the same coordinate scales), we may make the same observations as for the case of ground clutter. We may also add that the spectral spreads in Figures 5.4 - 1(b) (for ground clutter), and 5.4 - 4 (for weather) do not differ significantly. The only visible difference is a somewhat smoother transition from the mainlobe to the sidelobe region in Fig. 5.4 - 4.

A direct comparison between the Welch method and the NEM is shown in Figures 5.4 - 6 (for $N = 16$), and 5.4 - 7 (for $N = 100$). The differences, mentioned in the previous paragraphs, are clearly displayed in these two Figures.

The last issue in this section is the comparative analysis of all three types of clutter with both methods. Based on previous results, typical sampling areas were selected for the measurements and the results are shown for $N = 128$ and $N = 16$. Figures 5.4 - 8 and 5.4 - 9 show the ME and the Welch spectral estimates, respectively, with 128 samples of data used in the analysis. Different spectral spreads for different clutter signals are easily recognizable in the ME estimates, while this is not the case for the Welch ones. Note also the minor peak which appears at the frequency $f = 0.13$ in both estimates for bird reflection. That peak is not discernible in the ME estimate with 16 data samples (Figure 5.4 - 10) whereas it is still visible in Figure 5.4 - 11 which shows the Welch estimate for the same area as in Figures 5.4 - 8 and 5.4 - 9. However, the spectral spreads are much wider and the sidelobe regions much higher than the corresponding parameters in Fig. 5.4 - 10.
Fig. 5.4 - 4 Welch's spectral estimates of weather clutter, with $N = 64$, 32, and 16, averaged over 4 data blocks.

Fig. 5.4 - 5 Welch's spectral estimates of weather clutter, with $N = 256$. 
Fig. 5.4 - 6 ME and Welch's estimates of weather clutter, with $N = 16$.

Fig. 5.4 - 7 ME and Welch's estimates of weather clutter, with $N = 128$. 
Fig. 5.4 - 8 Welch estimates of typical ground, weather, and bird clutter signals, with \( N = 128 \).

Fig. 5.4 - 9 Welch's estimates of typical ground, weather, and bird clutter signals, with \( N = 128 \).
Fig. 5.4-10 ME estimates of typical ground, weather, and bird clutter signals, with $N = 16$.

Fig. 5.4-11 Welch's estimates of typical ground, weather, and bird clutter signals, with $N = 16$. 
Fig. 5.4 - 12 ME estimates as in Fig. 5.4 - 10 from the adjacent cells.

Fig. 5.4 - 13 Welch's estimates as in Fig. 5.4 - 11 from the adjacent cells.
The important point to note is that the spectral spreads are still recognizable in the MEM estimates, whereas the main lobes of the curves in Fig. 5.4 - 11 almost overlap.

Finally, Figures 5.4 - 12 and 5.4 - 13 show the same results as Figures 5.4 - 10 and 5.4 - 11, for the adjacent sampling areas. Some minor changes appear in both Figures, but the resolving capabilities are about the same as in Figures 5.4 - 10 and 5.4 - 11.

The results reported above suggest two conclusions:

(1) In the spectral analysis of recorded radar clutter, the MEM has the same advantages over the Welch method, which were predicted from theoretical considerations in Chapter 1, and confirmed by means of computer-simulated clutter in Chapter 4. That is, more reliable estimates for small number of data samples and higher spectral resolution.

(2) The MEM estimation provides a possible method for distinguishing amongst the different types of clutter on the basis of different spectral spreads. This possibility is explored more thoroughly in the next section.

5.5 Classification of Different Clutter Returns on the Basis of Statistical Analysis Using the MEM

Figures 5.4 - 8, 5.4 - 9, and 5.4 - 12 indicate that typical spectra for clutter due to ground, weather, and birds can be separated on the basis of producing different spectral spreads. However, because the problem is statistical in nature, we need to analyze a large number of data.
Data have been collected during 4 scans from the adjacent areas in a manner similar to that described in Figure 5.4 - 10 and 5.4 - 12. Memory units (pseudotapes), which served as an input device to the programs for spectral analysis, were filled with the data, and data were analyzed in their proper order. For the comparative analysis to be useful, we need to select a convenient parameter (or parameters). It is apparent from the preceding analysis that the most suitable parameter is the spectral spread. We can define this spread as the frequency band for which the magnitude of the spectral estimate exceeds some predefined value. This value depends on the nature of the problem, and is usually given as the percentage of the maximum value of the magnitude. For example, we may define the spectral spread as the separation between 2 frequencies at which the spectral density drops to 1% (-20 dB) of the maximum value. While this particular value is well-defined in the case of ground and weather spectra, the spectral density of bird echoes, in the majority of cases studied, did not fall below the -20 dB line. Hence, the -10 dB limits were chosen as the basis for measuring spectral spread.

Figures 5.5 - 1 and 5.5 - 2 show the set of spectral estimates of ground clutter for N = 14 and N = 8, respectively. Recognizing that the abscissa in Fig. 5.5 - 1 is extended 5 times with respect to that in Fig. 5.5 - 2 we see that the spectral estimates for various signals are grouped more densely for N = 14 than for N = 8, which is, of course, to be expected. For comparison, sets of curves for J = 100 and N = 256 are presented in Figures 5.5 - 3 and 5.5 - 4, respectively, on the same frequency scale as in Fig. 5.5 - 1. It is apparent that the curves are grouped more closely as the number of analyzed data samples increases. One
Fig. 5.5 - 1 Typical ME estimates of ground clutter, with N = 14, from several cells and several scans; frequency range from -0.01 to 0.01.

Fig. 5.5 - 2 Typical ME estimates of ground clutter, with N = 8, from several cells and several scans; frequency range from -0.05 to 0.05.
Fig. 5.5 - 3 Typical ME estimates of ground clutter, with $N = 100$, from several cells and several scans; frequency range from $-0.005$ to $0.005$.

Fig. 5.5 - 4 Typical ME estimates of ground clutter, with $N = 256$, from several cells and several scans; frequency range from $-0.005$ to $0.005$. 
should have in mind, however, that there is a higher degree of correlation between curves for a larger number of samples, since more samples are common to the adjacent program runs, as mentioned in section 5.3.

These observations also hold for the case of weather clutter presented in Figures 5.5 - 5 and 5.5 - 6. It should be noted that the differences in the curves are significantly larger than in the case of ground clutter. This is apparent even though the frequency scales differ by an order of magnitude. We also see that there is a noticeable shift in the peak frequencies away from the origin.

The differences in the various spectral estimates are even more pronounced in the case of birds. This is shown in Figures 5.5 - 7 (for \( N = 40 \)) and 5.5 - 8 (for \( N = 16 \)). Moreover, most of the curves differ significantly in shape. In fact, the estimates of the signals from the same areas, collected in contiguous scans, somehow resemble each other. To emphasize this resemblance, we have separated the diagrams corresponding to the particular cells within the sampling area. The curves corresponding to the first area, collected over 4 contiguous scans, with \( N = 40 \) are shown in Fig. 5.5 - 9(a). The collection from the next three areas are shown in Figs. 5.5 - 9(b), (c), and (d). These diagrams illustrate a small spatial correlation of the echoes reflected from bird flocks, and a relatively slow variation of their spatial distribution from scan to scan. These characteristics of bird echoes have been confirmed by several investigators [93]-[100].

These observations, made for \( N = 40 \) samples, are also valid for \( N = 16 \). Figures 5.5 - 10(a), (c), (d), and (e) correspond to Figures 5.5 - 9(a), (b), (c), and (d), respectively. For comparison, we have
Fig. 5.5 - 5 Typical ME estimates of weather clutter, with $N = 16$, from several cells and several scans; frequency range from $-0.125$ to $0.125$.

Fig. 5.5 - 6 Typical ME estimates of weather clutter, with $N = 10$, from several cells and several scans; frequency range from $-0.125$ to $0.125$. 
Fig. 5.5 - 7 Typical ME estimates of birds clutter, with $N = 40$, from several cells and several scans; frequency range from -0.25 to 0.25.

Fig. 5.5 - 8 Typical ME estimates of birds clutter, with $N = 16$, from several cells and several scans; frequency range from -0.25 to 0.25.
Fig. 5.5 - 9a) ME estimates of birds from one area, with N = 40, collected over 4 consecutive scans.

Fig. 5.5 - 9b) ME estimates of birds from the next adjacent area, with N = 40, collected over 4 consecutive scans.
Fig. 5.5 - (c) ME estimates of birds from the third adjacent area, with $N = 40$, collected over 4 consecutive scans.

Fig. 5.5 - (d) ME estimates of birds from the fourth adjacent area, with $N = 40$, collected over 4 consecutive scans.
Fig. 5.5 - 10(a) ME estimates of birds from the first area, with $N = 16$, collected over 4 consecutive scans.

Fig. 5.5 - 10(b) Welch's estimates of birds from the same area as in Fig. 5.5 - 10(a), with $N = 16$, collected over 4 consecutive scans.
Fig. 5.5 - 10(p) ME estimates of birds from the second area, with $N = 16$, collected over 4 consecutive scans.

Fig. 5.5 - 10(q) ME estimates of birds from the third area, with $N = 16$, collected over 4 consecutive scans.
Fig. 5.5 - 10% ME estimates of birds from the fourth area, with N = 16, collected over 4 consecutive scans.
inserted 16 point estimates using the Welch method for area #1 (Figure 5.5 - 10(b)). The spectra in Figures 5.5 - 10(a) and (b) reveal similar patterns, but the sidelobe levels in the Welch estimate of only (3 - 6)dB below the central peak, illustrate, once again, drawback of the method with such short signal records.

The qualitative results, described above, indicate that it is possible to provide a practical means for the discrimination of the various types of clutter, based on the maximum entropy analysis of power spectral densities. In order to provide feeling for the statistical variability of spectral spread for different clutter conditions and, also, for different record lengths, a large number of spectra were calculated, and the spectral spread, corresponding to the -10 dB points, were extracted. Next, the sample mean, the sample variance, and the sample standard deviation of the spread were calculated by using the following formulas:

\[ \mu_{\Delta F} = \frac{1}{N} \sum_{n=1}^{N} \Delta F_n \]  \hspace{1cm} (5.5.1)

\[ \sigma^2_{\Delta F} = \frac{1}{N-1} \sum_{n=1}^{N} (\Delta F_n - \mu_{\Delta F})^2 \]  \hspace{1cm} (5.5.2)

\[ \sigma_{\Delta F} = \sqrt{\sigma^2_{\Delta F}} \]  \hspace{1cm} (5.5.3)

Table 5.5 - 1 shows the results of using Eqs. (5.5.1) to (5.5.3) for all three types of clutter, with both \( N = 16 \) and \( N = 40 \). In each case, the spectra were calculated using 48 runs. The values of \( \mu \), \( \sigma^2 \), and \( \sigma \) are given for both the spectral spread \( \Delta F \) and the spectral peak location \( F_0 \). The latter results were included because it was found that
<table>
<thead>
<tr>
<th>No. of samples</th>
<th>$N = 16$</th>
<th>$N = 40$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ground</td>
<td>Weather</td>
</tr>
<tr>
<td>Spec. par.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sam. aver.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multip. factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>$10^{-3}$</td>
<td>0.847</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>$10^{-3}$</td>
<td>0.451</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>$10^{-6}$</td>
<td>0.204</td>
</tr>
</tbody>
</table>

| $F_0$          |        |         |       |        |         |       |
| Sam. aver.     |        |         |       |        |         |       |
| Multip. factor |        |         |       |        |         |       |
| $\mu$          | $10^{-3}$ | 0.013  | 1.30  | 27.5   | 0.740  | 1.38   |
| $\sigma$       | $10^{-3}$ | 0.612  | 12.50 | 43.6   | 0.737  | 5.94   |
| $\sigma^2$     | $10^{-6}$ | 0.380  | 156.00 | 1900.0 | 0.540  | 35.24  | 2760.0 |

**TABLE 5.5-1.**

Sample averages for spread, $\Delta F$, and peak frequency, $F_0$, with 16 and 40 data samples. Note that, since the normalizing frequency, $PRF$, is $1.04 \times 10^3$ Hz, entries for $\mu$ and $\sigma$ are very close to absolute values in hertz.

The location of the spectral peak depends on the type of clutter. Hence, it may provide additional information for the classification of clutter. We see that the spectral spreads for the three different cases are easily discernible.

Based on the results described above, we conclude that the resolution capability of the MEM provides a practical means for the discrimination of the three different types of clutter. As mentioned in the introductory chapter, this possibility can prove useful in ATC radars for vectoring aircrafts in a way to avoid hazardous areas of migrating flocks of birds or heavy storms. Also, it may find applications in mete-
orological radars used for high resolution studies of weather conditions.

To illustrate the differences in the statistical averages of spectral spread for the three types of clutter, we present the results of Table 5.5-1 in Figures 5.5-11 (for N = 16) and 5.5-12 (for N = 40). The solid vertical lines in these Figures represent the sample means, while the dotted lines represent the boundary values determined by standard deviations.

Figure 5.5-13 shows the histogram for the values of ground clutter with N = 16. Normalized values of ΔF are given on the horizontal axes. For convenience, the frequency of occurrence is also normalized, so that the value of the vertical axis is dimensionless quantity, as shown by

\[ n_c = \frac{n_{\Delta F}}{n \cdot \delta F} \]  

(5.5.4)

where

- \( n \) = total number of observations,
- \( \delta F \) = length of the selected interval on the ΔF-axis, and
- \( n_{\Delta F} \) = number of observations that fall inside \( \delta F \).

Thus, the total area under the histogram is equal to unity.

Similar histograms for weather clutter and bird echoes are given in Figures 5.5-14 and 5.5-15, respectively. The horizontal scales in the last three Figures are different because of different spreads. As a consequence of Eq. (5.5.4), the vertical scales differ, too. Comparison of the histograms was limited to the cases of weather and birds only for two reasons. First, the results of previous analysis suggest
Fig. 5.5 - 11 Comparison of the statistical averages of $\Delta F$ for ground, weather, and birds; $N = 16$.

Fig. 5.5 - 12 Comparison of the statistical averages of $\Delta F$ for ground, weather, and birds; $N = 40$. 
Fig. 5.5-13 Histogram for ground clutter spectral spread; \( N = 16 \).

Fig. 5.5-14 Histogram for weather clutter spectral spread; \( N = 16 \).
Fig. 5.5 - 15 Histogram for birds spectral spread; \( N = 16 \).

Fig. 5.5 - 16 Histograms for weather and birds spectral spreads; \( N = 16 \).
that there is practically no difficulty in separating ground clutter
from the other two types. Second, the values of spread for ground clutter are an order of magnitude smaller than the corresponding values for weather and birds (Figure 5.5 - 11), and cannot therefore be represented meaningfully on the same scale. Referring to Figures 5.5 - 14, 5.5 - 15 and 5.5 - 16, we see that there is some overlap between the two curves corresponding to weather and birds. We may thus treat the problem as a simple binary hypothesis testing problem with a prescribed threshold. If the measured spectral spread is below the threshold we declare its origin as being from weather backscatter. If it is above the threshold, we assign it to birds. For the example in Figure 5.5 - 16 the obvious choice for threshold is $\Delta F_e = 5 \times 10^{-2}$. In this case, the probabilities of mistaking one signal for another are given by the hatched areas. The average probability of error is given by

$$ F_e = \frac{1}{2} (P(W|B) + P(B|W)) = 12.4\% \quad (5.5.5) $$

where $P(W|B)$ is a probability of declaring weather when the actual signal comes from birds, and $P(B|W)$ is the probability of declaring birds when weather backscatter is present. Even in this simple example, the probability of error is rather small.

There are two more issues that should be mentioned. The first is the amount of information which can be extracted from the peak location $F_0$. To explore this issue we have drawn a number of curves based on the Table 5.5 - 1, similar to those in Figures 5.5 - 11 and 5.5 - 12. The results are given in Figures 5.5 - 17 (for $N = 16$) and 5.5 - 18 (for $N = 40$). We see that the means and standard deviations of $F_0$ are, roughly,
Fig. 5.5 - 17 Comparison of the statistical averages of $F_o$ for ground, weather, and birds; $N = 16$.

Fig. 5.5 - 18 Comparison of the statistical averages of $F_o$ for ground, weather, and birds; $N = 40$. 
of the same order of magnitude as the corresponding values for \( \Delta F \). Also, the areas for different types of clutter overlap significantly. Thus, we see that clutter classification cannot be made on the basis of statistical analysis of the peak location. This agrees with the fact that the spectral peak location indicates the magnitude and direction of the radial component of scatterer velocities.

The second important issue is to examine whether there is any advantage to be gained by performing the spectral analysis of the video signal after MTI filtering. Since the original MTI filtered video was not available, a simple subroutine was written for a two-pulse canceller. The data were arranged in the order depicted in Fig. 5.2-1(a), i.e., all samples from one range ring, than those from the next one, etc. and then MTI filtering was applied. Examples of filtering ground clutter and birds are given in Figures 5.5-19 and 5.5-20, respectively. The spectra of both the original and filtered signals are shown. The effects of this filtering can be easily seen in both figures. In particular, we see that while the low frequency components have been removed, the high frequency patterns have remained similar to those of the original signals. Since the spectral shape of the filtered signal depends more heavily on sidelobe patterns, the distinguishing of the spectra on the basis of the filtered signals is more difficult than on the basis of the original spectra.
Fig. 5.5 - 19 ME spectral estimates of normal video and MTI filtered video, ground clutter, N = 64.

Fig. 5.5 - 20 ME spectral estimates of normal video and MTI filtered video, birds, N = 40.
5.6 Summary

In this chapter we have applied the maximum entropy method to the analysis of recorded radar clutter data. The results obtained confirm the resolution properties of the MEM, which were established in the previous chapter, using computer-simulated clutter.

The last part of the chapter dealt with a statistical analysis of the results. It was demonstrated that use of the MEM can significantly help in classifying the different types of clutter by means of different spectral spreads.
CHAPTER 6
ADAPTIVE DIGITAL PREDICTIVE FILTERING BASED ON THE MLM

6.1 Introduction

The results of spectral analysis of clutter signal, reported in the previous chapters suggest two possible applications for prediction error filtering in coherent radar systems. The first one, mentioned in Chapter 5, is the classification of the different forms of clutter based on on-line spectral estimation. The second application is in the area of adaptive MTI filtering, based on the similar filter structure. In this chapter, after a brief review of adaptive MTI filtering, we shall present the basic idea of adaptive predictive filtering and its proposed usage in clutter cancellation. This approach to adaptive filtering has been studied by several investigators [101]-[108].

6.2 Review of Adaptive MTI Filtering

As mentioned in Chapter 1, modern radar systems use digital MTI filters almost exclusively. The advantages of digital filter over its analogue counterpart are greater hardware simplicity, and a high degree of accuracy and stability. The block diagram of a fully coherent single-delay digital MTI canceller is shown in Fig. 6.2 - 1. The local oscillator is divided into two paths such that there is a $90^\circ$ differential phase shift at the two mixers whose video outputs form the I and Q channels. These signals are sampled and converted to digital form. The digital word
Fig. 6.2 - 1 Block diagram of a fully coherent single-delay MTI canceller.
for each range bin is held in storage until the echo from the second transmitted pulse (from the same range bin) is converted into digital form. The difference between the two signals is then converted back into analogue form and combined with the quadrature channel. Summation of the magnitudes of the I and Q residues is a good approximation to a square-law detector [22, Ch. 14].

In a radar environment in which the clutter signal undergoes significant changes, for example, due to variations in environmental conditions, it is desirable to use a clutter suppression scheme which is adaptive in such a way that it is self-optimizing according to an appropriate criterion. The block diagram of an adaptive digital MTI filtering scheme is shown in Fig. 6.2 - 2. For convenience, the processing of only one channel is shown. The system consists of five basic components: (1) clutter parameter estimator, (2) coefficient calculator, which computes the optimum filter coefficients, (3) digital filter, (4) phase-error algorithm that adjusts the local oscillator and phase-shifter circuitry, and (5) automatic detector. Such a system is often called a closed-loop system because there exists a feedback path from the output of the digital filter to the input. Roy and Lowenschuss [109], and Hansen et. al. [110] have described an adaptive filter of this kind.

If the feedback is removed from the block diagram in Figure 6.2 - 2, the system will be of an open loop type. In an MTI problems this type is usually preferred, because there is no way of ever knowing whether the filter selected is the optimum one, since there is no a priori knowledge about the existence of a target echo in the received radar signal. The open loop adaptive digital MTI filter is described in [111],
Fig. 6.2 - A general block diagram of an adaptive MTI filtering.
where the difference phase shift is used as a criterion for determining a filter frequency response. A more practical performance measure, the false alarm probability, is used by Haykin and Hawkes [91], [92] as the criterion for adjusting the filter. In this scheme, an autocorrelator is used as the clutter-parameter estimator, while the filter coefficient calculator block consists of an arithmetic logic unit and read only memory (ROM) unit for selecting the set of optimum filter coefficients.

The ability of the adaptive MTI filter to suppress clutter is directly dependent on the statistical accuracy of the spectral density estimate obtained. Thus, the quality of the estimator in Fig. 6.2 - 2 has a direct influence on the system performance. On the other hand, when there are rapid changes in environmental conditions, the filter should adapt quickly to them. In this case, the clutter estimation should be performed with a relatively short clutter sample record obtained from a few scans. In extreme cases, e.g. thunderstorms with high wind, it may be necessary to have a short-term spectral estimate from one scan only. In such cases, adaptive predictive MTI filtering (to be described in the next 3 sections) seems to be a suitable processing scheme.

6.3 Clutter Whitening Filter

Consider the coherent video signal at the output of the phase detector in an MTI radar system. In general, this signal consists of three components: target echoes, clutter, and receiver noise. Let the power spectra of these components be denoted as $T(f)$, $C(f)$, and $W(f)$ ($= \text{Const.} = N_0/2$), respectively. It is assumed that $T(f)$ and $C(f)$ occupy
non-overlapping frequency intervals. A typical spectral pattern is sketched in Figure 6.3 - 1. If we pass the video signal through a finite impulse response (FIR) digital filter with amplitude response $H(f)$ (Fig. 6.3 - 2), the power spectrum of the resulting output signal is given by

$$Y(f) = |H(f)|^2 \left[ T(f) + C(f) + \frac{N_o}{2} \right]. \quad (6.3.1)$$

Now, suppose that, during the process of filtering, we can somehow automatically adjust the filter coefficients in a way that the squared magnitude of the amplitude response $H(f)$ becomes

$$X(f) = T(f) + C(f) + \frac{N_o}{2}$$

![Fig. 6.3 - 2: FIR filtering of a coherent video signal.](image)
\[ |H(f)|^2 = \frac{K}{N_o/2 + C(f)}, \quad (6.3.2) \]

where \( K \) is a constant. We shall describe the process of filter adjustment later. Combining Eqs. (6.3.1) and (6.3.2) we now have for the output power spectrum:

\[
Y(f) = \frac{K}{N_o/2 + C(f)} \left[ T(f) + C(f) + N_o/2 \right]
\]

\[
= K \left[ 1 + \frac{T(f)}{N_o/2 + C(f)} \right], \quad (6.3.3)
\]

In the low frequency region where \( T(f) = 0 \), the output spectrum is constant and is approximately equal to \( K \). In the region corresponding to target frequencies, \( C(f) = 0 \) and the output spectrum is

\[
Y(f) = K \left[ 1 + \frac{2T(f)}{N_o} \right], \quad (6.3.4)
\]

Except for the additive constant, the output spectrum is a scaled version of the target spectrum. When there is no target, the output spectrum will be flat, that is, \( Y(f) = K \). The value of \( K \) is determined by normalizing the value \( |H(0)|^2 \) to unity. From (6.3.2) we have

\[
K = N_o/2 + C(0), \quad (6.3.5)
\]

From the above considerations, it is clear that the filter \( H(f) \) is an inverse filter with respect to the clutter component of the video signal, i.e., a clutter whitening filter (since the spectral density
\( N_0/2 \) is a constant, it only determines a pedestal for the clutter spectrum). This means that the clutter signal is constantly being whitened, while the target is being enhanced. In the absence of a target the output signal has a white spectrum; such a situation is used for "training" the adaptive algorithm, i.e., for adjusting the filter coefficients.

There is usually enough time for adaptation, since the time on target is in most cases only a fraction of the time for antenna revolution.

By using the white noise spectral level as an additive component in defining the inverse filter amplitude response, as in Eq. (6.3.2), we avoid numerical instabilities in performing calculations based on the equations (6.3.3) and (6.3.4), when the level of the clutter spectrum is extremely low. This may be a common situation in the region of target frequencies.

In the following section we describe the adaptive procedure for adjusting filter coefficients.

6.4 Adaptive Procedure

As shown in Chapter 3, we can, in most cases, model clutter as being in the class of all-pole (autoregressive) signals. That is, the power spectrum may be represented in the form

\[
C(f) = \frac{K_c}{|a_0 + a_1 e^{-j2\pi f} + \ldots + a_M e^{-j2\pi MF}|^2}, \quad a_0 \equiv 1.0. \tag{6.4.1}
\]

The error between the all-pole representation, \( C(f) \), and the true value \( C(f) \) can be made arbitrarily small by making the order of the process, \( M \),
large enough. It has been demonstrated, however, that in most practical situations, $H$ does not exceed 10. Assuming that $\frac{H}{2} << \lambda_c$, we can see from Eqs. (6.3.2) and (6.4.1), that the inverse filter contains zeros only, which is an FIR filter.

Referring to the block diagrams of the forward-and backward-prediction error filters in Figures 2.4-1(a) and (b), we find that their actual FIR structures are as shown in Figures 6.4-1(a) and (b). These two configurations can be combined in the form of a ladder filter structure as shown in Figure 6.4-2. The output of the forward filter is also the actual filter output. Note that the filter coefficients in Figure 6.4-2 represent the coefficients $a_{m,m}$, $m = 1, 2, \ldots, M$, given by Eq. (2.4.11) rather than the coefficients $a_{N,m}$, $m = 1, 2, \ldots, M$, for the $N$th order filter, given by Eqs. (2.4.12). This means that all lower order filtered outputs are at all time available as well as the $N$th order prediction error series. By displaying these coefficients simultaneously we obtain valuable information for determining the length or number of ladder stages to be used. Equivalence between the two structures given in Figures 6.4-1 and 6.4-2 is proved in Appendix F.

The performance measure of the adaptive filter is an average forward and backward output power at each stage of the ladder. As shown in Chapter 2, the power for the $m$th stage is given by

$$P_{m+1} = \frac{1}{2(N-m)} \sum_{n=1}^{N-m} \left( |y_m^f(n) + a_{m,m} y_m^b(n) |^2 + |y_m^b(n) + a_{m,m}^* y_m^f(n) |^2 \right) , \quad (6.4.2)$$

where $y_m^f(n)$ and $y_m^b(n)$ are, respectively, the forward and the backward
Fig. 6.4 - 1 Forward (a), and backward (b) FIR prediction error filter.
Fig. 6.4.2 Prediction error filter that combines forward and backward filtering.
error series at the output of mth stage, and m = 0, 1, 2, ..., N. The criterion of adaptation is based on minimization of the average output power, (6.4.2), at each stage with respect to the filter coefficients. If the average value of the squared-output of each stage is minimized, then the total average output power of the system as a whole will also be minimized. The value of $a_{m,m}$ which minimizes $P_{m+1}$ is given by

$$a_{m,m} = \frac{-2 \sum_{n=1}^{N-m} y_m^f(n) y_m^b(n)}{\sum_{n=1}^{N-m} \left( |y_m^f(n)|^2 + |y_m^b(n)|^2 \right)} \quad (6.4.3)$$

From Eq. (6.4.3) it follows that $|a_{m,m}| < 1$. The numerator on the right hand side of Eq. (6.4.3) is the negative cross-power and the denominator is the averaged auto-powers of the m point forward and backward prediction errors. The summation will be taken over past values of the numerator and denominator. In effect, we are training the system to respond to what happened in the past. Since we may expect changes to occur in the input signal, the statistics close to the point we are trying to predict would be weighted more heavily than those further away. Then, as the predictable portion of the input signal changes the change will be quickly noted and incorporated into the filter adjustments.

A reasonable way of weighting the coefficients is to multiply each term with the exponential function of the form

$$w(n) = e^{-(n-1)/\tau}, \quad n = 1, 2, ..., N-m \quad (6.4.4)$$

where the relaxation time of the adaptation, $\tau$, is defined as $1/e$ times
the decay time along the time axis. Thus, the weighted optimal coefficients are given by

\[
a_{m,m}^w = \frac{\sum_{n=1}^{L-m} \omega^2(n) \cdot y_m^f(n) \cdot y_m^b(n)}{\sum_{n=1}^{L-m} \left( |y_m^f(n)|^2 + |y_m^b(n)|^2 \right)}
\]  

(6.4.5)

The close-in statistics used to compute the filter are more heavily weighted against those further away which are gradually "forgotten". The \(a_{m,m}^w\)'s using the form given by Eq. (6.4.5) are conveniently computed from the current and immediate past values of the numerator and denominator by simple feedback. As the filtering proceeds, the time window moves along with the filter. The data are continuously processed and the filter is continuously updated. The result is that the PDF adapts to continually minimize the weighted average value of the output power.

The choice of the relaxation time is governed by a trade-off between the speed of adaptation and a reliable estimation of the filter coefficients. The range of values for \(\tau\) should be,

\[
\frac{1}{f_{ch}} < \tau < \frac{1}{f_{cl}}
\]

(6.4.6)

where \(f_{ch}\) is the cutoff frequency of the clutter spectrum and \(f_{cl}\) is the lower cutoff frequency of target spectrum.
6.5 Configuration of an Adaptive MTI Filter

In this section we present a complete block diagram of the adaptive filter based on the theory presented above. Figure 6.5-1 shows the implementation of the least mean-square prediction error algorithm (LMSPEA) given by Eq. (6.4.5). The blocks indicated by an asterisk denote complex conjugation operations. Division of the numerator, \( N \), by the denominator, \( D \), is indicated by the block \( N/D \), while the circuit in the feedback loop serves as an accumulator of the successive values. The attenuation, \( K \), is inserted in the loop to avoid instability. The output of LMSPEA is the optimal value of \( a_{m,m} \) and its conjugate. The block diagram of the complete adaptive filter in complex form is shown in Figure 6.5-2. Each block labeled LMSPEA is of identical structure, shown in Fig. 6.5-1. The number in parenthesis indicates the order of a stage.

With such an adaptive filter we obtain the minimum possible value for the average error power at the output of the overall filter. Availability of control at each stage gives valuable information for selecting the filter order. This is achieved, however, at the expense of relatively complicated circuitry, since we require \( M \) adjusting circuits for a filter of order \( M \). This does not seem to be a problem, first, because all the LMSPEA circuits are identical, and second, we need a significantly lower filter order than other adaptive circuits based on FIR filtering [26].

In an operating environment involving a coherent MTI radar, we are given the I and Q components of the video signal at the phase detector output. We shall denote these components as well as the real and
Fig. 6.5.1 Implementation of the LMSPEA, Eq. (6.4.5).
Fig. 6.5 - 2 Block diagram realization of an adaptive MTI filter in a complex form.
imaginary components of \( a_{m,n} \)'s with additional subscripts \((r)\) and \((i)\), respectively. The same holds for the forward- and backward-output signal components. Based on this notation, the real and imaginary parts of Eq. (6.4.5) are as follows, respectively:

\[
a_{m,n,(r)}^w = -2 \sum_{n=1}^{N-m} \frac{y_{m,(r)}^f(n)y_{m,(i)}^b(n) + y_{m,(i)}^f(n)y_{m,(r)}^b(n)}{|D_{m,n}(n)|^2}
\]

\[
a_{m,n,(i)}^w = 2 \sum_{n=1}^{N-m} \frac{y_{m,(r)}^f(n)y_{m,(i)}^b(n) - y_{m,(i)}^f(n)y_{m,(r)}^b(n)}{|D_{m,n}(n)|^2}
\]

where

\[
|D_{m,n}(n)|^2 = (y_{m,(r)}^f(n))^2 + (y_{m,(i)}^f(n))^2 + (y_{m,(r)}^b(n))^2 + (y_{m,(i)}^b(n))^2
\]

When the filter in Fig. 6.5 - 2 is represented in terms of the real and imaginary parts of the input signal and those of the filter coefficients it has two inputs and two pairs of outputs, namely, the real and imaginary parts of the forward and backward prediction error series. For the sake of simplicity, only the first stage is shown in Fig. 6.3 - 3. The following stages are simply cascaded at the corresponding output points. Also, to simplify the notation, the indices \((1,1)\) have been omitted in the subscripts for real and imaginary components of the coefficient \(a_{1,1}^w\).

Although the structures shown in Figures 6.4 - 3 and 6.4 - 4 may appear complicated, their realization is quite straightforward.
Fig. 6.5 - 3 Filter from Fig. 6.5 - 2 split into "real" and "imaginary" channels (one stage only).
Fig. 6.5 - 4 Implementation of the LMSPEA in terms of real components, Eq. (6.5.1).
We may summarize the important features of the adaptive MTI filtering procedure described above as follows:

(1) The filtering process is continuous, with the filter coefficients continuously updated while the data is being filtered.

(2) Since the filter coefficients estimated are always less than unity, the system is always stable regardless of the rate of adaptation. Also, the filter is always minimum-phase.

(3) The system has a capability for real-time operation. The stages in the ladder could easily be built as discrete hardware elements and cascaded to form a filter of any desired length.

(4) All lower-order filtered outputs are at all time available as well as the Mth order error signals. Displaying these simultaneously provides valuable information with regard to filter order and number of stages to be used.

(5) For a prescribed filter order, the input signal spectrum can be calculated using the values of the average output power and the estimated coefficients. This provides a means for on-line classification of the input clutter component, as discussed previously.

The performance of the basic structure of the filter ladder, only with real coefficients, is illustrated in Figure 6.5 - 5 taken from [101]. Autoregressive process of fourth order was generated with the known parameters. The first half of the time series was produced with one set of values for the $a_{m,n}$'s and the other half with another set of values. The spectra of both halves of the input signal are given in Fig. 6.5 - 5(a). The preselected values for the $a_{m,n}$'s are shown by the dashed lines in
Fig. 6.5-5 Adaptation of fourth order filter coefficients to a step discontinuity in signal parameters: (a) spectra of the first and the second half of the input signal, (b) filter coefficients adaptation, (c) spectra of the output prediction error series for both parts of the signal.

In Figure 6.5-5(b), for m = 1, 2, 3, and 4. The solid lines represent the estimated values, $a_{m,m}'s$. As the filtering operation proceeds, we see that the estimated values soon track the true values. Then, the pre-determined signal parameters abruptly change. The adaptive filter soon adjusts itself to the new environment and the estimated coefficients begin to move in the direction of the true values. Note that the exponential behavior of the estimated coefficients following the step ge-
rally obeys a decay rate corresponding to the relaxation time set for adaptation. The diagrams in Figure 6.5-5(c) show the spectra of the output prediction error series for both parts of the input signal. It is evident that the spectra have been significantly whitened by the filter.

6.6 Summary

This chapter has dealt with a proposal for adaptive MTI filtering based on the PEP. It has been shown that a simple open loop adaptive procedure can be designed for clutter rejection for use in a coherent pulse radar. An important feature of the filter is the possibility of continual adaptation of the filter and, at the same time, on-line spectral estimation, which provides the means for discrimination between the different types of the clutter.
CHAPTER 7

SUMMARY AND RECOMMENDATIONS

7.1 Summary

In this thesis we have developed a system for on-line classification of radar clutter, based on the maximum entropy method. The separation between weather and bird echoes is made possible by a prediction error filtering technique which exhibits excellent resolution capabilities. A statistical analysis of computer-simulated and recorded coherent radar signals have confirmed the method's ability to resolve the spectra of ground clutter, weather clutter, and bird echoes even with very short data record lengths.

Based on the prediction error filtering or, equivalently, the maximum entropy estimation of power spectral density, an adaptive filtering scheme for suppression of nonstationary clutter signals, has been developed. Thus, it is possible to classify the signal while removing it from the PPI display.

The important contributions of the thesis are summarized below:

1. The complex form of the algorithm for calculating the PEF coefficients, which is used for processing the I and Q components of video signal in coherent pulse radar, has been derived.

2. The adequacy of an all-pole representation of clutter has been demonstrated.

3. Using computer-simulated clutter data, it has been demons-
trated that small variations in the clutter-model parameters are detectable by using the maximum entropy method of spectral analysis.

(4) Detailed comparison with the best known linear method (the Welch method) of spectral analysis has revealed the superiority of the EM in respect to record length and resolution. The computation times for both methods are approximately of the same order of magnitude.

(5) Using recorded clutter data, it has been verified that the separation of different forms of clutter is possible by using the EM analysis of the spectral spread. Statistical analysis of different clutterers' spreads has shown that one is able to distinguish between ground, weather, and birds returns with a relatively low probability of error. Again, comparison with Welch's method has shown that the latter lacks the necessary resolution for classification.

(6) A simple open-loop adaptive MTI filtering procedure, based on prediction error power minimization, has been derived. The adaptive scheme is fast, absolutely stable, and relatively simple to implement.

7.2 Recommendations for Further Research

(1) In order to provide a more complete statistical analysis of the clutter-classification procedure, it is necessary to collect the data from various radar sites. In particular, data from the high-density bird migration corridors of Canada should be recorded. The analysis of both coherent and noncoherent video returns would also be of interest.

(2) A more thorough statistical analysis of the different clutter returns should be performed for different environmental conditions.
(3) The statistical theory of adaptivity should be evaluated for both simulated and actual radar data.

(4) Since the adaptive MTI filtering scheme, together with the filter coefficients adjusting circuits, is relatively simple, it would be of interest to implement it in hardware form and test it.
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APPENDIX A

Recursive Calculations of Prediction Error Filter Impulse Response and the Filter Output Power

Starting from the set of normal equations for order M-1

\[
\begin{bmatrix}
R(0) & R^*(1) & \ldots & R^*(M-1) \\
R(1) & R(0) & \ldots & R^*(M-2) \\
\vdots & \vdots & \ddots & \vdots \\
R(M-1) & R(M-2) & \ldots & R(0)
\end{bmatrix}
\begin{bmatrix}
1 \\
a_{M-1,1} \\
\vdots \\
a_{M-1,M-1}
\end{bmatrix}
= 
\begin{bmatrix}
P_M \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

and expanding it to order M, we have

\[
\begin{bmatrix}
R(0) & R^*(1) & \ldots & R^*(M-1) & R^*(M) \\
R(1) & R(0) & \ldots & R^*(M-2) & R^*(M-1) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
R(M-1) & R(M-2) & \ldots & R(0) & R^*(1) \\
R(M) & R(M-1) & \ldots & R(1) & R(0)
\end{bmatrix}
\begin{bmatrix}
1 \\
a_{M,1} \\
\vdots \\
a_{M,M-1} \\
a_{M,M}
\end{bmatrix}
= 
\begin{bmatrix}
P_{M+1} \\
0 \\
\vdots \\
0 \\
0
\end{bmatrix}
\]

The elements of the last row in the autocorrelation matrix of (A.1) and (A.2) are the complex conjugate of the elements of the first row in a reversed order. The same holds for the row before the last one and the second row, and so on. Thus we can represent the vector of filter coefficients as a sum of two vectors as follows:
\[
\begin{bmatrix}
1 \\
a_{M,1} \\
a_{M,2} \\
\vdots \\
a_{M,M-2} \\
a_{M,M-1} \\
0
\end{bmatrix}
= 
\begin{bmatrix}
1 \\
a_{M-1,1} \\
a_{M-1,2} \\
\vdots \\
a_{M-1,M-2} \\
a_{M-1,M-1} \\
0
\end{bmatrix}
+ a_{M,M}
\begin{bmatrix}
0 \\
a_{M-1,M-1} \\
a_{M-1,2} \\
\vdots \\
a_{M-1,1} \\
1
\end{bmatrix}
\tag{A.3}
\]

where vector \([1, a_{M-1,1}, \ldots, a_{M-1,M-1}, 0]^T\) is the vector of known filter coefficients of order \(M-1\) (Eq. (A.1)) augmented by a zero, and the second vector on the right-hand side is its complex conjugate in reversed order. The multiplicative factor is \(a_{M,M}\) since the last equality in Eq. (A.3) must be satisfied.

Using (A.3) in (A.2) and making use of (A.1), we have

\[
\begin{bmatrix}
R(0) & R^*(1) & \cdots & R^*(M-1) & R^*(M) \\
R(1) & R(0) & \cdots & R^*(M-2) & R^*(M-1) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
R(M-1) & R(M-2) & \cdots & R(0) & R^*(1) \\
R(M) & R(M-1) & \cdots & R(1) & R(0)
\end{bmatrix}
\begin{bmatrix}
1 \\
a_{M-1,1} \\
\vdots \\
a_{M-1,M-1} \\
0
\end{bmatrix}
+ a_{M,M}
\begin{bmatrix}
0 \\
a_{M-1,M-1} \\
a_{M-1,2} \\
\vdots \\
a_{M-1,1} \\
1
\end{bmatrix}
\tag{A.4}
\]
where the quantity $D_m$ is defined by the last equation in (A.4)

$$D_m = \sum_{m=0}^{M-1} a_{M-1,m} R^*(M-m)$$  \hspace{1cm} (A.5)

We also see from the last equality in (A.4) that

$$D_m + a_{M,M} \cdot P_M = 0$$  \hspace{1cm} (A.6)

and hence, we have the solution for $a_{M,M}$:

$$a_{M,M} = -\frac{D_M}{P_M}$$  \hspace{1cm} (A.7)

Recall from Eq. (2.2.7) that $P_M$ is a Hermitian form and thus it is always real. Moreover, we have shown that the autocorrelation matrix is always positive-definite, resulting in $P_M > 0$. Thus, we will always have a solution for (A.7).

Note that the solution for (A.7) differs from the expression (2.4.11) obtained by minimizing the average error power. However, those two expressions are identical as will be seen later. Solution for (A.7) involves the autocorrelation function values (A.5), and thus it will not be used in the iterative procedure.

Once the value for $a_{M,M}$ is determined, we can find the remaining filter coefficients by means of Eq. (A.3). Since the first and the last equations in (A.3) are trivial, we use only $M-1$ remaining equations to get

$$a_{M,m} = a_{M-1,m} + a_{M,M} a_{M-1,M-m}, \quad m = 1, 2, \ldots, M-1.$$  \hspace{1cm} (A.8)
To obtain the value of $P_{M+1}$, we use the first equation in the last equality in (A.4) to get

$$P_{M+1} = P_M + a_{M,M}^* P_M$$  \hspace{1cm} (A.9)

Substituting for $D^*_M = -a_{M,M}^* P_M$ from (A.6) we get the simple recursion relation for $P_{M+1}$

$$P_{M+1} = P_M (1 - a_{M,M}^* a_{M,M}) = P_M (1 - |a_{M,M}|^2).$$ \hspace{1cm} (A.10)

As noted by [44], the expression (A.10) gives a simple relation between $P_{M+1}$ and $P_M$, thus avoiding the problem of round-off error accumulation when $P_M$ becomes quite small. The problem arises in the original Levinson algorithm which calculates $P_{M+1}$ directly from the first equation in (A.2).
Recursion Formulae for $p_M(n)$ and $q_M(n)$

Noting that $a_{M-2,0} = 1$ and $a_{M-2,m} = 0$ for $m = M-1, M, \ldots$ and $m = -1, -2, \ldots$ we can rewrite Eq. (2.4.12) for the lower order filter as

$$a_{M-1,m} = a_{M-2,m} + a_{M-1, M-1} a_{M-2, M-1-m}, \quad m = 0, 1, \ldots, M. \quad (B.1)$$

Substituting (B.1) into the expression (2.5.2) we have for $p_M(n)$

$$p_M(n) = \sum_{m=0}^{M-1} a_{M-1,m}^* x(n+m)$$

$$= \sum_{m=0}^{M-1} [a_{M-2,m}^* + a_{M-1, M-1} a_{M-2, M-1-m}] x(n+m). \quad (B.2)$$

$$= \sum_{m=0}^{M-1} a_{M-2,m}^* x(n+m) + a_{M-1, M-1} \sum_{m=0}^{M-1} a_{M-2, M-1-m} x(n+m).$$

The upper limit of the summations in the last row of (B.2) is reduced by 1 since $a_{M-2, M-1} = a_{M-2, -1} = 0$. Now, the first summation is equal to the term on the right-hand side of Eq. (2.5.2), except that $M$ is replaced by $M-1$. Likewise, the second summation in (B.2) is equal to the term on the right-hand side of Eq. (2.5.3) with the same substitution for $M$.

Thus, we may rewrite (B.2) as

$$p_M(n) = p_{M-1}(n) + a_{M-1, M-1}^* q_{M-1}(n). \quad (B.3)$$

Similarly we have for $q_M(n)$.
\[ q_M(n) = \sum_{m=0}^{M} a_{M-1,M-m} \cdot x(n+m) \]
\[ = \sum_{m=1}^{M} a_{M-2,M-m} \cdot x(n+m) + a_{M-1,M-1} \sum_{m-1}^{M} a_{M-2,m-1} \cdot x(n+m). \] (B.4)

In order to have the same limits as in (B.2) we simply substitute \( m' = m - 1 \) in (B.4) to get

\[ q_M(n) = \sum_{m'=0}^{M-1} a_{M-2,M-1-m'} \cdot x(n+m'+1) + a_{M-1,K-1} \sum_{m'=0}^{M-1} a_{M-2,m'} \cdot x(n+m'+1). \] (B.5)

After omitting primes we see from Eqs. (2.5.2) and (2.5.3) that \( q_M(n) \) may be expressed in terms of lower order quantities as

\[ q_M(n) = q_{M-1}(n+1) + a_{M-1,M-1} \cdot p_{M-1}(n+1). \] (B.6)

The recursive relations (B.3) and (B.6) indicate that we can calculate \( p_M(n) \) and \( q_M(n) \) by using only the last filter coefficient in every iteration.
APPENDIX C

Development of Clutter Model for Coherent Pulse Radar

We start from expression (3.2.3) for the transmitted signal

\[ \psi_T(t) = \nu_T(t) e^{j2\pi f_c t} \]  

(C.1)

where the envelope \( \nu_T(t) \) is given as a sum of the envelopes of the single pulse, weighted with the appropriate value of the antenna gain, as shown by (3.2.4).

We assume that the received signal is processed by a filter that is matched to the pulse

\[ \psi_F(t) = \nu_F(t - t_o) e^{j2\pi f_c (t-t_o)} \]  

(C.2)

where \( \nu_F(t) \) is the pulse envelope and \( t_o \) is the reference delay corresponding to the range ring being sampled. The frequency reference is taken as zero Doppler. In general, the envelope \( \nu_F(t) \) need not be the same as that of the individual pulse \( \nu_S(t) \) of the transmitted pulse train.

The total clutter signal \( I(p) \) at the \( p \)th sampling instant, is defined in [26] and is given by

\[ I(p) = \sum_i \left[ \sum_k s_i,k(p,f_r) \chi_{SF}(\tau_k,f_d) \right] a_p(i) e^{j2\pi f_d p T} \]  

(C.3)

where \( \chi_{SF}(\tau,f) \) is the cross-ambiguity function between \( \nu_S(t) \) and \( \nu_F(t) \), \( f_r \) is the dipole rotational frequency, and \( f_d \) is the Doppler shift given by the average radial velocity of the entire cloud of scatterers. The
autocorrelation function of the clutter signal is defined by

\[ R_I(q) = E[I^*(p) \cdot I(p+q)] \quad (C.4) \]

where \( q \) is the order of the lag product. For the case of linear polarization in both transmitter and receiver, the value of autocorrelation at zero lag is

\[ R_I(0) = \frac{3}{2} E[C^2]. \quad (C.5) \]

Using (C.5) and the relation among the random variables \( C, U, \) and \( D \) (Eq. (3.2.2)) we find that the normalized autocorrelation function is given by [26]

\[ R_I(q) = \frac{2}{3} \left[ 1 + \frac{1}{2} \int_{-\infty}^{\infty} \cos(4\pi q f_R) p(f_R) df_R \right] \left[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{j2\pi q f_d} R \cdot P(f_d) df_d \right] e^{-\frac{q^2}{2R^2}} \quad (C.6) \]

where \( p(f_R) \) and \( p(f_d) \) denote the probability density functions of \( f_R \) and \( f_d \), respectively. The last term on the right-hand side of (C.6) represents the antenna pattern, which is assumed to be of Gaussian shape for analytical convenience, with \( l.65T_0 \) being the two-way 3 dB beamwidth of the antenna.

The model that was programmed is based on Eq. (C.3). Unlike previous approaches to clutter modelling, which have centered on techniques that synthesize the process by passing white noise through linear filters, the present approach does not involve a previous knowledge of autocorrelation function. The choice of the scatterer array length in a computer model was dictated by several factors. As a compromise between an adequate representation of the scatterer field and the computation time,
the dynamic range representing the main lobe of the antenna was chosen to be 30 dB. With 24 scatterers assumed in the 3 dB one-way beamwidth, the array length was 76.

When the Gaussian distribution is assumed for the dipole rotational frequency $f_r$ and Doppler shift $f_d$, the value for the autocorrelation function of the clutter signal (C.6) is expressed in terms of the corresponding first and second order moments. Let $\mu_r$ and $\sigma_r^2$ be the normalized mean and variance of $f_r$, respectively, and $\mu_d$ and $\sigma_d^2$ be the normalized mean and variance of $f_d$, respectively. The normalization factor is interpulse period $T_R$. We also normalize $T_o$ with respect to $T_R$. For the case of Gaussian distributions, the normalized autocorrelation function of the clutter (C.6) becomes

$$ R_I(\varphi) = \frac{2}{3} \left[ 1 + \frac{1}{2} \cos(4\pi \mu_r) e^{-8\pi^2 q^2 \sigma_r^2} \right] e^{-j2\pi \mu_d - 2\pi^2 q^2 \sigma_d^2 - \frac{q^2}{2\sigma_o^2}}. \quad (C.7) $$

The Fourier transform of Eq. (C.7) represents the theoretical power spectral density of the clutter signal. Analytical evaluation based on this relation is straightforward but tedious. However, we do not need the explicit formula for it. We use it as a reference to compare a different methods of spectral estimation. For this purpose, we simply use the fast Fourier transform routine to get the theoretical spectral density.
APPENDIX D

Characteristics of the ASR-8 Radar

ASR-8 is a modern ATC radar with coherent processing, manufactured by Texas Instruments in 1976 [96]. Its principal characteristics are listed in Table D - 1. Figure D - 1 shows the calculated free-space antenna elevation patterns for both high and low beams. The azimuth pattern is presented in Fig. D - 2. The traces under the main lobe are crosspolarized measurements, i.e., responses of vertically polarized receiving pattern to horizontally polarized transmitting one, and vice versa.
### Table D-1  RADAR CHARACTERISTICS

<table>
<thead>
<tr>
<th>Antenna Characteristics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aperture size</strong></td>
<td>4.9 meters (16.1 feet) azimuth by 2.7 meters (9 feet) elevation</td>
</tr>
<tr>
<td><strong>Gain (minimum)</strong></td>
<td>33.5 dB</td>
</tr>
<tr>
<td>Normal beam</td>
<td>32.5 dB</td>
</tr>
<tr>
<td>Passive (high) beam</td>
<td>-24 dB</td>
</tr>
<tr>
<td><strong>Side lobes (maximum)</strong></td>
<td>-22 dB</td>
</tr>
<tr>
<td>Normal beam</td>
<td></td>
</tr>
<tr>
<td>Passive beam</td>
<td></td>
</tr>
<tr>
<td><strong>Beamwidth:</strong></td>
<td></td>
</tr>
<tr>
<td>Elevation</td>
<td>4.8 degrees minimum at -3 dB; COSECANT to 30 degrees</td>
</tr>
<tr>
<td>Azimuth</td>
<td>1.35 degrees minimum at -3 dB point</td>
</tr>
<tr>
<td><strong>VSWR</strong></td>
<td>1.4:1</td>
</tr>
<tr>
<td><strong>Polarization</strong></td>
<td>Linear, vertical or circular, remotely selectable</td>
</tr>
<tr>
<td><strong>Integrated cancellation ratio (minimum)</strong></td>
<td>22 dB (25 dB typical)</td>
</tr>
<tr>
<td>Normal beam</td>
<td>22 dB (24 dB typical)</td>
</tr>
<tr>
<td>Passive beam</td>
<td></td>
</tr>
<tr>
<td><strong>Rotary joint</strong></td>
<td>5-channel, 3 S-band and 2 L-band channels</td>
</tr>
<tr>
<td><strong>Data pickup</strong></td>
<td></td>
</tr>
<tr>
<td>Dual azimuth-pulse generators</td>
<td>(2 sets reference pulse and 4,096 change pulses)</td>
</tr>
<tr>
<td>Drive mechanism safety switch</td>
<td>On tower</td>
</tr>
<tr>
<td><strong>Tilt angle referenced to the lower 3 dB point of the normal beam</strong></td>
<td>±2.5 degrees, manually adjusted</td>
</tr>
<tr>
<td><strong>Drive motor (dual)</strong></td>
<td>5.0 horsepower (each)</td>
</tr>
<tr>
<td><strong>Antenna rotation rate</strong></td>
<td>12.5 rpm (15 rpm optional)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transmitter Characteristics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Source</strong></td>
<td>VA-87E air cooled klystron</td>
</tr>
<tr>
<td><strong>Frequency</strong></td>
<td>Tuneable 2.7 to 2.9 GHz, derived from crystal STALO and COHO</td>
</tr>
<tr>
<td><strong>Peak power</strong></td>
<td>1.4 mW</td>
</tr>
<tr>
<td><strong>Average power</strong></td>
<td>875 W nominal</td>
</tr>
<tr>
<td><strong>Pulsewidth</strong></td>
<td>0.5 μs</td>
</tr>
<tr>
<td><strong>Repetition frequency</strong></td>
<td>4-pulse stagger with 1,040 average, or fixed (selectable from 700 to 1,200 pps)</td>
</tr>
<tr>
<td><strong>Cooling</strong></td>
<td>Forged air</td>
</tr>
<tr>
<td><strong>Waveguide pressurization</strong></td>
<td>Freon-12 for diplexer</td>
</tr>
<tr>
<td><strong>Fault detection</strong></td>
<td>Automatic recycling and shutdown sequence</td>
</tr>
<tr>
<td><strong>Modulator</strong></td>
<td>12 plug-in modules, fail-safe</td>
</tr>
<tr>
<td><strong>HVPS</strong></td>
<td>Solid-state, 250 Vdc</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Receiver Characteristics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parametric amplifier</strong></td>
<td>Solid-state with Gunn pump source</td>
</tr>
<tr>
<td><strong>Type</strong></td>
<td>1.25 dB maximum</td>
</tr>
<tr>
<td><strong>Noise figure</strong></td>
<td>200 MHz (2.7 to 2.9 GHz) fixed tuned</td>
</tr>
<tr>
<td><strong>Bandwidth</strong></td>
<td>15 dB minimum</td>
</tr>
<tr>
<td><strong>Gain</strong></td>
<td>4.0 dB maximum, measured at noise coupler</td>
</tr>
<tr>
<td><strong>System noise figure</strong></td>
<td>MTI IF</td>
</tr>
<tr>
<td><strong>Receiver channels:</strong></td>
<td>Normal IF</td>
</tr>
<tr>
<td><strong>STALO</strong></td>
<td>Log IF</td>
</tr>
<tr>
<td><strong>COHO</strong></td>
<td>VHF crystal oscillator with multiplier (2.7 to 2.9 GHz)</td>
</tr>
<tr>
<td></td>
<td>30 MHz crystal</td>
</tr>
</tbody>
</table>
Table D-1  RADAR CHARACTERISTICS (Continued)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receiver bandwidth</td>
<td></td>
</tr>
<tr>
<td>Normal IF</td>
<td>1.1 MHz</td>
</tr>
<tr>
<td>MTI IF*</td>
<td>5 Milz</td>
</tr>
<tr>
<td>MTI video</td>
<td>585 kHz</td>
</tr>
<tr>
<td>Log IF</td>
<td>1.1 MHz</td>
</tr>
<tr>
<td>Log IF (dynamic range)</td>
<td>80 dB</td>
</tr>
<tr>
<td>STC</td>
<td>Diode RF attenuator before parametric amplifier; 0 to 40 dB-</td>
</tr>
<tr>
<td>Minimum discernible signal (MDS)</td>
<td></td>
</tr>
<tr>
<td>Normal receiver</td>
<td>-110 dBm</td>
</tr>
<tr>
<td>Log receiver</td>
<td>-109 dBm</td>
</tr>
<tr>
<td>MTI receiver</td>
<td>-108 dBm</td>
</tr>
<tr>
<td>Processor Characteristics</td>
<td></td>
</tr>
<tr>
<td>MTI/Normal Channel Operating Modes</td>
<td></td>
</tr>
<tr>
<td>(Video alignment in all modes)</td>
<td></td>
</tr>
<tr>
<td>Regular video</td>
<td></td>
</tr>
<tr>
<td>Enhanced video</td>
<td></td>
</tr>
<tr>
<td>Log FTC video</td>
<td></td>
</tr>
<tr>
<td>Log FTC with weather background</td>
<td></td>
</tr>
<tr>
<td>Enhanced Log FTC</td>
<td></td>
</tr>
<tr>
<td>Enhanced Log FTC with weather background</td>
<td></td>
</tr>
<tr>
<td>Number of Bits</td>
<td></td>
</tr>
<tr>
<td>MTI channel*</td>
<td>10.</td>
</tr>
<tr>
<td>Normal channel*</td>
<td>6 *</td>
</tr>
<tr>
<td>Weather channel*</td>
<td>7</td>
</tr>
<tr>
<td>Integrators (MTI and normal)</td>
<td>6</td>
</tr>
<tr>
<td>Storage (includes alignment)</td>
<td>97,177</td>
</tr>
<tr>
<td>Sample rate</td>
<td>2.14 MHz*</td>
</tr>
<tr>
<td>MTI cancellers</td>
<td></td>
</tr>
<tr>
<td>MTI canceller modes</td>
<td></td>
</tr>
<tr>
<td>Single canceller</td>
<td></td>
</tr>
<tr>
<td>Dual canceller *</td>
<td></td>
</tr>
<tr>
<td>Dual canceller with feedback*</td>
<td></td>
</tr>
<tr>
<td>(25, 30, 35, 40 dB-cancellation of scanning clutter)</td>
<td></td>
</tr>
<tr>
<td>PRF stagger</td>
<td></td>
</tr>
<tr>
<td>First blind speed</td>
<td></td>
</tr>
<tr>
<td>Velocity-response null</td>
<td></td>
</tr>
<tr>
<td>Log-CFAR*</td>
<td></td>
</tr>
<tr>
<td>MTI</td>
<td></td>
</tr>
<tr>
<td>Normal*</td>
<td></td>
</tr>
<tr>
<td>System MTI improvement factor</td>
<td></td>
</tr>
<tr>
<td>(stagger, scanning)</td>
<td></td>
</tr>
<tr>
<td>STC function generator</td>
<td></td>
</tr>
<tr>
<td>Initial attenuation</td>
<td></td>
</tr>
<tr>
<td>Initial delay</td>
<td></td>
</tr>
<tr>
<td>Range decay exponent</td>
<td></td>
</tr>
<tr>
<td>Receiver gain attenuation</td>
<td></td>
</tr>
<tr>
<td>Range azimuth gate Generator</td>
<td></td>
</tr>
<tr>
<td>Controlled functions</td>
<td></td>
</tr>
<tr>
<td>Generator</td>
<td></td>
</tr>
<tr>
<td>Field programmable</td>
<td></td>
</tr>
<tr>
<td>MTI/Normal video gating</td>
<td></td>
</tr>
<tr>
<td>Dual antenna beam switching</td>
<td></td>
</tr>
<tr>
<td>Receiver noise generator gating</td>
<td></td>
</tr>
<tr>
<td>Receiver test trigger gating</td>
<td></td>
</tr>
<tr>
<td>Stagger/nonstagger select</td>
<td></td>
</tr>
<tr>
<td>Azimuth strobe</td>
<td></td>
</tr>
<tr>
<td>STC select</td>
<td></td>
</tr>
<tr>
<td>Receiver gain control</td>
<td></td>
</tr>
</tbody>
</table>
Table D-1 RADAR CHARACTERISTICS (Continued)

<table>
<thead>
<tr>
<th>Display Site Remote Unit Characteristics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Line compensator</td>
<td>30 dB minimum common mode rejection</td>
</tr>
<tr>
<td></td>
<td>Compensates for up to 6,100 meters of coax</td>
</tr>
</tbody>
</table>

| Distribution amplifier                  |  |
| (91 meters coax with 75-ohm termination)|  |
| Triggers                                | Rise time <0.1 microsecond |
|                                        | Duration 1.0 to 1.5 microseconds |
|                                        | Amplitude >15 volts |
| Video                                   | Rise time <0.1 microsecond |
|                                        | Droop (200 μs pulse) <10 percent |
|                                        | Amplitude 0 to 4 volts |
| ACP/ARP                                 | Pulsewidth 23±3.0 microseconds |
|                                        | Amplitude 2±1 volt |

| Power requirement                       | 115 Vac, single phase, 50/60 Hz |
|                                        | Redundant diode floating |
|                                        | +5 Vdc, +15Vdc, -15 Vdc, +24 Vdc |

| Maintenance PPI Characteristics         |  |
| Operational characteristics             |  |
| CRT size                                | 40-centimeter diameter |
| Display ranges                          |  |
|                                        | Five selectable ranges |
|                                        | Position 1: 5 to 20 nautical miles (nm) preset |
|                                        | Position 2: 15 to 20 nm preset |
|                                        | Position 3: 35 to 70 nm preset |
|                                        | Position 4: 40 to 135 nm preset |
|                                        | Position 5: 190 to 275 nm preset (beacon pretrigger required) |
| Range marks                             | 1, 2, 5, 10:nautical miles selectable |
|                                        | Every fifth mark intensified |

| Video                                  | MTL |
|                                        | Normal (MTI/normal range gate adjustable out to 60-nautical mile radar range) |
|                                        | Beacon |
|                                        | Map |
|                                        | Intensity of all signals is adjustable |

| Azimuthal synchronization              | 4,096 APC with ARP |
|                                        | Radar and beacon pretrigger |
|                                        | 1 radius in any direction |

| Electrical characteristics             |  |
| CRT                                     |  |
|                                        | P7 phosphor |
| Range mark accuracy                    | ±0.25 nautical mile at 60 nautical miles |
| Sweep linearity                        | To ±2.5 millimeters for range marks |
| Azimuth accuracy                       | ±0.5 degree |
| Pretrigger delay                       | 45 to 120 μs |
| Deflection                              | Fixed yoke magnetic |
| Video bandwidth                        | 3.5 MHz |
| Video inputs                           | 75 ohms, 8 volts peak video amplitude |
| ACP, ARP inputs                        | Externally terminated to match line. Five volts P-P maximum amplitude, any width between 1 μs and 50 percent of ACP duty cycle; logic level or approximate sinusoid |
| Pretrigger inputs                      | 75 ohms, 5 to 70 volts peak amplitude |
| Voltage                                 | 102 to 138 volts, single phase, 47 to 470 Hz |
| Power                                   | 250 watts |
APPENDIX D

Documented Listings of Computer Programs

This appendix contains documented listings of the computer programs used in the analysis of recorded clutter data. They are used for selection and arrangement of samples stored in mass memory and for the spectral analysis of arranged data. Listed programs are written for the CDC 1700 minicomputer. The corresponding programs for spectral analysis of computer-simulated clutter signals (which was done in Chapter 4) have been run on the CDC 6400 computer. Since these are essentially the same as the previous ones, except for the minor adaptations, they are not listed.

Program SAMARR reads the samples from mass memory, separates I and Q samples from the computer word (subroutine DERIX), and arranges them in the format required for spectral estimation programs. There is an option for the sample mean removal from the data (subroutine MNOPT). Depending on the order of the data samples (see Fig. 5.3 - 1), the options for reordering is provided by subroutine ARROPT.

Program MEMFPL calculates the maximum entropy spectra of the signals stored on pseudotape LUIN by SAMARR. The order of the PEF is automatically chosen by the final prediction error criterion. Options are provided for choosing linear or logarithmic scale for computed spectra and for rewinding the pseudotape. This last option is convenient for statistical analysis of the stored data. The scale of range for both coordinate axes is also optional.
Program PLR64 evaluates the spectra by means of Welch's method of modified periodograms, with 64 data samples. Options are provided for scaling the axes, rewinding the pseudotapes, and also, the window function may be chosen by calling subroutine WILW1. There is also the possibility of averaging the data up to four 64 points blocks. The data are padded with zeros so that the FFT's are calculated with 128 points. The programs PLR32 and PLR16, which perform the spectral estimations of 32 and 16 data points, respectively, are identical with PLR64 and therefore are not listed. Also, the programs PLR128 and PLR256 are not listed. They differ from the previous ones only in that they do not have the options for averaging over more data blocks. This would simply require more core storage.

The other supporting routines which existed in the program library have not been listed. They have basically been used for inputting and outputting the data, transferring the data from one logical unit to another, for plotting, and for separating the computer words into I and Q samples (i.e. subroutine DEMIX).
PROGRAM SAMAP

THIS PROGRAM SEPARATES RAM WORDS INTO I AND Q SIGNAL
SAMPLES (DEMIX), ARRANGES THEM INTO COMPLEX POINTS AND
STORES THEM IN 512 (4X64 COMPLEX) POINTS ON PSEUDOTAPE
L U I N, AS REQUIRED BY M E M F P 1. MAX MEM WORDS
-3840 (60 BLOCKS, 160 SECTORS).

SPECIFY PARAMETERS:

LOUT = DISPLAY L.U.
LUIN = STORING PSEUDOTAPE AS PER M E M G E N.
ISECAD = STARTING SECTOR ADDRESS ON DISK # 6.
NWDS = # OF WORDS TO BE PICKED PER RUN.

IOPT = 0 - PROCESSING DATA IN ORIGINAL FORM
       = 1 - CALLING SUBROUTINE A R R O P T (2*800)
       = 2 - " (8*200)

MOPT = 0 - NO MEAN CALCULATION.
       = 1 - CALLING SUBROUTINE M N O P T.

LUINI = 11 - 15 FILTERS THE DATA AND WRITES ON LUINI
       = 0-10 OR 16,... AUTOMATICALLY SKIPS M T I 2.

D I M E N S I O N I R A M (1929), J R A M (1920), DATA (512)
D I M E N S I O N D A T (128), D A T 2 (128), D A T 3 (128), D A T 4 (128)
E Q U I V A L E N C E ( I R A M (19), J R A M (1)), (D A T (1), D A T (1)), (D A T 2 (1),
& D A T (129)), (D A T 3 (1)), (D A T 4 (1)), (D A T 4 (1)), (D A T 3 (1)), (D A T 2 (1)), (D A T 1 (1))

6 WRITE(4,10)
CALL HCREAD(4,6,LUIN,LUINI,ISECAD,NWDS,IOPT,MOPT)
WRITE(4,20)
20 FORMAT(*DISPLAY UNIT = *)
CALL HCREAD(4,1,LOUT)

IF(NWDS.LT.1.OR.NWDS.GT.1929) GO TO 6
IF(ISECAD.LT.0.OR.ISECAD.GT.32479) GO TO 6
CALL DSKRW(6,0,IRAM,NWDS,ISECAD)
WRITE(LOUT,40) NWDS, ISECAD
40 FORMAT(1X,I6,*WORDS STARTING AT SECTOR *,I6,/) NSAM = NWDS - 9

IF(LOUT.EQ.16.OR.LOUT.EQ.17) GO TO 60
WRITE(LOUT,51) (JRAM(J), J=1,NSAM)
51 FORMAT(10(I6))
GO TO 7
60 CONTINUE
WRITE(LOUT,71) (JRAM(J), J=1,NSAM)
71 FORMAT(20(I6))
7 CONTINUE
WRITE(OUT,99)
99 FORMAT(/)

RAM WORDS AUTOMATICALLY OFFSET BY 9, WITH EQUIV. (JRAM(I),
IPAM(10)). UNSCRAMBLE I AND Q USING D E M I Y.
NL = NSAM/256
NR = NSAM - NL*256
LOOP = NL
IF(NP.GT.0) LOOP = LOOP + 1

C. BEGINNING OF THE MAIN LOOP.

DO 15 K=1,LOOP
   DO 1 I=1,256
      KI = (K-1)*256 + I
      CALL DEMIX(JRAM(KI), ITI, ITQ, 6)
      I2 = 2*I
      II = I2 - 1
      DATA(I1) = FLOAT(II)
      DATA(I2) = FLOAT(ITQ)
   1 CONTINUE

C THE ARRAY DATA(512) IS NOW FORMED AND ALSO THE ARRAYS
C DAT1,2,3,4(128). IF MPT.NE.0 CALCULATE THE MEAN
C VALUES OF ALL SUBARRAYS, DAT1,2,3,4, AS WELL AS DATA(512)

C IF(MPT.EQ.0) GO TO 5
   CALL MNOPT(DAT1,DAT2,DAT3,DAT4,LOUT,AMI,AMQ)
   DO 3 I=1,256
      I2 = 2*I
      II = I2 - 1
      DATA(I1) = DATA(I1) - AMI
      DATA(I2) = DATA(I2) - AMQ
   3 CONTINUE
   5 CONTINUE
   CALL ARROPT(DAT1,DAT2,DAT3,DAT4,LOPT)

C TRANSFER THE DATA IN BLOCKS OF 64 COMPLEX POINTS ON
C PSEUDOTAPE L.U.I N (UNFORMATED).

C WRITE(LUIN) DAT1
   WRITE(LUIN) DAT2
   WRITE(LUIN) DAT3
   WRITE(LUIN) DAT4
   IF(0
   21 CONTINUE

C DISPLAY THE DATA ON DISPLAY UNIT (L O U T).

C IF(LOUT.EQ.16.OR. LOUT.EQ.17) GO TO 80
   WRITE(LOUT,50) (DAT1(I),I=1,128)
   WRITE(LOUT,99)
   WRITE(LOUT,50) (DAT2(I), I=1,128)
   WRITE(LOUT,99)
   WRITE(LOUT,50) (DAT3(I), I=1,128)
   WRITE(LOUT,99)
WRITE(OUT, 50) (DAT4(I), I = 1, 123)
WRITE(OUT, 99)
GO TO 15

80 CONTINUE
WRITE(OUT, 70) (DAT1(I), I = 1, 123)
WRITE(OUT, 99)
WRITE(OUT, 70) (DAT2(I), I = 1, 123)
WRITE(OUT, 99)
WRITE(OUT, 70) (DAT3(I), I = 1, 123)
WRITE(OUT, 99)
WRITE(OUT, 70) (DAT4(I), I = 1, 123)
WRITE(OUT, 99)
15 CONTINUE

50 FORMAT(6(E11.4))
70 FORMAT(10(E12.4))
IF (IFL.GT.0) GO TO 6
IF (LUINI.LT.11.OR.LUINI.GT.15) GO TO 6
REWIND LUINI

C FILTER THE DATA WITH DOUBLE DELAY CANCELLER SUBROUTINE
C M I I 2) AND WRITE THE FILTERED DATA ON PSEUDOTAPE
C L U I N 1 (UNFORMATED).
C
CALL MTI2(DATA)
WRITE(LUINI) DAT1
WRITE(LUINI) DAT2
WRITE(LUINI) DAT3
WRITE(LUINI) DAT4

C WRITE THE FILTERED DATA ON DISPLAY UNIT (LOU'T).
C
IFL = IFL + 1
GO TO 21
GO TO 6
END

MON
SUPROUTINE ARROPT (DAT1,DAT2,DAT3,DAT4,IOPT)

C THIS SUBROUTINE ARRANGES THE DATA COLLECTED IN
C FORMATS "2 AND 8 RANGE BINS".
C
DIMENSION Y(128),D1(128),D2(128),D3(128),D4(128)
DIMENSION DAT1(1),DAT2(1),DAT3(1),DAT4(1)
IF(IOPT.LT.1.OR.IOPT.GT.2) RETURN
GO TO (60,70), IOPT

C ARRANGE THE DATA COLLECTED IN FORMAT 2X800.

60 CONTINUE
DO 20 I=1,32
I2=2*I
I1=I2-1
I44=4*I
I43=I44-1
I42=I44-2
I41=I44-3
J1=64+I1
J2=64+I2
D1(I1)=DAT1(I41)
D1(I2)=DAT1(I42)
D1(J1)=DAT2(I41)
D1(J2)=DAT2(I42)
D2(I1)=DAT3(I41)
D2(I2)=DAT3(I42)
D2(J1)=DAT4(I41)
D2(J2)=DAT4(I42)
D3(I1)=DAT1(I43)
D3(I2)=DAT1(I44)
D3(J1)=DAT2(I43)
D3(J2)=DAT2(I44)
D4(I1)=DAT3(I43)
D4(I2)=DAT3(I44)
D4(J1)=DAT4(I43)
D4(J2)=DAT4(I44)
20 CONTINUE
GO TO 80

C ARRANGE THE DATA COLLECTED IN FORMAT 8X200.

70 CONTINUE
DO 200 J=1,4
GO TO (1,2,3,4), J
1 CONTINUE
DO 11 I=1,128
11 X(I)=DAT1(I)
GO TO 5
2 CONTINUE
DO 22 I=1,128
  X(I)=DAT2(I)
  GO TO 5
22 CONTINUE
  DO 33 I=1,128
  X(I)=DAT3(I)
  GO TO 5
33 CONTINUE
  DO 44 I=1,128
  X(I)=DAT4(I)
44 CONTINUE
  DO 100 I=1,8
  I2=2*I
  I=I2-1
  J1=16*(J-1)+I1
  J2=16*(J-1)+I2
  JJ1=J1+64
  JJ2=J2+64
  K=16*(I-1)
  D1(J1)=Y(K+I)
  D1(J2)=Y(K+2)
  D1(JJ1)=Y(K+3)
  D1(JJ2)=Y(K+4)
  D2(J1)=Y(K+5)
  D2(J2)=Y(K+6)
  D2(JJ1)=Y(K+7)
  D2(JJ2)=Y(K+8)
  D3(J1)=Y(K+9)
  D3(J2)=Y(K+10)
  D3(JJ1)=Y(K+11)
  D3(JJ2)=Y(K+12)
  D4(J1)=Y(K+13)
  D4(J2)=Y(K+14)
  D4(JJ1)=Y(K+15)
  D4(JJ2)=Y(K+16)
100 CONTINUE
200 CONTINUE
  DO 90 I=1,128
  DAT1(I)=D1(I)
  DAT2(I)=D2(I)
  DAT3(I)=D3(I)
  DAT4(I)=D4(I)
90 CONTINUE
RETURN
END
SUBROUTINE MTI2 (DATA)

FILTERS THE INPUT DATA WITH DOUBLE DELAY CANCELLER
USING FORMULA \( y(i) = \text{DATA}(i+4) - 2\times\text{DATA}(i+2) + \text{DATA}(i) \).
THIS FORMULA PROVIDES MTI FILTERING OF BOTH I AND Q
COMPONENTS. BOTH INPUT AND OUTPUT ARRAYS STORED IN DATA WITH I AND Q ALTERNATIVELY.

DIMENSION Y(512), DATA(I)
DO 1 I=1,508
  Y(I)=DATA(I+4)-2\times DATA(I+2)+DATA(I)
1 CONTINUE
DO 2 I=509,512
  X(I)=0.
2 CONTINUE
DO 3 I=1,512
  DATA(I)=Y(I)
3 CONTINUE
RETURN
END
PROGRAM MEMEPI

C GENERAL PROGRAM FOR COMPUTING SPECTRA USING MAXIMUM ENTROPY
C METHOD. HANDLES UP TO 3840 SAMPLES.
C PEF FILTER LENGTH ADJUSTED BY MINIMUM FPE CRITERION.
C DATA ASSUMED TO BE ON PSEUDOTAPE (LUIN) IN 64 COMPLEX BLOCKS.
C N=NO. OF SAMPLES TO BE PROCESSED
C IOP = 0 - LIN SCALE
C IOP = 1 - LOG SCALE
C M = 30 - MAXIMUM POSSIBLE LENGTH

DIMENSION IA(16), JA(16)
DIMENSION X(612), Y(612), P1(512), B2(512), B1(100), B21(100)
DIMENSION DAT1(128), DAT2(128), DAT3(128), DAT4(128)
DIMENSION A(50), AA(50)
EQUIVALENCE (X(1), DAT1(1)), (X(129), DAT2(1))
EQUIVALENCE (Y(257), DAT3(1)), (X(385), DAT4(1))
EQUIVALENCE (X(1), B1(1)), (X(513), B11(1))
EQUIVALENCE (Y(1), P2(1)), (Y(513), B21(1))

DATA IA(1), JA(2), IA(3), IA(4), IA(5), IA(6), IA(7), IA(8), IA(9),
IA(10), IA(11), IA(12), IA(13), IA(14), IA(15), IA(16),
2/50, $10, S20, S30, S40, S50, S60, S70, S80, S90, $100, $110, $120,
$130, $140, $150/7
DATA JA(1), JA(2), JA(3), JA(4), JA(5), JA(6), JA(7), JA(8), JA(9),
JA(10), JA(11), JA(12), JA(13), JA(14), JA(15), JA(16),
$1/60, $170, $180, $190, $200, $210, $220, $230, $240, $250, $260,
$270, $280, $290, $300, $310/

44 WRITE(4, 1)
1 FORMAT(*NO. OF S,LUIN,LOUT,LOUT1,IOP,IPRW= *)
CALL HCREAD(4,6,N,LUIN,LOUT,LOUT1,IOP,IPRW)
WRITE(4,22)
22 FORMAT(*ALIM = *)
READ(4,23) ALIM
WRITE(4,24)
24 FORMAT(*DF= *)
READ(4,23) DF
23 FORMAT(F10.5)
 IF(LOUT.LT.10.AND.LOUT.LT.16) REWIND LOUT
 IF(LUIN.GT.10.AND.LUIN.LT.16.AND.IOPRW.EQ.1) REWIND LUIN
NL=N/256.
NR=N-NL*256
LOOP=NL
 IF(NR.GT.0) LOOP=LOOP+1
 DO 310 K=1,LOOP
 READ(LUIN) DAT1
 READ(LUIN) DAT2
 READ(LUIN) DAT3
 READ(LUIN) DAT4

C STORE THE SIGNAL IN APPROPRIATE FILES
C
CALL DK854(Y,1024,0,IA(Y))

310 CONTINUE

C INITIALIZE THE ARRDAY B2(.).
C
DO 320 K=1,LOOP
CALL DK854(Y,1024,1,IA(K))
IF(K.EQ.Loop) GO TO 330
IDY=K+1
CALL DK854(B11,200,1,IA(IDY))

330 LL=512
IF(K.EQ.Loop) LL=510
DO 4 J=1,LL,2
B2(J)=X(J+2)
B2(J+1)=X(J+3)

4 CONTINUE

C STORE THE ARRDAY B2(.)
C
CALL DK854(Y,1024,0,JA(K))

320 CONTINUE

DO 5 J=1,50
A(J)=0.
AA(J)=0.

5 CONTINUE
A(1)=1.
P=0.
FPE = 0.
IFL = P
DO 410 K=1,LOOP
CALL DK854(Y,1024,1,IA(K))
N2=512
IF(K.EQ.Loop .AND. NR NE 0) N2=2*NR
DO 6 J=1,N2,2
P=P+x(J)**2+y(J+1)**2

6 CONTINUE
410 CONTINUE
P=P/N

C AVERAGED POWER OF THE N SAMPLES
C
WRITE(LOUT,53)P
53 FORMAT(*P(P)=*,E13.6)

C CALCULATE THE P.E.F. COEFFICIENTS
C
M=50
DO 13 I=1,M
WRITE(LOUT,18)I,
MAXCOF=I+1
JEND=N-I
MC2=MAXCOF*2
MC1=MC2-1
M2=2*I
M1=M2-1
JL=JEND/256
JE=JEND-JL*256
LOOP1=JL
IF(JE.GT.0) LOOP1=LOOP1+1
JEND1=256
IF(I.EQ.1) GO TO 8
DO 510 K=1,LOOP1
CALL DX854(X,1024,1,IA(K))
CALL DX854(Y,1024,1,JA(K))
IF(Y.EQ.Loop1) GO TO 520
K1=K+1
CALL DX854(B1,200,1,IA(K1))
CALL DX854(B2,200,1,JA(K1))
520 IF(X.EQ.Loop1.AND.JE.NE.0) JEND1=JE
JEND2=2*JEND1
DO 7 J=1,JEND2,2
B1(J)=B1(J)+AA(M1)*B2(J)+AA(M2)*B2(J+1)
B1(J+1)=B1(J+1)+AA(M1)+AA(M2)+B2(J+1)-AA(M2)+B2(J)
B2(J)=B2(J+2)+AA(M1)*B1(J+2)-AA(M2)*B1(J+3)
B2(J+1)=B2(J+3)+AA(M2)*B1(J+2)+AA(M1)*B1(J+3)
7 CONTINUE
CALL DX854(X,1024,0,IA(K))
CALL DX854(Y,1024,0,JA(K))
510 CONTINUE
8 SDEM=0.
SNUMP=0.
SNUMI=0.
DO 610 K=1,LOOP1
CALL DX854(X,1024,1,IA(K))
CALL DX854(Y,1024,1,JA(K))
JEND1=256
IF(Y.EQ.Loop1.AND.JE.NE.0) JEND1=JE
JEND2=2*JEND1
DO 9 J=1,JEND2,2
SNUMP=SNUMP+B1(J)*B2(J)+B1(J+1)*B2(J+1)
SNUMI=SNUMI+B1(J)*B2(J+1)+B1(J+1)*B2(J)
X2=B1(J)*B1(J)+B1(J+1)*B1(J+1)
SDEM=SDEM+X2+Y2
9 CONTINUE
610 CONTINUE
A(MC1)=-2.*SNUMP/SDEM
A(MC2)=-2.*SNUMI/SDEM
DO 10 J=2,1
J2=2*J
J1=J2-1
L2=2*(MAXCOF-J+1)
L1=L2+1
A(J1)=AA(J1)+A(MC1)*AA(L1)+A(MC2)*AA(L2)
A(J2)=AA(J2)+A(MC2)*AA(L1)-A(MC1)*AA(L2)
10 CONTINUE
DO 11 J=1,MC2
   AA(J)=A(J).
11 CONTINUE
   DO 12 J=1,MAXCOF
      J2=2*J
      J1=J2-1
      WRITE(OUT,16)J,A(J1),A(J2)
12 CONTINUE
   P=P*(1.-A(MC1)**2-A(MC2)**2)
   IF(I.EQ.1) GO TO 333
   FTEMP = FPE
333 FPE = P*FLOAT(N+I+1)/FLOAT(N-I-1)
   WRITE(OUT,17) I, P, FPE
   IF(I.EQ.1) GO TO 13
   IF(IFL.EQ.1) GO TO 777
   IF(FPE.GT.FTEMP) IFL = 1
   CONTINUE
C CALCULATE THE SPECTRAL DENSITY ESTIMATE
C
777 CONTINUE
   DF=DF/128.
   DT=1.
   W=.5/DT
   PI2=6.2831853
   DO 15 J=1,128
      F=(J-65)*DF
      SUMX=1.
      SUMY=0.
      DO 14 JJ=2,MAXCOF
         ANG=PI2*F*(JJ-1)*DT
         COSX=COS(ANG)
         SINY=SIN(ANG)
         J2=JJ*2
         JJ1=JJ2-1
         SUMX=SUMX+A(JJ1)*COSX+A(JJ2)*SINY
         SUMY=SUMY+A(JJ2)*COSX-A(JJ1)*SINY
14 CONTINUE
   DENOM=SUMX*SUMX+SUMY*SUMY
   PF=P/DENOM/W
   L2=2*J
   L1=L2-1
   X(L1)=PF
   X(L2)=0.
15 CONTINUE
   CALL FMXMIN(Y,256,XMAX,XMIN)
C
C NORMALIZE TO THE MAXIMUM FREQUENCY COMPONENT
C
   DO 50 J=1,257
      X(J)=X(J)/XMAX
   50 CONTINUE
C
C IF IOP=1 CONVERT TO LOG SCALE

C IF(IOP.EQ.1) GO TO 40
CALL FPL0T(X,257,1.,0.)

C OUTPUT THE POWER SPECTRUM

WRITE(OUT,300)

300 FORMAT(/* FREQUENCY SPECTRUM (LINEAR SCALE)*/)
   WRITE(OUT,301)

301 FORMAT(2X,*NO.*,6X,*FREQUENCY*,8X,*MAGNITUDE*)
   DO 302 J=1,257,2
   J1=(J+1)/2
   R=(J1-65)*DF
   WRITE(OUT,303) J1,F,Y(J)
   IF(X(J).GT.0.009.AND.X(J).LT.0.011) WRITE(OUT1,303) J1,F,X(J)
   CONTINUE

302 CONTINUE

303 FORMAT(2X,13,5X,E12.5,5X,E12.5)

16 FORMAT(*A(*,12,*),**F10.5,**J*,F10.5)

17 FORMAT(*P,E,F,OUT,POWER*,2Y,*P(*,12,*),**E12.5,**FPE=*,F12.5*)

C

18 FORMAT(* M=*,I2/*,** P.E,F COEFFICIENTS*/)
   GO TO 70

40 DO 80 J=1,257,2
   X(J)=18.*ALOG10(X(J))
   IF(X(J).LT.ALM)*Y(J) = ALIM
   CONTINUE

80 CONTINUE

   CALL CPL0T(X,257,A.,ALIM,B.,ALIM,B.)
   WRITE(OUT,90)

90 FORMAT(/* FREQUENCY SPECTRUM (LOG SCALE)*/)
   WRITE(OUT,301)
   DO 91 J=1,257,2
   J1=(J+1)/2.
   F=(J1-65)*DF
   WRITE(OUT,303) J1,F,X(J)
   IF(X(J).GT.-21.0.AND.X(J).LT.-19.0) WRITE(OUT1,303) J1,F,X(J)
   IF(X(J).GT.-11.0.AND.X(J).LT.-9.0) WRITE(OUT1,303) J1,F,X(J)
   IF(X(J).LE.0.) WRITE(OUT1,303) J1,F,X(J)

91 CONTINUE

70 CONTINUE
   GO TO 44
END
PROGRAM PER 64.

THIS PROGRAM CALCULATES AVERAGED PERIODOGRAMS OVER
NUMBER OF BLOCKS. NBL(MAX) = 4. PERIODOGRAMS ARE
CALCULATED FOR 64 DATA POINTS EXTENDED WITH ZEROS UP TO
128 POINTS. DATA ASSUMED TO BE ON PSEUDOTAPE LU IN
AS PER M E M F I PROGRAM.

INPUT PARAMETERS:
LUIN = PSEUDOTAPE WITH DATA BLOCKS
LOUT = LU OUT FOR LISTING RESULTS
NBLK = NUMBER OF DATA BLOCKS AVERAGED.
IOPRW = REWIND LU IN.

IOPSC = 0 DO NOT REWIND LU IN.
= 1 FULL SCALE (-0.5, +0.5)
= 2 HALF SCALE (-0.25, +0.25)
= 3 QUARTER SCALE (-0.125, +0.125)
= 4 TENTH SCALE (-0.05, +0.05)
IOPWN = 1 HAMMING WINDOW
= 2 OTHER NO(RECTANGULAR) WINDOW.

DIMENSION PER2(128)
DIMENSION A1(128), A2(128), A3(128), A4(128)
DIMENSION DAT(1024), COSY(128), PER(512), PER(128)
DIMENSION D1(256), D2(256), D3(256), D4(256)
EQUIVALENCE (D1(1), DAT(1)), (D2(1), DAT(257)),
= (D3(1), DAT(513)), (D4(1), DAT(969))
EQUIVALENCE (D1(1), A1(1)), (D2(1), A2(1)), (D3(1), A3(1)),
= (D4(1), A4(1))

44 WRITE(4,1)
1 FORMAT(*LUIN, LOUT, NBLOCK, IOPRW, IOPSC, IOPWN=*)
CALL HCREAD(4, 6, LUIN, LOUT, NBL, IOPRW, IOPSC, IOPWN)
WRITE(4,2)
2 FORMAT(*ALIM=*)
READ(4,11) ALIM
11 FORMAT(F10.5)

LGN=6
N=2**LGN
N2=2*N
N2P1=N2+1
LGFF=7
NMAX=2**LGFF
NMAX2=2*NMAX
NMAX4=4*NMAX
IF (NBL.GT.4) GO TO 44
IF (IOPRW.EQ.1) REWIND LU IN
LOOP = 0
INDT=0
INCT=2
READ (LUIN) A1
CALL WINDWIC(A1, N2, IOPWN)
DO 15 I=N2P1, NMAX2

CALL FFT42G(D1(1),D1(2),INOUT,LOOP,LGFF,INCT,COSX)
LOOP=LOOP+1
IF(NBL.EQ.1) GO TO 3
READ(LUIN) A2
CALL WINDW1(A2,N2,10PWN)
DO 25 I=N2P1,NMAX2
25 D2(I)=0.
CALL FFT42G(D2(1),D2(2),INOUT,LOOP,LGFF,INCT,COSX)
IF(NBL.EQ.2) GO TO 3
READ(LUIN) A3
CALL WINDW1(A3,N2,10PWN)
DO 35 I=N2P1,NMAX2
35 D3(I)=0.
CALL FFT42G(D3(1),D3(2),INOUT,LOOP,LGFF,INCT,COSX)
IF(NBL.EQ.3) GO TO 3
READ(LUIN) A4
CALL WINDW1(A4,N2,10PWN)
DO 45 I=N2P1,NMAX2
45 D4(I)=0.
CALL FFT42G(D4(1),D4(2),INOUT,LOOP,LGFF,INCT,COSX)
3 CONTINUE
C ZERO THE PERIODOGRAM ARRAY.
DO 4 I=1,NMAX4
PEPI(I)=0.
4 CONTINUE
C CALCULATE THE PERIODOGRAMS FROM THE FFTS OF DATA.
DO 6 K=1,NBL
KN=(K-1)*NMAX
KN2=2*KN
DO 5 J=1,NMAX
J2=2*J
J1=J2-.1
KNJ=KN+J
KNJ2=KN2+J2
KNJ1=KNJ+J1
X=DAT(KNJ1)
Y=DAT(KNJ2)
PERI(KNJ)=PERI(KNJ)+X*X+Y*Y
5 CONTINUE
6 CONTINUE
C AVERAGE THE PERIODOGRAMS.
DO 7 J=1,NMAX
NJ=NMAX+J
N2J=2*NMAX+J
N3J=3*NMAX+J
GO TO (10,20,30,40), NBL
10 PER(J)=PER(1(J))
GO TO 50
20 PER(I) = (PER(I) + PER(I+1))/2.
   GO TO 50
30 PER(I) = (PER(I) + PER(I+1) + PER(I+2))/3.
   GO TO 50
40 PER(I) = (PER(I) + PER(I+1) + PER(I+2) + PER(I+3))/4.
50 CONTINUE
7 CONTINUE
C
C ORDER THE DATA, NORMALIZE, CONVERT TO DB SCALE, PLOT, AND LIST THEM.
C
CALL ORDAT(PER,NMAX)
GO TO (17,27,37,47), IOPSC
17 DO 18 I=1,NMAX
18 PER2(I) = PER(I)
       NM = NMAX
   GO TO 57
27 N2MAX = NMAX/2
   DO 28 I=1,N2MAX
28 PER2(I) = PER(I+33)
       NM = N2MAX
   GO TO 57
37 N4MAX = NMAX/4
   DO 38 I=1,N4MAX
38 PER2(I) = PER(I+48)
       NM = N4MAX
   GO TO 57
47 N10MAX = NMAX/10+1
   DO 48 I=1,N10MAX
48 PER2(I) = PER(I+57)
       NM = N10MAX
57 CONTINUE
CALL FMXMIN(PER2,NM,P2MAX,P2MIN)
   DO 8 I=1,NM
   PER2(I) = PER2(I)/P2MAX
   PER2(I) = 10.*ALOG10(PER2(I))
   IF(PER2(I).LT.ALIM) PER2(I) = ALIM
8 CONTINUE
CALL FPLT(PER2,NM,0.,ALIM)
   DO 9 I=1,NM
   II = I-1
   F = FLOAT(I)/FLOAT(NM)
   WRITE(4OUT,12) I,F,PER2(I)
9 CONTINUE
12 FORMAT(2X,I3,5X,E14.6,5X,E14.6)
   GO TO 44
END

MON
SUBROUTINE WINDW1(A,N2,IOFWN)

This subroutine calculates either one of the following windows: Bartlett, Hanning, or Parzen window. Choice is made by the value of the parameter IOFWN.

DIMENSION WIN(64),A(1)
IF(IOFWN.LT.1.OR.IOFWN.GT.2) RETURN
N=N2/2
HM=(FLOAT(N)-1.)/2.
HP=(FLOAT(N)+1.)/2.
PI=3.1415927
GO TO (10,20), IOFWN

10 CONTINUE
DO 1 I=1,N
FI=FLOAT(I)-1.
WIN(I)=1.-ARS((FI-HM)/HP)
1 CONTINUE
GO TO 3

20 CONTINUE
DO 2 I=1,N
FI=FLOAT(I)-1.
WIN(I)=.54+.46*COS(PI*(FI/HM-1.))
2 CONTINUE
3 CONTINUE

Multiply an array A with the window.

DO 4 I=1,N
I2=2*I
II=I2-1
A(II)=A(II)*WIN(I)
A(I2)=A(I2)*WIN(I)
4 CONTINUE
PETFUPN
END
Proof of the Equivalence Between the Adaptive Ladder Structure and the Forward and Backward FIR Filters

In this appendix we prove the equivalence between the filter structures in Figs. 6.4 - 1 and 6.4 - 2 by showing that the output series of both filters are identical.

The output signal of the forward Fx F in Fig. 6.4 - 1(a) is given by

\[ y^F(n+M) = x(n+M) + a_{M,1} x(n+M-1) + \ldots + a_{M,M} x(n) \]

\[ = \sum_{m=0}^{M} a_{M,m} x(n+M-m), \quad n = 1, 2, \ldots, N-M \]  \hspace{1cm} (F.1(a))

where \( a_{M,0} = 1 \). Inverting the order in the last summation, we obtain

\[ y^F(n+M) = \sum_{m=0}^{M} a_{M,m}^* x(n+m), \quad n = 1, 2, \ldots, N-M \]  \hspace{1cm} (F.1(b))

Similarly, at the output of the backward filter in Fig. 6.4 - 1(b) we have

\[ y^B(n+M) = a_{M,M}^* x(n+M) + a_{M,M-1}^* x(n+M-1) + \ldots + x(n) \]

\[ = \sum_{m=0}^{M} a_{M,m}^* x(n+M-m) = \sum_{m=0}^{M} a_{M,m}^* x(n+m), \quad n = 1, 2, \ldots, N-M. \]  \hspace{1cm} (F.2)

We shall prove by induction that the equations (F.1) and (F.2) are also valid for the circuit in Fig. 6.4 - 2.
The outputs of the first order filters in Fig. 6.4 are

$$y_1^{f}(n+1) = y_0^{f}(n+1) + a_{1,1} y_0^{b}(n+1) = x(n+1) + a_{1,1} x(n), \quad n=1, \ldots, N-1,$$

and

$$y_1^{b}(n+1) = y_0^{b}(n) + a_{1,1} y_0^{f}(n) = x(n) + a_{1,1} x(n+1), \quad n=1, \ldots, N-1.$$  \hfill (F.3)

These equations are identical to Eqs. (F.1) and (F.2) for $M=1$. We now make an assumption that equations (F.1) and (F.2) are valid for $(k-1)$th stage of the ladder, i.e., we have

$$y_{k-1}^{f}(n+k-1) = y_{k-2}^{f}(n+k-1) + a_{k-1,k-1} y_{k-2}^{b}(n+k-1)$$

$$= \sum_{m=0}^{k-1} a_{k-1,k-1-m} x(n+m), \quad n=1,2,\ldots,N-k+1, \quad (F.5)$$

and

$$y_{k-1}^{b}(n+k-1) = y_{k-2}^{b}(n+k-2) + a_{k-1,k-1} y_{k-2}^{f}(n+k-2)$$

$$= \sum_{m=0}^{k-1} a_{k-1,k-1-m} x(n+m), \quad n=1,2,\ldots,N-k+1. \quad (F.6)$$

Starting with Eq. (F.5) we increment the order of the stage from $k-1$ to $k$ and have for the forward output series

$$y_k^{f}(n+k) = y_{k-1}^{f}(n+k) + a_{k,k} y_{k-1}^{b}(n+k)$$

$$= \sum_{m=0}^{k-1} a_{k-1,k-1-m} x(n+1+m) + a_{k,k} \sum_{m=0}^{k-1} a_{k-1,k-1-m} x(n+m), \quad n=1,\ldots,N-k. \quad (F.7)$$
We now break the first summation on the right-hand side of Eq. (F.7) into two of the first k-l terms and the last term. Similarly, in the second summation, we take the first term and the sum of the last k-l terms.

Thus we have

\[
y_k^{f}(n+k) = \sum_{m=0}^{k-2} a_{k-1,k-1-m} x(n+1+m) + a_{k-1,0} x(n+k)
+ a_{k,k} a_{k-1,0} x(n) + a_{k,k} \sum_{m=1}^{k} a_{k-1,m} x(n+m)
\]

\[
= x(n+k) + \sum_{m=1}^{k-1} (a_{k-1,k-m} + a_{k,k} a_{k-1,m}) x(n+m) + a_{k,k} x(n),
\]

\[
n = 1, 2, \ldots, n-k, \quad (F.8)
\]

where we have changed the limits in the first sum from 0 and k-2 into 1 and k-1, respectively.

Recalling equation 2.4 - 12 we see that the term in parenthesis is simply a_{k,k-m}, so that we have

\[
y_k^{f}(n+k) = x(n+k) + \sum_{m=1}^{k-1} a_{k,k-m} x(n+m) + a_{k,k} x(n) =
\]

\[
= \sum_{m=0}^{k} a_{k,k-m} x(n+m), \quad n = 1, 2, \ldots, N-k. \quad (F.9)
\]

Similarly, from Eq. (F.6) we have

\[
y_k^{b}(n+k) = \sum_{m=0}^{k} a_{k,k-m}^{*} x(n+m), \quad n = 1, 2, \ldots, n-k. \quad (F.10)
\]

For the last stage, M, we simply replace k by M in Eqs. (F.9) and (F.10) and the proof by induction is completed.