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Abstract

The phase behavior of $AB$ diblock copolymers mixed with $C$ homopolymers ($AB/C$), in which $A$ and $C$ are capable of forming hydrogen-bonds, is examined using self-consistent field theory. The study focuses on the modeling of hydrogen-bonding in polymers. Specifically, we examine two models for the formation of hydrogen-bonds between polymer chains. The first commonly used model assumes a large attractive interaction parameter between the $A/C$ monomers. This model reproduces correct phase transition sequences as compared with experiments, but it fails to correctly describe the change of lamellar spacing induced by the addition of the $C$ homopolymers. The second model is based on the fact that hydrogen-bonding leads to $A/C$ complexation. We show that the interpolymer complexation model predicts correctly the order-order phase transition sequences and the decrease of lamellar spacing for strong hydrogen-bonding. Our analysis demonstrates that hydrogen-bonding of polymers should be modeled by interpolymer complexation.
Acknowledgements

I would like take a moment and truly thank the wonderful people who helped me during my masters study. First and foremost, I would like thank my parents Fate-meh Taheri and Mehran Dehghan for supporting me and my goals, regardless of how absurd they might have been. This work would not have been possible without the support and help of my supervisor, An-Chang Shi, whose guidance is truly appreciated. I would also like to thank Kari Dalnoki-Veress for encouraging me to continue my studies at the graduate level. I am very grateful to my colleagues Jiajia Zhou and Kyle Pastor for great discussions and useful critiques over the past few years. Last but not least I would like to acknowledge the help of Sarra Saiyed with the editing of my thesis.
Contents

Abstract iii

Acknowledgements iv

1 Introduction 1

2 Self-Consistent Field Theory 6
  2.1 Theoretical Framework 6
  2.2 The Homogenous Phase 18

3 The Random Phase Approximation 21

4 Numerical Methods 28
  4.1 Reciprocal-Space Method 29
  4.2 Alternating Direction Implicit Method 33

5 Results and Discussion 38
  5.1 The Attractive Interaction Model 39
  5.2 The Interpolymer Complexation Model 49

6 Summary and Conclusion 61
List of Figures

1.1 Schematic diagram for $AB/C$ system, where the $C$ homopolymer is capable of hydrogen bonding with block $A$ of the diblock copolymer. 4

2.1 Schematic diagram showing the complexation process. The prime symbols are used for bookkeeping purposes to distinguish between the $A$, $B$ and $C$ segments in the diblock copolymer, homopolymer and complexed chains. 7

2.2 Schematic diagram showing the end integrated propagators for a diblock chain. 16

5.1 Schematic diagram for $AB/C$ complexation, where the $C$ homopolymer is capable of hydrogen-bonding with $A$ block of the diblock copolymer. 39

5.2 RPA phase diagram for blends with parameters $\chi_{AB} = 12, \chi_{AC} = -10, \chi_{BC} = 15$ and $\kappa = 0.5$. The 2-phase region is a macrophase separated state with diblock rich/ homopolymer rich macroscopic domains. 41

5.3 RPA phase diagram for blends with parameters $\chi_{AB} = 12, \chi_{BC} = 15, f_A = 0.5$ and $\kappa = 0.5$. 42
5.4 The phase diagram for the AB/C blend with $\chi_{AC} = -10$, $\chi_{BC} = 15$, $\chi_{AB} = 12$ and $\kappa = 0.5$. Disordered, Microphase separated and two phase regions are observed. In the microphase region, Lamellar (lam), Cylindrical (Hex) and Spherical (BCC) phases are shown.

5.5 Phase diagram for the AB/C blend with $\chi_{AB} = 12$, $\chi_{BC} = 15$, $f_A = 0.5$ and $\kappa = 0.5$.

5.6 Normalized lamellar spacing for the AB/C system with $\chi_{AB} = 12$, $\chi_{BC} = 15$, $f_A = 0.5$, $\kappa = 0.5$ and $\chi_{AC} = -10$ (dotted line) and $\chi_{AC} = -1$ (solid line).

5.7 Density profile for the AB/C system, with $\chi_{AB} = 12$, $\chi_{BC} = 15$, $f_A = 0.5$, $\kappa = 0.5$ and $\chi_{AC} = -10$ (dotted line) and $\chi_{AC} = -1$ (solid line). $\phi_H$ is 20% for both blends. The x axis is the axis perpendicular to the lamellar interface, normalized with respect to the lamellar domain spacing.

5.8 Density profile for the AB/C system, with $\chi_{AB} = 12$, $\chi_{BC} = 15$, $f_A = 0.5$, $\kappa = 0.5$ and $\chi_{AC} = -10$ (dotted line) and $\chi_{AC} = -1$ (solid line). $\phi_H$ is 20% for both blends.

5.9 Schematic diagram showing a few examples of what could result from a linear complexation. In this model, D segments are the result of the complexation of the A and C monomers.

5.10 Graphical representation of solutions to equation (5.30) for the AB/C blends with $\chi_{AB} = 20$, $\chi_{AC} = \chi_{BC} = \chi_{AD} = \chi_{CD} = 5$, $\chi_{BD} = 25$, $f_A = 0.5$, $\kappa = 0.5$, $\kappa' = 1$ and $\xi_D = 2$. Solid, dashed and dotted lines represent strong, intermediate and weak hydrogen bonding ($\epsilon$).
5.11 Graphical representation of the solutions to equation (5.30) for the AB/C blends with $\chi_{AB} = 20$, $\chi_{AC} = \chi_{BC} = \chi_{AD} = \chi_{CD} = 5$, $\chi_{BD} = 25$, $f_A = 0.5$, $\kappa = 0.5$, and $\xi_D = 2$, where $\epsilon$ is fixed and the number of hydrogen-bonding sites controled by $\kappa'$ is varied. 52

5.12 RPA phase diagram for the $AB/B'D$ system with $\chi_{AB} = 15$, $\chi_{AD} = 5$ and $\chi_{BD} = 17$ with $f_A = f_D = 0.5$. 53

5.13 Phase diagram for the $AB/B'D$ system with $\chi_{AB} = 15$, $\chi_{DB} = 17$ and $\chi_{AD} = 5$. Both chains are symmetrical and of equal length. Here the subscript $H$ in $\phi_H$ means the hydrogen-bonded chains. 54

5.14 Normalized lamellar spacing for the $AB/B'D$ system with $\chi_{AB} = 15$, $\chi_{DB} = 17$, $\chi_{AD} = 5$ and $\xi_D=2$. 55

5.15 Normalized lamellar spacing for the $AB/A'B'$ system with $\chi_{AB} = 13$ and $\xi_{A'}=1.25$. 56

5.16 Normalized segment length for the $AB/A'B'$ system, where $\lambda$ represents the length of each segment, normalized to its initial value. 57

5.17 A schematic diagram showing the increase in the lamellar spacing with increase in the $A'B'$ concentration. a) Shows a pure $AB$ blend, b) a blend with mixed $AB/A'B'$ and c) a pure $A'B'$ blend. Increase in the $A'B'$ concentration results in a decrease in the overall lamellar spacing. 58
5.18 A schematic diagram showing the shrinking of the $B'$ chain towards the interface. a) The volume occupied by each segment is equal before the complexation. b) The volume occupied by the $A'$ segment increases, thus increasing the interface area. To conserve the volume, the $B'$ segment coils towards the $A'B'$ interface. The interface between the volume occupied by the $A - B$ and $A' - B'$ is assumed to be circular for simplicity. The height of each cylinder is represented by $\lambda_a$. . . . 60
Chapter 1

Introduction

The complex and elegant nature of diblock block copolymer/homopolymer blends has attracted much attention both theoretically and experimentally over the recent years.\textsuperscript{1–6} One of the most important properties of such blends is their ability to self-assemble into ordered structures. The size and shape of these structures can be controlled by adjusting the chemical and physical properties of the polymer chains. Some potential applications of these nano-structures include nano-lithography, photonics, data storage and drug delivery.\textsuperscript{1,7} Scientists and engineers often search for methods to diversify and enhance the properties of polymeric materials. One method for enriching the functionality of polymeric materials is by blending polymers of different chemical structures and architecture. Although polymer blending is a promising route, most polymer chains are immiscible due to their high degree of polymerization. The entropic term in this case is vanishingly small and the miscibility depends solely on the enthalpic term. This fact means that polymer blending often results in
macrophase separation.\textsuperscript{8} To induce the formation of a homogenous phase, favorable intermolecular interactions such as ion-dipole, $\pi$-$\pi$ interactions or hydrogen-bonding are often utilized.\textsuperscript{1,8}

In this thesis, we focus on the utilization of hydrogen-bonding to enhance miscibility in $AB/C$ blends, where hydrogen-bonds are formed between the $A$ and $C$ monomers. The effect of hydrogen-bonding on the phase behavior of diblock copolymer/ homopolymer blends has been investigated recently in a number of experiments\textsuperscript{9–14}. In particular, Chen et al.\textsuperscript{10} examined the effect of hydrogen-bonding strength on the phase transitions in $AB/C$ systems. In this study, the authors showed that the phase behavior of the blend is affected by the strength of hydrogen-bonds formed between the $A$ and $C$ monomers. They observed that increasing the homopolymer concentration results in an order-order phase transition for strong hydrogen-bonding and macroscopic phase separation for weak hydrogen-bonding. In similar studies, Dobrosielska et al.\textsuperscript{12,14} reported on the formation of micro and macrophase separated regions in hydrogen-bonded $AB/C$ blends. They further investigated the effect of homopolymer molecular weight on the formation of nanophase separated structures.\textsuperscript{12} Lee et al.\textsuperscript{13} studied the effect of homopolymer concentration on the phase behavior of $AB/C$ blends, where hydrogen-bonding occurs between $A/C$ and $B/C$ monomers. It was demonstrated that the stronger hydrogen-bonding between the $A/C$ monomers results in a phase separated state, with the formation of mixed $A/C$ domains in the $B$ rich matrix.\textsuperscript{13} These experiments clearly indicate the importance of understanding the effect of hydrogen-bonding on polymer blending.
Although experiments provide a solid foundation for investigating hydrogen-bonding in AB/C blends, it is useful and essential to develop theoretical models for exploring the large parameter space of these complex systems. A commonly used model mimicking hydrogen-bonding between polymers assumes a large attractive (negative) interaction parameter ($\chi < 0$) between the monomers. Here $\chi$ is the Flory-Huggins interaction parameter. The attractive interaction provides a simple way to model the enhanced miscibility created by hydrogen-bonds. This model has been used extensively in the literature to investigate the phase behavior of hydrogen-bonded polymer blends. Han et al.\textsuperscript{15} studied the qualitative phase behavior of binary blends of block copolymers using a negative interaction parameter for modeling the formation of hydrogen-bonds between C and B monomers in AB/AC blends. Using Self-Consistent Mean Field Theory (SCFT), they investigated the phase transition sequence with respect to the AB molecular weight and volume fraction. They have reported on a qualitative agreement between the phase behavior calculated using the negative interaction SCFT model and experiments. A similar approach has been used to study hydrogen-bonding in diblock copolymer/ homopolymer blends.\textsuperscript{3,9,16} Lowenhaupt et al.\textsuperscript{16} studied the phase behavior of AB/A and AB/C blends using the Random-Phase Approximation (RPA) technique. They modeled the attractive interaction between the A and C monomers using a negative interaction parameter, and reported on a micro-to-macro phase transition upon increase in the C homopolymer concentration. On the other hand, it must be emphasized that, although the attractive interaction model provides a convenient method for investigating the effect of hydrogen-bonding on the phase behavior of polymer blends, it does not provide an accurate description of the hydrogen-bonding.
The correct approach for modeling hydrogen-bonding is to use interpolymer complexation, where hydrogen-bonds act as chemical bonds between the polymers, resulting in supramolecular structures. This approach has been used recently to investigate hydrogen-bonding in homopolymer/homopolymer\textsuperscript{17–19} and diblock copolymer/homopolymer blends\textsuperscript{5}. Feng et al.\textsuperscript{19} developed a field-theoretic model for studying diblock copolymer complexes. In their work, they investigated the properties of supramolecular diblock chains formed via reversible bonding of two chemically distinct homopolymer chains\textsuperscript{19}. Similar work by Nakamura and Shi examined the formation of ladder-like structures formed by complete and symmetric polymer-polymer complexation.\textsuperscript{17} These studies suggest that hydrogen-bonding should be modeled by assuming a donor-acceptor relationship between monomers with hydrogen-bonding capability. Although the interpolymer complexation method provides a more accurate model of hydrogen-bonding, a comprehensive comparison between this model, the attractive interaction model and experiments has been lacking.

![Figure 1.1: Schematic diagram for AB/C system, where the C homopolymer is capable of hydrogen bonding with block A of the diblock copolymer.](image)
In this thesis, a detailed comparison between the attractive interaction and interpolymer complexation models is carried out for modeling hydrogen bonding in an $AB/C$ blend. The hydrogen-bonds are assumed to occur between the $A$ and $C$ monomers, as shown schematically in Figure [1]. The equilibrium phase behavior of the system is calculated using SCFT. In the attractive interaction model, hydrogen-bonding is represented by assuming a large negative $\chi_{AC}$. The strength of hydrogen-bonds is modeled by the relative magnitude of $\chi_{AC}$. In the interpolymer complexation model, hydrogen-bonding is described as a complete and symmetric complexation between the $A$ and $C$ segments, where the strength of the hydrogen-bonding is represented by the number of bonds ($N_D$) and the energy gain per bond ($\epsilon$). By investigating the phase behavior and lamellar spacing, it can be shown that interpolymer complexation model provides a more complete method for modeling the hydrogen-bonding between polymers.
Chapter 2

Self-Consistent Field Theory

2.1 Theoretical Framework

Developing a theoretical framework for understanding the statistical properties of block copolymers is not a trivial task. A particle-based view of polymeric melts/solutions, even those with simple chemical structures, requires a large set of variables specifying the position and velocity of every particle. This atomistic perspective is often used for small systems (approximately 1000 atoms), where the numerical solutions are computationally less expensive. An alternative method for investigating the thermodynamics of polymeric systems is the field theoretic construction of the particle based models. In this approach a particle to field transformation is carried out.

In this thesis, the focus is on the complexation of diblock copolymers and homopolymers, resulting in the formation of complexed supramolecular structures. This process is denoted as $AB+C \rightleftharpoons A' B' C' D$, and is shown in Figure [2.1]. The prime symbol on each letter is used for bookkeeping purposes to distinguish between the $A, B$
and $C$ segments in the diblock copolymer, homopolymer and complexed chains. The $D$ segments are created by the complexation of the $A$ and $C$ monomers. The model developed in this section considers linear complexation, where nonlinear polymer architectures are omitted for simplicity. In other words, the formation of star and/or comb like structures is not considered. To develop a theoretical framework for the interpolymer complexation model, two ingredients are required:

1. A coarse-grained model describing the conformation of polymer chains.
2. An interaction model describing the strength and type of interactions.

Conformation of the polymer chains is described by the Gaussian model\textsuperscript{20}, where polymer chains are considered as a sequence of spherical beads connected by freely-rotating linear springs. In this model, chains are considered flexible with a stretching
energy given by:

\[
H_0[R_\alpha^\alpha(s)] = \frac{3}{2b_\alpha^2} \int_0^{N_\alpha} ds \left( \frac{dR_\alpha^\alpha(s)}{ds} \right)^2
\]

(2.1)

where \( N_\alpha \) \((\alpha = A, B, C, A', B', C', D)\) denotes the degrees of polymerization of the different species. The space curve \( R_\alpha^\alpha(s) \) specifies the position of a given segment \( s \), with \( i \) running over the number chains for given species. The Kuhn length \( b_\alpha \) is used to measure the rigidity of the polymer chain. The derivative of the space curve \( R_\alpha^\alpha(s) \) measures the local stretching of the chain, and thus Eq.(2.1) describes the harmonic energy associated with a given chain.

The type and strength of the interactions between segments is controlled by the Flory-Huggins parameters. The interaction between segments of two different species is represented by \( \chi_{\alpha\beta} \), where \( \alpha, \beta = A, B, C, A', B', C', D \). Using this notation, the interaction energy of the system is given by,

\[
W[\hat{\phi}(r)] = \frac{\rho_o}{2} \sum_{\alpha \neq \beta} \int d\mathbf{r} \hat{\phi}_\alpha(\mathbf{r})\hat{\phi}_\beta(\mathbf{r}) \chi_{\alpha\beta}
\]

(2.2)

where \( \hat{\phi}_\alpha(\mathbf{r}) \) is the volume fraction of the \( \alpha \) segment and \( \rho_o \) is the monomer density defined as the number monomers per unit volume. The hat (\(^\hat{\cdot}\)) symbol on the volume fraction indicates that \( \hat{\phi}(\mathbf{r}) \) is a function of the chain configuration. In other words, to determine the volume fraction, one needs the information on the configuration of every chain in the system. The volume fraction \( (\hat{\phi}_\alpha(\mathbf{r})) \) can be written in terms of the segment density \( \hat{n}_\alpha(\mathbf{r}) \) at position \( \mathbf{r} \), which is defined as,

\[
\hat{n}_\alpha(\mathbf{r}) = \sum_{i=1}^{n_p} \int_0^{N_\alpha} ds \delta(\mathbf{r} - R_\alpha^\alpha(s))
\]

(2.3)
where $n_p$, with $p = 1, 2, 3$, correspond to the total number of diblock copolymer, homopolymer and complexed chains respectively. The summation in the above equation is over the total number polymers. The reference segment density $\rho_o$ in Eq.(2.2) is $1/v_o$, with $v_o$ being the volume occupied by a monomer. The volume fraction $\hat{\phi}_\alpha(r)$ in terms of $n_\alpha(r)$ and $v_o$ is written as,

$$ \hat{\phi}_\alpha(r) = \frac{\xi_\alpha}{\rho_o} \hat{n}_\alpha(r) = \frac{\xi_\alpha}{\rho_o} \sum_{i=1}^{N_\alpha} \int_0^{N_\alpha} ds \delta(r - R_\alpha^i(s)) $$

(2.4)

where $\xi_\alpha$ is the ratio between the volume of $\alpha$ segments and that of the reference. Using the volume fraction given by Eq.(2.4), the interaction energy for the system can be written as,

$$ W[\hat{\phi}(r)] = \frac{1}{2} \sum_{\alpha \neq \beta} \frac{\rho_o \chi_{\alpha\beta}}{\xi_\alpha \xi_\beta} \int dr \hat{\phi}_\alpha(r) \hat{\phi}_\beta(r) $$

(2.5)

The combination of Eqs.(2.1) and (2.5) defines the total energy of the system.

The statistical mechanics of our model is developed in the grand canonical ensemble with a fixed activity, volume and temperature. In this model, the activity is defined as, $z \equiv \exp[\mu_p/kT]$, with $\mu_p$ is the chemical potential of the $p$ type chain. The number of complexed polymer chains ($n_3$) is dependent on the complexation between the $A$ and $C$ segments and therefore the maximum value which $n_3$ can take is equal to the minimum value of the set $\{n_1, n_2\}$. Using the notation described above, the
The grand canonical partition function of the system can be written as,

\[
\Xi = \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \sum_{n_3=0}^{\text{Min}[n_1,n_2]} \frac{\lambda_1^{n_1}}{(n_1-n_3)!} \frac{\lambda_2^{n_2}}{(n_2-n_3)!} \frac{\lambda_3^{n_3}}{n_3!} \int D[R(s)] P_0[R(s)]
\]

\[
\times \prod_r \delta \left( \sum_\alpha \hat{\phi}_\alpha(r) - 1 \right) \exp \left[ -W[\hat{\phi}(r)] \right]
\]

where \(\lambda_1, \lambda_2, \text{ and } \lambda_3\) are the fugacity of the diblock copolymer, homopolymer and complexed polymer chains, respectively. The incompressibility of the segments is imposed by the delta function in Eq.(2.6). This condition ensures that at every point in space, the volume fraction of all species must add up to one. The stretching energy of the chains defined by Eq.(2.1), is captured by \(P_0[R(s)]\), which can be written as,

\[
P_0[R(s)] = \left[ \prod_{\alpha=A,B} P_0(R_\alpha^A(s)) \delta[R_\alpha^A(N_A) - R_\alpha^B(N_B)] \right] \left[ \prod_{j=1}^{n_2-n_3} P_0(R_j^C(s)) \right]
\]

\[
\left[ \prod_{\beta=A',B',C',D} P_0(R_\beta^A(s)) \delta[R_\beta^A(N_A') - R_\beta^B(N_B')] \delta[R_\beta^A(0) - R_i^D(N_D)] \right]
\]

\[
\delta[R_i^C(0) - R_i^D(0)]
\]

Equation (2.7)

where the delta functions ensure the connectivity of the chains. For example the end segments \(N_A\) and \(N_B\) are connected to create the diblock copolymer \(AB\). The probabilities \(P_0(R_\alpha^\alpha(s))\) in Eq.(2.7) are known as the Wiener measure and have the form,

\[
P_0(R_\alpha^\alpha(s)) = \tilde{A} \exp \left[ -\frac{3}{2b_\alpha^2} \int_0^{N_\alpha} ds \left( \frac{dR_\alpha^\alpha(s)}{ds} \right)^2 \right]
\]

Equation (2.8)

where \(\tilde{A}\) is a normalization constant. The expression inside the exponential in the above equation is the chain stretching Hamiltonian defined in Eq.(2.1).
(2.8) describes the chain configuration probability.

Analytical evaluation of the partition function (2.6) is not possible, because it depends on the chain conformation through the volume fraction elements. A common mathematical trick for solving the partition function is by introducing a dummy function \( \phi(r) \), which couples to the volume fraction \( \hat{\phi}(r) \). This can be written mathematically as,

\[
1 = \int D[\phi_{\alpha}] \prod_{\alpha} \prod_{r} \frac{\rho_{\alpha}}{\xi_{\alpha}} \delta \left( \phi_{\alpha}(r) - \hat{\phi}_{\alpha}(r) \right)
\]  

(2.9)

By inserting this identity into Eq.(2.6), the conformation dependence of the partition function (2.6) can be separated from the interaction term.

\[
\Xi = \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \sum_{n_3=0}^{\Min[n_1,n_2]} \frac{\lambda_{1}^{n_1}}{(n_1 - n_3)!} \frac{\lambda_{2}^{n_2}}{(n_2 - n_3)!} \frac{\lambda_{3}^{n_3}}{n_3!} \int D[R(s)] P_0[R(s)] D[\phi_{\alpha}] \\
\times \prod_{\alpha} \prod_{r} \delta \left( \sum_{\alpha} \phi_{\alpha}(r) - 1 \right) \frac{\rho_{\alpha}}{\xi_{\alpha}} \delta \left( \phi_{\alpha}(r) - \hat{\phi}_{\alpha}(r) \right) \exp \left[ -W[\phi(r)] \right]
\]

(2.10)

Using the Fourier transform representation of the identity (2.9), the partition function (2.10) is further modified. This transformation introduces auxiliary fields \( \omega_{\alpha}(r) \), which couple to the volume fractions \( \phi_{\alpha}(r) \).

\[
\Xi = \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \sum_{n_3=0}^{\Min[n_1,n_2]} \frac{\lambda_{1}^{n_1}}{(n_1 - n_3)!} \frac{\lambda_{2}^{n_2}}{(n_2 - n_3)!} \frac{\lambda_{3}^{n_3}}{n_3!} \int D[\phi(r)] D[\omega(r)] \prod_{r} \delta \left( \sum_{\alpha} \phi_{\alpha}(r) - 1 \right)
\times \exp \left[ \sum_{\alpha} \int dr \frac{\rho_{\alpha} \omega_{\alpha}(r) \phi_{\alpha}(r)}{\xi_{\alpha}} - W[\phi(r)] \right] \int D[R(s)] P_0[R(s)] \\
\times \exp \left[ - \sum_{\alpha} \int dr \frac{\rho_{\alpha} \omega_{\alpha}(r) \hat{\phi}_{\alpha}(r)}{\xi_{\alpha}} \right]
\]

(2.11)

The above mathematical treatment has transformed the many body interaction into
the interaction of a single chain with fields $\phi_\alpha(r)$ and $\omega_\alpha(r)$. The conformation dependence of the partition function is now captured by the single chain partition function. Using Eqs.(2.7), (2.8) and (2.11), the single chain partition functions for the diblock copolymer, homopolymer and complexed chains can be written as,

$$Q_1 = \frac{1}{V} \int D[R^A(s)] D[R^B(s)] P_0[R^A(s)] P_0[R^B(s)] \exp \left[ - \sum_{\alpha=A,B} N_\alpha \int_0 ds \omega_\alpha[R^\alpha(s)] \right] \times \delta[R^A(N_A) - R^B(N_B)]$$

$$Q_2 = \frac{1}{V} \int D[R^C(s)] P_0[R^C(s)] \exp \left[ - \int_0^{N_C} ds \omega_C[R^C(s)] \right]$$

$$Q_3 = \frac{1}{V} \int D[R^{A'}(s)] D[R^{B'}(s)] D[R^{C'}(s)] D[R^D(s)] P_0[R^{A'}(s)] P_0[R^{B'}(s)] P_0[R^{C'}(s)] P_0[R^D(s)] \exp \left[ - \sum_{\alpha=A',B',C',D} N_\alpha \int_0 ds \omega_\alpha[R^\alpha(s)] \right] \times \delta[R^{A'}(0) - R^D(N_D)] \delta[R^D(0) - R^{C'}(N_C')]$$

where $V$ is the total volume of the system. Using the above definition, the grand canonical partition function is written as,

$$\Xi = \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \sum_{n_3=0}^{\min[n_1,n_2]} \frac{\lambda_1^{n_1}}{(n_1 - n_3)! (n_2 - n_3)! n_3!} \left[ Q_1 V \right]^{n_1 - n_3} \left[ Q_2 V \right]^{n_2 - n_3} \left[ Q_3 V \right]^{n_3} \times \int D[\phi(r)] D[\omega(r)] \prod_r \delta \left( \sum_\alpha \phi_\alpha(r) - 1 \right) \exp \left[ \sum_\alpha \int dr \frac{\rho_\alpha(r) \phi_\alpha(r)}{\xi_\alpha} - W[\phi(r)] \right]$$

(2.15)
By applying the following transformation,

\[
\sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \sum_{n_3=0}^{\infty} \frac{\lambda_1^{n_1} \lambda_2^{n_2} \lambda_3^{n_3}}{(n_1-n_3)! (n_2-n_3)! n_D!} \rightarrow \sum_{\sigma_1=0}^{\infty} \sum_{\sigma_2=0}^{\infty} \sum_{\sigma_3=0}^{\infty} \frac{(\lambda_1^{\sigma_1+\sigma_3}) (\lambda_2^{\sigma_2+\sigma_3}) (\lambda_3^{\sigma_3})}{\sigma_1! \sigma_2! \sigma_3!} \quad (2.16)
\]

the partition function can be written as,

\[
\Xi = \int D[\phi(r)] D[\omega(r)] D[\eta(r)] \prod_r \delta \left( \sum_\alpha \phi_\alpha(r) - 1 \right) \exp \left[ \sum_\alpha \int d^D r \frac{\rho_0 \omega_\alpha(r) \phi_\alpha(r)}{\xi_\alpha} \right] - W[\phi(r)] + \lambda_1 Q_1 V + \lambda_2 Q_2 V + \lambda_1 \lambda_2 \lambda_3 Q_3 V \quad (2.17)
\]

The Fourier representation of the incompressibility condition is used to further simplify the partition function. This modification, introduces an extra field \( \eta(r) \) to ensure the incompressibility in the system. This extra field is a Lagrangian multiplier \(^{21}\), and the grand canonical partition function in terms of \( \phi(r) \), \( \omega(r) \) and \( \eta(r) \) fields becomes

\[
\Xi = \int D[\phi(r)] D[\omega(r)] D[\eta(r)] \exp \left[ - \int d^D r \eta(r) \left( \sum_\alpha \phi_\alpha(r) - 1 \right) + \sum_\alpha \int d^D r \frac{\rho_0 \omega_\alpha(r) \phi_\alpha(r)}{\xi_\alpha} \right] - W[\phi(r)] + \lambda_1 Q_1 V + \lambda_2 Q_2 V + \lambda_1 \lambda_2 \lambda_3 Q_3 V
\]

(2.18)

The above grand canonical partition function is written in terms of a free energy functional \( \mathcal{G}(\phi, \omega, \eta) \), \( \Xi = \int D[\phi] D[\omega] \exp[-\mathcal{G}(\phi, \omega, \eta)] \), where the free energy \( \mathcal{G}(\phi, \omega, \eta) \)
is given by,

\[
G(\phi, \omega, \eta) = \int d\mathbf{r} \eta(\mathbf{r}) \left( \sum_\alpha \phi_\alpha(\mathbf{r}) - 1 \right) - \sum_\alpha \int d\mathbf{r} \rho_\alpha(\mathbf{r}) \frac{\phi_\alpha(\mathbf{r})}{\xi_\alpha} + W[\phi(\mathbf{r})] - \lambda_1 Q_1 V - \lambda_2 Q_2 V - \lambda_1 \lambda_2 \lambda_3 Q_3 V
\]

(2.19)

Although the above form of the partition function seems simple, it is not possible to evaluate its solutions in closed form.

One of the most popular techniques for evaluating the above partition function is the mean-field approximation, or the SCFT\textsuperscript{20}. The basic idea of SCFT is that the functional integral (2.18) in equilibrium is dominated by a set of specific field configurations \(\tilde{\phi}(\mathbf{r})\), \(\tilde{\omega}(\mathbf{r})\) and \(\tilde{\eta}(\mathbf{r})\), where these configurations are the stationary points of the free energy functional \(G(\phi, \omega, \eta)\). This requires evaluating

\[
\frac{\delta G(\phi, \omega, \eta)}{\delta \phi} = \frac{\delta G(\phi, \omega, \eta)}{\delta \omega} = \frac{\delta G(\phi, \omega, \eta)}{\delta \eta} = 0
\]

(2.20)

which results in the Self-Consistent Field Equations (SCFE). Taking the degree of polymerization of the diblock chain \((N_1)\) as the reference, the relative size of the homopolymer and the complex chains can be written as

\[
\kappa = \frac{N_2}{N_1}
\]

\[
\kappa' = \frac{N_3}{N_1}
\]

(2.21)

Using \(\kappa\) and \(\kappa'\) and the condition \(f_A + f_B = 1\), the segment fractions of the complexed
chain become,

\[
\begin{align*}
    f_{A'} &= \frac{f}{\kappa'} - \frac{1 + \kappa}{\kappa'} + 1 \\
    f_{B'} &= \frac{(1 - f)}{\kappa'} \\
    f_{C'} &= 1 - \frac{1}{\kappa'} \\
    f_D &= \frac{1 + \kappa}{\kappa'} - 1
\end{align*}
\] (2.22)

where \( f_{A'} + f_{B'} + f_{C'} + f_D = 1 \). Using the above notation, carrying out the functional derivatives of Eq.(2.19) results in,

\[
\begin{align*}
    \frac{\phi_{\alpha}(r)}{\xi_\alpha} &= \lambda_1 \lambda_{01} \int_0^{f_\alpha} ds \, q_\alpha(r, s) q_\alpha^\dagger(r, f_\alpha - s) \\
    \frac{\phi_C(r)}{\xi_C} &= \lambda_2 \lambda_{02} \int_0^\kappa ds \, q_C(r, s) q_C(r, \kappa - s) \\
    \frac{\phi_{\beta}(r)}{\xi_\beta} &= \lambda_1 \lambda_2 \lambda_{03} \int_0^{f_\beta} ds \, q_\beta(r, s) q_\beta^\dagger(r, f_\beta - \kappa s) \\
    \frac{\omega_\gamma(r)}{\xi_\gamma} &= \frac{1}{2} \sum_{\gamma \neq \gamma'} \frac{\phi_\gamma(r) \lambda_\gamma \gamma'}{\xi_\gamma \xi_{\gamma'}} + \eta(r) \\
    \sum_{\gamma} \phi_\gamma(r) &= 1
\end{align*}
\] (2.23)

where (\( \alpha = A, B \)), (\( \beta = A', B', C', D \)) and (\( \gamma, \gamma' = A, B, C, A', B', C', D \)). In the above set of equations, \( q \) and \( q^\dagger \) are the forward and complementary end-integrated propagators. The chain propagators are defined as,

\[
Q_\alpha(r, s | r', 0) = \int_{R(0)=r'}^{R(s)=r} D[R(s)] \exp \left[ - \int_0^{N_\alpha} ds \left( \frac{3}{2b_\alpha^2} \left( \frac{dR(s)}{ds} \right)^2 + \omega_\alpha(R(s)) \right) \right]
\] (2.24)

where \( Q_\alpha(r, s | r', 0) \) corresponds to the conditional probability of segment \( s \) being
found at position \( r \), given that segment 0 was at position \( r' \). The propagator given in Eq.(2.24) is closely related to the quantum propagator constructed using the Feynman path integrals\(^{22} \). The end-integrated propagators are calculated as,

\[
q_{\alpha}(r, s) = \int dr' Q_{\alpha}(r, s | r', 0) \\
q_{\alpha}^\dagger(r, s) = \int dr' dr'' Q_{\alpha}(r, s | r', 0) Q_{\beta}(r', N_\beta | r'', 0) \tag{2.25}
\]

Figure[2.2] is a diagram showing the end-integrated propagators for a given segment \( s \). The \( q(r, s) \) function describes the conditional probability of going from one end of the chain to the segment \( s \). Similarly, \( q^\dagger(r, f - s) \) defines the conditional probability of going from the other end of the chain to the joining segment and then to segment \( s \). By discretizing the chain and using Taylor expansion,\(^{20} \) it can be shown that the propagators satisfy a Fokker-Planck like equation known as the modified diffusion equation\(^{20,21} \). These equations for the forward and complementary end-integrated
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Figure 2.2: Schematic diagram showing the end integrated propagators for a diblock chain.
propagators are

\[
\frac{\partial q_\alpha(r, s)}{\partial s} = \frac{N_1 b_\alpha^2}{6} \nabla^2 q_\alpha(r, s) - N_1 \omega_\alpha(r) q_\alpha(r, s) \\
- \frac{\partial q^\dagger_\alpha(r, s)}{\partial s} = \frac{N_1 b_\alpha^2}{6} \nabla^2 q^\dagger_\alpha(r, s) - N_1 \omega_\alpha(r) q^\dagger_\alpha(r, s)
\]  

(2.26)

where \( s \) runs from 0 to \( N_\alpha \). Equations (2.26) describe the diffusion of a particle through fields \( \omega_\alpha \), with the time variable being replaced by the segment number. The length scale in the system can be scaled by \( R_g^2 \), where \( R_g^2 \) defines the average size of a polymer chain. This quantity is the root-mean-squared distance between the segments and the center of the mass. Given the appropriate initial and boundary conditions, the above modified diffusion equations can be solved. The numerical treatment of the modified diffusion equation is described extensively in chapter four.

Solving equations (2.26) requires the initial configuration of the \( \omega_\alpha(r) \) fields. This initial configuration often depends on the numerical technique and the specifics of the model. Assuming that the initial \( \omega_\alpha(r) \) fields are given, \( q(r, s) \) and \( q^\dagger(r, s) \) can be calculated. With this information, the SCFE and the free energy of the system can be evaluated. If the initial \( \omega(r) \) and the calculated \( \phi(r) \) and \( \eta(r) \) fields are the saddle point solutions to the mean field approximation, then the iteration process is done. Otherwise, new \( \omega(r) \) fields can be constructed by a small perturbation about the original fields. This process is iterated until the self-consistent solutions are achieved.
2.2 The Homogenous Phase

The self-consistent field equations (2.23) are the saddle-point solutions of the free energy functional \( G(\phi, \omega, \eta) \). The simplest solution of the SCFE is that of the homogenous phase, where the \( \phi \), \( \omega \) and \( \eta \) fields are uniform. The single chain partition functions given by Eqs.(2.12), (2.13) and (2.14) in the homogenous phase can be written as

\[
\begin{align*}
Q_1 &= \exp \left[ -\omega_A f_A - \omega_B f_B \right] \\
Q_2 &= \exp \left[ -\kappa \omega_C \right] \\
Q_3 &= \exp \left[ \kappa' (-\omega_{A'} f_{A'} - \omega_{B'} f_{B'} - \omega_{C'} f_{C'} - \omega_D f_D) \right]
\end{align*}
\]

(2.27)

where the stretching energy is set to zero. Similarly, the self-consistent field equations can be written as

\[
\begin{align*}
\tilde{\phi}_1 &= \lambda_1 \lambda_{01} Q_1 \\
\tilde{\phi}_2 &= \lambda_2 \lambda_{02} Q_2 \\
\tilde{\phi}_3 &= \lambda_1 \lambda_2 \lambda_{03} \Psi Q_3 \\
\bar{\omega}_\alpha &= \frac{\tilde{\phi}_\beta \chi_{\alpha\beta}}{\xi_\alpha \xi_\beta} + \eta \\
\sum_\alpha \tilde{\phi}_\alpha &= 1
\end{align*}
\]

(2.28)

where \( \Psi = f_{A'} + f_{B'} + f_{C'} + \xi_D f_D \). In the above set of equations, the monomer size of the single-stranded chains is used as the reference. This means that \( \xi_\alpha = 1 \) for \( \alpha = A, B, C, A', B' \) and \( C' \). The free energy functional \( G(\phi, \omega, \eta) \) for the homogenous
phase becomes,

\[ G_H(\phi, \omega, \eta) = \sum_{\alpha} \frac{\bar{\omega}_\alpha \bar{\phi}_\alpha}{\bar{\xi}_\alpha} - \frac{1}{2} \sum_{\alpha \neq \beta} \frac{\lambda_{\alpha\beta} \bar{\phi}_\alpha \bar{\phi}_\beta}{\bar{\xi}_\alpha \bar{\xi}_\beta} + \lambda_1 Q_1 + \frac{\lambda_2 Q_2}{\kappa} + \frac{\lambda_1 \lambda_2 \lambda_3 Q_3}{\kappa'} \]  

(2.29)

where the bar symbol corresponds to the average value of the parameters. Using the homogenous mean field equations (2.28), the free energy (2.29) can be rewritten as,

\[ G_H(\phi, \omega, \eta) = \sigma \bar{\phi}_s - \frac{\theta \bar{\phi}_s}{\kappa} - \frac{1 - \bar{\phi}_s}{\Psi \kappa'} + W(\bar{\phi}_s) + \sigma \bar{\phi}_s \ln(\sigma \bar{\phi}_s) + \frac{\theta \bar{\phi}_s}{\kappa} \ln(\theta \bar{\phi}_s) + \frac{1 - \bar{\phi}_s}{\kappa' \Psi} \ln\left(\frac{1 - \bar{\phi}_s}{\Psi}\right) - \bar{\phi}_s [\ln(\Lambda) + \ln(z)] \]  

(2.30)

where \( \bar{\phi}_s \) is the volume fraction of the single-strand chains in the homogenous phase. This parameter can be written in terms of the volume fraction of the diblock copolymer and homopolymer chains such that \( \bar{\phi}_s = \sigma \bar{\phi}_1 + \theta \bar{\phi}_2 \), where \( \bar{\phi}_1 = \bar{\phi}_A + \bar{\phi}_B \) and \( \bar{\phi}_2 = \bar{\phi}_C \). Because the incompressibility condition requires that \( \bar{\phi}_1 + \bar{\phi}_2 + \bar{\phi}_3 = 1 \), it is possible to write \( \bar{\phi}_3 = 1 - \bar{\phi}_s \). The parameters \( z \) and \( \Lambda \) in the last part of equation (2.30) contain the chemical potential contribution to the free energy. They can be defined as,

\[
\begin{align*}
    z &= \exp \left[ \mu_1 (\sigma - \frac{1}{\Psi \kappa'}) + \mu_2 \left( \frac{\theta}{\kappa} - \frac{1}{\Psi \kappa'} \right) - \frac{\epsilon f_D N_1}{\Psi} - \frac{\mu_3}{\kappa' \Psi} \right] \\
    \Lambda &= N_1^{\sigma + \frac{1}{2} - \frac{1}{\kappa' \Psi}} \kappa_1^{\frac{2}{2} - \frac{1}{\kappa' \Psi}} \kappa^{\frac{1}{2} - \frac{1}{\kappa' \Psi}} \]  

(2.31)

where \( \mu_1 \), \( \mu_2 \) and \( \mu_3 \) are chemical potentials of diblock copolymer, homopolymer and complexed polymer chains respectively. The strength of a single hydrogen-bond
is described by the parameter $\epsilon$. By fixing these parameters, the homogenous free energy can be calculated. This energy is the reference with respect to which the free energy of heterogeneous phases are calculated.

At the equilibrium state, the fraction of the complexed chains can be determined by applying the mass action law. The mass action law is determined by chemical equilibrium. For the specific case of $AB/C$ system, the mass action law can be written as,

$$1 - \bar{\phi}_s = K_{eq}$$  \hspace{1cm} (2.32)

where $K_{eq}$ is the equilibrium constant. Using the self-consistent field equations (2.28), the above mass action law can be written as,

$$\frac{1 - \bar{\phi}_s}{\sigma \phi_s \rho \bar{\phi}_s} = \frac{\kappa'}{\kappa N_1 \rho_o Q_1 Q_2}$$  \hspace{1cm} (2.33)

where the analysis of the solutions to this equation would allow for determining the fraction of the complexed chains at the equilibrium state. The solutions to equation (2.33) for various degree of polymerization and hydrogen-bonding strengths are investigated in chapter five.
Chapter 3

The Random Phase Approximation

The Self-Consistent Field Theory developed in the previous section for the complexation model is specified by a large number of parameters, resulting in a large parameter space. Investigating the phase behavior of the $AB/C$ blend requires exploring this parameter space. This task could be computationally expensive and thus an approximate description of the phase behavior, prior to solving the SCFT, is desirable. The Random Phase Approximation technique (RPA) allows for the determination of the stability of the homogenous (or disordered) phase, thus providing an overall picture of the phase behavior of a polymeric system. Leibler was the first to use random phase approximation to analyze the microphase separation of diblock copolymers, particularly the order-disorder phase transition. The calculation done by Leibler can be extended to the complexation model developed in chapter two.

The stability of the disordered phase is determined by analyzing the free energy difference ($\Delta F$) between that of the homogenous phase and the phase created by adding small fluctuations to the homogenous phase. The order parameter $\delta \phi(r)$ in
this model is defined as,

\[ \delta \phi_\alpha (r) = \phi_\alpha (r) - \bar{\phi}_\alpha \] (3.1)

Using this order parameter we can re-express the free energy functional in terms of \( \delta \phi_\alpha (r) \). It is important to note that only small fluctuations about the average, created by some external fields \( W_\alpha \), are considered. The interaction between the segments are not considered at this point, but will be introduced later. The free energy difference \( \Delta F \) can be written as

\[
F[\delta \phi(r)] - F[0] = \ln \left[ \frac{\sum_{n=1,2,3} Q_n[W(r)]}{Q[0]} \right] - \sum_\alpha \int d\mathbf{r} W_\alpha(r) \delta \phi_\alpha(r) \] (3.2)

where \( F[0] \) is the free energy of the system with no density fluctuations (the free energy of the disordered phase). As before, \( \alpha = A, B, C, A', B', C', D \) and \( Q[W(r)] \) and \( Q[0] \) are the single chain partition functions of diblock, homopolymer and complexed chains in the perturbed and homogenous phase, respectively. Because there are no density fluctuations in the homogenous (disordered) phase, the external fields \( W_\alpha(r) \) are set to zero.

Since only small fluctuations about the disordered phase are considered, the right hand side of the Eq.(3.2) can be expanded in a functional Taylor series around \( W_\alpha(r) \).\(^{21}\) Taking the Fourier transform of this expansion and keeping only the first non-zero term results in,

\[
F[\delta \phi_\alpha(q)] - F[0] = \frac{1}{2} \sum_{\alpha \beta} \sum_\mathbf{q} \frac{\delta \phi_\alpha(q) \delta \phi_\beta(q)}{S^{\star}_{\alpha \beta}(q)} + ... \] (3.3)
In the above equation, $S^*_{\alpha\beta}(q)$ is the Fourier transform of the two point correlation function in the phase created by the small fluctuations. Stability of the homogeneous phase is determined by analyzing the eigenvalues $\lambda_i(q)$ of the correlation matrix. The entries of this matrix are the two point correlation functions $S^*_{\alpha\beta}(q)$.

By considering the condition that small density fluctuations $\delta \phi_\alpha(r)$ are coupled to weak artificial external fields $W_\alpha(r)$, the following linear relation can be written,

$$\frac{\delta \phi_\alpha(q)}{\xi_\alpha} = - \sum_\beta S^0_{\alpha\beta}(q) W_\beta(q)$$

(3.4)

In the above equation, $S^0_{\alpha\beta}(q)$ are the two-point correlation functions in the homogeneous phase. The $W_\beta(q)$ fields can be divided into two parts; $\omega^{EX}_\beta(q)$, which are the artificial external fields and $\omega^{RPA}_\beta(q)$, which contain the contribution from the interactions between the segments. The $\omega^{RPA}_\beta(q)$ fields for an incompressible system can be written as,

$$\frac{\omega^{RPA}_\beta(q)}{\xi_\beta} = \sum_\alpha \chi_{\beta\alpha} \frac{\delta \phi_\alpha(q)}{\xi_\alpha \xi_\beta} + \eta$$

(3.5)

where $\eta$ is the Lagrange multiplier. Introducing Eq.(3.5) into (3.4) results in,

$$\frac{\delta \phi_\alpha(q)}{\xi_\alpha} = - \sum_\beta S^0_{\alpha\beta}(q) \left[ \omega^{EX}_\beta(q) + \sum_{\gamma \neq \beta} \frac{\chi_{\beta\gamma} \delta \phi_\gamma(q)}{\xi_\gamma \xi_\beta} + \eta \right]$$

(3.6)

where the incompressibility condition (neglecting short length fluctuations) ensures that $\sum_\alpha \delta \phi_\alpha = 0$. Enforcing this condition, one could solve for $\eta$ and insert it back.
into equation (3.6) to get the response of the density function to the external fields $\omega_\alpha^{EX}(q)$. The spatial structure of the heterogeneous phase, formed by the small density fluctuations, is characterized by $S^*_{\alpha\beta}(q)$.

Solving for $\eta$ in the above expression is most simply done by writing Eq.(3.6) in the matrix form;

$$
\begin{bmatrix}
\delta \phi_1(q)/\xi_1 \\
\delta \phi_2(q)/\xi_2 \\
\vdots \\
\delta \phi_m(q)/\xi_m
\end{bmatrix} = -
\begin{bmatrix}
S^0_{11}(q) & S^0_{12}(q) & \cdots & S^0_{1m}(q)
\\
S^0_{21}(q) & S^0_{22}(q) & \cdots & S^0_{2m}(q)
\\
\vdots & \vdots & \ddots & \vdots
\\
S^0_{m1}(q) & S^0_{m2}(q) & \cdots & S^0_{mm}(q)
\end{bmatrix}
\begin{bmatrix}
\omega^{EX}_1(q) \\
\omega^{EX}_2(q) \\
\vdots \\
\omega^{EX}_m(q)
\end{bmatrix}
+ 
\begin{bmatrix}
\omega^{RPA}_1(q) \\
\omega^{RPA}_2(q) \\
\vdots \\
\omega^{RPA}_m(q)
\end{bmatrix}
$$

where $S^0_{ij}(q)$ is the two-point correlation function between the $i^{th}$ and $j^{th}$ component.

The above matrix notation in a compact form is written as,

$$
\delta \vec{\phi} = -S^0[e^{EX} + \tilde{\omega}^{RPA}] - S^0[e^{EX} + X \delta \vec{\phi} + \tilde{\eta}] 
$$

(3.7)

where $S^0$ and $X$ are the correlation function and interaction parameter matrices, and $\delta \vec{\phi}$, $\omega^{EX}$ and $\tilde{\eta}$ are density, external field and Lagrange multiplier arrays respectively. Using the condition $\sum \alpha \delta \phi_\alpha = 0$, (3.7) is solved to give an explicit expression for $\eta$.

$$
\eta = -\frac{\vec{\omega}^{EX}}{\vec{\omega}^{RPA}} \frac{X \vec{\omega}^{EX} \vec{\phi} + \vec{\eta}}{\vec{\omega}^{RPA} \vec{\omega}^{EX}}
$$

(3.8)
Here $\eta$ is a constant and not a vector, and $i$ and $i^T$ are defined as,

\[
\vec{i} = \begin{bmatrix} 1 \\ 1 \\ \cdot \\ \cdot \\ \cdot \\ 1 \end{bmatrix}, \quad \vec{i}^T = \begin{bmatrix} 1 & 1 & \ldots & 1 \end{bmatrix}
\]

In equation (3.8), $A^{-1}$ is an inverse of the $A$ matrix, where $A$ is defined as,

\[
A = [I + S^0 X]
\]

where $I$ is an $m \times m$ identity matrix. Using the expression for $\eta$ in equation (3.7) and with the help of little algebra, one could write

\[
\delta \vec{\phi} = A^{-1} \left[ -S^0 \vec{\omega}^{EX} - S^0 \eta \right]
\]

\[
= A^{-1} \left[ -S^0 \vec{\omega}^{EX} + \frac{S^0 \vec{I} A^{-1} S^0 \vec{\omega}^{EX}}{\vec{i}^T A^{-1} S^0 \vec{i}} \right]
\]

\[
= -\left[ A^{-1} S^0 - \frac{A^{-1} S^0 \vec{I} A^{-1} S^0}{\vec{i}^T A^{-1} S^0 \vec{i}} \right] \vec{\omega}^{EX}
\]

\[
= -S^* \vec{\omega}^{EX}
\]

where $S^*$ is an $m \times m$ matrix and $\vec{I} = \vec{i} . \vec{i}^T$. The elements of the $S^*$ matrix are the two-point correlation functions of the phase created by the small density fluctuations. The stability of the homogenous phase is determined by analyzing the eigenvalues of the $S^*$ matrix. Throughout this calculation, the structure of the polymer chains has
not been discussed. This means that the method developed here can be applied to any chain architecture. To apply the above formalism to the complexation model, one needs to specify the elements of the $S^0$ matrix. These elements are the scattering intensities known as Debye functions. They describe the two-point correlation of an ideal chain in the absence of any external fields. These conditions describe the state of the homogenous phase.

As an example, the $S^0$ matrix for the $AB/DB'$ system, which results from complete complexation, is shown and discussed. The scattering intensity matrix, $S^0$, for the above system is a $4 \times 4$ matrix,

$$
S^0 = \begin{bmatrix}
S_{AA}(q) & S_{AB}(q) & 0 & 0 \\
S_{AB}(q) & S_{BB}(q) & 0 & 0 \\
0 & 0 & S_{B'B'}(q) & S_{B'D}(q) \\
0 & 0 & S_{B'D}(q) & S_{DD}(q)
\end{bmatrix}
$$

The elements of this matrix are given by,

$$
S_{AA}(q) = \frac{2\phi}{q^2} \left[ e^{-f_A q} + f_A q - 1 \right]
$$

$$
S_{AB}(q) = \frac{\phi}{q^2} \left[ (1 - e^{-f_A q})(1 - e^{-f_B q}) \right]
$$

$$
S_{BB}(q) = \frac{2\phi}{q^2} \left[ e^{-f_B q} + f_B q - 1 \right]
$$

$$
S_{B'B'}(q) = \frac{2(1 - \phi)}{\kappa q^2} \left[ e^{-\kappa f_{B'} q} + \kappa f_{B'} q - 1 \right]
$$

$$
S_{B'D}(q) = \frac{1 - \phi}{2\xi_D \kappa q^2} \left[ (1 - e^{-\kappa f_{B'} q})(1 - e^{-\kappa f_D q}) \right]
$$

$$
S_{DD}(q) = \frac{2(1 - \phi)}{\xi_D \kappa q^2} \left[ e^{-\kappa f_D q} + \kappa f_D q - 1 \right]
$$

(3.11)
where $\xi_D$ is the relative size of the complexed segments, and $\kappa$ is defined as $N_3/N_1$. Derivation of the above Debye functions is omitted, and the reader is encouraged to refer to references\textsuperscript{23–25} for more details.

Using the $S^0$ and $X$ matrices, which contains the interaction contributions $\chi_{\alpha\beta}$, one could calculate the eigenvalues of the $S^*$ matrix. The nature of the phase transition is captured by the sign of the smallest eigenvalue of $S^*$, here denoted as $\lambda_o(q)$.\textsuperscript{21} If $\lambda_o(q)$ is greater than 0 for all $q$, then any small fluctuation increases the free energy. This indicates that the disordered phase is stable. On the other hand if $\lambda_o(q)$ is negative for a certain $q_o$, then the disordered phase is unstable. The size of $q_o$ determines whether the stable phase is due to microscopic or macroscopic fluctuations. Since $q$ is inversely proportional to length scales in real space, $q_o = 0$ corresponds to macrophase separation, and finite non-zero $q_o \neq 0$ corresponds to microphase separation. By analyzing the eigenvalues of $S^*$ matrix for a set of parameters, the RPA phase diagram can be constructed.
Chapter 4

Numerical Methods

In chapter two a field theoretic model describing complexation in the $AB/C$ system was developed. The solution of that model relied on a self consistent calculation of the propagators, which were used to determine the self-consistent field equations. Setting aside the specifics of the self-consistency algorithm, a numerical technique is required for solving the modified diffusion equations (2.26). There are several numerical techniques for solving differential equations\textsuperscript{20} (such as the modified diffusion equation considered here), but only two methods are used in this study. Specifically, a method of mean weighted residuals (MWR), known as the Spectral method\textsuperscript{26} and a finite difference method known as the Alternating Direction Implicit\textsuperscript{27,28} (ADI) are used.
4.1 Reciprocal-Space Method

The reciprocal method is one of several techniques used for minimizing the mean weighted residuals. The idea behind this method is to describe the unknown function, the end-integrated propagators in this case, using a set of basis functions which satisfy specific criteria. In general, any unknown function \( u(x) \) can be written as

\[
  u(x) \approx u_N(x) = \sum_{n=0}^{N} a_n \phi_n(x)
\]

where \( \phi_n(x) \) are the basis functions with coefficients \( a_n \). Given an equation \( \mathcal{L}u(x) = f(x) \), with \( \mathcal{L} \) being an operator, the residual function is defined as the difference between the approximated and the exact solution.

\[
  R(x; a_1, a_2, ..., a_N) = \mathcal{L}u_N(x) - f(x)
\]

The challenge is to minimize the residual function, where the spectral method is one of several methods used for minimizing \( R(x; a_1, a_2, ..., a_N) \).

Matsen and Schick were the first to use the spectral method to investigate the phase behavior of block copolymers. The spectral method developed here takes advantage of the symmetry and the periodicity of the fields \( \phi(r) \) and \( \omega(r) \). This means that density and the auxiliary fields can be expanded in the form

\[
  \phi_n(r) = \sum_G \phi_n(G)e^{iG \cdot r}
\]

\[
  \omega_n(r) = \sum_G \omega_n(G)e^{iG \cdot r}
\]

\[29\]
where \( \{ \mathbf{G} \} \) are the reciprocal vectors determined by the symmetry of the phase and \( \phi_\alpha(\mathbf{G}) \) and \( \omega_\alpha(\mathbf{G}) \) are the Fourier components. The self-consistent field equations can be written in terms of the Fourier basis functions as,\(^1\)

\[
\begin{align*}
\frac{\phi_\alpha(\mathbf{G})}{\xi_\alpha} &= \lambda_1 \lambda_{01} \sum_{\mathbf{G}'} f_\alpha(\mathbf{G}', s) q^\dagger_\alpha(\mathbf{G}' - \mathbf{G}, f_\alpha - s) \\
\frac{\phi_C(\mathbf{G})}{\xi_C} &= \frac{\lambda_2 \lambda_{02}}{\kappa} \sum_{\mathbf{G}'} \int_0^\kappa ds \ q_C(\mathbf{G}, s) q_C(\mathbf{G} - \mathbf{G}', \kappa - s) \\
\frac{\phi_\beta(\mathbf{G})}{\xi_\beta} &= \lambda_1 \lambda_2 \lambda_3 \lambda_{03} \sum_{\mathbf{G}'} \int_{f_\beta}^{f_\beta'} ds \ q_\beta(\mathbf{G}, s) q_\beta^\dagger(\mathbf{G} - \mathbf{G}', \kappa' f_\beta - s) \\
\frac{\omega_\gamma(\mathbf{G})}{\xi_\gamma} &= \frac{1}{2} \sum_{\gamma \neq \gamma'} \frac{\phi_{\gamma'}(\mathbf{G}) \chi_{\gamma \gamma'}}{\xi_\gamma \xi_{\gamma'}} + \eta(\mathbf{G}) \\
\sum_\gamma \phi_\gamma(\mathbf{G}) &= \delta_{\mathbf{G}, \mathbf{0}}
\end{align*}
\]  

(4.15)

The basis functions chosen here are plane waves, which are the appropriate choice given the periodicity of the system. One of the advantages of using the Fourier representation is that the modified diffusion equations which were previously second order differential equation are now first order.

\[
\frac{\partial q_\alpha(\mathbf{G}, s)}{\partial s} = - \sum_{\mathbf{G}'} \mathcal{H}_\alpha(\mathbf{G}, \mathbf{G}') q_\alpha(\mathbf{G}', s) \\
\frac{\partial q^\dagger_\alpha(\mathbf{G}, s)}{\partial s} = - \sum_{\mathbf{G}'} \mathcal{H}_\alpha(\mathbf{G}, \mathbf{G}') q^\dagger_\alpha(\mathbf{G}', s)
\]  

(4.16)

The Hamiltonian \( \mathcal{H}_\alpha(\mathbf{G}, \mathbf{G}') \) in the above equation is defined as,\(^1\)

\[
\mathcal{H}_\alpha(\mathbf{G}, \mathbf{G}') \equiv G^2 \delta_{\mathbf{G}, \mathbf{G}'} + \omega_\alpha(\mathbf{G} - \mathbf{G}')
\]  

(4.17)

To solve the modified diffusion equations (4.16), one could expand the propagators
using a set of basis functions. As it turns out, the eigenfunctions of the Hamiltonian (4.17) are the proper choice for the basis functions. These eigenfunctions can be determined by solving the eigenvalue problem

$$\sum_{G'} \mathcal{H}_{\alpha}(G, G') \psi^\alpha_n(G') = \epsilon^\alpha_n \psi^\alpha_n(G')$$

(4.18)

with $\epsilon^\alpha_n$ being the eigenvalues of $\mathcal{H}_{\alpha}(G, G')$ Hamiltonian. The eigenfunctions $\psi^\alpha_n(G')$ form a complete set, with the property

$$\sum_{G'} \psi^\alpha_n(G') \psi^\alpha_m(G') = \delta_{n,m}$$

$$\sum_n \psi^\alpha_n(G) \psi^\alpha_m(G') = \delta_{G,G'}$$

(4.19)

This is due to the Hermitian nature of the Hamiltonian matrix. Solving the eigenvalue equations results in a set of basis functions, which can be used to determine the propagators. This in turn allows one to calculate the SCFE.

The above method can be used for any system with internal symmetry. One could further simplify the calculation by exploring the relationship between vectors in the reciprocal space using the properties of the point group operations. An example would be the set of vectors $\mathbf{v}'$, determined by applying the point group operations on a general vector $\mathbf{v}$ in the reciprocal space. The vectors $\mathbf{v}'$ form a set known as the "star" of $\mathbf{v}$. This means that the vectors within one star are related to one another. Using this idea, the plane wave expansion introduced earlier can be modified to utilize the relationship between the vectors in a star. A new set of basis functions, each being
a linear combination of vectors within one star, can be constructed.

\[ f_n(r) = \frac{1}{\sqrt{N_n}} \sum_{i \in n} S^n_i e^{iG^n_i \cdot r} \]  

(4.20)

In the above equation, the summation is over all the vectors within a star, denoted by \( n \), with \( N_n \) being the number of the vectors. The factors \( S^n_i \) take on values of +1 or -1 according to the space group.\(^1\) These basis functions are the linear combination of the plane waves. They form an orthogonal set, satisfying the eigenvalue equation,

\[ \nabla^2 f_n(r) = -\lambda_n f_n(r) \]  

(4.21)

with \( \nabla^2 \) being the Laplacian operator. In terms of the new basis functions the Hamiltonian (4.17) can be written as,\(^1\)

\[ H_{\alpha n,m}^\alpha = \lambda_n \delta_{n,m} + \sum_l \Gamma_{n,m,l} \omega_l^\alpha \]  

(4.22)

where,

\[ \Gamma_{n,m,l} = \frac{1}{V} \int dxf_n(r)f_m(r)f_l(r) \]

\[ = \frac{1}{\sqrt{N_nN_mN_l}} \sum_{i \in n} \sum_{j \in m} \sum_{k \in l} S^n_i S^m_j S^l_k \delta_{G^n_i + G^m_j + G^l_k,0} \]  

(4.23)

The eigenvalue equation (4.18) still holds, but now with the Hamiltonian defined by equation (4.22). The self consistent-field equations can also be written in terms of the new basis functions. Solving the eigenvalue problem (4.21) allows one to calculate the self-consistent field equations and the free energy. In terms of the eigenfunctions,
the end-integrated propagators can be written as

\[
q^\alpha_n(s) = \sum_i e^{-\epsilon^\alpha_i s} \psi^\alpha_n i \psi^\alpha_{n,i} \\
q^{\alpha\dagger}_n(s) = \sum_{i,j} e^{-\epsilon^\alpha_i s} \psi^\alpha_n i \left[ \sum_m \psi^\alpha_{m,i} \psi^\beta_{m,j} \right] e^{-\epsilon^\beta_j s} \psi^\beta_{1,j}
\]  

(4.24)

where the self-consistent field equations are then expressed in the following form

\[
\frac{\phi^n_\alpha}{\xi_\alpha} = \lambda_1 \lambda_0 \sum_{m,l} \int_0^{f_\alpha} ds \Gamma_{n,m,l} q^\alpha_m(s) q^{\alpha\dagger}_l (f_\alpha - s) \\
\frac{\phi^n_C}{\xi_C} = \frac{\lambda_2 \lambda_0}{\kappa} \sum_{m,l} \int_0^{\kappa} ds \Gamma_{n,m,l} q^C_m(s) q^C_l (\kappa - s) \\
\frac{\phi^n_\beta}{\xi_\beta} = \lambda_1 \lambda_2 \lambda_3 \lambda_0 \sum_{m,l} \int_0^{\kappa' f_\beta} ds \Gamma_{n,m,l} q^\beta_m(s) q^{\beta\dagger}_l \kappa' f_\beta - s) \\
\frac{\omega^n_\gamma}{\xi_\gamma} = \frac{1}{2} \sum_{\gamma \neq \gamma'} \phi^n_\gamma \chi_{\gamma \gamma'} + \eta^n \\
\sum_{\gamma} \phi^n_\gamma = \delta_{n,0}
\]  

(4.25)

The above equations are solved self-consistently until a given numerical convergence criteria is reached.

## 4.2 Alternating Direction Implicit Method

In this section, the Alternating Direction Implicit (ADI) technique is described. This method is specially powerful when considering parabolic equations on rectangular domains. ADI is a finite difference technique, which relies on the splitting of the spatial marching into two steps. The first step is implicit along one axis and explicit along the other, and vice versa for the second step. The alternate marching
is carried out for each temporal\textsuperscript{1} step.\textsuperscript{28} Although the ADI method is mostly used for two dimensional systems, it has been extended to three dimensions. The 3-D ADI is much more tedious, and thus its application to two dimensional systems has been considered here.

The ADI technique is used to solve the modified diffusion equation,

$$\frac{\partial}{\partial s} q(r, s) = R_g^2 \nabla^2 q(r, s) - \omega(r) q(r, s)$$ \quad (4.26)

where the Laplacian operator $\nabla^2$ assumes different forms, depending on the type of the coordinate system chosen. The parameters $\alpha$ and $\dagger$ used in equation (2.26) are dropped for simplicity. Since the ADI method considered here captures the physics of a two dimensional system, with self-consistent equations being homogenous in the third dimension, it is important to consider the symmetry of the structures formed. For example, the equations describing the lamellar structure are homogenous in two dimension and vary along the dimension perpendicular to the lamellar interface. For the sake of generality, the ADI technique is described in the cylindrical coordinate system. This formalism can then be easily modified to capture the physics in planar geometry. The end-integrated propagators are assumed to be invariant along the $\theta$ axis and vary in the $r$ and $z$ directions.

\textsuperscript{1}It is important to recognize that for the modified diffusion equation, time is replaced by the segment number along the chain.
Within this framework, the modified diffusion equation becomes,

$$\frac{\partial}{\partial s} q(r, z, s) = R_g^2 \left[ \frac{\partial^2}{\partial r^2} + \frac{\partial}{r \partial r} + \frac{\partial^2}{\partial z^2} \right] q(r, z, s) - \omega(r, z) q(r, z, s) \quad (4.27)$$

where the length scales are normalized with respect to $R_g^2$, by setting $R_g^2 = 1$. A simulation box of size $N \times N$, with unit grid of size $\Delta r \times \Delta z$ is considered. Indices $i$ and $j$ are introduced to represent the $r$ and $z$ axis. Using the modified ADI method, the modified diffusion equation in two half time steps becomes,

$$\left[ - \frac{\Delta s}{2 \Delta r^2} + \frac{\Delta s}{(i \Delta r + r_o)4 \Delta r} \right] q_{i-1,j}^{s+1} + \left[ 1 + \frac{\Delta s}{\Delta r^2} + \frac{\Delta s \omega_{i,j}}{2} \right] q_{i,j}^{s+1} + \left[ - \frac{\Delta s}{2 \Delta r^2} - \frac{\Delta s}{(i \Delta r + r_o)4 \Delta r} \right] q_{i+1,j}^{s+1} = \left[ - \frac{\Delta s}{2 \Delta z^2} \right] q_{i,j-1}^s + \left[ 1 - \frac{\Delta s}{\Delta z^2} \right] q_{i,j}^s + \left[ \frac{\Delta s}{2 \Delta z^2} \right] q_{i,j+1}^s \quad (4.28)$$

solved implicitly in the $r$ direction and explicitly in the $z$ and,

$$\left[ - \frac{\Delta s}{2 \Delta z^2} \right] q_{i-1,j}^{s+1} + \left[ 1 + \frac{\Delta s}{\Delta z^2} \right] q_{i,j}^{s+1} + \left[ - \frac{\Delta s}{2 \Delta z^2} \right] q_{i+1,j}^{s+1} = \left[ - \frac{\Delta s}{2 \Delta r^2} - \frac{\Delta s}{(i \Delta r + r_o)4 \Delta r} \right] q_{i,j-1}^s + \left[ 1 - \frac{\Delta s}{\Delta r^2} - \frac{\Delta s \omega_{i,j}}{2} \right] q_{i,j}^s + \left[ \frac{\Delta s}{2 \Delta r^2} \right] q_{i+1,j}^s \quad (4.29)$$

solved implicitly in the $z$ direction and explicitly in the $r$. The above set of equations will be solved using an iterative algorithm for all $i$ and $j$, with the convergence condition $\Delta s \leq (\Delta r \Delta z)/4$. 

35
A more friendly way of writing the above set of equations is by using matrices. For the forward step in the $i$ direction, Eq.(4.28) becomes;

$$
\begin{bmatrix}
\beta_{1,j} & (\alpha^* + \alpha) & 0 & \ldots & 0 \\
\alpha & \beta_{2,j} & \alpha^* & \ldots & 0 \\
0 & \ldots & \ldots & \ldots & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \ldots & (\alpha^* + \alpha) & \beta_{N-1,j} & \alpha^* \\
\end{bmatrix}
\begin{bmatrix}
q_{1,j}^{s+1} \\
q_{2,j}^{s+1} \\
\vdots \\
q_{N,j}^{s+1} \\
\end{bmatrix}
=
\begin{bmatrix}
\gamma q_{1,j-1}^s + \sigma q_{1,j}^s + \gamma q_{1,j+1}^s \\
\gamma q_{2,j-1}^s + \sigma q_{2,j}^s + \gamma q_{2,j+1}^s \\
\vdots \\
\gamma q_{N,j-1}^s + \sigma q_{N,j}^s + \gamma q_{N,j+1}^s \\
\end{bmatrix}
$$

and similarly Eq.(4.29) can be written as,

$$
\begin{bmatrix}
\sigma & 2\gamma & 0 & \ldots & 0 \\
\gamma & \sigma & \gamma & \ldots & 0 \\
0 & \ldots & \ldots & \ldots & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \ldots & 2\gamma & \sigma \\
\end{bmatrix}
\begin{bmatrix}
q_{1,1}^{s+1} \\
q_{1,2}^{s+1} \\
\vdots \\
q_{1,N}^{s+1} \\
\end{bmatrix}
=
\begin{bmatrix}
\alpha q_{1-1,1}^s + \beta q_{1,j}^s + \alpha^* q_{1,j+1}^s \\
\alpha q_{1-1,2}^s + \beta q_{1,j}^s + \alpha^* q_{1,j+1}^s \\
\vdots \\
\alpha q_{1-1,N}^s + \beta q_{1,j}^s + \alpha^* q_{1,j+1,N}^s \\
\end{bmatrix}
$$

It is important to adjust the array on the right hand side for the edges of the box, where zero flux boundary condition must be satisfied. The above matrix equations must be solved for $s = 0$ to $s = N_\alpha$, once for each propagator. The solutions to the forward propagator $q$ is used as the initial condition for the complementary propagator $q^\dagger$. After calculating the propagators, the self-consistent field equations and the free energy, can be determined. This process is repeated until some convergence condition is met.
Although the ADI technique is computationally slower and less accurate than the spectral method, it assumes no underlying initial symmetry. The advantage of the ADI technique is that it provides a real space solution for a given set of parameters and can be used for studying non-periodic structures. There are other computationally more efficient and accurate numerical techniques with real space flexibility. One of such techniques, is the pseudospectral method. This method provides an accurate and efficient way for calculating the properties of complex and simple structures. The spectral method used in this work is computationally more efficient than the pseudospectral technique. On similar note, if 2-D solutions to the modified diffusion equation are required, the ADI technique provides a faster but less accurate way, in comparison to the pseudospectral method, for calculating the phase behavior of the system.
Chapter 5

Results and Discussion

Using the numerical techniques presented in chapter 4, the SCFT model developed in chapter 2 will be investigated. A system containing \( n_1 \) diblock copolymers, \( n_2 \) homopolymers and \( n_3 \) complexed polymer chains in volume \( V \) is considered. The relative length of the homopolymer and complexed chains are measured with respect to the length of the diblock chain, with \( N_2/N_1=0.5 \) and \( N_3/N_1=1 \). The length of the diblock chain is defined by \( N_A = f_A N_1 \) and \( N_B = f_B N_1 \) where \( f_A \) and \( f_B \) are the fraction of the A and B segments, respectively. Although the calculations are carried out with the grand canonical ensemble, the phase diagrams are represented in terms of the homopolymer volume fraction \( \phi_H \).

The purpose of this thesis is to examine the validity of the interpolymer complexation and the attractive interaction models for studying hydrogen-bonding in \((AB)\) diblock copolymer/ \((C)\) homopolymer blends. Hydrogen-bonding is assumed to be between the A and C monomers. In the attractive interaction model, details of which
can be found in ref [2], hydrogen-bonding is modeled by a negative interaction parameter (-\(\chi\)). In this model, one could adjust the strength of hydrogen-bonds by the relative magnitude of the \(\chi\) parameter. In contrast, the interpolymer complexation model treats hydrogen-bonding as a complexation process, in which monomers with hydrogen-bonding capability are considered as donor/acceptor sites. Figure [5.1] shows a schematic representation of this model.

![Figure 5.1: Schematic diagram for AB/C complexation, where the C homopolymer is capable of hydrogen-bonding with A block of the diblock copolymer.](image)

In the first section of this chapter, the phase behavior of the attractive interaction model is investigated using the RPA and SCFT, followed by analysis of interpolymer complexation model in section two.

### 5.1 The Attractive Interaction Model

In this section, the phase behavior of the system in the \(f_A-\phi_H\) and \(\chi_{AC}-\phi_H\) plane is obtained. A mixture of \(AB\) diblock copolymers and \(C\) homopolymers results in a
large parameter space. These parameters are the interactions $\chi_{AB}, \chi_{AC}$ and $\chi_{BC}$, the fraction length of $A$ in diblock ($f_A$), the relative polymerization of the $C$ chain ($\kappa$) and the volume fraction of the homopolymers ($\phi_H$). Using SCFT to explore these parameters would be computationally expensive, and thus the first step is to investigate the phase space using the computationally less expensive RPA technique. Using the method developed in section three, the order-disorder transition (ODT) lines are calculated.

Figure [5.2] shows the RPA phase diagram for a blend with $\chi_{AB} = 12$, $\chi_{AC} = -10$, $\chi_{BC} = 15$ and $\kappa = 0.5$ in the $f_A$-$\phi_H$ plane. The phase diagram shows both order-to-disorder ($f_A \gtrsim 0.25$) and 2-phase-to-disorder ($f_A \lesssim 0.25$) phase transitions. The 2-phase region is a macrophase separated state with diblock rich/ homopolymer rich macroscopic domains. Using the RPA technique, only the stability of the homogeneous phase is captured, and no information about the phase transitions within the microphase separated and 2-phase regions can be determined. Macrophase separation of the homopolymer and diblock chains is expected since there is a large positive (repulsive) interaction between the $B$ and $C$ monomers. This means that for small $f_A$ values, the system is driven into a 2-phase region with increase in $\phi_H$. The negative interaction parameter between the $A$ and $C$ monomers ($\chi_{AC}$) indicates the miscibility of $C$ homopolymers in the AB blend. The pure $AB$ diblock copolymer with $\chi_{AB} = 12$, $\phi_H = 0$ and $f_A = 0.5$ assumes the lamellar morphology. It is interesting to investigate the effect of the addition of the $C$ homopolymers on this structure. The phase diagram [5.2] suggests an order-to-disorder phase transition at relatively high values of $\phi_C$, in an $AB/C$ blend with $f_A = 0.5$. Although details of the phase transitions
Figure 5.2: RPA phase diagram for blends with parameters $\chi_{AB} = 12, \chi_{AC} = -10, \chi_{BC} = 15$ and $\kappa = 0.5$. The 2-phase region is a macrophase separated state with diblock rich/ homopolymer rich macroscopic domains.

within the microphase domain can not be resolved using the RPA, order-order phase transitions are expected.

To investigate the effect of hydrogen-bonding strength on the phase behavior of the $AB/C$ blends, order-disorder transition lines in the $\chi_{AC}-\phi_H$ plane are calculated. Figure [5.3] shows the RPA phase diagram for the system with $\chi_{AB} = 12, \chi_{BC} = 15, f_A = 0.5$ and $\kappa = 0.5$ in the $\chi_{AC}-\phi_H$ plane. Order-to-disorder ($\chi_{AC} \gtrsim -2$) and 2-phase-to-disorder ($\chi_{AC} \lesssim -2$) phase transitions are also observed in this case. For blends with $\chi_{AC} \gtrsim -2$, increasing the diblock copolymer concentration in an otherwise homogenous homopolymer rich system results in disorder-to-order phase transition.
Figure 5.3: RPA phase diagram for blends with parameters $\chi_{AB} = 12$, $\chi_{BC} = 15$, $f_A = 0.5$ and $\kappa = 0.5$.

On the other hand, for blends with $\chi_{AC} \lesssim -2$, transition from disordered into 2-phase region is observed. Since $\chi_{AB}$ is greater than 10.5 and $f_A = 0.5$, blends with $\phi_H$ of approximately zero form lamellar structure. The RPA calculation indicates that for blends with $\chi_{AC} \gtrsim -2$, there is a possibility of order-order phase transitions. Determining the details within the microphase separated region is beyond the RPA calculations, and SCF solutions are required for further investigation.

We now turn to the results from the SCFT calculations. The solutions to the modified diffusion equations (2.26) were obtained using the spectral method\textsuperscript{4} for the classical lamellar (Lam), cylindrical (Hex) and spherical (BCC) structures. The
phase behavior within the microphase separated regions predicted by the RPA technique is studied. Figure [5.4] is the SCF phase diagram calculated for the \(AB/C\) system with parameters similar to that in Figure [5.2]. As indicated previously in the RPA phase diagram, the \(AB/C\) blend is driven from the disorder phase into a 2-phase region when \(\phi_H\) is increased. For blends with \(0.25 \lesssim f_A \lesssim 0.3\), increase in the homopolymer concentration results in disorder → order → disorder phase transitions. The microphase separated region shows order-order phase transitions from

![Phase Diagram](image)

Figure 5.4: The phase diagram for the \(AB/C\) blend with \(\chi_{AC} = -10\), \(\chi_{BC} = 15\), \(\chi_{AB} = 12\) and \(\kappa = 0.5\). Disordered, Microphase separated and two phase regions are observed. In the microphase region, Lamellar (lam), Cylindrical (Hex) and Spherical (BCC) phases are shown.

\(\text{BCC}_A \rightarrow \text{Hex}_A \rightarrow \text{Lam} \rightarrow \text{Hex}_B \rightarrow \text{BCC}_B\). The subscript \(A\) means an \(A\) rich core in a \(B\)
rich matrix and vise versa for subscript $B$. The phase behavior observed here resembles that of a pure $AB$ diblock blend.\textsuperscript{29} This indicates that the attractive interaction between the $A$ and $C$ monomers has the same effect as increasing $f_A$ in a pure $AB$ system. The phase transition sequences observed for the $AB/C$ blends with $f_A$ of 0.5 is consistent with experiments.\textsuperscript{10} Starting with a pure lamellar phase separated $AB$ blend, Chen et al.\textsuperscript{10} showed that increasing the homopolymer concentration results in Lam$\rightarrow$Hex$\rightarrow$BCC$\rightarrow$Dis phase transitions for strong hydrogen-bonding. They also showed a Lam $\rightarrow$ 2-phase phase transition with increase in $\phi_H$ for weak hydrogen-bonding. The phase transition sequences observed by Chen et al.\textsuperscript{10} is consistent with those shown in Fig[5.5]. The order-order phase transitions shown for $\chi_{AC} < -2$ is consistent with those observed for strong hydrogen-bonding. Similarly, the order-to-2-phase phase transition for $\chi_{AC} > -2$ is consistent with the phase transition observed experimentally.\textsuperscript{10}

As mentioned, the strength of hydrogen-bonds is assumed to be modeled by the relative magnitude of the $\chi_{AC}$ parameter. It is interesting to investigate the results described by Chen and coworkers\textsuperscript{10} by exploring the phase behavior in the $\chi_{AC}$-$\phi_H$ plane. Figure [5.5] shows the SCF phase diagram for the $AB/C$ blend with parameters similar to that in Fig [5.3]. The phase behavior of the blends with $\chi_{AC} \gtrsim -4$ resembles those seen experimentally for blends with strong hydrogen-bonding. Similarly, increasing the homopolymer concentration in blends with $\chi_{AC} \lesssim -2$ results in an order-to-2-phase phase transition. This indicates that weak hydrogen-bonding enhances the miscibility only for small concentrations of the C homopolymer.
Figure 5.5: Phase diagram for the $AB/C$ blend with $\chi_{AB} = 12$, $\chi_{BC} = 15$, $f_A = 0.5$ and $\kappa = 0.5$.

The observations indicate that the phase behavior predicted by the attractive interaction model is in qualitative agreement with experiments. To further validate the model, the effect of homopolymer concentration on the lamellar domain spacing is investigated. The lamellar spacing is the period of the lamellar structure. Figure [5.6] shows the normalized lamellar spacing for two blends, one modeling strong-hydrogen bonding (the dotted-line) and the other modeling weak hydrogen-bonding (solid line). It is evident that increase in the homopolymer concentration results in an increase in the lamellar spacing for both strong and weak hydrogen-bonding. To further understand the cause of this increase, density profiles for both blends are plotted. Figure [5.7] shows the density profiles for blends with $\chi_{AB} = 12$, $\chi_{BC} = 15$, $f_A = 0.5$, $\kappa = 0.5$.
and $\chi_{AC}=-10$ (dotted line) and $\chi_{AC}=-1$ (solid line) for $\phi_H$ of 20%. The attractive interaction between the $A$ and $C$ monomers results in the aggregation of the $C$ segments in the $A$ rich domains. Since the $A$ and $C$ segments are not chemically bonded, it is energetically and entropically more favorable for the $C$ monomers to aggregate away from the $B$ rich domains, resulting in the increase in the lamellar spacing shown in Fig[5.6]. To better understand the results captured in Fig[5.6] and [5.7], a schematic diagram showing the increase in the lamellar spacing due the homopolymer concentration is constructed. Figure [5.8 a] shows the lamellar structure with 0% $\phi_H$. The initial lamellar domain spacing of this structure is taken as reference. Figure [5.8 b] shows the lamellar structure with a finite amount of homopolymer additive. The
Figure 5.7: Density profile for the AB/C system, with $\chi_{AB} = 12$, $\chi_{BC} = 15$, $f_A = 0.5$, $\kappa = 0.5$ and $\chi_{AC} = -10$ (dotted line) and $\chi_{AC} = -1$ (solid line). $\phi_H$ is 20% for both blends. The $x$ axis is the axis perpendicular to the lamellar interface, normalized with respect to the lamellar domain spacing.

Homopolymer chains have aggregated at the A rich domain for the reasons mentioned in the above paragraph. At the first glance, it seems energetically favorable for the C chains to completely wet the lamellar structure, since there is an attractive interaction between the A and C segments. Wetting the lamellar structure reduces the entropic energy for both diblock and homopolymer chains. This can be understood, since the wetting process reduces the configurational states available to chains. The homopolymers are forced to concentrate in the region between the lamellar sheets, thus increasing the lamellar domain spacing.
The lamellar spacing behavior predicted by the attractive interaction model for strong hydrogen-bonding is not consistent with experiments. In particular, Chen and coworkers have observed a decrease in the lamellar spacing with an increase of the homopolymer concentration. As illustrated in the density profiles, the nature of the interactions between the monomers demands an increase in the lamellar spacing. In other words, the fact that $A$ and $C$ monomers are not chemically bonded leads to a segregation of the C-homopolymers in the middle of the A-domains, thus always resulting in an increase in the lamellar spacing. This observation demonstrates that, although the attractive interaction model provides qualitatively correct phase transition sequences, this model is not adequate model for hydrogen-bonding systems.
5.2 The Interpolymer Complexation Model

Although the attractive interaction model captures the qualitative phase behavior of hydrogen-bonded $AB/C$ blends, it fails to predict the correct changes in the lamellar domain spacing. The results presented in the previous section indicate that an attractive interaction model does not capture the physics of hydrogen-bonding. As shown previously in this and earlier chapters, the interpolymer complexation model assumes physical bonding between monomers with hydrogen-bonding capabilities. The SCFT model developed in chapter two allows for a complexation of type $AB+C ⇄ A'B'C'D$, where only linear complexation is allowed for simplicity. A problem which arises when considering such model is the complexity of structures formed as the result of the complexation process. Figure [5.9] shows some of these complex structures. The architecture and fraction of these supramolecular chains are determined by considering the chemical equilibrium of the system. The equilibrium occurs when, $\mu_1 + \mu_2 = \mu_3$, where $\mu_1$, $\mu_2$ and $\mu_3$ are the chemical potential of diblock copolymer, homopolymer and complexed polymer chains, respectively. Using the mass actions formalism\textsuperscript{19}, one could determine the equilibrium fraction of the complexed chains. The mass action formalism for the homogenous phase results in

$$\frac{1 - \bar{\phi}_s}{\sigma \theta \bar{\phi}_s^2} = \frac{\kappa'}{\kappa N_1 \rho_o Q_3 Q_2}$$

Solutions to equation (5.30) can be determined graphically by plotting both sides of the equation with respect to the volume fraction of the single-stranded chains $\bar{\phi}_s$. The solutions to the equation (5.30) are analyzed with respect to the strength and number of hydrogen-bonds. This is done by changing $\epsilon$ (the strength of individual
hydrogen-bonds) and \( \kappa' \) (number of hydrogen-bonds).

![Diagram](image)

Figure 5.9: Schematic diagram showing a few examples of what could result from a linear complexation. In this model, \( D \) segments are the result of the complexation of the \( A \) and \( C \) monomers.

Figure [5.11] shows the solutions to the mass action equation for the system with \( \chi_{AB} = 20, \chi_{AC} = \chi_{BC} = \chi_{AD} = \chi_{CD} = 5, \chi_{BD} = 25, f_A = 0.5, \kappa = 0.5, \kappa' = 1 \) and \( \xi_D = 2 \) for strong (solid line), intermediate (dotted line) and weak (dashed line) hydrogen-bonding. The solutions indicate that for a homogenous mixture, strong hydrogen-bonding results in a complexation of \( AB + C \rightleftharpoons B'D \). This result is expected, because it is energetically more favorable for the complexation to result in a \( B'D \) structure. To determine the architecture of the complexed \( A'B'C'D \) chains, the solutions to the mass action equation are analyzed for different \( \kappa' \) values. Figure [5.10] shows the solutions for the system with \( \chi_{AB} = 20, \chi_{AC} = \chi_{BC} = \chi_{AD} = \chi_{CD} = 5, \chi_{BD} = 25, f_A = 0.5, \kappa = 0.5, \) and \( \xi_D = 2 \) for a fixed hydrogen-bonding strength (\( \epsilon \)).
Figure 5.10: Graphical representation of solutions to equation (5.30) for the AB/C blends with $\chi_{AB} = 20$, $\chi_{AC} = \chi_{BC} = \chi_{AD} = \chi_{CD} = 5$, $\chi_{BD} = 25$, $f_A = 0.5$, $\kappa = 0.5$, $\kappa' = 1$ and $\xi_D = 2$. Solid, dashed and dotted lines represent strong, intermediate and weak hydrogen bonding ($\epsilon$).

Larger values of $\kappa'$ correspond to smaller overlaps between the $AB$ and $C$ chains. In other words, when $\kappa' = 1$, $AB+C$ results in a complete complexation. The solid, dashed and dotted lines in Fig[5.11] show that for a fixed hydrogen-bonding strength, complete complexation is energetically most favorable. The results from Fig [5.10] and [5.11] indicate that when considering complexation in the strong hydrogen-bonding limit, the reaction $AB+C=B'D$ is most dominant. It is important to point out that the complexed monomers were assumed to occupy twice the volume of the single stranded monomers.
Figure 5.11: Graphical representation of the solutions to equation (5.30) for the AB/C blends with $\chi_{AB} = 20$, $\chi_{AC} = \chi_{BC} = \chi_{AD} = \chi_{CD} = 5$, $\chi_{BD} = 25$, $f_A = 0.5$, $\kappa = 0.5$, and $\xi_D = 2$, where $\epsilon$ is fixed and the number of hydrogen-bonding sites controled by $\kappa'$ is varied.

To investigate the phase behavior of \( AB/C \) blend at the strong hydrogen-bonding limit, the modified diffusion equations (2.26) were solved for the \( AB/B'D \) system. For simplicity it is assumed that the complexation process is complete and symmetric, meaning \( A+C=D \). It is important to account for physical changes to the structure of the complexed polymers. In other words, changes to the thickness of the complexed chains must be considered. To investigate the effect of chain thickness on the phase behavior of the system, phase diagrams were constructed in the $\xi_D$-$\phi_H$ plane using RPA and SCFT. Figure [5.12] shows the RPA phase diagram for the \( AB/B'D \) system with $\chi_{AB} = 15$, $\chi_{AD} = 5$, $\chi_{BD} = 17$ and $f_A = f_D = 0.5$. Here $\phi_H$ corresponds to
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the volume fraction of hydrogen-bonded chains. An order-to-disorder phase transi-

Figure 5.12: RPA phase diagram for the $AB/B'D$ system with $\chi_{AB} = 15$, $\chi_{AD} = 5$ and $\chi_{BD} = 17$ with $f_A = f_D = 0.5$.

...tion is observed for blends with $\xi_D \gtrsim 1.8$. This indicates that the phase transition is caused by the asymmetry in the chain thickness. The $AB$ and $B'D$ blends with $\xi_D = 1$, form lamellar structure. This means that increase in $\phi_H$ (complexed chains) does not result in a phase transition. On the other hand, for $\xi_D = 2$, the pure $B'D$ blend is disordered, whereas the pure $AB$ blend forms a lamellar structure. In this scenario, increase in the concentration of the complexed polymers ($B'D$) results in an order-to-disorder phase transition. Within the microphase region, order-order phase transitions are speculated.
Using SCFT a phase diagram for a system with parameters similar to that in Fig [5.12] is constructed. Figure [5.13] shows that an increase of $\phi_H$ results in order-order phase transitions for blends with $\xi_D \gtrsim 1.5$. In blends with $\xi_D = 2$, increase in the $\phi_H$ results in Lam $\rightarrow$ Hex $\rightarrow$ BCC $\rightarrow$ Dis phase transitions. These results indicate the importance of accounting for thickness asymmetry in the complexation model. The phase behavior observed here is consistent with experiments$^{10}$ and the attractive interaction model in the strong hydrogen-bonding limit.

![Phase diagram](image)

Figure 5.13: Phase diagram for the $AB/B'D$ system with $\chi_{AB} = 15$, $\chi_{DB} = 17$ and $\chi_{AD} = 5$. Both chains are symmetrical and of equal length. Here the subscript $H$ in $\phi_H$ means the hydrogen-bonded chains.

To further study the effectiveness of the interpolymer complexation for modeling hydrogen-bonding, the effect of $\phi_H$ on the lamellar domain spacing was investigated.
Figure [5.14] shows the lamellar spacing calculated for the $AB/B'D$ system with $\chi_{AB} = 15$, $\chi_{DB} = 17$, $\chi_{AD} = 5$ and $\xi_D=2$. It shows that increase in the concentration of hydrogen-bonded chains ($\phi_H$) results in a decrease in the lamellar spacing. The shrinking in the lamellar spacing can be related to the thickness asymmetry in the chains. To prove this, the lamellar spacing in an $AB/A'B'$ blend is calculated. The $AB$ and $A'B'$ chains are chemically identical, thus $\chi_{AA'}$ and $\chi_{BB'}$ are set to zero. The $A'$ monomers are chosen to be 25% larger than other species, to isolate for the effect of thickness asymmetry on the lamellar spacing. Figure [5.15] shows the change in lamellar spacing with respect to $\phi_H$ ($\phi_{A'B'}$) for an $AB/A'B'$ system with $\chi_{AB} = \chi_{A'B'} = 13$ and $\xi_{A'}=1.25$. It is clear that an increase in $\phi_{A'B'}$ results in a
decrease in the lamellar spacing. This result can be interpreted in the following way. In a symmetrical $AB$ diblock chain, the volume occupied by the $A$ and $B$ monomers is the same. After complexation, the volume occupied by the complexed monomers ($A'$) is increased. The effect of the asymmetry in the total volume of the chain is countered by the shrinking of the $B$ chains toward the lamellar interface. This can be shown explicitly by calculating the $A$, $A'$, $B$ and $B'$ segment lengths individually. Figure [5.16] shows the result of this analysis, where the segment lengths are normalized with respect to their initial values. These results indicate that the thick $A'$

![Figure 5.15: Normalized lamellar spacing for the $AB/A'B$ system with $\chi_{AB} = 13$ and $\xi_{A'}=1.25$.](image)

chains are longer than the chemically identical $A$ chains. It is also interesting to point out that the increase in the $A'B'$ concentration results in an increase in the $A$ and
$A'$ segment lengths. In contrast, $B$ and $B'$ segment lengths decrease with increase in the $A'B'$ concentration. Having analyzed the relative segment changes for all species, it can be firmly stated that the overall decrease in the lamellar spacing is caused by shrinking of the $B$ and $B'$ chains toward the lamellar interface.

![Normalized segment length](image)

Figure 5.16: Normalized segment length for the $AB/A'B'$ system, where $\lambda$ represents the length of each segment, normalized to its initial value.

This effect can be better understood by analyzing the schematic diagram shown in Fig[5.17]. Figure [5.17 a] shows a pure $AB$ blend, in which none of the $A$ chains have complexed. Increasing the homopolymer concentration results in the complexation of the $A$ and $C$ chains. This increases the $A'B'$ concentration in the system. As shown previously in Fig[5.16], the length of the $A$ and $A'$ chains increases, while...
$B$ and $B'$ chains coil towards the interface. The overall result is a decrease in the lamellar spacing, as shown in Fig[5.17 c].

Figure 5.17: A schematic diagram showing the increase in the lamellar spacing with increase in the $A'B'$ concentration. a) Shows a pure $AB$ blend, b) a blend with mixed $AB/A'B'$ and c) a pure $A'B'$ blend. Increase in the $A'B'$ concentration results in a decrease in the overall lamellar spacing.

The shrinking of the $B'$ chain towards the $A'B'$ interface can be better understood by analyzing the schematic diagram shown in Fig[5.18]. In this diagram, the shrinking
of the $B'$ chain is accounted for by considering the overall volume occupied by the segments. Since the blend is incompressible, this volume must be conserved. Before complexation, Fig [5.18 a], the volumes occupied by each segment ($A$ and $B$) are equal and can be calculated as,

$$V_\alpha = N_\alpha v_\alpha$$

$$= A_{\text{int}} \lambda_\alpha$$

(5.31)

where $v_\alpha$ is the volume occupied by a monomer of type $\alpha$. Here, $\lambda_\alpha$ and $A_{\text{int}}$ are the height and interfacial area of the cylinders shown in Fig[5.18]. $N_\alpha$ in equation (5.31) is the number of $\alpha$ monomers, where $\alpha = A, B, A', B'$. The interfacial area ($A_{\text{int}}$) is shared between the volumes occupied by each segment. After complexation, Fig[5.18 b], the volume occupied by the complexed monomers increases, resulting in an increase in the interfacial area. The increase in $A_{\text{int}}$ means that $\lambda_B$ must decrease to conserve the volume occupied by the $B'$ monomers. This effect can be seen explicitly in Fig[5.16].
Figure 5.18: A schematic diagram showing the shrinking of the $B'$ chain towards the interface. 

a) The volume occupied by each segment is equal before the complexation. b) The volume occupied by the $A'$ segment increases, thus increasing the interface area. To conserve the volume, the $B'$ segment coils towards the $A'B'$ interface. The interface between the volume occupied by the $A - B$ and $A' - B'$ is assumed to be circular for simplicity. The height of each cylinder is represented by $\lambda_\alpha$. 
Chapter 6

Summary and Conclusion

In this thesis, two models were introduced and investigated for describing hydrogen-bonding in AB diblock copolymer/ C homopolymer blends. In the first approach, hydrogen-bonding between the A and C monomers was modeled by a negative (attractive) interaction parameter. Phase diagrams in the $f_A$-$\phi_H$ and $\chi_{AC}$-$\phi_H$ planes were constructed and found to be in qualitative agreement with experiments.\(^{10}\) The phase behavior in the $\chi_{AC}$-$\phi_H$ plane was found to be sensitive to the hydrogen-bonding strength. Increasing the homopolymer concentration was shown to result in order-order phase transition of type Lam $\rightarrow$ Hex $\rightarrow$ BCC $\rightarrow$ Dis, for large negative $\chi_{AC}$ values. Increasing $\phi_H$ for $\chi_{AC} \lesssim -2$ resulted in macrophase separation. The effect of hydrogen-bonding on the lamellar phase was further investigated by examining the lamellar domain spacing as a function of the homopolymer concentration. The attractive interaction model predicts an increase in the lamellar spacing for strong and weak hydrogen-bonding. This was shown to be caused by aggregation of the C monomers at the A rich domains of the lamellar phase. The increase in the lamellar spacing for weak hydrogen-bonding was found to be consistent with experiments.
In contrast, increase in the homopolymer concentration for strong hydrogen-bonding was observed experimentally to decrease the lamellar spacing. This disagreement between this model and the experiments indicates that hydrogen-bonding can not be correctly modeled by a negative interaction parameter.

In the second approach, interpolymer complexation was used to model hydrogen-bonding in the $AB/C$ blend. The complexation model assumes a donor/acceptor relationship between monomers with hydrogen-bonding capability. By analyzing the homogenous equilibrium state in the strong hydrogen-bonding regime, it was shown that the $AB+C \rightleftharpoons A'B'C'D$ complexation can be simplified as an $AB+C \rightleftharpoons B'D$ for strong hydrogen-bonding. This indicates that the majority of the reactions, result in a complete complexation between the $A$ and $C$ segments. The phase behavior of the $AB/B'D$ blend was found to be sensitive to the chain thickness of the complexed $D$ monomers. The phase diagram in the $\xi_D-\phi_H$ plane showed an order-to-disorder phase transition for $\xi_D \gtrsim 1.5$. Using SCFT it was found that increase in $\phi_H$ for blends with $\xi_D = 2$ results in Lam $\rightarrow$ Hex $\rightarrow$ BCC $\rightarrow$ Dis phase transitions. The phase sequence captured here is in agreement with experiments. The change in the lamellar spacing with respect to the homopolymer concentration was also investigated, where increase in $\phi_H$ was shown to result in a decrease in the lamellar spacing. This effect was further studied by considering an $AB/A'B'$ blend, with $\xi_{A'}=1.25$. Decrease in the lamellar spacing was found to be the result of the single-stranded $B$ and $B'$ chains coiling in towards the interface.

The analysis of the attractive interaction and interpolymer complexation models
indicate that hydrogen-bonding between polymer segments should be described by interpolymer complexation. It was shown that the phase behavior and the decrease in the lamellar spacing is caused by the increase in the volume occupied by the complexed chains. A more complete interpolymer complexation model can be constructed by considering changes to the hydrogen-bonding strength. In such a model, the complexation reaction would depend on the enthalpic and entropic contributions to the free-energy.

Although this thesis provided us with a good foundation for understanding hydrogen-bonding in polymer blends, more in-depth studies are required. In future work, we hope to extend the interpolymer complexation model to investigate the effect of hydrogen-bonding strength on the phase behavior of the $AB/C$ system. In such a model, the concentration of the complexed chains is adjusted for locally, by calculating the mass action formalism. We also hope to study the effect of chain architecture on the phase behavior and develop a more realistic model for hydrogen-bonding systems.
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