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ABSTRACT

This thesis considers the problem of fault diagnosis and fault-tolerant control (FTC) for
chemical process systems with nonlinear dynamics. The primary objective of fault diagno-
sis discussed in this work is to identify the failed actuator or sensor by using the information
embodied in a process model, as well as input and output data. To this end, an active fault
isolation method is first proposed to identify actuator faults and process disturbances by
utilizing control action and process nonlinearity. The key idea is to move the process to a
region upon fault detection where the effect of each fault can be differentiated from others.
The proposed method enables isolation of faults that may not be achievable under nominal
operation. This work then investigates the problem of sensor fault isolation by exploiting
model-based sensor redundancy through state observer design. Specifically, a high-gain
observer is presented and the stability property of the closed-loop system is rigorously es-
tablished. A method that uses a bank of high-gain observers is then proposed to isolate
sensor faults, which explicitly accounts for process nonlinearity, and to continue nominal
operation upon fault isolation. In addition to fault diagnosis, this work addresses the prob-
lem of handling severe actuator faults using a safe-parking approach and integrating fault
diagnosis and safe-parking techniques in a unified fault-handling framework. In particular,
several practical issues are considered for the design and implementation of safe-parking
techniques, including changes in process dynamics, the network structure of a chemical
plant, and actuators frozen at arbitrary positions. The advantage of this approach is that
it enables stable process operation under faulty conditions, avoiding the partial or entire
shutdown of a chemical plant and resulting economic losses. The efficacy of the proposed
fault diagnosis and FTC methods is demonstrated through numerous simulations of chem-

ical process examples.
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CHAPTER 1

INTRODUCTION

1.1 MOTIVATION

The last few decades have witnessed significant improvements in efficiency and profitabil-
ity of chemical process operations due to the advances in automatic control techniques.
For example, model predictive control (MPC) has been extensively studied using a vari-
ety of approaches since the 1980s [1]. Nowadays, numerous chemical plants are benefit-
ing from this control strategy that is able to effectively deal with multivariate constrained
control problems. The increased level of automation, however, also makes process control
systems susceptible to equipment abnormalities, such as failures in actuators (e.g., valves
and pumps) or sensors (e.g., thermocouples, flow meters, and gas chromatographs). If
not properly handled, they can lead to consequences ranging from failures to meet prod-
uct quality specifications to plant shutdowns, incurring substantial economic losses, and
even safety hazards to facilities and personnel, as well as damages to the environment. For
instance, the U.S. petrochemical industry loses an estimated $20 billion per year because
of abnormalities at oil refineries and chemical plants [2]. This implies that the traditional
process control design, where the objective is to stabilize a process at a desired operating
point in the absence of faults, is insufficient to ensure lasting optimal process operations.
Therefore, it becomes increasingly important and necessary to take into account the prob-
lem of dealing with faults in the design of process control systems. This realization strongly
motivates researchers and engineers to develop systemic, practically implementable, and

automated techniques for the better handling of faults.
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As with control designs, the complexities of chemical process systems pose several
challenges to the handling of faults. Above all, most chemical processes exhibit nonlin-
ear dynamics. A representative source of nonlinearity is the temperature dependence of
the specific reaction rate as described by the Arrhenius equation. This invalidates the re-
sults developed for linear systems or linear approximations of nonlinear systems. Second, a
common situation in a chemical plant is that not all the process states are measured due to
economic considerations and the unavailability of effective sensors. The unavailability of
full state measurements adds another layer of complexity to the problem of fault-handling.
Third, an important feature of chemical processes is the intricate interconnection of spa-
tially distributed units via a network of material and energy streams. Different from han-
dling faults in an isolated unit, the effect of a fault taking place in one unit on the other units
in the network should be accounted for in the fault-handling mechanism design. Finally,
faults have multiplicity, such as the location in a closed-loop control system and its time-
varying behavior. This characteristic asks for dedicated fault-handling designs for different
faulty scenarios. While there is a significant body of results developed for linear systems
and certain classes of nonlinear systems and faults, there does not exist a universal approach
that can address all the complexities and meet the increasingly emerging demands from
engineering practice. Motivated by the above, this thesis considers the problem of fault
diagnosis and fault-tolerant control (FTC) for chemical process systems and addresses the

aforementioned challenges by proposing novel methods and designs.

1.2 BACKGROUND

A fault is an unpermitted deviation of input, output, or parameter of the system from the
usual conditions. According to the location of the occurrence, faults can be categorized
into actuator faults, sensor faults, and process faults, as shown in Fig. 1.1. Actuator faults
can take place due to reasons such as mechanical failures and losses of power. Typically,
an actuator works in a way that upon the occurrence of a complete failure, it reverts to shut
(see Fig. 1.2(a)) or complete open (see Fig. 1.2(b)) to avoid hazardous situations, or it
freezes to avoid introducing abrupt perturbations to the process (see Fig. 1.2(c)). This shut
or complete open position is termed a fail-safe position. In the presence of actuator faults,
the superior performance of a well designed control law would be directly jeopardized be-
cause the prescribed control action cannot be implemented in an expected way. In addition
to actuators, sensors are another set of key components forming a feedback control loop.
Sensor faults can take place due to reasons such as sensing component degradations, short

circuits, and incorrect calibrations. In the presence of sensor faults, the controller will gen-
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Disturbances
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ontroller T an T
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Figure 1.1: A process control system subject to faults. The control objective under normal con-
ditions is to stabilize the process at a set point xy, in the presence of disturbances. The measured
output y is used to generate a state estimate &, which is then used to compute a control input u
through a feedback control law. The notations #, y, and p, denote actuator, sensor, and process
faults, respectively.

erate incorrect or undesired control action. While the prescribed control action can be im-
plemented to the process, the controller typically fails to stabilize the process at the optimal
operating point, leading to off-spec production. Process faults are the third type of abnor-
malities, which include significant process disturbances and drifts in process parameters.
They can take place due to perturbations from other parts of a plant, coking, deactivation of
catalyst, and so on. According to the time-varying behaviors, faults can be categorized into
persistent faults and intermittent faults. Persistent faults include complete failures and bias
or drift faults. Intermittent faults are usually discussed in the context of networked control
systems, where a data network is used as feedback media. Due to communication con-
gestions between a controller and sensors or actuators, updated measurements or control

inputs become unavailable intermittently.

The handling of faults includes three tasks: fault detection, fault diagnosis, and FTC.
The objective of fault detection is to detect the occurrence of an abnormality as early as pos-
sible. The primary objective of fault diagnosis is to identify the faulty equipment (i.e., the
location of a fault). Determining the location of a fault is termed fault isolation’. Besides
isolating faults, fault diagnosis also includes estimating the size of the fault or determining
its time-varying behavior [3]. Detecting and isolating a fault is termed fault detection and
isolation (FDI). After a fault is detected and isolated, an FTC strategy can be used to min-
imize the effect of faults. The design of FTC strategies often includes a nonlinear control

design and a fault-handling mechanism design, such as a supervisory control law.

According to the sources of the knowledge about the process, the existing results

'In literature, fault diagnosis and fault isolation are often used interchangeably if it does not cause any
ambiguity.
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100% 100%

(2) (b) (©)

Figure 1.2: Illustration of the action of a failed actuator when a fault takes place at time t;. (a) An
actuator (e.g., used to control the fuel flow rate) reverts to shut position. (b) An actuator (e.g., used
to control the coolant flow rate) reverts to fully open position. (c) An actuator freezes at where it
was before the occurrence of the fault.

on FDI can be broadly categorized into model-based and data-based approaches. In the
model-based approach, the information embodied in a process (identification or deter-
ministic) model is utilized to detect and isolate faults (see [4-10] for reviews). In this
approach, residuals are generated as fault indicators by using the analytical redundancy ex-
tracted from a process model. Faults are detected by checking whether or not the residuals
breach their thresholds, and isolated using certain isolation logic. As shown in Fig. 1.3, the
residual r; is below its threshold ¢, ; under normal conditions. A fault is detected via the
residual breaching its threshold after the occurrence of the fault at time #. This approach
has been studied extensively for linear systems (see, e.g., [6, 8, 11-20]). The existing
results include the parity space approach, the observer approach, the fault detection filter
approach, and the parameter identification approach (see, e.g., [6]). The basic idea of the
parity approach is to build parity equations that contain errors only due to the faults (see,
e.g., [14]). This can be achieved by using only measurements (i.e., the direct redundancy)
or the dynamic relationship between inputs and outputs (i.e, the temporal redundancy).
In the observer approach, the basic idea is to reconstruct the system outputs from the
measurements or subsets of the measurements by using Luenberger observers (see, e.g.,
[12,13]) or Kalman filters (see, e.g., [11, 19]). This approach has been studied using ded-
icated observer schemes (see, e.g., [12, 13]) and generalized observer schemes (see, e.g.,
[6]), which differ in the relationship between faults and the sources of information used in
building the residuals. Their ideas can be illustrated through sensor fault isolation. In the
dedicated observer approach, each observer is driven by a different single sensor. A fault is
isolated through a voting mechanism: the observer that gives state estimates significantly
different from the majority indicates a fault in the corresponding sensor. In a generalized
observer approach, each observer is driven by all the outputs except for a particular sensor.

In this scheme, a fault is isolated when all the residuals breach their thresholds except for

time
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Healthy Faulty

Figure 1.3: Illustration of the detection of a fault. Under normal conditions, the residual r; is below
its threshold t;, ;. A fault is detected via the residual breaching its threshold after the occurrence of
the fault at time ¢.

the one that is generated without using measurements from the faulty sensor. Due to the
presence of plant-model mismatch, residuals that are sensitive to faults but insensitive to
modeling uncertainty are desired. To generate robust residuals, unknown input observers
are developed to decouple the effect of unknown inputs, such as disturbances, from that
of the faults on the evaluation of the residuals (see, e.g., [16]). In the fault detection
filter approach (see, e.g., [6]), the objective is to design a full-order state observer with a
special choice of the feedback gain matrix in the observer design. It is chosen such that the
residuals have certain directional properties at the occurrence of certain fault. In addition
to the above three approaches, faults can be identified through parameter identification
(see, e.g., [6]). In this approach, the model parameters are estimated by using the system
model and input/output data. The declaration of a fault is made using the relationship
between faults and deviations between the nominal values of the physical parameters and

their estimates.

Recently, the problem of FDI has also be studied for nonlinear systems (see, e.g., [21-
31]), hybrid systems (see, e.g, [32]), and distributed parameter systems (see, e.g., [33-
36]). In [22], a nonlinear FDI filter is designed to solve a fundamental problem of residual
generation for nonlinear systems subject to actuator/process faults by using a geometric
approach. The objective of the filter design is to build a dynamic system for the generation
of residuals that are affected by a particular fault and decoupled from disturbances and the
rest of faults. The isolation of actuator faults is also studied by exploiting the system struc-
ture to generate dedicated residuals [27]. In this approach, each residual, which is defined
as the discrepancy between the state measurement and its expected trajectory, is uniquely
sensitive to one fault. While uncertainty is not explicitly considered, the thresholds can
be appropriately relaxed in the practical implementation of this approach. This approach
has also been studied using asynchronous measurements [28] and applied in the context
of distributed MPC [37], and the effectiveness demonstrated through application to a cat-

alytic alkylation of benzene process [38]. To handle unstructured modeling uncertainty,
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adaptive estimation techniques are used to generate residuals (i.e., the output estimation
errors) through a bank of estimators and time-varying thresholds for a class of Lipschitz
nonlinear systems subject to actuator/process faults [23, 29] and sensor faults [24, 31].
In this approach, a group of residuals are generated to detect faults first. Upon fault de-
tection, a group of isolation residuals are generated for each fault. In the fault isolation
logic, any residual breaching its threshold excludes a fault associated to the corresponding
group of residuals. Therefore, a fault is isolated when all the other groups have residuals
breaching their thresholds except for the one associated to that fault. For systems modeled
by polynomial differential algebraic equations, analytical redundancy relations, which are
constructed by eliminating the unknown state variables through a successive derivation of
the system inputs and outputs, are used to generate structured residuals for FDI (see, e.g,,
[21]). In addition to nonlinear systems, the problem of fault detection is studied for hy-
brid systems [32], which operate among multiple modes with different system dynamics.
In comparison to FDI of nonlinear systems, the active mode where a hybrid system oper-
ates is first identified using a family of dedicated mode observers. Once the active mode
is determined, a corresponding fault detection scheme is activated, where a time-varying
bound on the derivative of a Lyapunov function is used as a dedicated threshold to detect
actuator faults. In summary, the model-based approach to FDI is able to provide an explicit
and insightful relationship between faults and their symptoms, such as residuals breaching

their thresholds, through the use of a process model.

The data-based approach to FDI uses the information contained in past plant oper-
ating data to detect and isolate faults through multivariate statistical process monitoring
(see, e.g., [39-43] and [44] for a review). From normal plant operating data, empirical
correlation models can be built by using multivariate latent variable methods (see, e.g,,
[45]), such as principal component analysis (PCA) and partial least squares (PLS), which
have been successfully applied in process industries. These models are low dimensional
and can capture the key information in normal process data. The current process data are
compared with the normal variation contained in these low dimensional models, and ab-
normal behavior is detected through statistical tests via statistics such as Hotelling’s T* and
squared prediction error (SPE). Faults can then be isolated by analyzing the contributions
to the principal components from the individual variables using contribution plots (see,
e.g., [46,47]), which are able to isolate simple faults (i.e., those that only affect a particular
variable). The isolation of complex faults (i.e., those that affect other variables) is improved
by using additional data on past faults (see, e.g., [48]). The major benefits of this approach
are that it does not require first principles models, it can handle a large number of measured

variables, and process disturbances and measurement noise can be handled in a statistical
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way. The fault isolation design, however, strongly relies on the availability of data on past
faults (which in essence, provide a data-driven model for faulty operation), which may not
always be available for fault diagnosis. The extensions of this approach include multiway
PCA and PLS analysis [49], multiblock PLS methods [46], dynamic PCA [50], etc. In the
methods using PCA and PLS, the statistical confidence limits of T*/SPE statistics rely on
the assumption that the process data have a multivariate normal distribution. This assump-
tion, however, may not hold in practice due to reasons such as process nonlinearity, pro-
duction strategy changes, feedstock and operating condition shifts, etc. [5S1]. Motivated
by this consideration, the recent advances in the data-based approach have addressed the
problem of dealing with nonnormality in process operating data and system nonlinearity
using independent component analysis (see, e.g, [52]), statistics pattern analysis [ 53, 54],
and nonlinear kernel Gaussian mixture models [51]. In the independent component anal-
ysis, asmall number of independent variables are identified as the essential variables driving
the process. These variables are expressed as linear combinations of the measured variables
and found through algorithms that maximize the high-order statistics. In the statistics pat-
tern analysis, the process behavior is captured by statistics of the process variables, which
are computed from the batch trajectory for batch processes and a window of process mea-
surements for continuous processes. Some deviation from the distribution of the process
statistics under normal operation would be observed if the process behavior becomes ab-
normal. In the nonlinear kernel Gaussian mixture model based approach, the process data
is projected into a high-dimensional kernel feature space. A Gaussian mixture model is
estimated in the feature space, each component of which satisfies multivariate Gaussian-
ity. The inferential index across different kernel Gaussian components is derived for fault
detection. This index is then decomposed into variable contributions for fault diagnosis.
In addition to the aforementioned model and data-based approaches, other approaches
to FDI include those that use artificial neural networks [55] and Bayesian belief networks
[56,57].

In addition to FDI, the problem of FTC has also been extensively studied (see, e.g.,
(25,27, 33, 35, 58-65]). Most existing results are developed based on the assumption of
the availability of sufficient residual control effort or redundant control configurations that
is able to preserve operation at the nominal equilibrium point under faulty conditions. The
results in this direction can be broadly categorized into passive and active FTC approaches.
In the passive approach, the key idea is to design reliable control structures such that the
controller is able to preserve nominal operation in the absence of certain control loops re-
sulting from faults (see, e.g., [60-63]). For linear systems, there have been results using

robust pole region assignment [61] and modified linear-quadratic (LQ) regulator [60].
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In [61], the state feedback gain is appropriately designed so that all combinations of ac-
tuator faults will not lead to any closed-loop system eigenvalue moving outside a stability
region. The reliable LQ regulator designed in [60] possesses the properties of a standard
LQ regulator. Furthermore, it guarantees system stability and a known quadratic perfor-
mance bound in the presence of a selected subset of actuators by appropriately choosing
a state-weighing matrix in the regulator design. This approach has also been studied for
systems having unknown nonlinear dynamics (e.g., as a result of linearization of a nonlin-
ear plant) with a boundedness condition [62, 63]. In these results, the set of actuators
are divided into two groups. Only one group of actuators are susceptible to faults. The
reliability with respect to faults relies on the use of the other group of actuators. The pas-
sive approach typically dictates the use of as many control loops as possible (i.e., control
equipment redundancy) at the same time so that the failure of one control loop does not
lead to the failure of the entire control system. Economic considerations, however, often
require the use of only as many control loops as necessary to minimize the cost of control
action, which may invalidate the passive methods. For this case, the problem of FTC has
been studied using an active approach, where an appropriate backup control configuration
is used to preserve nominal operation through control reconfiguration. The control con-
figurations differ in the sets of the control equipment used. This approach, aided by the de-
velopment of control tools (see, e.g., [66-72]), has been used to handle actuator (see, e.g.,
(25,27, 33,35, 64,65]) and sensor (see, e.g., [ 58, 65]) faults. For the handling of actuator
faults, this approach requires information on the location of a fault and therefore requires
the presence of an FDI system. The backup control configuration should not use the failed
control equipment. Furthermore, it should be able to guarantee closed-loop stability for
the system starting from where the fault is detected and isolated (or the backup control
configuration is activated). This is achieved by choosing the one under which the system
state at the time of FDI is within the stability region of the nominal operating point. An
explicit characterization of a stability region for each control configuration can be provided
by nonlinear control designs (see, e.g., [72, 73]). The approach, however, is constrained

by the availability of backup control configurations.

In practice, there exist numerous situations where faults can significantly hamper the
available control action and consequently preclude the continuation of nominal operation
regardless of the control law used (e.g., there does not exist sufficient residual control effort
or backup control configurations). If the controller still tried to maintain nominal opera-
tion in this case, it could result in suboptimal operation or even process instability. As
illustrated by the dashed line in Fig. 1.4, this could result in certain process variables ex-

ceeding their limits, which may necessitate shutting down an individual unit or even the
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Figure 1.4: Illustration of safe-parking for FTC. The absence of safe-parking may result in process
instability (dashed line) and lead to the state exceeding the limits (dotted lines). In contrast, oper-
ation at a safe-parking point x; leads to safe and stable operation between the fault occurrence time
trand the fault repair time t,, and smooth resumption of operation at the nominal operating point
Xpom after the fault is repaired (solid line).

entire plant, incurring significant economic losses. To address this problem, a safe-parking
framework has recently been proposed to handle severe actuator faults (i.e., those that pre-
clude the possibility of the continuation of nominal operation) in nonlinear process sys-
tems [74]. The key idea is to operate the plant at an appropriately chosen temporary equi-
librium point (the so-called safe-park point) that enables safe and stable operation in the
presence of the fault and smooth resumption of nominal operation after the fault is repaired
(see the solid line in Fig. 1.4). The safe-parking framework provides a systematic way to
design possible safe-park points off-line and to choose a safe-park point on-line (a safe-park
point needs to satisfy certain conditions) depending on where the fault takes place and the
state of the process at the time of FDI. Specifically, a safe-park point should be an equilib-
rium point subject to the fault and the process state should be within the stability region
of a safe-park point at the time of FDI. This guarantees that the process can be stabilized
and operate at a safe-park point under faulty conditions. In addition, the neighborhood
of the safe-park point should be within the stability of the nominal operating point, which
ensures that the process can be stabilized at the nominal operating point from the neigh-
borhood of the safe-park point after the fault is repaired. The idea of safe-parking has been
generalized to handle uncertainty and unavailability of full state measurements [75] and to
handle faults for units interconnected in series [ 76] and transport-reaction processes [ 77].
The effectiveness of this approach has been demonstrated through application to a styrene

polymerization process [78].
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1.3 OBJECTIVES AND OUTLINE

A close examination of the literature indicates a lack of fault diagnosis methods that ex-
plicitly account for process nonlinearity exhibited by most chemical processes and the un-
availability of full state measurements while providing insights to the causal relationship
between faults and their symptoms. In addition, while there is a plethora of separate re-
sults on FDI and FTC, there is a lack of results on integrating FDI and FTC methods to
deal with faults in a unified framework. To address these problems, the objectives of this

thesis are as follows:

1. To explore how to utilize control action and process nonlinearity for isolation of

complex actuator faults and process disturbances.

2. To develop a sensor fault isolation method that explicitly accounts for process non-

linearity and the unavailability of full state measurements.

3. To develop safe-parking techniques for handling severe actuator faults and address-

ing several issues for practical implementation.

4. To integrate FDI and FTC methods for detecting, isolating, and handling actuator

or sensor faults seamlessly.

S. To illustrate the applications of the developed FDI and FTC methods to chemical

process systems with nonlinear dynamics.

The rest of the thesis is organized as follows:

In Chapter 2, an active fault isolation method is proposed for nonlinear process sys-
tems subject to uncertainty. The key idea of the proposed method is to exploit the nonlin-
ear way that faults affect the process evolution through supervisory control. To this end, a
dedicated fault isolation residual and its time-varying threshold are generated for each fault
by treating other faults as disturbances. A fault is isolated when the corresponding resid-
ual breaches its threshold. These residuals, however, may not be sensitive to faults under
nominal operation. To make these residuals sensitive to faults, a switching rule is designed
to drive the process states, upon detection of a fault using any fault detection methods, to
move towards an operating point that, for any given fault, results in the reduction of the ef-
fect of other faults on the evolution of the same process state. This idea is then generalized

to sequentially operate the process at multiple operating points that facilitate isolation of
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different faults. The effectiveness of the proposed method is illustrated using a chemical
reactor example and demonstrated through application to a solution copolymerization of
methyl methacrylate (MMA) and vinyl acetate (VAc).

In addition to actuator FDI, a sensor fault isolation and FT'C design is proposed for
nonlinear systems subject to input constraints in Chapter 3. The key idea of the proposed
method is to exploit model-based sensor redundancy through state observer design. To
this end, a high-gain observer is first presented and the stability property of the closed-loop
system is rigorously established. By exploiting the enhanced applicability of the observer
design, a fault isolation scheme is then proposed, which consists of a bank of observers,
with each driven by a subset of the measured outputs. The residuals are defined as the dis-
crepancies between the state estimates and their expected trajectories. A fault is isolated
when all the residuals breach their thresholds except for the one that is generated without
using measurements from the faulty sensor. After the fault is isolated, the state estimate
generated using measurements from the healthy sensors is used in closed-loop to continue
nominal operation. The implementation of the fault isolation and handling framework sub-

ject to uncertainty and measurement noise is illustrated using a chemical reactor example.

In Chapter 4, the problem of handling actuator faults is addressed for switched nonlin-
ear process systems that transit between multiple modes subject to input constraints. The
faults considered preclude the possibility of operation at the nominal equilibrium point
in the active mode. Two cases are considered according to whether or not the switching
schedule can be altered during the production process. For the case where the switching
schedule is fixed, a safe-parking scheme is designed, which accounts for the switched na-
ture, to operate the process at successive safe-park points as it transits to successive modes,
which allow resumption of nominal operation after the fault is repaired. For the case where
the switching schedule is adjustable, a safe-switching scheme is designed, which exploits
the switched nature, to switch the process to a mode (if exists and available) where nominal
operation can be preserved (through control structure reconfiguration when necessary) to
continue nominal operation. The key ideas of the proposed framework are illustrated via
a switched chemical reactor example, and the robustness with respect to uncertainty and

measurement noise is demonstrated on an MMA polymerization process.

In Chapter S, the safe-parking techniques developed for an isolated unit are generalized
to account for the network structure of a chemical plant where multiple units are intercon-
nected through an intricate network, with FDI and safe-parking techniques integrated in
a unified framework. To this end, a robust FDI design is first presented, where relations

between the prescribed inputs and state measurements in the absence of faults are con-
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structed with the consideration of uncertainty. A fault is detected and isolated when the
corresponding relation is violated. An algorithm is then developed to determine the units
that need to be safe-parked during the fault repair period and generate possible safe-park
points for the affected units. The implementation of the safe-parking techniques is trig-
gered by the isolation of a fault, which can localize the effect of the fault in a subsystem
of the networked plant. The efficacy of the integrated FDI and safe-parking framework is

demonstrated on a chemical process example comprising three reactors and a separator.

The assumption of the a priori knowledge about the position of the failed actuator is re-
laxed to consider the case where a failed actuator is frozen at an arbitrary position in Chap-
ter 6. This problem is studied by integrating fault diagnosis and safe-parking techniques. To
this end, a model-based fault diagnosis design is proposed, which can not only identify the
failed actuator, but also estimate the fault magnitude. The fault information is obtained
by estimating the outputs of the actuators and comparing them with the corresponding
prescribed control inputs. This methodology is first developed under state feedback con-
trol and then generalized to deal with state estimation errors. In the safe-parking design,
possible safe-park points are generated for a series of design values of the failed actuator
position. After a fault is diagnosed, the estimate of the failed actuator position is used to
choose a safe-park point. The discrepancy between the actual value of the failed actuator
position and the corresponding design value is handled through the robustness of the con-
trol design. The efficacy of the integrated fault diagnosis and safe-parking framework is

demonstrated through a chemical reactor example.

Finally, Chapter 7 summarizes the main contributions of this thesis and suggests re-

search opportunities for future work.
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CHAPTER 2

ACTIVE FAULT ISOLATION OF NONLINEAR PRO-

CESS SYSTEMS?

2.1 INTRODUCTION

In literature, the problem of FDI has been extensively studied by assuming the ability to
isolate faults under the controller designed for nominal operation (i.e., the nominal con-
troller). This approach is passive in the sense that the input/output data used for FDI are
collected under the controller designed only for the purpose of stabilizing the process at the
nominal operating point. For nonlinear process systems, the problem has been studied us-
ing dedicated residuals, which are generated by exploiting the structure of the system (see,
e.g., [27]). In the required structure, for each fault, there exists a process state variable that
is directly and uniquely affected by that fault. This implies that the fault variable is the only
one that appears on the right-hand side of the differential equation for the corresponding
state variable. The passive approach, however, may not remain effective if the structure of
the closed-loop system inherently does not allow isolation of certain faults under the nom-
inal controller. For example, the method in [27] does not remain valid for the case where

multiple faults affect the evolution of the same state variable.

! The results in this chapter have been published in or submitted to:

a. M.DuandP. Mhaskar. Active faultisolation of nonlinear systems. In Proceedings of the 2012 American
Control Conference, pages 6667-6672, Montréal, Canada, 2012.

b. M. Du and P. Mhaskar. Active fault isolation of nonlinear process systems. AICKE J., provisionally
accepted on August 31,2012.
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In comparison, there exist limited results on utilizing control action (e.g, feedback or
supervisory control) to facilitate fault isolation, which has been paid attention until re-
cently. We refer to this approach as active fault isolation. Along this line, a feedback control
law has recently been utilized to enforce a closed-loop system structure by decoupling the
dependency between certain state variables, which enhances the isolation of faults through
data-based methods, under the assumption of full state measurements [81]. More recently,
this approach has been extended to handle the case where only output measurements are
available and studied with the use of MPC to optimize the input cost [82]. These results,
however, do not address the problem of distinguishing between multiple faults that affect
the evolution of the same process states. This problem is partly addressed for actuator faults
by estimating the outputs of the actuators and comparing them with the corresponding
prescribed values [83], where it is assumed that the outputs of the (healthy or failed) ac-
tuators are constant between two consecutive discrete times and there exists a subsystem
of the plant that satisfies a full rank condition. In summary, while there are a plethora of
results that rely on the ability to achieve FDI under nominal operation, the area of FTC
stands to benefit from an active fault isolation framework that takes process nonlinearity
and uncertainty into account, and more importantly enables FDI that might not otherwise

be possible under nominal operation.

Motivated by the above considerations, this chapter considers the problem of design-
ing an active fault isolation scheme for nonlinear process systems subject to uncertainty.
The faults under consideration include bounded actuator faults and process disturbances
that directly affect the evolution of the same process states. The key idea of the proposed
method is to exploit the nonlinear way that faults affect the process evolution through su-
pervisory control. To this end, a dedicated fault isolation residual and its time-varying
threshold are generated for each fault by treating other faults as disturbances. A fault is iso-
lated when the corresponding residual breaches its threshold. These residuals, however,
may not be sensitive to faults under nominal operation. To make these residuals sensi-
tive to faults, a switching rule is designed to drive the process states, upon detection of a
fault using any fault detection methods, to move towards an operating point that, for any
given fault, results in the reduction of the effect of other faults on the evolution of the same
process state. This idea is then generalized to sequentially operate the process at multiple
operating points that facilitate isolation of different faults. The effectiveness of the pro-
posed method is illustrated using a chemical reactor example and demonstrated through

application to a solution copolymerization process

The rest of this chapter is organized as follows. The process description and a fault de-

tection design are first presented in Section 2.2. A motivating example of a solution copoly-

14



Ph.D. Thesis - M. Du McMaster University - Chemical Engineering

merization of MMA and VAc s given in Section 2.3. An active fault isolation design is pro-
posed in Section 2.4. The simulation results are presented in Section 2.5. Finally, Section

2.6 concludes with a summary of results.

2.2 PRELIMINARIES

2.2.1 PROCESS DESCRIPTION

Consider a nonlinear process system described by
x = f(x) + G(x)u + w(x, t) + D(x)0(¢) (2.1)

where x = [x1,...,x,]T € R" denotes the vector of state variables, u € R™ denotes the
vector of input variables, the vector and matrix functions f = [f}, . .. , f,]T : R" — R" and
G=gl,...,g"" : R* = R" X R™ are smooth, the vector functionw = [w, ..., w,|T :
R" x [0,00) — R" denotes process uncertainty, D(-) = [d](+),...,d}(-)]" denotes a
fault distribution matrix function, with d; = [d;1 (), ..., dy(-)] and d;; : R* — R beinga
continuous function forj = 1,...,q,and 6 = [0;,...,0,]" € R?denotes the vector of
faults, with g < n, which include actuator faults and process disturbances. To be able to
differentiate between nominal uncertainty and faults, it is required that the system of Eq.

(2.1) satisfy Assumption 2.1 below.

Assumption 2.1. For the system of Eq. (2.1), there exist known vector functions w; =
wig . owy]" :R" = R™andw, = [wy,,...,w,,]|" : R" — R such that

wi(x) < wlx,t) < w,(x) (2.2)

forany t € [0,00).

Assumption 2.1 establishes bounding functions on uncertainty, which will be used in

the robust fault detection design presented next.

2.2.2 Faurt DETECTION DESIGN

The fault isolation framework presented in this chapter requires a “trigger” resulting from

fault detection. To this end, any of the existing fault detection methods can be utilized.
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A representative one is presented and formalized in Theorem 2.1 below. The key idea is
to estimate the bounds on the current values of the process states and determine whether
or not the current state measurements are in between these bounds. These bounds are

estimated using state measurements over a moving estimation horizon, which is defined as

t, 0<t<T
T:{ T t;T, (2.3)

follows:

where T > 0 denotes the length of the horizon after the initialization period (i.e., after
time T7).

Theorem 2.1. Consider the system of Eq. (2.1), for which Assumption 2.1 holds. Then, there
exist vector functions x)(t) = [x1,(t), ..., x,(t)]" and x,(t) = [x1,(t), ..., %00 (t)]" such
that if x;(t) & [x;)(t), x;,(t)] forsomei € {1,... ,n}, thenO(t) # O forsomet € [t— T, 1.
Furthermore, if di(x)0(t) < wii(x) — wi(x,7) forallt € [t — T, t], then x;(t) < x;(t).
Similarly, if d;(x)0 (1) > w;,(x) — wi(x, T) forallt € [t — T, t], then x;(t) > x; ,(¢).

Proof. The proofis divided into two parts. In the first part, we show the existence of vector
functions x;(t) and x, () such that if x;(t) & [x;;(f),;,(t)] forsomei € {1,...,n}, then
0(t) # Oforsomet € [t— T, t]. In the second part, we show that if d;(x)0 (1) < w;(x) —
wi(x, 1) forallt € [t — T, t], thenx;(t) < x;(t). By following a similar line of arguments,
it then can be shown that if d;(x)0(t) > w;,(x) — wi(x,7) forallt € [t — T, ¢, then
x;(t) > xi,u(t).

Part 1: Consider the time interval [t — T, ], with ¢ being the current time. Integrating
the system of Eq. (2.1) over [t — T, ] yields

x(t) — x(t — T) = f(£) + w(t) + /t_tTD(x)G('r)d'r (2.4)

where f(t) = ftt_T[f(x) + G(x)uldr and w(t) = [wy(t),...,w,(t)]" = ftt_T w(x, T)dT.
Let

xi(t) = x(t — T) + f(t) + wi(t) (2.5)

and

5u(8) = x(t — T) +f(8) + (8 (2.6)

wherew,(t) = [wy(t), ..., w.(t)]" = f;T wi(x)drandw,(t) = [wy,(t), ..., w.(t)]F =
ftiTwu(x)d'r. Since wi(x) < w(x,1) < w,(x) foranyt € [t — T, 1], it follows that if
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0(t) = Oforanyt € [t — T, t], then the following equation holds

() < x(t) < w, (0 (27)

Therefore, x;(t) & [x;;(t),;,(t)] forsomei € {1,...,n} implies that 6(t) # 0 for some
TE[t—T,t.

Part 2: Since d;(x)0(t) < w;;(x) — w;(x, 1) forallt € [t — T, t], we have

/tT di(x)0(t)dr < /tT[w,-J(x) — w;(x, T)]dT = w(t) — w,(2) (2.8)

It follows from Egs. (2.4), (2.5), and (2.8) that

% () — xyy () = () — i) + /ttTdi(x)G(t)dt <0 (2.9)

which implies that
xi(t) < wi(t) (2.10)

This completes the proof of Theorem 2.1. ]

Remark 2.1. The fault detection design of Theorem 2.1 explicitly accounts for process
uncertainty. To this end, the lower and upper bounds, denoted by x;(t) and «,(t), on the
process states at the current time t are evaluated by using the process model and measure-
ments over an estimation horizon of length T subject to the possible realization of uncer-
tainty. If no faults take place, the process states should comply with these bounds (..,
x(t) € [xi(t), x,(t)]). Because the computation of these bounds considers the worst effect
of uncertainty, the only way that any state breaches its bounds is that a fault takes place.
Consequently, the fault detection design is robust in the sense that there will be no false
alarms before a fault takes place (albeit at the cost of “small faults” that are indistinguish-
able from the effect of uncertainty). In addition, the fault detection design of Theorem 2.1
can be used to group faults that possibly take place. Specifically, the fault that takes place is
among the group of the ones for which the elements in the corresponding row of the fault
distribution matrix function are non-zero. As a special case, if that group contains only one
fault, then the fault is also isolated.

Remark 2.2. In addition to the fault detection mechanism, Theorem 2.1 also gives explicit
conditions on the class of faults that are detectable. These conditions can be interpreted
from two perspectives. First, the faults should make d;(x)0(7) remain negative or positive

over the time interval [t— T, t|. Second, the magnitude of d;(x)0 (1) should be large enough
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over the same period (i.e., larger than that of the difference between w;(x, T) and w; ;(x) or
w;(x)). Although the satisfaction of these conditions guarantees that faults can be de-
tected, the fault detection design is not limited to this particular class of faults. In fact, the
integral form of these conditions exactly characterizes the class of faults that are detectable
(e.g, ftt_T di(x)0(t)dt < w;(t) — w;(¢) is used instead of d;(x)0 (1) < w;;(x) — wi(x, T)
forallt € [t — T, 1]). It essentially considers possible changes in the sign of d;(x)6(t) and
reflects the accumulating effect of faults. Note that faults that do not satisfy the conditions
in the integral form may have similar effects as process uncertainty (reflecting the inherent
tradeoff between robustness and fault sensitivity). If the process operates under an appro-
priately designed robust control law, they would not lead to instability of the closed-loop

system.

2.3 MOoOTIVATING EXAMPLE: A SOLUTION COPOLYMERIZATION REAC-

TOR

In this section, we consider a solution copolymerization of MMA and VAc, where
monomers A (MMA) and B (VAc) are continuously fed to a continuous-stirred tank
reactor (CSTR) with initiator (azobisisobutyronitrile, AIBN), solvent (benzene), and
chain transfer agent (acetaldehyde). A cooling jacket is equipped to remove the heat of
the copolymerization reaction. The mathematical model for this reactor (in the absence

of recycle streams and inhibitors) is of the following form [84]:

e = (& CjZka> Iz

—— )y i j=a,b,is,t

+ [(_AHpaa>kpaaCaCa- + <_AHpba)kpbaCaCh- (211)

(—AH, ) CoCo. + (—AHyu ) CoCy]—— — PATR T2

P peyV
where C; is the concentration of species j, with subscript a, b, i, s, and t denoting monomer
A, monomer B, initiator, solvent, and chain transfer agent, respectively, Ty is the tempera-
ture in the reactor, Qy is the mass flow rate of species k, k = 4, b, i, s, t, T is the temperature
in the cooling jacket, M; is the molar mass of species j, V' is the volume of the reactor, AH
is the enthalpy of the reaction, p and ¢, are the density and the heat capacity of the fluid in

the reactor, respectively, U is the overall heat transfer coefficient, A is the heat transfer area
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of the reactor, T. is the temperature in the cooling jacket, and

R, = [(kpaa + Kuaa) Ca + (Kpba + kita) Co] Ca
Ry = [(kyvt + k) Co. + (Kpab + kat) Ca ]G
R = kG

Ry = (kusCa + ks Cp.) C,

R, = (kuatCo + kunCp.) Gt

1+ VE—4l,],

C, = 2
Cp. = BC..
I = keaa + Kgaa + 2P (Kea + kaar) + B> (K, + kavs)
L=0
Iy = —2k,Cee
_ (pab + kap) Co
(kpba + kupa) Ca

Each of the rate constants is computed through the Arrhenius equation
k = A B/RTx (2.13)

where A is the preexponential constant, E is the activation energy, and R is the ideal gas

constant. The process parameters can be found in Table 2.1 (see also [84]).

The control objective under fault-free conditions is to operate the process at the nom-
inal operating point, where C, = 2.534 X 10! kmol/m?, C, = 5.838 kmol/m?, C; =
2.008 x 1072 kmol/m?3, C, = 2.758 kmol/m?, C; = 3.663 x 10~! kmol/m?, and
Tr = 350.5 K. Itis assumed that all the state measurements are available, and the flow rates
Qi k = a, b, i, s, t, and the temperature in the cooling jacket T’ are chosen as manipulated
input variables. The inputs are boundedas 0 < Q, < S0kg/hr, 0 < Q, < 120 kg/hr,
0 < Q <0.5kg/hr,0 < Q; < 100kg/hr,0 < Q; < 10kg/hr,and 320 < T, < 350
K. The steady state values of the inputs corresponding to the nominal operating point are
Q. = 18kg/h, Q, = 90kg/h, Q; = 0.18 kg/h, Q; = 36 kg/h, Q; = 2.7 kg/h, and
T; = 336.15 K. Linear model predictive control is implemented for the control purpose.
The hold-time for the control action is chosen as A = 3 min, control horizon T, = 2A,
and the prediction horizon T, = 10A. In the objective function for model predictive con-
trol, the states are normalized against ranges [0, 1], [0, 8], [0, Sx107*], [0, 10], [0, 1],
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Table 2.1: Process parameters for the solution copolymerization example of Section 2.3.

Parameter Value Unit Parameter Value Unit
%4 1 m? Aspa 5.257 x 10*  m3/kmol-s
R 8.314 kJ /kmol-K Axbb 1577 m3/kmol-s
p 8.79 x 10? kg/m3 A 1514 m?3/kmol-s
¢ 2.01 kJ/kg-K At 4.163 x 10> m3/kmol-s
U 6.0 x 1072 kJ/m*sK E; 1.25 x 10°  kJ/kmol
A 4.6 m? Ecaa 2.69 x 10+ KkJ/kmol
To 353.15 K Eap 4.00 x 10> KkJ/kmol
£ 1 Edua 0.0 kJ/kmol
M, 100.12 kg/kmol Eap 0.0 kJ/kmol
M, 86.09 kg/kmol Epaa 2.42 x 10*  KkJ/kmol
M; 164.21 kg/kmol Epap 2.42 x 10*  KkJ/kmol
M, 78.11 kg/kmol Eppa 1.80 x 10*  kJ/kmol
M, 44.05 kg/kmol Eppp 2.42 x 10*  KkJ/kmol
A; 4.5 x 104 s7! Eaaa 2.42 x 10*  KkJ/kmol
A 4.209 x 10" m3/kmol-s E.ab 2.42 x 104 KkJ/kmol
Aap 1.61 x 10°  m3/kmol-s Eas 2.42 x 10*  KkJ/kmol
Adua 0 m3/kmol-s Eyat 2.42 x 10*  KJ/kmol
Adpb 0 m?3/kmol-s Eaba 1.80 x 10*  KkJ/kmol
Apaa 3.207 x 10 m?3/kmol-s Esbb 1.80 x 10*  kJ/kmol
Apap 1.233 x 10°  m>/kmol-s Ebs 1.80 x 10*  KkJ/kmol
Apba 2.103 x 108 m3/kmol-s E.t 2.42 x 10*  kJ/kmol
Agpp 6.308 x 10°  m®/kmol's —AHu,,  $4.0 X 10°  kJ/kmol
Asaa 32.08 m?/kmol's  —AH,,,  54.0 x 10°  kJ/kmol
Asab 1.234 m?/kmol's  —AH,,,  86.0 X 10>  kJ/kmol
A 86.6 m?/kmol's  —AH,;  86.0 x 10°  kJ/kmol
Agat 2085.0 m?/kmol-s

and [340, 355], respectively, and the inputs are done against the constraints. The matrices
used to penalize the deviations of the normalized states from the steady state values and the

increments of the inputs are diag[1, 1, 1, 1, 1, 1] and diag[ 1, 1, 50, 0.5, 1, 1], respectively.

Practical issues, such as parametric uncertainty, time-varying disturbances, and mea-
surement noise, are considered in the simulations. Specifically, the values of A, Aypa,
Apaar Apby Asasy Assy Aaty and Ay are 10% smaller than their nominal values, and those of
Avaby Asbay Avaay and Ay are 10% larger. The bounds on these uncertainty are £15% of
their nominal values. It is assumed that the inlet streams of monomer B and solvent are
impure. There exist a small amount of solvent and monomer B in the flows of monomer
B and solvent, respectively. The mass fraction of monomer B in the flow of solvent is de-

scribed by 0.02 + 0.02 sin(¢), and the mass fraction of solvent in the flow of monomer B is
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0.01 + 0.01 sin(2¢). The upper bounds on the magnitudes of disturbances in the streams
of monomer B and solvent are 3% and 5%, respectively. The measurement noise has a nor-
mal distribution of variance 0.02, 0.2, 0.000S5, 0.2, 0.02,and 0.5 in C,, C;, C;, C, C;, and Tk,
respectively. It is assumed that measurements are sampled 20 times evenly between two
successive times when control action is implemented. The noisy measurements are prepro-
cessed through a moving average filter, which takes the mean of the previous 20 samples,

before used for control and FDI.

Consider actuator faults in the process of Eq. (2.11), which are denoted by 0,j =1,
... 6, for faults in Q,, Q, Q;, Q,, Q;, and T, respectively. The faults are assumed to be
bounded as |8, < 4.5kg/hr, [6,| < 25 kg/hr, |8;] < 9kg/hr, |84 < 25kg/hr, [65] <
0.675 kg/hr, and |64| < S K. The expression of the fault distribution matrix is as follows:

1 G _ G Ca Cy Ca 0
M, P p p p p
p My p p p P
C, C,‘ 1 Ci Ci Cx
1 ; % M s 5 5 0
D= & & I & (2.14)
P p p M p p
G G (@] (@] 1 & 0
p p p p M; p
To—TRr To—TRr To—TRr To—Tr To—TRr UA
L p P P p p Py |

The above expression shows a typical case where there exist multiple faults that may di-
rectly affect the evolution of the same process states. For example, all the faults in the flow
rate actuators directly affect the evolution of the concentration of monomer A, as well as
all the other state variables. For this case, the system is not of the structure that can be uti-
lized to build dedicated residuals as in [27]. The FDI design in [81] would at best identify
a group of possible faults, which may include all the faults in the worst case. Therefore,
the process complexity asks for FDI designs that take into account the nonlinear way (in
the sense that the fault distribution matrix is not constant, but a function of the process
states) that faults affect the process evolution, as well as nonlinear dynamics and process

uncertainty, motivating the fault-isolation approach presented next.

2.4 AcTivE FAULT IsOLATION DESIGN

In this section, we present an active fault isolation scheme. The key idea of the proposed
method is to exploit the nonlinear way that faults affect the process evolution through su-

pervisory feedback control. To this end, a special operating point termed fault isolation
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point is first defined, the property of which can be used to differentiate between multiple
faults. In general, the fault isolation point is not identical to the nominal operating point.
For the purpose of fault isolation, a switching rule is then designed to drive the process
states to move towards a fault isolation point upon detection of a fault using any fault de-
tection methods. To distinguish a particular fault from other faults, we require information

on the magnitudes of faults, which are characterized in Assumption 2.2 below.

Assumption 2.2. For the system of Eq. (2.1),0; < 0 < 6,,where 8, = [0,,...,0,]" €
R~9and 0, = [01,,...,6,.]" € R*1 denote the lower and upper bounds on 6, respec-
tively.

Remark 2.3. The focus of this chapter is to design a methodology that is able to isolate
complex faults for the case where multiple faults simultaneously appear on the right hand
side of a differential equation for the same state variable. Note that if the faults considered
are unbounded, then any fault that takes place may be seen as the occurrence of any one of
the other faults that affect the evolution of the same state no matter how small the values
of the corresponding weighting coefficient functions (i.e., d;(-) in the fault distribution
matrix function) are. In contrast, this chapter considers faults such as biases or drifts, which
are commonly encountered in practice, and take place due to control actuator malfunctions
or process abnormalities, such as leakage of feedstocks. These faults can be modeled as

bounded (although possibly time-varying) variables as formalized in Assumption 2.2.

We next define a fault isolation point, which will be used to generate appropriate con-

trol action through a switching rule for fault isolation.

Definition 2.1. A point x is a fault isolation point if there exists # € R™ such that f(x) +
G(x)it = 0,and for any fault 6,,j = 1,...,q, there exists astate x;,i € {1,...,n} such
that dy (%) = Oforallk € {1,...,q}\{j} and d; # O foranyx € D, where D C R".

Remark 2.4. Note that a fault isolation point needs to satisfy three conditions. First, it is
an equilibrium point for the nominal system (i.e., the system of Eq. (2.1) with w(x, t) = 0
and 0(t) = 0). This requirement makes it possible to operate at a fault isolation point,
at which the remaining two conditions are defined. Second, for a given fault, at a fault
isolation point, there exists at least one system state for which that fault is the only one
that essentially appears on the right hand side of the corresponding differential equation.
This requirement makes it possible to isolate a given fault (even if the third condition is not
satisfied; see Remark 2.9 for a further discussion). Finally, it is also required that the second
condition is satisfied for all the faults under consideration. This requirement implies that
the number of state variables should not be less than that of the faults, and makes it possible

to isolate multiple faults.
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Remark 2.5. Note that if the fault distribution matrix function is constant (e.g., in the case
of a linear system, but not necessarily), there may not exist a fault isolation point for the
original system. However, the system could be transformed through a coordinate trans-
formation into the one to which existing methods (e.g., [27]) can be applied. To illustrate
this point, we decompose the system state of Eq. (2.1) as follows: x = [x;, x1]", where
x; € R7and x; € R"79 and consider the x; subsystem described by x; = fs(x) +
Ga(x)u + wy(x,t), +D40(t), where D, is constant, and f4(+), G4(+), and wy(+, -) are ap-
propriately defined. Multiplying both sides of the x; subsystem by D" (if Dy is invert-
ible) and defining a state vector x; = D; '« yields an equivalent subsystem described by
X4 = fa(&%) + Ga(x) + wa(x, t) 4 0(t), where & = [(D4&y)", x1]". The system in the trans-
formed coordinate satisfies the structure requirement specified in [27], where it is assumed
that for each fault, there exists a state variable whose evolution is directly and uniquely af-
fected by that fault. Therefore, this case can be handled by existing methods, and would

not necessitate an active fault isolation scheme.

A distinguishing feature of the proposed method is that control action is utilized for
the purpose of fault isolation. In particular, we propose to move the process to a fault isola-
tion point upon fault detection, close to which the property of the fault distribution matrix
can be utilized to differentiate between complex faults. This naturally implies that in the
presence of faults, there should remain sufficient control effort that enables moving the
process to a fault isolation point. Note that the proposed method satisfies a very specific
fault isolation need. In particular, it addresses the kind of faults which does not pose an
immediate threat to the stability or operation of the process. In other words, under the
occurrence of faults, nominal operation could still be continued (and, under the proposed
method, the remaining control effort allows moving the process in the presence of faults).
The motivation for fault isolation in this case is to catch a fault before it possibly turns into
a bigger catastrophic failure. Note also that the work in this chapter does not require a spe-
cific control design. Any robust control law that satisfies the property stated in Assumption

2.3 below can be used to move the process states.

Assumption 2.3. For the system of Eq. (2.1), there exists a robust control law RC(x) such
that given any x(0) € D and d > 0, there exists a finite positive real number T, such that
x(t) € Byforallt > T, where D C R" and B, is closed ball of radius d around x.

Assumption 2.3 establishes the ability to drive the process states to an arbitrarily small
neighborhood of a fault isolation point x for any initial condition within some region D in

finite time even under faulty conditions. With this ability available, the active fault isolation
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design is formulated in Theorem 2.2 below. To this end, let t; denote the time that a fault
is detected, and u, and u; denote the control inputs to stabilize the system of Eq. (2.1) at

the nominal equilibrium point and a fault isolation point, respectively.

Theorem 2.2. Consider the system of Eq. (2.1), for which x is a fault isolation point and As-
sumptions 2.1-2.3 hold. Then, given a fault 0; for any j € {1,...,q}, there exist functions
%;1(t) and %;,(t) such that if x;(t) ¢ [%;,(t), %;.(t)], then 6,(t) # 0 forsomet € [t — T, t].
Furthermore, there exists d > 0 and T > 0 such that under the switching rule

u(f) = { u(t), 0<t<ty (2.15)

uz(t), t>ty
ifx(t;) € D, thenfort > T, x;(t) & [x;(t), x;,(t)] implies x;(t) & [%:1(t), xi.(£)].

Proof. The proofis divided into two parts. In the first part, we show that there exist thresh-
old functions x(t) and x,(t) such that if the corresponding state measurement breaches
these thresholds, then a fault is isolated. In the second part, we show that under the switch-
ing rule of Eq. (2.15), for a given fault, if it can be differentiated from plant-model mis-
match, then it can also be isolated as long as the system state is close enough to the fault

isolation point.

Part 1: Consider the following equation

fi(x) + gi(x)u + wi(x, t) + di(x)0(¢)
filx) + gi(w)u + wi(x, t) + hi(x, t) + d,-,-(x)ej(t)

x;

(2.16)

where h;(x,t) = ZZ:L ket ik ()0, (£). Integrating the above equation over [t — T, t] yields
t

xi(t) — xi(t — T) = fi(t) + wi(t) + h(t) + / dyj(x)0;(t)dx (2.17)

t—T

where fi(t) = ftiT[f,(x) + gi(x)u]dr and hi(t) = ftiT ZZ:UC# di.(x)0;(1)dr. The lower

and upper bounds on ;(t) are estimated as follows:
~ t q ~
hia(t) = / > dy()Bei(1)dr (2.18)
=T

and

o) = /t_T S du()de(x)de (2.19)
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R Or., ifd; <0 N O, ifd; <0
where 0,; = 5 if di(x) and 0, = e ifdi(x) . Let
' e]qz, ifdik(x) >0 ’ ka, ifd,-k(x) >0

&i,l(t) = xi(t - T) +fi(t) + ‘I’i,l(t) + hi,l(t) (2-20)

and
Riu(t) = it — T) 4 fi(t) + win(t) + hiy(t) (2.21)

Since wy(x) < w(x,7) < w,(x)foranyt € [t — T,t|and 8; < 6 < 0, it follows that if

0,(t) = Oforanyt € [t — T, t], then the following equation holds:

Fia(t) < x(t) < F(t) (222)

Therefore, x;(t) # [%;(t), %, (t)] implies that 6;(t) # 0 for some T € [t — T, t].

Part 2: Given x;(t) & [x;(t), x;,(£)], there exists d > 0 such that x;(t) < x;,(t) — d
or x;(£) > x;,(t) + d. Since 0 is bounded, there exists d’ > 0 such that if (%) < d
over [t — T,t] forallk € {1,...,q}\{j}, then fz,’,l(t) > —dand flw(t) < d. For any
k€ {1,...,9}\{j}, since di(-) is continuous and dy(x) = 0, there exists d > 0 such
that |dy(x)| < d forany x € B,. Because x(t;) € D, it follows from Assumption 2.3
that under the switching rule of Eq. (2.15), there exists T/ > 0 such that x(¢) € By for all
t > T' — T. Then, for t > T, we have Ijl,-71(t) > —dand ilw(t) < d. Tt follows that

xi() < xy() — d < x,(8) + hiy(t) = &4(t) (2.23)

or

xi(t) > %, (6) + d > x,,(6) 4 hiy(f) = % (1) (2.24)

which implies that x;(t) ¢ [x;(t), &, ,(t)]. This completes the proof of Theorem 2.2.  [J

The relationship between the estimated bounds and the state measurements under
normal and faulty conditions are shown in Fig. 2.1. Under normal conditions, the state
x; (denoted by the solid line) is in between the lower bound %;; and upper bound x; ,
(denoted by the dashed lines) at time ¢ (see Fig. 2.1(a)). In the presence of a fault, the
bounds may not be tight enough for a fault to be isolated under nominal operation (see
Fig. 2.1(b)). At a fault isolation point, however, the bounds become tight so that a fault is
isolated (see Fig. 2.1(c)).

Without loss of generality, let {1, ..., g} be an index set of the states that satisfy the
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Figure 2.1: Schematic of the relationship between the estimated bounds and the state measure-
ments for x; (a) under normal conditions, and when the process is (b) under nominal operation
and (c) at a fault isolation point in the presence of a fault.

relationship between faults and states at a fault isolation point. Note that each state is as-
sociated with a unique fault. The implementation of the active fault isolation scheme of
Theorem 2.2, with the use of the robust fault detection design of Theorem 2.1, is illustrated

in Fig. 2.2 and proceeds as follows:

1. Attime t, = kAgp, k = 0, ..., 00, evaluate thresholds

b (k) = Bl . iy (225)

and residuals

ri(k) = |axi(t) — (2.26)

fori = 1,...,n,according to Egs. (2.5) and (2.6), where App; denotes the evalua-

tion period (i.e., the time between two consecutive evaluations).

2. According to Theorem 2.1, if r,(k) > t; (k) forsomei € {1,...,n}, thena faultis
detected, and let t; = ¢, be the time of fault detection if it is the first time that the
fault is detected. Note that x;(fy) & [wii(t), %, ()] iff ri(k) > t,:(k).

3. At time t;, evaluate thresholds

%iu(te) — xi(t)
2

(k) = (227)

and residuals R R
B i (t) + %y (te)

5 (2.28)

7i(k) = |x;(t)

fori =1,...,q,according to Egs. (2.20) and (2.21).
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Figure 2.2: Schematic of the active fault isolation scheme. The process is subject to faults denoted
by 0. A fault is detected by checking whether some detection residual r; breaches its threshold #, ;.
Upon fault detection, the supervisor shifts the control objective from operating the process at the
nominal operating point xs, to driving the process to move towards a fault isolation point x. A fault
is isolated by checking which isolation residual 7; breaches its threshold ¢, ;

4. According to Theorem 2.2, if 7;(k) > #,;(k), then a fault §; for somej € {1,...,q}
isisolated, and let ; be the time of fault isolation. Note thatx;(t.) & [%:1(f), %i..(t)]
iff 7,(k) > £, (k). Otherwise, go to Step S.

S. If a fault has been detected (i.e, t, > t;), switch the control law according to Eq.
(2.15). Repeat Step 1.

Remark 2.6. The idea of the active fault isolation design in Theorem 2.2 is to move the
process to a desired region where the dedicated residuals, denoted by 7, become uniquely
sensitive to the complex faults. To this end, a switching rule is designed to, upon fault de-
tection, switch the control objective of operating the process at the nominal equilibrium
point to driving it to move towards a fault isolation point. For a given fault, the effect of the
other faults on the evolution of the same process state then can be reduced to an insignifi-
cant level as the process approaches the fault isolation point (or enters the desired region
around that point), while the effect of the fault under consideration can still be retained
and reflected. The declaration of this fault is based on a fault detection design by treat-
ing other faults as process disturbances. This is achieved by extending the fault detection
design of Theorem 2.1. It is also shown in Theorem 2.2 that if the fault can be differen-
tiated from process uncertainty (i.e., x;(f) & [x;;(t),x;,(t)]), then it can also be isolated
(ie, xi(t) & [x:4(), ;. (£)]) as long as the process states are sufficiently close to the fault

isolation point (i.e., d is sufficiently small).

Remark 2.7. Note that the active fault isolation scheme of Theorem 2.2 differs from the

existing results (e.g.,, [27]), where fault detection and isolation are achieved simultane-
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ously. The class of nonlinear systems studied in [27] naturally are of a favorable structure
allowing the generation of dedicated residuals that are sensitive to faults regardless of the
region where the process operates. Because the occurrence of one fault is not eclipsed by
others, the detection of a fault also indicates the location of the faulty component. As com-
plex faults are concerned, however, the dedicated residuals may not be sensitive to faults
in the region where the process operates under nominal operation, losing their ability as
isolation indicators. Of course if the current operation allows for isolation of faults (as ex-
pected for a well designed process and for most of the “expected” faults), the existing FDI
schemes can be used. The applicability of the proposed method is for the “unexpected’,
which, while triggering the fault detection mechanism (making it obvious that something
has gone wrong) might not allow isolation of the fault under nominal operation (deter-
mining what exactly has gone wrong). The triggering of the fault isolation mechanism, is
therefore, reliant on the “nominal” FDI mechanism, which at least detects that a fault has
taken place, and is an independent fault detection design (see also Fig. 2.2) activating the

control law for the purpose of fault isolation.

Remark 2.8. The proposed active fault isolation design relies on the ability to drive the
process to a fault isolation point and the ability to differentiate between faults and plant-
model mismatch. In the presence of input constraints, an explicit characterization of a
stability region (see [75] for an example) can be used to ascertain the ability to stabilize
the process at a desired operating point from a certain region by treating faults as process
disturbances. In addition to bias or drift faults, this method is also applicable to the case
where an actuator possibly freezes as long as the remaining functioning actuators can still
provide sufficient control action or additional control action is available (e.g., through the
use of a backup control actuator) during fault isolation. It should be noted, however, that
the purpose of switching the control law is to reduce the possible effect of other faults, but
not necessarily to stabilize the process at the fault isolation point. An explicit considera-
tion of plant-model mismatch makes it possible to quantify the effect of uncertainty and
other faults on an isolation indicator. Consequently, even before the process approaches
the vicinity of the fault isolation point, the location of the fault could be identified (see

Section 2.5.1 for an illustration).

Remark 2.9. The idea of active fault isolation can be extended to handle the case where
there does not exist a single operating point that can make residuals sensitive to all the
faults. For this case, fault isolation can be achieved by moving the process to a series of
operating points. To illustrate this, consider a system described by x = f(x) + g(x)u +
(x —a)0; + (x + a)0,, wherex € Randa > 0. In this example, there does not exist

a single point at which the effects of 6, and 6, on the evolution of the system state can be
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simultaneously eliminated. For this system, we can switch the control law to, upon fault
detection, sequentially operate the system at point x = —a and x = a, at which isolation
of faults 0, and 0, can be carried out, respectively. We also consider a system described by
x = f(x) + g(x)u + (x> + 1)0, + 0,, where x € R. In this example, there does not exist
a point at which the effect of 0, or 0, can be eliminated. To differentiate between their
effects, we can operate the system to move away from the origin to amplify the possible
effect of 0,, facilitating isolation of the fault 0;. Isolating the fault 0, will require operation
at the origin, at which the effect of 6, on the evolution of the state is minimum. The fault

0, can only be isolated when its actual effect exceeds the possibly extreme effect of ;.

Remark 2.10. Accurate and timely identification of a fault is required to trigger the im-
plementation of active FTC schemes, such as control reconfiguration (see, e.g., [27, 64])
or safe-parking (see, e.g., [74, 85, 86]), as a prerequisite. In the case of control reconfigura-
tion, a backup control configuration that does not use the failed actuator is used to preserve
nominal operation. If backup control actuators are not available, safe-parking techniques
can be used to operate the process at an appropriate temporary operating point (which
is referred to as a safe-parking point), starting from where nominal operation is resumed
upon fault repair. To implement these fault-handling methods, information on the loca-
tion of faults is needed to choose an appropriate backup control configuration or a safe-
park point. Without the ability to isolate complex faults, however, the aforementioned

fault-handling techniques may not be able to deal with faults effectively.

2.5 SIMULATION EXAMPLES

In this section, we first illustrate the proposed fault isolation design through a chemical
reactor example, and then demonstrate its applicability through the solution copolymer-

ization process in Section 2.3.

2.5.1 ILLUSTRATIVE SIMULATION EXAMPLE

In this section, we consider a CSTR example, where an irreversible elementary exother-
mic reaction of the form A — B takes place. The feed to the reactor is composed of two
streams, as shown in Fig. 2.3. One stream consists of reactant A at a flow rate F;, concen-
tration Cy,, temperature T, and F, is adjustable. The other consists of reactant A at a flow
rate F,, concentration C,,, temperature T, and F, is fixed under fault-free conditions. A

cooling jacket is equipped to remove heat from the reactor. The cooling stream going to
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Supervisor

Figure 2.3: Schematic of the chemical reactor example of Section 2.5.1.

the jacket is at a flow rate F, and temperature Ty. The mathematical model of this chemical

reactor takes the following form:

2

- F, .
CA - Z (CAi — CA) — koe E/RTRCA

s

i=1

2
: F; (—AH), _ UA
T :E:_' T, — T ke E/RTRC, Ty — T. (2.29)
‘ i=1 V( R ¥ PCp o * pch( b )

. FE UA
Tc = V(Tc - Tc) +

PcpecVe (T2 =T

where C, is the concentration of species A, Tk is the temperature in the reactor, T, is the
temperature in the cooling jacket, V'is the volume of the reactor, ko, E, and AH are the pre-
exponential constant, the activation energy, and the enthalpy of the reaction, respectively,
R is the ideal gas constant, p and ¢, are the density and the heat capacity of the fluid in the
reactor, respectively, U is the overall heat transfer coefficient, A is the heat transfer area of
the CSTR, V_ is the volume of the cooling jacket, and p_and ¢, are the density and the heat
capacity of the cooling stream, respectively. The process parameters can be found in Table
2.2.

The control objective under fault free conditions is to stabilize the process at the nom-
inal equilibrium point Cy = 0.5 mol/L, T = 350K, and T. = 345 K by manipulating
u = [F;,F]", where 0 < F; < 150 L/minand 0 < F, < 10 L/min. The corresponding
steady-state values of the input variables are F; = 21.75 L/min and F, = 1.14 L/min.
A Lyapunov-based predictive controller of [75] is used as one example of the robust con-
trol design to illustrate the implementation of the proposed method. The hold-time for
the control action is chosen as A = 0.25 min, the prediction horizon is chosen as 2A, the

weighting matrices used to penalize the deviations of the state and input from their nom-
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Table 2.2: Process parameters for the chemical reactor example of Section 2.5.1.

Parameter Value Unit
F, 115.90 L/min
1% 100 L
ko 7.2 x 10 min~!
E/R 8750 K
AH —-5x 10>  J/mol
o 1000 g/L
¢ 0239  J/gK
UA §x 10*  J/min-K
V. 20 L
[ 1000 g/L
Cpe 4.2 J/gK
Ca1 1.2 mol/L
Cas 0.8 mol/L
T, 340 K
T, 360 K
T 293 K

inal values are chosen as Q,, = diag[10°, 10°,10] and R,, = diag[20, 100], respectively,

and a quadratic Lyapunov function V = xT Px is used.

Consider the process of Eq. (2.29) subject to actuator faults in F; and F,, and a process
fault in F,; that is, the fault vector 8(t) = [F,, F,, F.]T, where the tilde denotes faults. It
follows that

Cai—=Ca  Car—Ca 0
14 \%4
D(x) = | B Lo 0 (2.30)
0 0 ch; Tc

According to Definition 2.1, the system has a fault isolation point x = [Cay, Ty, T.]", with
Ca = 0.8 mol/L, Tx = 340K, and T, = 328.5 K. The corresponding steady-state values
of the inputs are F; = 95.87 L/min and F, = 3.84 L/min. The bounds on uncertain
variables used in the FDI design are 5% for ky and —10% and 5% for UA. The faults are
bounded as —20 < F; < 20 L/min, i = 1, 2. The fault detection horizon T' = 2A, and
the evaluation period App; = A/10.

To illustrate the active fault isolation design for the system of Eq. (2.29) subject to

plant-model mismatch, we consider a fault that takes place in the actuator used to adjust F,
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Figure 2.4: Closed-loop state profiles for the chemical reactor example.

at time ¢, = 0.5 min. Specifically, the fault is described as follows:

~ 0, fo<t<t
{’ PRy (2.31)

Fl -
10, ift>t

Furthermore, ko is 2% larger than its nominal value and UA is 5% smaller than its nomi-
nal value. The process starts from the nominal equilibrium point. The closed-loop state
profiles with the implementation of the proposed active fault isolation design are shown in
Fig. 2.4, where the times of fault occurrence, detection, and isolation are also indicated. It
can be seen that the fault is isolated even before the process states approach the vicinity of
the fault isolation point. The corresponding prescribed and actual input profiles are shown

by the solid and dashed lines, respectively, in Fig. 2.5.

To detect faults, the residuals r;, i =1, 2, 3, and the corresponding thresholds for the
purpose of fault detection are generated, as shown by the solid and dashed lines, respec-
tively, in Fig. 2.6. It is observed that r; breaches its threshold at time 0.75 min, indicating
the occurrence of a fault. Because r; is associated with faults in F; and F,, it is only con-

cluded that a fault takes place in F; or F,. Note that r, does not breach its threshold because
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Figure 2.5: Prescribed (solid lines) and actual (dashed lines) input profiles for the chemical reactor

example.
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Figure 2.6: Residuals (solid lines) and thresholds (dashed lines) for detecting faults in the chemical

reactor example. A fault is detected at 0.7S5 min via r; breaching its threshold.

the fault and uncertainty counteract the effect of each other in this specific example. Note
also that r; serves as a dedicated residual for F..

To isolate faults, the supervisor dictates switching the controller to drive the process

to move towards the fault isolation point x. The residuals 7, and 7, and the correspond-
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Figure 2.7: Residuals (solid lines) and thresholds (dashed lines) for isolating faults in the chemical
reactor example in the presence of the active fault isolation scheme. A faultin F) is isolated at 1.325
min via 7 breaching its threshold.
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Figure 2.8: Residuals (solid lines) and thresholds (dashed lines) for isolating faults in the chemical
reactor example under nominal operation. The residuals are not sufficiently sensitive to faults in the
absence of the active fault isolation scheme.

ing thresholds for the purpose of fault isolation are shown by the solid and dashed lines,
respectively, in Fig. 2.7. It can be seen that before the switching, 7; and 7, are below their
thresholds, and after the switching, both the thresholds decrease as the process approaches
the fault isolation point. Furthermore, 7| breaches its threshold at time 1.325 min, indicat-
ing the occurrence of a fault in F;. Although they are dedicated residuals, ; and r, are
not sufficiently sensitive to faults (i.e., the residuals are below the thresholds) under nom-
inal operation, as shown in Fig. 2.8. In contrast, they become sensitive to faults after the
switching in the presence of the proposed active fault isolation scheme, as shown in Fig.
2.7.
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2.5.2 APPLICATION TO THE SOLUTION COPOLYMERIZATION REACTOR

In this section, we demonstrate the effectiveness of the proposed method via the process
example introduced in Section 2.3. In addition to parametric uncertainty, this method can
explicitly handle the “normal” process disturbances (those that are not treated as faults) as
long as they can be captured by the uncertainty term in the process description of Eq. (2.1).
As the presence of general process disturbances and measurement noise are concerned,
the computed thresholds can be appropriately relaxed to improve the performance of the
method. In particular, the thresholds should not be too small in order to maintain a low
rate of false alarms. The choice of thresholds satisfying this requirement can be made using
the normal plant operating data. Besides, they should not be too large to lose sensitivity
to faults. The choice of thresholds satisfying this requirement can be made using process
data on past faults or simulation data. For a well designed process, the faults that do not
lead to residuals breaching the thresholds would likely have small magnitudes, and would
not significantly affect the process evolution immediately. As the magnitude of a fault in-
creases and its effect exceeds that of disturbances and noise on the value of the residual,
the proposed method can effectively declare the occurrence and location of the fault. A
study on how to generate optimal residuals (possibly using the known probabilistic distri-
bution functions of disturbances and noise) is outside the scope of this work, and remains

a challenging problem for nonlinear process systems.

We first show that faults may not be isolated under nominal operation. At the nomi-

nal operating point, the fault distribution matrix normalized for each row is evaluated as

follows:
[ 09982  —0.0297 —0.0297 —0.0297 —0.0297 0 |
—0.4682 03507 —0.4682 —0.4682 —0.4682 0
—0.0004 —0.0004 1.0000 —0.0004 —0.0004 0
D= (2.32)
02723 —02723 —0.2723 0.8387 —02723 0

—0.0187 —0.0187 —0.0187 —0.0187 0.9993 0
0.0054 0.0054  0.0054 0.0054  0.0054 0.9999

It can be seen that the element in the first row and first column is approximately equal to
one, which is much larger than the others in the same row. This implies that the effect of
the fault in Q, on the evolution of C, is much more significant compared to the others.
Therefore, we use the differential equation for C, to generate the residual 7; as an isolation
indicator, which should be sensitive to this fault under nominal operation. Similarly, resid-

uals 73, 75, and 7 are generated using the differential equations for C;, C;, and Tk for faults
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in Q;, Q, and T, respectively. Note that the differences between the element in row 2 (row
4) and column 2 (column 4), and other elements in the same row are not significant com-
pared to other rows in the fault distribution matrix of Eq. (2.32). Therefore, the isolation
residuals designed for faults in Q) and Q; using the differential equations for C, and C, may
not be enough sensitive to those faults under nominal operation. To show this point, we

consider a fault taking place in Q, at time t; = 40 hr, which is described by

0 ifo<t<t
0, = ’ - 2.33
2 { 15 [1— e 0], it > (2:33)

It can be seen from Figs. 2.9 and 2.10 that the process states sill remain around the nominal
operating point after the fault takes place, with inputs deviating from where they were be-
fore the fault occurrence. The fault detection residuals7;,j = 1, .. ., 6, are generated using
the corresponding differential equations. To reduce false alarms caused by measurement
noise, a fault is declared only when 90% of the residual values breach the corresponding
threshold for 20 successive evaluations. Because measurement noise affects the residual
rs much more than uncertainty, this residual is relaxed by 0.01 to reduce false alarms. As
shown in Fig. 2.11, the fault is first detected at time t; = 44 hr through rs breaching its
threshold. In addition, residuals r, and r, also breach their thresholds. However, none of
the isolation residuals breach their thresholds, as shown in Fig. 2.12. This is because the ef-
fects of faults in Q;, and other inputs cannot be well differentiated under nominal operation

as explained earlier.

We next show that the fault considered earlier can be isolated through active fault iso-
lation for the solution copolymerization reactor. It can be seen from Eq. (2.14) that to
amplify the effect of the fault in Q;, on the evolution of C,, one can operate the process at
a point where C;, is much smaller than its nominal value. To this end, we decrease the flow
rate of monomer B to 15 kg/h and increase the flow rate of solvent to 60 kg/h at steady
state, respectively, while keeping the others unchanged. This leads to an operating point at
which C, = 4.340 x 10~ kmol/m?, C, = 1.457 kmol/m?, C; = 3.340 x 103 kmol/m?,
C, = 7.042kmol/m?, C; = 5.610 x 10~ " kmol/m?, and T = 346.1 K. At this operating
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Figure 2.9: State trajectories for the solution copolymerization reactor in the absence of active fault
isolation. The process states evolve around the nominal operating point even after the fault takes

place.

point, the fault distribution matrix is evaluated as follows:

[ 0.9946 —0.0517 —0.0517 —0.0517 —0.0517
—0.1579 0.9488 —0.1579 —0.1579 —0.1579
—0.0006 —0.0006 1.0000 —0.0006 —0.0006
—0.4790 —0.4790 —0.4790 0.2865 —0.4790
—0.0289 —0.0289 —0.0289 —0.0289 0.9983 0

0.0144 0.0144 0.0144 0.0144 0.0144 0.9995

o O © O

(2.34)
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Figure 2.10: Prescribed (solid lines) and actual (dashed line) input trajectories for the solution
copolymerization reactor in the absence of active fault isolation. A fault takes place in Q at time
tf = 40 hr.

It can be seen that the element in row 2 and column 2 is much larger compared to oth-
ers in the same row. This implies that at this point, the corresponding residual should be
more sensitive to the fault in Q; than at the nominal operating point. For this case, the
state and input trajectories are plotted in Figs 2.13 and 2.14, respectively. The fault is first
detected at time f; = 43.65 hr through rs breaching its threshold, as shown in Fig. 2.15.
Upon fault detection, the controller is switched to drive the process to move towards the

aforementioned operating point. As the process approaches the desired operating point,
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Figure 2.11: Detection residuals (solid lines) and thresholds (dashed lines) for the solution
copolymerization reactor in the absence of active fault isolation. The fault is successfully detected
at time t; = 44 hr via r breaching their thresholds.

the threshold for the fault in Q, decreases (see Fig. 2.16). Consequently, the residual 7,
becomes sensitive to the fault, and the fault is successfully isolated at time t; = 54.25 hr
via 7, breaching its threshold. If no faults were isolated, the supervisor would subsequently
dictate operating the process at a point that favors isolation of a fault in Q, by following the

same idea as illustrated above.
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Figure 2.12: Isolation residuals (solid lines) and thresholds (dashed lines) for the solution copoly-
merization reactor in the absence of active fault isolation. The residual 7, is not sufficiently sensitive

to the fault under nominal operation.
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Figure 2.13: State trajectories for the solution copolymerization reactor in the presence of active

fault isolation. The process is driven to move towards a point that facilitates isolation of a fault in
Qp upon fault detection at time t; = 43.65 hr.
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Figure 2.14: Prescribed (solid lines) and actual (dashed line) input trajectories for the solution
copolymerization reactor in the presence of active fault isolation. A fault takes place in Qj, at time

tf =40 hr.
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Figure 2.15: Detection residuals (solid lines) and thresholds (dashed lines) for the solution
copolymerization reactor in the presence of active fault isolation. Faults are successfully detected
at time t; = 43.65 hr via rs breaching its threshold.
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Figure 2.16: Isolation residuals (solid lines) and thresholds (dashed lines) for the solution copoly-
merization reactor in the presence of active fault isolation. The fault is isolated at time t; = 54.25
hr via 7, breaching its threshold.
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2.6 CONCLUSIONS

This chapter considered the problem of designing an active fault isolation scheme for
nonlinear process systems subject to uncertainty. The faults under consideration include
bounded actuator faults and process disturbances that directly affect the evolution of the
same process states. The key idea of the proposed method is to exploit the nonlinear way
that faults affect the process evolution through supervisory control. To this end, a dedi-
cated fault isolation residual and its time-varying threshold were generated for each fault
by treating other faults as disturbances. A fault is isolated when the corresponding residual
breaches its threshold. These residuals, however, may not be sensitive to faults under nom-
inal operation. To make these residuals sensitive to faults, a switching rule was designed
to drive the process states, upon detection of a fault using any fault detection methods,
to move towards an operating point that, for any given fault, results in the reduction of
the effect of other faults on the evolution of the same process state. This idea was then
generalized to sequentially operate the process at multiple operating points that facilitate
isolation of different faults. The effectiveness of the proposed active fault isolation scheme
was illustrated using a chemical reactor example and demonstrated through application to

a solution copolymerization of MMA and AVc.
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CHAPTER 3

ISOLATION AND HANDLING OF SENSOR FAULTS IN

NONLINEAR PROCESS SYSTEMS?

3.1 INTRODUCTION

The previous chapter has considered the problem of active isolation of actuator faults. In
addition to actuator faults, a process control system is subject to abnormalities in measure-
ment sensors. The problem of sensor FDI has been studied extensively for linear systems
(see [6] for a survey) by using a bank of Luenberger observers [12], unknown input ob-
servers [ 16], sliding mode observers [89, 90], and subspace identification models [20, 91].

These approaches, however, may not remain effective for nonlinear process systems.

Assensor faults are concerned, observers are typically required to fully or partly recover
the system state. The design of observers, however, is a challenging problem for nonlinear
process systems, which is often studied in the context of output feedback control due to
the non-validity of the separation principle. In this area, high-gain observers are known
to have good convergence properties and have been studied for continuous-time systems
(e.g, [75, 92, 93]) and sampled-data systems with uniform measurement sampling and

control update rates [94] and faster measurement sampling rate than the control update

! The results in this chapter have been published in or submitted to:

a. M. Du and P. Mhaskar. Isolation and handling of sensor faults in nonlinear systems. In Proceedings of
the 2012 American Control Conference, pages 6661-6666, Montréal, Canada, 2012.

b. M. Du and P. Mhaskar. Isolation and handling of sensor faults in nonlinear systems. Automatica,
submitted on June 5, 2012.
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rate [95], typically exploiting a required system structure. In [96], a high-gain observer is
coupled with MPC, where the discrete nature of the control implementation is exploited to
generalize the class of nonlinear systems to which high-gain observers can be applied. This
generalization, however, is developed under the assumption oflocally Lipschitz continuity
of the control input in the system state, which is difficult to verify due to the implicit nature
of MPC. In comparison, one of the contributions of the present work is to generalize the
design and applicability of the high-gain observers under an alternate assumption that is

easier to verify (the satisfaction of course being case specific; see Remark 3.1).

Compared to actuator faults, relatively fewer results are available for sensor FDI of non-
linear process systems. This problem has been studied for Lipschitz nonlinear systems (see,
e.g., [24,97-100]). In [98], a nonlinear state observer is designed to generate state esti-
mates by using a single sensor. The fault isolation logic, however, is limited to systems
with three or more outputs. The method developed in [24, 100] utilizes adaptive estima-
tion techniques to deal with unstructured but bounded uncertainty for FDI, which requires
knowledge of Lipschitz constants in the generation of the thresholds. A bank of fault isola-
tion estimators are activated after the detection of a fault, and fault mismatch functions are
used to describe the faults that are isolable. The sensor fault estimation problem has been
studied in [99], where linear matrix inequality techniques are used to design an observer
for the identification of the fault vector. In addition, a sliding mode observer is designed
to reconstruct or estimate faults by transforming sensor faults into pseudo-actuator faults
in [101]. This approach, however, requires a special system structure, and there is a lim-
itation on system nonlinearity that can be handled. While a bank of observers is used to
isolate sensor faults in [102], the observer gain is obtained through the first order approxi-
mation of the nonlinear dynamics. Therefore, the performance of the FDI design is subject
to the type of nonlinearities. In addition to sensor bias faults, the effect of intermittent un-
availability of measurements has also been studied (see, e.g., [65, 94]). In these results, it
is shown that stability of the closed-loop system can be established if the maximum time
without sensor data losses is small enough. In the case of complete sensor failures, the
control reconfiguration-based approach is used to determine which backup configuration
is able to preserve closed-loop stability based on the stability region and the maximum al-
lowable data loss that preserves closed-loop stability for the corresponding configuration
[65]. In summary, the problem of sensor FDI and FTC stands to gain from further results
on designs that explicitly consider process nonlinearity in the detection, isolation, and han-

dling mechanism design.

Motivated by the above considerations, this chapter considers the problem of sensor

fault isolation and fault-tolerant control for nonlinear process systems subject to input con-

48



Ph.D. Thesis - M. Du McMaster University - Chemical Engineering

straints. The keyidea of the proposed method is to exploit model-based sensor redundancy
through state observer design. To this end, a high-gain observer is first presented and the
stability property of the closed-loop system is rigorously established. By exploiting the
enhanced applicability of the observer design, a fault isolation scheme is then proposed,
which consists of a bank of observers, with each driven by a subset of the measured outputs.
The residuals are defined as the discrepancies between the state estimates and their ex-
pected trajectories. A fault is isolated when all the residuals breach their thresholds except
for the one that is generated without using measurements from the faulty sensor. While
there are other results that use the idea of a bank of observers in the context of linear (or
linear approximations of nonlinear) systems, the present results provide a rigorous detec-
tion and isolation mechanism design and analysis that explicitly handles the presence of
nonlinearity and input constraints. After the fault is isolated, the state estimate generated
using measurements from the healthy sensors is used in closed-loop to continue nominal
operation. The implementation of the proposed method subject to uncertainty and mea-

surement noise is illustrated using a chemical reactor example.

The remainder of this chapter is organized as follows. The process description and a
high-gain observer design are presented in Section 3.2. The stability property of the closed-
loop system is established in Section 3.3. The fault isolation and handling scheme is pro-
posed in Section 3.4. The simulation results are presented in Section 3.5. Finally, Section

3.6 gives some concluding remarks.

3.2 PRELIMINARIES

Consider a multi-input multi-output nonlinear system described by

+ G(x)u
N (3.1)

where x € R” denotes the vector of state variables, u € R™ denotes the vector of con-
strained input variables, taking values in a nonempty compact convexset{/ C IR™ that con-
tains 0,y = [y1,...,y,]7 € R denotes the vector of output variables,y = [y1,...,y,]" €
IR? denotes the fault vector for the sensors, and G(x) = [g1(x), .. ., gn(x)]. Throughout
the thesis, L¢h(-) denotes the standard Lie derivative of a scalar function h(-) with respect
to a vector function f(-), and || - || denotes the Euclidean norm. In the control design, we

consider the system of Eq. (3.1) under fault-free conditions (i.e, v = 0), which satisfies
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Assumption 3.1 below.

Assumption 3.1. The functions f : R" — R"andg : R* — R",i = 1,...,m,are
C' functions on their domains of definition, f(0) = 0, and the function h : R* — RF is

smooth on its domain of definition.

Instead of using a specific control design, the results in this chapter are developed for

any control law that satisfies Assumption 3.2 below.

Assumption 3.2. For the system of Eq. (3.1), there exists a positive definite C* function
V:R" — Rsuchthatforanyx € Q, := {x € R": V(x) < c}, where cis a positive real
number, the following inequality holds:

LfV(x) + LGV(x)uc(x) < —a(V(x)) (3.2)

where LgV(x) = [L, V(x),...,L

o V(%)], 4+ Q. — U is a state feedback control law,

and a is a class /C function.

Remark 3.1. Note that the requirement for V'in Assumption 3.2 is different from that of
a control Lyapunov function (CLF) defined for systems without input constraints, which
essentially requires the negative definiteness of V over the entire state space. Specifically,
this assumption requires the negative definiteness of V only over a finite region in the state
space, turning it into a constrained CLF (see also [103]). While the size of this region
varies on a case-by-case basis (the nonlinear system and the choice of the Lyapunov func-
tion), a local CLF (computed based on linearization) can be always used to ascertain (and

verify) this assumption over some neighborhood of the origin.

We now present an assumption for the design of high-gain observers.

Assumption 3.3. [96] There exist integers w;, i = 1,...,p, with ) '  w;, = n,and a
coordinate transformation { = T(x, u) such thatif u = u, where u € U is a constant
vector, then the representation of the system of Eq. (3.1) in the { coordinate takes the

following form:

{ = A+ Bo(x, i)
y=Ct
where { = [(,,. .., ZP]T € R" A = blockdiag[A,, ..., A,], B = blockdiag[By, . ..,B,],

0 I,
C = blockdiag[Cy, ..., C,l, ¢ = [¢,,-- -, (pp]T, ¢ = [Zi,l’ e Z,}w[]T, A = [ 1] ,

(3.3)

0 0
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with I, beinga (w; — 1) X (w; — 1) identity matrix, B; = [O};_l, 1]%, with 0, being

a vector of zeros of dimension w; — 1, C; = [1, 0} ], and ¢,(x, %) = ¢, o (%, 1), with

wi—11

(pijwl_(x, u) defined through the successive differentiation of h;(x): i (x,u) = hi(x) and

Oo.
(pw.(x, u) = %[f(x) + G(x)u],j = 2,..., w;. Furthermore, the functions T : R" X

U—-Rrand T7' : R* x U — R" are C! functions on their domains of definition.

We next present a design of high-gain observers for output feedback control, where
the input is prescribed at discrete times t; = kA, k = 0, ..., 00, with A being the hold-
time of the control action. Fort € [t, f+1), an output feedback controller using high-gain

observers is formulated as follows:

{ = AL+ Boy (%, u(t)) + H(y — Cf) (3.42)
0(t) = T(a(te), u(n)) (3.4b)
u = u.(sat(x(t))) forall t € [ty, tri1) (3.4c)

where X and z denote the estimates of x and {, respectively, H = blockdiag[Hj, . .., H,|
is the observer gain, H; = [“—‘ . “"’“_"]T, with s + a;1s%" " + -+ + a;,, = 0 be-

e ) ) gwi

ing a Hurwitz polynomial and ¢ being a positive constant to be specified, and x(t) =
T_l(z(t,:), u(t_y)) fork = 1,...,00. The initial state of the observer is denoted by
xo := x(0), which takes values from any compact set @ C R”. In the transformed co-
ordinate, the state estimate in the { coordinate is re-initialized at discrete times to account
for the possible changes in the input. A saturation function is used to scale back the esti-
mate (passed to the controller) to lie within the state feedback stability region (to prevent
the peaking phenomenon and enable using the state feedback control law designed for the

same region), which is defined as follows:

() x, forx e Q. (35)
sat(x) = .
Bx, forx ¢ Q.

where € (0, 1) is a scaling factor such that V(fx) = c and the computation of f is
specific to the choice of the Lyapunov function. For a quadratic CLF, it may be computed

asp = ,/@.

The subsequent analysis (see Proposition 3.1) requires the global boundedness of ¢,
formalized in Assumption 3.4 below (note that the particular choice of ¢, only affects the

observer performance; it can always be chosen as zero to satisfy this assumption).

Assumption 3.4. ¢,(x,u) is a C° function on its domain of definition and globally
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bounded in x.

Remark 3.2. Note that the high-gain observer of Egs. (3.4a) and (3.4b) generalizes (along
similar lines as [96]) the class of nonlinear systems to which this type of observers can be
applied in comparison to the results on the standard high-gain observer design (see, e.g.,
[75,92-95, 104, 105]). The observer design exploits the fact that the control input is de-
termined at discrete times and kept constant until the next computation (see Eq. (3.4c)).
In most existing results on high-gain observer designs, the input information is either not
available due to the presence of a continuous-time controller [92, 93, 105] or not used in
the observer design in the presence of a discrete-time controller [ 75, 94, 95, 104]. In other
words, the standard high-gain observer is developed for systems under a coordinate trans-
formation { = T(x), which is a special case of { = T(x,u). While a similar design has
been studied in [96], it assumes the locally Lipschitz continuity of the control input in the
system state. This assumption is in general hard to verify particularly for MPC implemen-
tations. Because the control input is obtained by solving a nonlinear dynamic optimization
problem, an explicit expression of the control law is generally not available. As stated ear-
lier, the satisfaction of the alternate assumption used in this chapter, can be readily verified
(i.e,, whether or not a particular choice of the constrained CLF yields a meaningful stability

region).

Let D = blockdiag[Dy, . . ., Dp], where D; = diag[¢ !, .. ., 1], and define the scaled
estimation errore = D'({ — {) € R". Fort € [t,t), the scaled estimation error

evolves as follows:

ge = Age + eBlo(x, u(ty)) — @, (x, u(ty))]

' (3.6)
e(ty) = D [T(x(t), u(te)) — T(E(k), u(t))

where Ay = blockdiag[A 1, . . . ,A07P],A07,- = la, b)), 4 = [—ai1, ..., —ai]",and b; =
[Iw,'—h Ow,-—l]T-

t
Applying the change of time variable T = — and setting € = 0, the boundary-layer
€
system is given by

= Age (3.7)

For the boundary-layer system, we define a Lyapunov function W(e) = e"Pye, where P, is
the symmetric positive definite solution of the Lyapunov equation Aj Po+PyAy = —I. Let
Amin and A, denote the minimum and maximum eigenvalues of Py, respectively. Prepara-
tory to the presentation of the main results, we first give the following proposition, which

is similar to a result obtained in [92], and hence stated without proof.
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Proposition 3.1. Consider the system of Eq. (3.1), for which Assumptions 3.1, 3.3, and
3.4hold. Ifxy := x(0) € O, where 0 < b < ¢, thengiven b’ € (b, c), there exists a finite
time t,, independent of , such that x(t) € Qy forallt € [0, t,|. Furthermore, there exists
o > 0, independent of ¢, such that for any e(t) € W, := {¢ € R" : W(e) > 0c?} and
x(t) € Qo W< —Le|™

3.3 PRrACTICAL STABILITY OF THE CLOSED-LOOP SYSTEM UNDER OUT-

PUT FEEDBACK CONTROL

Consider the system of Eq. (3.1), for which Assumptions 3.1, 3.2, 3.3, and 3.4 hold, un-
der the output feedback controller of Eq. (3.4). The stability property of the closed-loop

system is formalized in Theorem 3.1 below.

Theorem 3.1. Givenany0 < b < cand d > 0, there exist A* > 0 and €* > 0 such that if
A€ (0,A*],e € (0,&"], andxg € Qy, thenx(t) € Q. Vt > 0andlimsup, , _ ||x(t)|| <
d.

Proof of Theorem 3.1. 'The proof is divided into two parts (see also Fig. 3.1). In the first
part, we show that given e, > 0, which is to be determined in the second part, there exists
€* > Osuchthatife € (0,¢*] and A € (0, ¢, then the scaled estimation error e(t, )
enters € := {e € R": ||e|]| < e} nolater than the time t,, which is defined in Proposition
3.1,and stays in £ thereafter as long as x(t) remains in Q.. In the second part, we show that
forany d > 0, there existe; > 0and A* > Osuch thatife(t, ) € & for some tpy < ¢,
e, € (0,¢],and A € (0,A”], then practical stability of the closed-loop system can be
established.

Consider A € (0,A;]ande € (0,¢,], where A; = t,ande; = \/?, with0 < y <
min||,|—., W(e). In order to show that e(t, ) converges to £, we only need to show that it
converges to W, := {e € R" : W(e) < oc?}.

Part 1: We first show that e(f, ) reaches WV, no later than the time f,. Let N be the
largest integer such that NA < t,. It follows from Proposition 3.1 thatif t,; < t, k =
0,...,N—1,thenforanye € W, and t € [t, t), we have

w (3.8)
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Figure 3.1: Schematic of the stability region and the evolution of the closed-loop state trajecto-
ries under fault-free (solid line) and faulty (dashed line) conditions. The notation Q. denotes the
stability region obtained under state feedback control. For any initial condition xy within €y, the
state estimate is guaranteed to converge before the system state goes outside Q. Subsequently, if
a fault is detected and isolated before the system state goes outside Q2 (i.e., within the FDI time
window), the use of the state estimate generated using measurements from the remaining healthy
sensors guarantees practical stability of the closed-loop system (i.e., the system state converges to a
closed ball of radius d around the origin, which contains the set Q).

It follows that
Wie(t, ) < e Zm Wie(ty)) (3.9)

Let wyy = max,-:17,,,7p{wi}. Since T(x,u) and T~'({, u) are locally Lipschitz in x and ¢,

respectively, and

e(te) = D' [¢(t) — §(t)] = D' [T((te), u(te)) — T(3(te), u(te)] (3.10)

there exists L;, L, > 0 such that the following equation holds:

le(te)[| < Ly max{1, " }lac(t) — &(te) |

= Lymax{1, "} 5 [|T7 (¢ (tr), (b)) — T (€ (1), u(tir)|
< LiLy max{1,e" "™} x max{1,e“""}e(t,)l
= LiLan, (¢) le(t)l
(3.11)
wheren, (g) = gloma—lsgn(e=1) Tt | = L,L,. It follows from Egs. (3.9) and (3.11) that
ife(t) € W, forallt € [t, t+1), then the following equation holds:

W(e(tir1)) < Amalle(tir)]

< NmmaxLt [0, (8)] le(t ) [1? (3.12)
< L2y () Pe e Wle(t)

min
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Note that once e(t) reaches W, it stays there at least until the end of the same time interval.

Since T(x, u) is continuous, for any xy € Q;, and xy € Q, there exists K; > 0 such that
[e(0)[| < Kin,(e) (3.13)

where n,(g) = max{1,e'"“"}. To guarantee that e(f, ) reaches WV, by the time ty, it is
required that the following equation hold:

Z|~

2

Ao ~ A oe
_maxr2 2 e < — 1
Ao (et < {xmKﬂnz(e)P} (3.1

Rearranging the above equation gives

[, )Py () s o (kmin )N

e_ 2\max€ < =5
AmaxL7

< (3.15)
g2 Amax K3

Since the left-hand side of the above inequality is continuous in € and tends to zero as €
tends to 0, there exists £, > O such thatife € (0, ,], then Eq. (3.14) holds.

We then show that after the scaled estimate error e(t, ) reaches WV, it stays there aslong
as x(t) stays in Q.. Note that given e(f, ) € W, it is possible that e(t;) goes outside WV,
due to the re-initialization to the system state and its estimate in the { coordinate. It follows
from Eq. (3.11) thatife(t,) € W, then |le(t)|| < Lin,(€)e;. To guarantee that e(te )
stays in WV, it is required that the following equation hold:

oc?

__A
e 2Amax€ <

S Sl (316)

It can be shown that there exists €; > 0 such thatif¢ € (0, €3], then Eq. (3.16) holds.

In the first part of the proof, it is established that for ¢ € (0,c*], where ¥ =
min{e;, 5,3}, e(t; ) enters £ in some finite time f; < fy < t, where fy denotes
the earliest time #; such thate(f, ) € £, and stays in € thereafter as long as x(t) remains in
Q.. In addition, x(t) € Q. V¢t € [0, t].

Part 2: We first show that if the system state resides within a subset of O and the scaled
estimation error is sufficiently small, then the state estimate also resides within .. It fol-

lows from the first part of the proof that we have

e =& = T (¢ u) = T (G| < Lang(e)llell < Lany(en)e (3.17)
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where n,(¢) = max{1,e""}. It can be shown that given 0 < §, < &, there exists
¢ > Osuchthatife, € (0,¢], then V(x) < §, implies V(x) < §,. It follows from
Proposition 3.1 that given b’ € (b, c), we have that x(t/) € Q. Therefore, there exists
ep1 > Osuchthatife, € (0,¢,,], thenx(ty) € Q..

We then show the existence of ¢§ > 0and A* > 0 such thatife, € (0,¢]] and
A € (0, A*], then any state trajectory originating in £, at time t converges to a closed
ball of radius d around the origin. Since V() is a continuous function of the state, one can
find a positive real number § < b’ such that V(x) < 8§ implies ||x|| < d. Let Sbea positive
real number such that 0 < § < 8. If ey € (0, ey1], the state estimate at time ;s can either
be such that § < V(x(t)) < cor V(x(ty)) < 8.

Case 1: Consider () € Q.\Qjz. Let Vy(x, u) = LiV(x) +LgV(x)u. For this case, we
have V;(x(t), u(t)) < —a(V(x(t))) < — a(s ). It follows from the continuity properties
off(-), G(-),and V(-) that L;V(-) and L V(- ) are locally Lipschitz on the domain of interest.
Therefore, there exists Ly > 0 such that

[Va(x(t), u(te)) — Va((te), u(t))]

) B (3.18)
< Ls||a(te) — x(t)[| < LaLsn,(er)|le(t )]

Since the functions f(-) and G(-) are continuous, u is bounded, and Q,, is bounded, one
can find K, > 0 such that ||x(f) — x(t)|| < KA forany A € (0, A], x(t) € Qp and
t € [te, t + A). It follows that V ¢ € [t i + A), the following equation holds:

V(x(t) = Va((t), u(te)) + [Va(a(t), u(t)) — Vala(te), u(te)]
+ [Va(x(ti), u(t)) — Va(&(t), u(t))] (3.19)

< —a(8) + LiKA + LyLsn, (e1)|[e(t0) |

Consider A € (0, A, where A, = %,and ey € (0,¢e,,),wheree,, = m Then,
3
we have )
V(x(t)) < —ga(S) <0 (3.20)

Since V(x(t)) remains negative over [t, f, + A), x(t) remains in Q. over the same time
interval, and V(x(t, + A)) < V(x(t)).

Ifx(tv) € Q\Qg, wehave V(x(t)) < Oover[ty, ty+A). It follows thatx(ty ;) € Q,
fore, € (0, ey1]. Similarly, it can be shown that for t;, > t,, V(x(t)) remains negative until
x(t;) reaches Q.
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Case 2: Consider x(t;) € Qj. Let §’ be a positive real number such that § <8 <.
There exists e, 3 > 0 such thatife, € (0, ¢,3], then V(x) < Simplies Vix) < §. {x €
R" : ||lx — &[] < Lon,(e1)ens V& € Qz} C Qg. Since V() is continuous, and x evolves
continuously in time, there exists A3 > 0 such that for x() € Qg,if A € (0, A;], then
V(x(t)) < 8foranyt € [t,t + A). IfA € (0, Az], we have x(t,1;) € Qs. It follows that
x(tep1) € Qfore, € (0,654

Fore, € (0,¢;] and A € (0,A*], where ¢ = min{e,, e, €3} and A* =
min{A;, A,, A3}, it can be shown by iteration that any state trajectory originating in
Qy at time tpr converges to the set 5, and hence converges to the closed ball of radius d

around the origin.

In the second part of the proof, it is established that for any d > 0 there exists e > 0
and A* > Osuchthatife(t,) € £, ¢, € (0,¢;],and A € (0, A*], thenx(t) € Q. V> ty
andlimsup, , _ [|x(t)|| < d.

In summary, it is shown that given any 0 < b < cand d > 0, there exist A* > 0and
£* > Osuch thatif A € (0,A%],¢ € (0,&*],andxy € Qy, thenx(t) € Q. V¢t > 0and
limsup, , _ ||x|| < d. This concludes the proof of Theorem 3.1. O

Remark 3.3. Note that the locally Lipschitz continuity of the coordinate transformation
functions is used to build the relationship between the values of the state estimate in the
transformed coordinate for different values of the input to account for the changes at dis-
crete times (see Eq. (3.11)). Exploiting this relationship (not used in the standard high-
gain observer design), it is shown that although the scaled estimation error may deviate
from the origin due to the changes in the input, a sufficiently small € can make it be at an
inner level surface at the next update time until the scaled estimation error e(f; ) reaches
the neighborhood of the origin (VV,), as illustrated in Fig. 3.2. Therefore, it is unnecessary
to require that it converge to the neighborhood of the origin at the end of the first time in-
terval as in [96]. In addition, it is shown in the proof that the scaled estimation error stays
in the terminal set £ ultimately. This implies that the state estimate converges sufficiently

close to its true value at discrete times.

3.4 FAULT ISOLATION AND HANDLING MECHANISM DESIGN

In this section, we present a fault isolation logic based on the assumption that only one fault

takes place (see Remark 3.9 for an extension to multiple faults); that s, if y; 7 Otheny; = 0
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Figure 3.2: Schematic of the evolution of the scaled estimation error. £ is the terminal set and W,
is the level set of the Lyapunov function contained in £. Note that after convergence, while jumps
resulting from input changes may drive the estimation error outside £ (see the dotted lines), by the
end of each interval, the estimation error is guaranteed to be within & (see the solid lines).

forallj € {1,...,p}\{i}. We first design p high-gain observers for the system of Eq.
(3.1) under different sensor configurations according to Section 3.3. To this end, let y’ =
W(x) +y € RP! denote the system output used in the design of the ith observer, where
Y= Yie Vit o0 SR (x) = [hi(x), . ki (x), higa (%), ... ()], and
¥y =1, 9i-1,)i+1, - - -, yp) . The FDI design relies on the satisfaction of Assumption
3.5 stated in the following.

Assumption 3.5. For the system of Eq. (3.1), Assumptions 3.3 and 3.4 hold for the ith

high-gain observer design, which uses y' as the system output,i = 1,. .., p.

Remark 3.4. Assumption 3.5 requires that the system should be observable with any p — 1
outputs. This results in a possibility of designing p observers, each of which uses p — 1 mea-
sured outputs (in addition to the one that uses all p outputs for the purpose of control under
fault-free conditions). Note that this requirement is more general than that of physical re-
dundancy of sensors (where multiple sensors are used to measure the same output), and
can be satisfied by sensors that measure different variables, but have analytical redundancy
(in the sense of enabling full-state estimation). Note also that the relaxation on the system
structure for the high-gain observer design presented in Section 3.3 aids in the ability to

satisfy the above requirement, making it possible to isolate faults in any of the p sensors.

We now show a fault detection mechanism through the ith observer. The keyidea is to
check the error between the state estimate provided by the high-gain observer and its ex-
pected trajectory, which is computed using a state predictor and an accurate enough state
estimate at a previous time. To this end, let x° denote the state estimate generated using all

the outputs (i.e., under the nominal sensor configuration), and &’ denote the one provided
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by the ith observer (i.e., under the ith sensor configuration). For the same set of the out-
puts, let & € R” denote the state prediction, and &(0) = &'(0). With ¥'(ti_1) = & (ti_1)

as the initial condition, the state predictor is designed as follows:
X = &) + G(x)u, t € [t_r, t) (3.21)

where ¥ € R” denotes the state of the model used in the predictor, and T denotes the
prediction horizon: T = 1if0 < t < t; T =k — K'ifty <t < twyr;and T = T, if
te > tp,, with a positive integer T}, being the prediction horizon after the initialization
period. By solving Eq. (3.21), we have X'(f,) = §ci(tk). The corresponding residual (at the

discrete time t;) is defined as follows:
ri(k) = [|1%(t) — &'(t) | (3.22)

The proposition below presents the fault detection mechanism rigorously. To this end, leta

superscript i denote the ith sensor configuration, and t; denote the time of fault occurrence.

Proposition 3.2. Consider the system of Eq. (3.1), for which Assumptions 3.1, 3.2, 3.3,
3.4, and 3.5 hold, under the output feedback controller of Eq. (3.4). Then, given any 0 <
b < ¢d > 0,and §yp; > O, there exist A" > 0,e* > 0,and §; > 0 such that if
A€ (0,A"],e €(0,e,& € (0,6, 49 € Qp, ty < te_r, < tyandri(k) > §;, wheree*
is defined in Theorem 3.1, then y'(t) # 0 for some t € [t, t;]. Furthermore, for t;, > t;,,
ifr;(k—1) < §;and

My + Myil| > Lin, (") (80, + 8)) (3.23)

where Mj,; = exp (24)) e+ fi’:l k(t)B (¢’ — @f))dt, My; = — ft:il k(1) [D']'HY (t)dr,
and k(1) = exp (t"e;iTAg), holds for all ||| < Lin),(&:)(8o; + 8;) and |¢' — @p|| < k;,
where k; > 0 is the upper bound on ||¢’ — @} || forany x € Q,, thenr;(k) > 3.

Proof of Proposition 3.2. First, we show that the system state evolves within Q. until time
tr. Since V(x) is continuous, and x evolves continuously in time, given b < b’ < b” < ¢,
there exists Ay > 0 such thatif x(f,) € Qp and A € (0, A4], then V(x(1)) < b” for
any T € [t tx + T,Al. It follows from the proof of Theorem 3.1 that there exist A" =
min{A*, A,} such thatif t; > t;_r, thenx(t) € Q forall t € [0, t;] (see Fig. 3.1 for an

illustration).

Next, we show that if the residual breaches the threshold, then a fault takes place. Since
f(x, u) is continuous and locally Lipschitz, given §,; > 0, there exists eZ’i > 0 such that if
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||a~c(tk_TP) — x(tk_Tp) | < Lgn;(si)eZ’i, then ||x(t) — x(t)|| < 8¢, foranyt € [tk_Tp, ti] (see
Theorem 3.5 in [106]). It follows from the proof of Theorem 3.1 that given e,” > 0, there
exists €' > 0 such thatif ¢’ € (0,e*"] and t;_1 > t, then ||¢(t;)| < ;" forany k > K/,
and consequently ||¢'(t,_1)|| < €. In the absence of faults, the following equation holds:

ri(k) = [|¥'(t) — % ()]
< 1# () — (8 || + [l (t) — &' (t) |
< 8y, +L;’1;(5i [le:(t) |

(3.24)
)
< 8o, + Lyns ()

i
)

&
Let §; = &¢,; + Lizqg(é?i)eZ’i. Therefore, r;(k) > §; implies that y'(t) # 0 for some t €
[tk'7 tk]

Finally, we show that if the residual does not breach the threshold at the previous time
and Eq. (3.23) is satisfied, then the residual breaches the threshold at the current time. To
this end, consider the scaled error dynamic system subject to sensor faults for t € [t,_;, ;)
as follows:

f 1o i i i i1—1ygi~i
¢ = ZA +B(¢' — ) — [D]Hy (3.25)

The solution to the above equation gives

t b
etw) =ep (545 ) el [ K0 xBlo—gu s~ [ o)X D] H (s
t_1 te_
k - (3.26)
Then, we consider two cases: (1) t; > t;_; and (2) t; < t;_;. For the first case, it follows
from Eq. (3.11) that [le(t,_,)|| < Lin! ()e;". For the second case, we have [|e(t,_;)|| <
Lin,(€')(80,+8;), which can be shown by a contradiction argument. Suppose ||e(ti_;) | >
Lin,(¢')(80, + §;). Then, we have

' (1) = & (ter) ]| = le(tia)]| > 8o, +3; (3.27)

Liny(e')

Because r;(k — 1) > |||5ci(tk_1) — & ()| = ¥ (tr) — &i(tk_1)|]| and ||&'(t_1) —
& (te—1)|| < 8o, it follows from Eq. (3.27) that we have

The above equation contradicts the condition that ;,(k — 1) < §,, which shows that

le(ti—1)|l < Lini(')(8o; + &). It can be shown that Lin’ (¢') = Lin, (") Lin; ().
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Consequently, we have Lin (€')e;” < Lin}(¢')(80, + 8;). It follows from Eq. (3.23) that

for both the cases, we have

1
> ———|le(t)[| > 8o + 8 (3.29)
Lin (g7
By a similar argument, it can be shown that ri(k) > 8;. This concludes the proof of Propo-
sition 3.2. 0

Remark 3.5. According to Proposition 3.2, a fault is detected upon the observation of a
notable discrepancy between the state estimate and prediction. This in turn, relies on suffi-
cient accuracy of the state estimate used for prediction. This property has been established
in Theorem 3.1, which enables achieving a desired rate of convergence of the estimation
error (8¢ ,). Under fault-free conditions, the residual, which describes the discrepancy be-
tween the state estimate and the predicted value, is guaranteed to be below the threshold
(8;). Therefore, the only way that the residual breaches the threshold is that the measured
outputs used in this observer design are not identical to their true values, forming the ba-
sis of the fault detection mechanism. Note also that Proposition 3.2 establishes rigorous
conditions on the class of faults that are detectable by the proposed method. According to
these conditions, a fault is detected when its accumulated effect (possibly through multiple

time intervals) is significant enough to trigger an alarm.

With the ability of detecting a fault in a subset of the sensors, we then present a method
to isolate the fault and preserve practical stability of the closed-loop system. This is formal-

ized in Theorem 3.2 below.

Theorem 3.2. Consider the system of Eq. (3.1), for which Assumptions 3.1, 3.2, 3.3, 3.4, and
3.5 hold, under the output feedback controller of Eq. (3.4) and the fault detection design of
Proposition 3.2. If ty < t,_1, < trandri(k) > 8, foralli € {1,...,p}\{j}, theny;(t) # O
for some t € [ty ti]. Let ty denote the time of fault isolation. Then, given any 0 < b < c and
d > 0, there exists ' > O such thatif A € (0,A"], e € (0,*],¢" € (0,7, % € Q,
where A" is defined in Proposition 3.2 and €* defined in Theorem 3.1, then the control law

u(t) = uc(sat(&l(t")(tk)))for allt € [, t11) (3.30)

and the switching rule

i(t) = (331)

0, 0<t<yy
j7 tdgt

guarantee that x(t) € Q. forallt € [0,00) andlimsup, ,__ ||x| < d.
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Proof of Theorem 3.2. First, we show a fault taking place in the jth sensor by a contradiction
argument, using the results of Proposition 3.2. Suppose that a fault takes place in some
sensor indexed by s € {1,...,p}\{j}. Since r,(k) > §,, a fault must have taken place in
some sensor indexed by w € {1,...,p}\{s}. Note that w # s, which is contradictory
to the assumption that only one sensor fault takes place. Therefore, r;,(k) > §; foralli €
{1,...,p}\{j} implies that a fault takes place in the jth sensor.

Then, we show practical stability of the closed-loop system under the control law of
Eq. (3.30) and the switching rule of Eq. (3.31) with the focus on the analysis for the time
interval after time #;. It follows from the proof of Theorem 3.1 that there exists Eim >0
such that if x(t;) € Qv and e, € (0,¢,,], then &'(t;) € Q.. Furthermore, given & =
min{e, ;, €, ,; €, ; e;'}, there exists £ > 0 such thatif e’ € (0,&*], then é'(t,) < &
for any k > K, and consequently ¢'(t,;) < &,". It follows from the proof of Proposition 3.2
that x(t;) € Q. Therefore, ife’ € (0,£%'| foralli € {1,...,p}, then¥(t;) € Q.. The
rest of the proof follows from the same line of arguments as Part 2 of the proof of Theorem
3.1, and is omitted. This concludes the proof of Theorem 3.2. []

Remark 3.6. In contrast to the existing results using a bank of Luenberger observers or
Kalman filters designed for linear systems, the fault isolation mechanism in Theorem 3.2
explicitly takes system nonlinearity into account through the design of a bank of high-gain
observers, with each driven by p — 1 outputs. Specifically, a fault is isolated when all the
residuals for which the corresponding observers use measurements from the faulty sensor
breach their thresholds. In contrast, the residual generated without using the erroneous
measurements should be below its thresholds. Upon fault isolation, nominal operation
can be continued by using the sensor configuration consisting of the remaining healthy
sensors. Note also that the idea of the proposed method can be extended for systems that
are observable only for certain subsets of the outputs. In that case, the faulty sensor can
be “isolated” to be in the intersection of the subsets of the sensors that lead to detection

alarms.

Remark 3.7. Note that the proposed FDI scheme remains applicable under any admissi-
ble control as long as the system state evolves within a compact set. The output feedback
control design in Section 3.3 provides one way to guarantee that the system state evolves
within a positively invariant set. Note also that Theorem 3.2 requires that faults be iso-
lated within a certain time window. To this end, a “cushion” (see the region Q;/\Qy in
Fig. 3.1) is built to account for possible runaway behaviors between fault occurrence and
declaration within the time window dictated by the prediction horizon T. In most practi-

cal situations, a sensor fault will likely cause the system state to drift (not necessarily run-
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away), while keeping it within the stability region and maintaining the applicability of the
proposed FDI design.

Remark 3.8. Note that the FDI scheme is presented using high-gain observers because of
their ability to deal with the system nonlinearity, and provide a convergence property at a
desired rate. This property is exploited for the generation of FDI residuals. The negative
impact of measurement noise can be reduced in practice by filtering the noisy measure-
ments before state estimation (see Section 3.5 for an illustration) or adopting a switched-
gain approach to achieve quick convergence initially and “stable” performance later on
(see, e.g,, [107]). The FDI design, however, is not restricted to this particular choice of
observers; any other observer that is able to provide good convergence properties and is

able to handle measurement noise better can be used instead in the proposed FDI scheme.

The design and implementation of the proposed FDI and fault-handling method of
Theorem 3.2 proceed as follows (see also Fig. 3.3):

1) Given the system model of Eq. (3.1), design a state feedback control law, u,, that
satisfies Assumption 3.2 and compute the stability region estimate, (., at each point
of which the derivative of the Lyapunov function, V(x), can be made negative and

sufficiently small by using the available input (i.e., Eq. (3.2) is satisfied).

2) Given two subsets of the stability region obtained under state feedback control, Q,
and Qy, with0 < b < b’ < ¢, compute the time t,, by the end of which the system

state remains within Q for any initial condition within Q.

3) Given b < b/, and the size of the closed ball, d, to which the system state is re-
quired to converge, compute A* for the system under fault-free conditions, with

A* € (0,t,], and €* for the high-gain observer design according to Theorem 3.1.

4) Givenl' < b” < cand the prediction horizon T’, compute A" according to Propo-
sition 3.2, and use it for the purpose of closed-loop implementation. Given the pre-
diction error, 8 ;, and the size of the closed ball, d,and b’ < b”, compute £*" for the

ith high-gain observer design used for FDI, i = 1, . . ., p, according to Theorem 3.2.

5) At each time instant f;, monitor the residuals after the scaled estimation error con-

verges (i.e., after the time #/) and

a) If all the residuals are below their thresholds (i, ri(k) < §; foralli €
{1,...,p}), continue to use the state estimate, x°, that is provided by the
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Figure 3.3: Schematic of the FDI and fault-handling framework. Before FD], the state estimate
used for feedback control is generated by observer 0, which uses all the measured outputs. After a
fault takes place and FDI is achieved, the supervisor switches to the observer which uses the outputs
from the remaining healthy sensors.

observer using all the outputs and compute the control input according to Eq.

(3.30).

b) Otherwise, if a fault is detected and isolated (i.e., r;,(k) > §; foralli €
{1,...,p}\{j}), switch to use the state estimate, &/, that is provided by the
observer using the outputs of the remaining healthy sensors (i.e.,, y) and

compute the control input according to Eq. (3.30).

Remark 3.9. The proposed methodology can be extended to detect and isolate multiple
faults. To understand this point, consider the occurrence of two faults. To detect faults, we
design a bank of observers, which use combinations of p — 1 outputs. If all the residuals
breach their thresholds, then at lease two faults have taken place. To isolate the faults, we
design another bank of observers, which use combinations of p — 2 outputs. If one residual
does not breach its threshold and the remaining residuals do, then the two faults are iso-
lated, which correspond to the outputs not used by that particular observer. Note that the
above extension is based on the assumption that the system is observable with the chosen

outputs so that it is possible to estimate the system state using high-gain observers.

Remark 3.10. In most existing results on model-based FDI of nonlinear process systems,
actuator and sensor faults are considered separately. With the consideration of the occur-
rence of one (actuator or sensor) fault, however, the proposed FDI mechanism can be used
to generate different patterns of residuals breaching their thresholds for an actuator fault
and a sensor fault. Specifically, a sensor fault typically results in p — 1 residuals breach-
ing their thresholds. If all the residuals breach their thresholds, then an actuator fault must
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have taken place. This is because an actuator fault will not only result in possible errors in
a state estimate, but also errors in the state prediction, which is used in the evaluation of all
the residuals. A detailed analysis of the problem of fault isolation in this case is outside the

scope of this chapter (see Section 7.2 for a discussion on future work).

3.5 ApPPLICATION TO A CHEMICAL REACTOR EXAMPLE

—

Supervisor

Figure 3.4: Schematic of the chemical reactor example of Section 3.5.

In this section, we consider a CSTR example, where an irreversible elementary exothermic
reaction of the form A —— B takes place, as shown in Fig. 3.4. The feed to the reactor
consists of reactant A at a flow rate F, concentration Cyp, and temperature Ty. A cooling
jacket is equipped to remove heat from the reactor. The cooling stream going to the jacket
is at a flow rate F. and temperature T The mathematical model of this chemical reactor

takes the following form:

. F
CA = v(CAO — CA) — koe_E/RTRCA

. F —AH _ UA
TR = —(T() - TR) + ( )koe E/RTRCA - (TR - Tc) (332)
1% PCy pc,V
T—FC(T T.) + A (Tg — T.)
c— V. of c PCCPCVC R c

where C, is the concentration of species A, Ty is the temperature in the reactor, T, is the
temperature in the cooling jacket, V'is the volume of the reactor, ko, E, and AH are the pre-
exponential constant, the activation energy, and the enthalpy of the reaction, respectively,
R is the ideal gas constant, p and ¢, are the density and the heat capacity of the fluid in the

reactor, respectively, U is the overall heat transfer coefficient, A is the heat transfer area of
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Table 3.1: Process parameters for the chemical reactor example of Section 3.5.

Parameter Value Unit
14 100 L
ko 7.2 x 10" min~!

E/R 8750 K
AH —5x 10* J/mol
p 1000 g/L
¢ 0.239 J/g:K
UA 5% 10*  J/min-K

v, 20 L
P, 1000 g/L
Cpe 42 J/g-K
CAO 1 mol/L
To 350 K
T 293 K

the CSTR, V_ is the volume of the cooling jacket, and p_and ¢, are the density and the heat
capacity of the cooling stream, respectively. The process parameters can be found in Table
3.1

We first illustrate the enhanced applicability of the output feedback control design. To
this end, we consider u = [F, F,|T and y = [T, T.]" as the input and output, respectively,
where 0 < F < 60 L/minand 0 < F, < 10 L/min. The control objective is to operate
the process at an equilibrium point where C, = 0.5 mol/L, T = 325.0K,and T, =
315.9 K. The corresponding steady-state values of the input variables are F = 14.6 L/min
and F, = 4.7 L/min. Note that the relative degrees for the output with respect to the
input are w; = 1 and w, = 1, respectively, for the process of Eq. (3.32). Therefore, the
assumption of a coordinate transformation { = T(x) that is required for the standard high-
gain observer designs (see, e.g., [75]) is not satisfied. However, it satisfies Assumption 3.3,
with the following coordinate transformation: ¢, ;, = Tx, {,, = Tg, and ¢, = T.. For
t € [t, tiy1), the high-gain observer is designed as follows: zl,l = 2172 + 2 — 61,1))
21,2 = ‘151_220’1 - 21,1): 22,1 = az_gl()’Z - 22,1)! and i(tk> = T(&(tk)a ”(tk))) where € =
0.04,a,; = a; = S,and a;, = 10. A Lyapunov-based MPC design of [73] is used to
illustrate the results. The hold-time for the control action is chosen as A = 0.25 min, the
prediction horizon is chosen as 2A, the weighting matrices used to penalize the deviations
of the state and input from their nominal values are chosen as Q,, = diag[10°, 10°, 10]
and R,, = diag[S, 50], respectively, and the stability region is characterized as {x € R* :

507.90 9.47 14.02]

V(x) = x"Px < c}, where x is the vector of deviation variables, P = [ 947 0.57 053

66



Ph.D. Thesis - M. Du McMaster University - Chemical Engineering

1.5 350
8r 340
I 340 T
s 0= 3 320
£ 0 0.25 “330L 0 0.25
< -
O 0.5 320
% 2 4 6 8 10 313 4 6 8 10
Time (min) Time (min)
(@) (b)
340
320
330 [—
%
320 830G, 0.25
|_
310
30075 4 6 8 10
Time (min)
(c)

Figure 3.5: Closed-loop state (solid lines) and state estimate (dashed lines) profiles for the chemi-
cal reactor example under fault-free conditions. The insets show the quick convergence of the state

estimation error.

andc = 75.5.

To show practical stability of the closed-loop system, consider the process from an ini-
tial condition C4 = 0.28 mol/L, Tx = 335K, and T. = 308 K. The high-gain observer
is initialized at the nominal equilibrium point. The closed-loop state profiles are shown in
Fig. 3.5, where the solid and dashed lines denote the state and state estimate profiles, re-
spectively. It is shown that the state estimates approach the process states sufficiently fast,
and the controller drives the process to the nominal equilibrium point. It can be verified
that the process states evolve within the stability region defined earlier. The corresponding

input profiles are plotted in Fig. 3.6.

We next illustrate the FDI and fault-handling design. To this end, we first design
three high-gain observers, which use outputs y' = [Ca, Tr]", y* = [Ca, T.]", and
y? = [Tr, T.]", respectively. The coordinate transformations for the first and second
observers are as follows: Zil = Ca, Zél = Tg,and Céz = Tg; C%l = Cp, Cgl = T, and

Z;Z = T.. Let T' denote the coordinate transformation for the system with y' being the
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Figure 3.6: Input profiles for the chemical reactor example under fault-free conditions.

outputs, and ' denote the state estimate in the corresponding transformed coordinate.

The observers for the system with y' (i = 1) and y* (i = 2) being the outputs are designed
5 a i A i Y NS @, . o

as follows: le,l = %0’11 - Zl,l)! le,l = Zz,z + %()’12 - ZZ,I)) Clz,z = %()’12 - ZZ,I)’ and

oi o . . .

{(t) = T'(¥'(t), u(tx)), where ¢ = 0.04,a} | = S,and a, = a,, = 10. Note that the

observer design with y* being the outputs is the same as the one used to show practical

stability of the closed-loop system under fault free conditions (i.e., I = ).

To show the effectiveness of the FDI and fault-handling design subject to plant-model
mismatch and measurement noise, we consider a fault that takes place in C, at time t; =
1.625 min by simulating a non-abrupt bias in the concentration sensor of magnitude 0.2
mol/L, described by j; = [1 — e 2"%] x 0.2 x v(t — t;) mol/L, where v(t — t;) =

0, ift <t . Furthermore, ky is 2% smaller than its nominal value, and C, varies si-

1, ift>
nusoidally by a magnitude of 5% about its nominal value. The concentration and tempera-
ture measurements have combinations of eleven high-frequency (about 50 Hz) sinusoidal
noises with the largest of the magnitudes being 0.01 mol/L and 0.2 K, respectively. The
noisy measurements are processed through a first-order low-pass filter with the filter time
constant being 0.3 sec. Full state feedback (i.e., the nominal sensor configuration) is used
under fault-free conditions. In the FDI design, the prediction horizon after the initializa-
tion period is chosen as T, = 2, and the thresholds are chosen as 0.025, 0.025, and 0.05
for the three FDI filters, respectively, by observing their normal variations under fault-free
conditions and using a conservative upper bound to account for the presence of uncertainty

and measurement noise.

The residuals, evaluated using the normalized state against its steady state value, and

thresholds are shown by crosses and dashed lines, respectively, in Fig. 3.7. It can be seen
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Figure 3.7: Residuals (crosses) generated using measurements of (a) Ca and Tg, (b) C4 and T,
and (c) Tg and T, respectively. The fault in Cy is isolated via the residuals ; and r, breaching their
thresholds (dashed lines).

that the residuals are above the thresholds at time 0.25 min (i.e., the second time instant)
because of the initial transient in the observers for the state estimates to converge to their
true values. After the state estimates converge, however, all the residuals are below the
thresholds until the fault takes place. After the occurrence of the fault, residuals r, and r3
breach their thresholds at the next time instant while r;, which corresponds to the sensor
configuration that does not use the faulty sensor, still stays below its threshold, resulting in
detection and isolation of a fault in C, at time f; = 1.75 min. Upon FD], the state estimate
&', which is generated by using measurements from the remaining healthy sensors, is used
for feedback control, and practical stability of the closed-loop system is preserved, as shown
by the solid (measurements) and dotted (true values) lines in Fig. 3.8. The absence of an
appropriate fault-handling mechanism, however, results in degraded control performance,
as shown by the dashed (measurements) and dash-dotted (true values) lines in Fig. 3.8.

The corresponding input profiles are shown in Fig. 3.9 .
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Figure 3.8: Closed-loop measurements under faulty conditions in the presence of the proposed
FDI and fault-handling framework resulting in practical stability (solid lines) and in the absence
of the proposed FDI and fault-handling framework resulting in degraded control performance
(dashed lines). The dotted and dash-dotted lines show the evolution of the state profiles for the

two cases, respectively.
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Figure 3.9: Input profiles under faulty conditions in the presence (solid lines) and absence (dashed

lines) of the proposed FDI and fault-handling framework.
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3.6 CONCLUSIONS

This chapter considered the problem of sensor fault isolation and FTC for nonlinear pro-
cess systems subject to input constraints. The key idea of the proposed method is to ex-
ploit model-based sensor redundancy through state observer design. To this end, a high-
gain observer was first presented and the stability property of the closed-loop system was
rigorously established. By exploiting the enhanced applicability of the observer design, a
fault isolation scheme was then proposed, which consists of a bank of observers, with each
driven by a subset of the measured outputs. The residuals were defined as the discrepancies
between the state estimates and their expected trajectories. A fault is isolated when all the
residuals breach their thresholds except for the one that is generated without using mea-
surements from the faulty sensor. While there are other results that use the idea of a bank
of observers in the context of linear (or linear approximations of nonlinear) systems, the
present results provide a rigorous detection and isolation mechanism design and analysis
that explicitly handles the presence of nonlinearity and input constraints. After the fault is
isolated, the state estimate generated using measurements from the healthy sensors is used
in closed-loop to continue nominal operation. The implementation of the fault isolation
and handling framework subject to uncertainty and measurement noise was illustrated us-

ing a chemical reactor example.
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CHAPTER 4

SAFE-PARKING AND SAFE-SWITCHING OF SWITCHED

NONLINEAR PROCESS SYSTEMS?

4.1 INTRODUCTION

The previous two chapters have addressed the problem of diagnosing actuator and sensor
faults, as well as handling sensor faults. The next three chapters of this thesis will consider
the problem of handling severe actuator faults. As actuator faults are concerned, there have
been a significant body of results on preserving nominal operation. The problem of han-
dling faults that preclude the possibility of the continuation of nominal operation, how-
ever, has been paid attention only until recently, and has been studied using a safe-parking
approach [74-77]. In these results, the key task is to design the fault-handling mecha-
nism for a single unit or units connected in series. While a successful implement of the
safe-parking design relies on a trigger resulting from FDI, these results do not explicitly
consider the problem of designing FDI methods. In comparison, the results presented in
the next chapters address several practical issues resulting from the complexities of chemi-
cal process systems and the integration of FDI and fault-handling mechanisms in a unified

framework.

! The results in this chapter have been published in:

a. M. Du and P. Mhaskar. A safe-parking and safe-switching framework for fault-tolerant control of
switched nonlinear systems. Int. J. Contr., 84:9-23,2011.

b. M. Duand P. Mhaskar. Uniting safe-parking and reconfiguration-based approaches for fault-tolerant
control of switched nonlinear systems. In Proceedings of the 2010 American Control Conference, pages
2829-2834, Baltimore, MD, 2010.
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In a chemical plant, the same processing equipment, such as a chemical reactor, is often
used to produce multiple product types in order to meet various demands from the increas-
ingly dynamic market. A typical example is grade transitions taking place in a polymeriza-
tion process. The product quality specifications may require the use of the inlet streams
carrying reactants at different conditions, such as concentrations, temperatures, or flow
rates. These conditions may also change due to the complete consumption of one raw ma-
terial and the switch to the use of a different one, or perturbations from other parts of a
chemical plant. This gives rise to hybrid process behaviors where the continuous system
dynamics are present together with the occurrence of discrete events, such as changes in

raw material conditions and product specifications.

Switched systems are a subclass of hybrid systems, which operate among multiple
modes with different system dynamics by following a prescribed switching schedule that
describes the sequence and the times of switchings. Owing to the presence of strong
nonlinearities, uncertainty, and constraints, significant research efforts have focused on
the analysis and design of robust and constrained nonlinear control laws (see, e.g., [66—
72,109-112]). Research has also addressed several aspects in the analysis and controller
design for hybrid systems (see, e.g., [113-117]), including results on switched systems
that have addressed the problem, in the absence of faults, of determining [93] and ensuring

[72, 118] that a prescribed switching schedule is implementable without loss of stability.

As with control designs, the results on handling faults in non-switched systems (i.e.,
nonlinear process systems without switches) are not directly applicable to switched non-
linear process systems, and there exist limited results on handling faults in the latter sys-
tems. A direct application of either the fault-tolerant or the safe-parking approaches of
[27, 64, 74, 75] without accounting for the switched nature of the system would at best
result in handling the fault in the first mode. However, there would be no guarantee that
the closed-loop system would remain stable or the safe-parking guarantee [74, 75] would
hold upon transition to the next mode of operation. Furthermore, while it may not be pos-
sible to preserve nominal operation in the currently active mode, ignoring the switched
nature of the system leads to a missed opportunity of switching to a mode where nominal

operation can be continued.

Motivated by the above considerations, this chapter presents a safe-parking and safe-
switching framework to handle actuator faults in switched nonlinear process systems sub-
ject to input constraints. The faults considered preclude the possibility of operation at
the nominal equilibrium point in the active mode. Two cases are considered according to

whether or not the switching schedule can be altered during the production process. For
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the case where the switching schedule is fixed, a safe-parking scheme is designed, which
accounts for the switched nature, to operate the process at successive safe-park points as
it transits to successive modes, which allow resumption of nominal operation after the
fault is repaired. For the case where the switching schedule is adjustable, a safe-switching
scheme is designed, which exploits the switched nature, to switch the process to a mode
(if exists and available) where nominal operation can be preserved (through control struc-
ture reconfiguration when necessary) to continue nominal operation. The key ideas of the
proposed framework are illustrated via a switched chemical reactor example, and the ro-
bustness with respect to uncertainty and measurement noise is demonstrated on an MMA

polymerization process.

The rest of this chapter is organized as follows. The system description and reviews on
the Lyapunov-based predictive control and the safe-parking framework for non-switched
systems are presented in Section 4.2. The problem description and the assumption of a well
designed nominal schedule are presented and the safe-parking and safe-switching schemes
are proposed in Section 4.3. The simulation results are presented in Section 4.4. Finally,

Section 4.5 presents the conclusions.

4.2 PRELIMINARIES

This section presents the system description, followed by reviewing a Lyapunov-based pre-
dictive control design and the safe-parking approach for handling actuator faults in process

systems without switches.

4.2.1 SYSTEM DESCRIPTION

Consider a switched nonlinear system with the following state-space description:

x = fo(x) + Go(x)u

(4.1)
uGU,dG/C:Z{lw--,P}

wherex € R" is the vector of continuous-time state variables, o : [0, ] — /Cis the switch-
ing signal, which is assumed to be a piecewise continuous (from the right) function of time
with t; the total operating time, p is the number of constituent modes of the switched sys-
tem, and u € R™ is the vector of constrained input variables taking values in a nonempty

compact convexsetU = {u € R™ : upiy, < u < upay }, where tpin, ey € R™ denote
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the lower and upper bounds on u, respectively. The entries of fi (x) and G (x) are assumed

to be sufficiently smooth V k € K. The nominal switching schedule is written as follows:
ko k 5 S end (42)

wherek; € KVi € {1,...,1} with] — 1 the number of prescribed switches, and ¢; is the
time when the system is switched from mode k; to mode k;;; Vi € {1,..., 1 — 1}. Let
Xnom,k denote the nominal equilibrium point for mode k. The control objective is to stabilize
the system at the (distinct) nominal equilibrium point for each mode of operation (and
not at a global equilibrium point) by following the prescribed switching schedule, which is
motivated by the problem of producing multiple product grades using the same equipment

in chemical processes.

Remark 4.1. In this chapter, we consider finite (total) operating time of the switched
system of Eq. (4.1). This is motivated by the fact that in process industries the produc-
tion scheduling usually focuses on a finite horizon in the future (e.g., due to available de-
mands from customers). When the schedule is updated, the proposed safe-parking and
safe-switching design can be revised accordingly. However, the proposed framework can
be readily adapted to finite switches in a (practically) infinite operating time. In addi-
tion, we consider process systems operating between multiple nominal equilibrium points,
which is motivated by grade transitions in chemical processes (each equilibrium point cor-
responds to a grade). From the perspective of fault-handling, the system considered in
[72,118], where a common equilibrium point is considered, is a special case of the system
studied in this chapter. Also note that [72] considers the case where a pre-decided switch-
ing sequence needs to be implemented in the absence of faults, and presents an appropriate
control design to achieve stabilization for the switched closed-loop system, which may be

invalidated by the occurrence of faults.

4.2.2 LyarpuNov-BASED PREDICTIVE CONTROL

In this section, we briefly review the stability property of the Lyapunov-based predictive
control design in [73]. To this end, consider a particular mode of the switched system of
Eq. (4.1) (and drop the subscripts o and k in this section) for which a CLF V(x) exists. Let
I1 denote the set of states where V(x) can be made negative by using the allowable values

of the constrained input:
1= {x e R": LiV(x) + inZE LeV(x)u < —5**V(x)} (4.3)
ue
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Figure 4.1: The stability property of the Lyapunov-based predictive control law. The notation N
denotes the nominal operation point, and B; denotes a ball of radius d.

where LgV(x) = [Lg, V(x), . ., L, V(x)] with g the ith column of G and £** is a positive
real number. The Lyapunov-based predictive controller in [73] achieves continued decay
in the value of the control Lyapunov function until it reaches a neighborhood of the equi-

librium point and possesses a stability region (an estimate of which is) given by
Q={x€T1:V(x) < cax} (4.4)

where ¢,y is a positive (preferably the largest possible) constant. The stability property of
the Lyapunov-based predictive control design in [73] can be formulated as follows: given
any positive real number d, there exists a positive real number £** such thatifx, := x(0) €
Q, thenx(t) € QV ¢t > 0andlimsup, , _ |[x(t) — %um| < d (see Fig. 4.1). The
same result holds also for initial condition within the region IT as long as the optimiza-
tion problem in the predictive control formulation is successively feasible until the system
state enters region ). Note that this control design in [73] is used only to illustrate the
proposed framework in this chapter, and any other predictive controller that provides an

explicit characterization of the stability region can be used instead.

4.2.3 SAFE-PARKING OF NONLINEAR PROCESS SYSTEMS WITHOUT SWITCHES

Consider a fault scenario for one mode of the switched system of Eq. (4.1) (and drop the
subscripts o and k in this section as well), where it is assumed that the control actuator
reverts to its fail-safe position upon fault occurrence. This assumption reflects the com-
mon practice to prevent the occurrence of dangerous situations due to faults, such as high
temperature or high pressure, by reverting the actuator to a built-in fail-safe position. For
example, a cooling valve reverts to its completely open position, and a heating valve reverts
to its shut position. The vector of manipulated input variables, without loss of generality,

can be decomposed into two parts: u(t) = [u:gF uy| ", where u, corresponds to the healthy

77



Ph.D. Thesis - M. Du McMaster University - Chemical Engineering

(good) actuators, and u;, corresponds to a failed (bad) actuator (the framework can be
readily generalized to consider multiple failures). In the absence of faults, ug takes values
inl, C R™ ! and u;, takes valuesin i, C R, withif = U, X Uy, where U, and U, are
properly defined. In the presence of the fault, u, still takes values in U, while u, = u; € Uy,
where iy denotes the fail-safe position of the control actuator (which is constant and known
in advance). Essentially, the fault reduces the available control flexibility, and due to this
reason the nominal equilibrium point may not be an equilibrium point in the presence of

the fault (see examples in Section 4.4 for an illustration of this point).

The basic idea of the safe-parking framework for nonlinear process systems without
switches is to operate the system at a temporary equilibrium point in the presence of faults
and then drive the system state back to the nominal equilibrium point upon fault repair [ 74,
75]. The central problem of the safe-parking design is to seek an appropriate temporary
equilibrium point (which is known as the safe-park point) and devise a switching rule for
the controller to implement the safe-parking algorithm (i.e., to stabilize the system at the
desired equilibrium points depending on the status of the fault). We characterize the set of

feasible equilibrium points in the presence of the fault as follows:

C={xeR":flx) + G(x) [ug] =0,u, € Uy, up, = i € Uy} (4.5)

Up

The set Cis called the candidate safe-park set, and any point in Cis called a safe-park point
candidate (an equilibrium point subject to the failed actuator). Let Q,,,,, and , denote the
stability regions of the nominal equilibrium point and a safe-park point candidate, respec-
tively. Similarly, we denote u,,,, and u, as the control inputs under the predictive control
law of Section 4.2.2 to stabilize the system at the nominal equilibrium point and the safe-
park point candidate, respectively. Theorem 2 below presents the safe-parking algorithm

for nonlinear process systems without switches.

Theorem 4.1. [74] Consider the constrained system of Eq. (4.1) operating in a single mode
under the Lyapunov-based predictive control law of Section 4.2.2. Let t; be the time of fault oc-
currence, t be the time of fault detection and isolation (FDI), and t, be the time of fault repair.
For x(0) € Qpuom, if x(ts) € Qg and Q; C O,y then the switching rule

Upom (1), 0 <t <ty
u(t) =< u(t), t<t<t (4.6)
Unom (1), £ <t

guarantees that x(t) € Qe ¥Vt € [0, 8] U [tg, 00) and limsup, , _ ||x(t) — xom|| < d.
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Figure 4.2: Illustration of safe-parking for an isolated unit. The notation S denotes a safe-park point.
The second requirement discussed in Remark 4.2 is relaxed to only require that a neighborhood of
the safe-park point reside within the stability region of the nominal equilibrium point.

Remark 4.2. Theorem 4.1 dictates that a safe-park point should be such that (1) it is an
equilibrium point subject to the failed actuator and allowable values of the manipulated
variables corresponding to the healthy actuators (a safe-park point candidate), (2) the sys-
tem state at the time of FDI resides in its stability region, and (3) its stability region is com-
pletely contained by that of the nominal operating point. Note that the stability region of
a safe-park point is characterized using reduced control action. Thus, under the switching
rule of Eq. (4.6), the system can be stabilized at the safe-park point during fault repair,
and nominal operation can be resumed upon fault repair (see Fig. 4.2 for an illustration).
For further details on the safe-parking framework for nonlinear process systems without
switches, see [ 74].

4.3 HANDLING FAULTS IN SWITCHED NONLINEAR PROCESS SYSTEMS

In this section, we present a safe-parking and safe-switching framework for FTC of
switched nonlinear process systems subject to input constraints and actuator faults by
accounting for and exploiting the switched nature of the system. In this chapter, we mainly
focus on designing fault-handling schemes, which can be implemented upon FDI to take
corrective control action. However, it should be noted that these designs essentially re-
quire an appropriate FDI scheme to provide timely and accurate information of faults. By
imposing appropriate conditions, the proposed framework allows for determining (after
the FDI system, with its possibly associated errors, declares a fault), whether or not safe

operation and resumption of normal operation can be continued.
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4.3.1 PROBLEM DESCRIPTION

The problem considered is how to operate the switched nonlinear system of Eq. (4.1) inthe
presence of a fault by either accounting for the switched nature of the system to enable safe
operation and to resume nominal operation the earliest it can be achieved or utilizing the
presence of alternate modes to resume nominal operation. To this end, consider a scenario
where a fault takes place at time ¢ when the system operates in mode k,, (i.e., o(t;) = kq,),
the fault is detected and isolated at time t; in mode k, (i, o(t;) = k,), and it is repaired
at time £, in mode k;, (i.e, o(t,) = k;), where k,,, k,, k, € K, with ap, a and b the numbers
indexing the sequence of operations and 1 < gy < a < b < I The fault results in the
control actuator reverting to its fail-safe position upon fault occurrence. Recall that ¢, and
t, denote the times when the system is switched out from modes k, and k;, respectively.
The relation between ¢, t;, t,, t, and 1, is illustrated in Fig. 4.3, where a; = g, i.e., the fault
is detected and isolated while the system is in the same mode where the fault occurred
(note that fault occurrence and FDI may not always take place in the same mode). In this
chapter, we focus on severe faults that preclude the possibility of nominal operation in the
active mode k,. In particular, we consider the problem of fault-handling for two types of
the switching schedules: a fixed schedule and a flexible schedule. For the first case, the
switching sequence and switching times are fixed and cannot be changed on-line (e.g., due
to a fixed availability of various streams from other units of a plant), while for the second
case, the switching sequence and switching times can be adjusted, as well as the operating
time in each mode (e.g., due to the availability of raw materials with various conditions).
Note that if the fault is not severe (e.g., a bias that does not lead to the inability to preserve
nominal operation), it can be handled via the inherent robustness of the controller design
[62].

4.3.2 ASSUMPTION OF A WELL DESIGNED NOMINAL SCHEDULE

Before presenting the fault-handling framework, we first formalize an assumption based on
the design of an appropriate switching schedule in the absence of faults. To this end, con-
sider the switched nonlinear system described by Eq. (4.1) that operates under an appro-
priately designed Lyapunov-based predictive control law of Section 4.2.2 for each mode.
Let Q,om «, denote the stability region of equilibrium point x,,,, +, under nominal opera-
tion in mode k;, with 1y, s, the nominal control input, and By ,om ¢, denote a ball of radius
d (defined in Section 4.2.2) around %, 1. Let T denote the maximum time it takes to

reach By uom k, from any x(0) € Q. 1,, and TZOZI,H denote the maximum time it takes to
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Figure 4.3: Schematic of fault occurrence, FDI, and fault repair under the nominal schedule.

reach By o k., from any point within By ;o ,-

Assumption 4.1. For the switched nonlinear system of Eq. (4.1) subject to input con-
straints under the switching schedule of Eq. (4.2) and the Lyapunov-based predictive con-
trol law of Section 4.2.2 in each mode, we have that By ,omk, € Quomp, Vi € {1, ..,
I—1}and Ty, <t — t;Vie {0,...,1— 1}, whereky = Oand t, = 0.

Remark 4.3. Assumption 4.1 merely formalizes what is expected of a well designed nom-
inal schedule, which should have the following property: the system can be stabilized at
the nominal equilibrium point in each mode as it transits to successive modes. To this end,
it requires that the desired neighborhood (a ball of radius d) of the nominal equilibrium
point for each mode be contained by the stability region of the nominal equilibrium point
for the next mode (see Fig. 4.4). We use the desired neighborhood instead of the equi-
librium point due to the discrete nature of the control implementation (the control input
is implemented at the discrete instants) and finite operating time in each mode (generally
the state of a dynamic system can only reach a neighborhood of the equilibrium in finite
time). It also requires that the designed operating time for each mode allow the system to
be stabilized at the corresponding nominal equilibrium point before the next transition.
The second requirement is not conservative in practical cases, such as grade transitions in
chemical processes, where a reasonable amount of product should be generated in each
mode. Therefore, the time taken to stabilize should be sufficiently short compared to the

operating time in a given mode.

4.3.3 HANDLING FAULTS FOR A FIXED SCHEDULE

In this section, we consider the case where there is no flexibility with regard to the switching

sequence and switching times. The keyidea in handling faults then is upon fault occurrence
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Figure 4.4: Illustration of a well designed nominal schedule.

to safe-park the system at an appropriate safe-park point for the active mode such that the
system can be safe-parked in subsequent modes and to ensure that nominal operation can
be resumed after the fault is repaired. To this end, let Q) ;, denote the stability region of a
safe-park point candidate (x,) for mode k;, with u,;, the (reduced) control input of Sec-
tion 4.2.2 to drive the system state to a ball of radius d around that point, which is denoted
by B .. Let Ty denote the additional time it takes to reach By, after FDI, T, the addi-
tional time it takes to reach By ,,om , after the fault is repaired, qu,ki+1 the maximum time it

takes to reach By t,,, from any point within B s, and T,;"Zﬁl the maximum time it takes

i+1

to reach By uom k., from any point within B, (see Remark 4.7 on the estimation of Ty

i+1

and T,). The safe-parking scheme is formalized in Theorem 4.2 below, and the proof of
this theorem can be found in Appendix A.1.

Theorem 4.2. Consider the switched nonlinear system of Eq. (4.1) subject to input constraints,
for which Assumption 4.1 holds, under the Lyapunov-based predictive control law of Section
4.2.2 in each mode. Let t; be the time of fault occurrence, t; be the time of fault detection and
isolation, and t, be the time of fault repair. For x(0) € Qom,o(0) if:

1. x(td) S QSJ{“ and Bd757ki - Qs,ki+1 Vie {a, R 1}

2. Ty<t,—tgand Ty <t —tVi€{q.. ,1-1}

3. Qs,ki - Qnum,ki Vie {a, - l}

then the switching rule

Unom,o(t) (t)a 0<t<ty
u(t) = ¢ ugep(t), ta<t<t (4.7)
Unom,o(t) (t)7 £ S t S 7}

wheret, = t,if T, < t, — t, and t, = t; with j = min{min{i : TL"ZTI <ty —t,i=b,
ooy =1} 1}if T, > t, — t,, guarantees that x(t) € Quomo(n) VE € [0, tf] U [tg, ty] and
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|lx(t:) — Xpomp || < dVie{L,.. a0 — 1} UB,where B={b,..,1}if T, < t, —t,and
B={j+1..,}ifT, >t —t.

Remark 4.4. Theorem 4.2 provides not only the switching logic for the controller but also
the criteria for choosing safe-park points for the switched system of Eq. (4.1). For mode
ki (i = a,..., 1), asafe-park point candidate is termed a safe-park point if (1) the system
state at the time of FDI is within its stability region (for the mode of fault occurrence) or
the neighborhood of the previous safe-park point is contained by its stability region (for
subsequent modes), (2) within the designed operating time for the corresponding mode,
the system can be stabilized at the safe-park point candidate in the presence of the fault, and
(3) its stability region is contained by that of the nominal equilibrium point. The first and
second conditions ensure that the system can be stabilized at successive safe-park points
as it transits to successive modes under the nominal schedule. Besides the consideration
of stability regions, it also imposes a requirement on the time taken to safe-park. If this
condition is not satisfied, it may happen that the state at the transition time is not close
enough to the safe-park point for the mode to which it transits (i.e., outside its stability
region). Then, there is no guarantee that the system can be safe-parked successively. The
third condition ensures that the system state continues to evolve within the stability regions
of the constituent modes at all times except the period between fault occurrence and FDI
(ie. (tf,ts) due to possible FDI delays), from where nominal operation can be resumed

smoothly after the fault is repaired.

Remark 4.5. Most of the requirements in Theorem 4.2 can be verified, and are essentially
used, in the off-line design of safe-park point candidates for the switched system under
the nominal schedule. In particular, “strings” of safe-park point candidates are determined
off-line (e.g., ., - - ., X4, is @ “string” of safe-park point candidates), which satisfy the
conditions in Theorem 4.2 that can be verified off-line. Then out of these candidates, an
appropriate “string” is chosen on-line by considering the system state at the time of FDL
In contrast to the safe-parking framework of Theorem 4.1, it requires simultaneous design
of safe-park point candidates for multiple modes, instead of designing them for each mode
in isolation. Because the times of fault occurrence and fault repair are not known at the
design stage, the safe-park point candidates are designed for all the modes in the nominal
schedule. Note that the second requirement on the time taken to safe-park from one safe-
park point candidate to the next can be readily satisfied in practice (see Remark 4.3 for

more discussion).

Remark 4.6. At the time of FDI, a “string” of safe-park point candidates (e.g., x.t,, - - -
% 1,) are chosen as safe-park points such that the system state is within the stability region
of the safe-park point candidate for the mode (k,) where the fault is detected and isolated,
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and there is sufficient time to safe-park before the next transition (which can be verified
by comparing the remaining operating time in mode k, and the time taken to safe-park
therein). Furthermore, out of all the safe-park point candidates satisfying the requirements
in Theorem 4.2, we can choose one that minimizes a cost function penalizing the distances
between the safe-park points and the nominal equilibrium points, and the control efforts
during safe-parking, if an estimate of the fault repair time is available. Note that in the
context of switched process systems, it might be possible to operate the system nominally
(even in the presence of the fault) in some subsequent mode (if not in the currently active
mode). With such a cost function in place, the safe-park point in a particular mode could
actually be the nominal equilibrium point. This represents a special case of safe-parking in
that mode.

Remark 4.7. Note that the time (T7) taken to safe-park the system in the mode (k,) where
FDI takes place needs to be estimated on-line. However, the computation of Ty under the
predictive controller is computationally demanding even for the nominal system. If one
were to explicitly account for uncertainty, an accurate estimate of Ty would require solv-
ing a computationally expensive min-max optimization problem. One practically imple-
mentable way of estimating T} is to run a simulation under another controller that would
cause the decay of the same Lyapunov function as the predictive controller (one possi-
bility is to use the bounded controller of [109]), under nominal conditions, and multiply
the time taken under the bounded controller by a certain factor to account for robustness
and the fact that the closed-loop system evolves under the predictive controller. This es-
timation is computationally efficient (though conservative), thereby allowing timely cor-
rection of the control action. Similarly, upon fault repair, the time (T) taken to stabilize
in the mode (k;) where the fault is repaired can be estimated through the same procedure
as above. Also note that the proposed scheme does not require an a priori estimate of the
fault repair time, but utilizes a “safe” zone for each safe-park point where the system can be

run up until the switching time or resumption of nominal operation.

Remark 4.8. Note that for switched process systems, (in contrast to the safe-parking of
non-switched process systems [74]), the time (f,) when nominal operation is resumed is
not always the same as the fault repair time (¢,). According to Theorem 4.2, if the time
required to reach the nominal equilibrium point in the mode of fault repair (k;) is less
than or equal to the remaining operating time in that mode, nominal operation is resumed
upon fault repair. Otherwise, the system is safe-parked in mode k;, even after the fault is
repaired. In the latter case, if nominal operation were resumed in mode k;, upon transition
to the next mode there would be no guarantee that at the transition time the system state

is within the corresponding stability region under nominal conditions. Due to this reason,
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nominal operation is only resumed when it transits to a mode (mode j + 1 in Theorem
4.3 if exists) where it can be done within the operating time in that mode (in most cases
this would be the immediate next mode due to the reason stated in Remark 4.3). Note
that it may also happen that nominal operation is not resumed even at the end of the entire
operation (e.g., due to the reason that the fault is not repaired by the total operating time
t;, or there is insufficient time to stabilize at a nominal equilibrium point). In this case,
{i: Tz"zzl <ty —t,i=0>b,...,1— 1} = I (ie, there does not exist a mode where
nominal operation can be resumed), and consequently t, = t; = t.

Remark 4.9. Note that if a fault is detected and isolated when the next transition is im-
minent, a minimum-time predictive controller (one that requires to go to a target region
as fast as possible) could enhance the chance of entering the desired neighborhood of the
safe-park point before the next transition takes place (e.g, for the case where a conserva-
tive estimate of Ty is used). However, it still provides no a priori guarantee of safe-parking
in mode k, due to the constrained input and limited operating time in that mode. To deal
with this extreme situation where there exist no eligible safe-park points for mode k, due to
insufficient time to safe-park, one could incorporate a terminal set constraint in the predic-
tive controller such that the system state at the time of transition is constrained to be within
the stability region of the safe-park point for the next mode. If the optimization problem
in the predictive control formulation is initially and successively feasible, then at the time
of transition, the system state will be within the stability region of the safe-park point for

the next mode, thereby realizing successive safe-parking.

4.3.4 HANDLING FAULTS FOR A FLEXIBLE SCHEDULE

In general, the presence of switched dynamics adds additional complexity that needs to be
handled in the control design for fault-free systems (see, e.g., [72, 93, 118]) and the safe-
parking design in Section 4.3.3. Although the safe-parking scheme can provide a guarantee
for safe operation and resumption of nominal operation, it cannot essentially prevent non-
nominal operation (e.g., leading to off-spec product and additional costs for further pro-
cessing). The presence of additional modes of operation, however, also presents a unique
possibility of handling faults in switched process systems. In this section, we consider the
scenario where there is flexibility in the switching schedule, and present a safe-switching
scheme which exploits the switched nature of the system (i.e., utilizing the possibility of
operation in multiple modes) to continue nominal operation, thereby maximizing on-spec
(although possibly off-schedule) product in chemical processes. The key idea s to seek and

switch to a target mode k, (if exists and available) where nominal operation can be contin-
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ued by using the depleted control action, which is formalized in Theorem 4.3 below (the
proof of this theorem can be found in Appendix A.2). To this end, let Ci. denote the can-
didate safe-park set of Eq. (4.5) for mode k., Q. denote the stability region of the nominal
equilibrium point x,,,, ;. with the reduced control action, and #;,_ denote the correspond-
ing control input to stabilize at x,,,, .. For the sake of simplicity, it is assumed that ch is
characterized by using the same control Lyapunov function as 0 . Consequently, we have
Q. © Qomk.-

Theorem 4.3. Consider the switched nonlinear system of Eq. (4.1) subject to input constraints,
for which Assumption 4.1 holds, under the Lyapunov-based predictive control law of Section
4.2.2 in each mode. Let t; be the time of fault occurrence, t; be the time of fault detection and
isolation, and t, be the time of fault repair. For x(0) € Qiom,o(0)s if:

1. x(td) € Qs}ka g Qnom,ka

2. k. € Ksuchthatc > a, Xyom i, € (Afkc, and By, C ch

then the switching rule

unom,cr(t) (t)a 0 S t <ty
ug i, (1), t<t<t
u(t) = o : 4.8

Unom,o (t) (t>7 tz S t S t;

where t, is the earliest time such that x(t) € . after fault detection and isolation, . =
max{t, + T, t,, t, + t. — t._ } with T, the additional time taken to reach B non, 1. after time

/ / t .
t,and o’ : [ty, 4] — K refers to the updated switching schedule of k, N L

[ !
R s end witht, = t_, +t —t,_1 Vi € {c+1,... 1}, guarantees that
x(t) € Quomo() Vt € [0, 8], ||x(t:) — Xpomi || < dVie{1,.., a0 — 1}, x(t) € Quom,or(s)
Vit e [tg, t)], and ||x(t) — xpomp || < dVie {c .., 1}

Remark 4.10. The presence of multiple modes provides another option to realize FTC
for switched nonlinear process systems in addition to the safe-parking scheme of Theorem
4.2. In particular, to exploit the presence of multiple modes, Theorem 4.3 requires switch-
ing the system to a mode (if exists and available) which can tolerate the failed actuator
(i.e, nominal operation is achievable with the depleted control action: &, . € ékf) ,and
dictates when the switching should be made and how the remaining operation should be

followed. To ensure a safe-switching, it requires a safe-park point (e.g, x, ) for the mode
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(k,) where the fault is detected and isolated such that its neighborhood resides in the sta-
bility region () of the nominal equilibrium point for the target mode (k) to which it
is switched with the reduced control action. Upon FDI and identification of such a mode,
the system is not switched to mode k, immediately. Instead, the system state is first driven
to move towards the safe-park point x 1, , and the switching is executed when it enters the
stability region Q.. The system operates in mode k, at least till the system state reaches
the neighborhood of the nominal equilibrium point (£, > ¢, + T.) and also till the time
of fault repair (£, > t,), which is possible due to the flexibility of operation. Even after the
fault is repaired, the system still operates in the target mode to ensure the completion of
the designed operating time if it is not met at the time of fault repair (£, > ¢/ +t. — t,_;).
After the system is switched out of mode k, the rest of the switching schedule is followed
(owing to Assumption 4.1).

Remark 4.11. In principle, Theorem 4.3 could require choosing a target mode (k) such
that the system state at the time of FDI is within the associated stability region (if such a
mode is available). In that case, immediate switching upon FDI would be allowed. How-
ever, the proposed two-stage operating policy: safe-parking in mode k, (although without
completion) and resumption of nominal operation in mode k, can significantly enhance
the chance of resuming nominal operation in the presence of the fault with guaranteed sta-
bility (e.g., for the case where the system state at the time of FDI does not reside in the
stability region of the nominal equilibrium point for any mode where nominal operation
can be preserved). Note also that switching to an alternate mode could result in changes
in the switching times and/or the switching sequence. In particular, if the target mode dic-
tated by Theorem 4.3 is the next mode in the original schedule, it then essentially ends up
only requiring a change in the switching time, enabling the continuation of the rest of the
switching schedule. Otherwise, the switching sequence is adjusted as well by jumping over
operation in modes between k,, . . ., k.. The mode k, is preferably the earliest eligible tar-
get mode in the remaining part of the nominal schedule to minimize skipping over modes
of operation. After the revised switching sequence is completed, the supervisor could try

operating the system in the missed modes (if possible) through rescheduling.

Remark 4.12. Note that the idea of control structure reconfiguration [27, 64] can also be
utilized to enhance the chance of continuing nominal operation in the presence of the fault
(e.g., for the case where nominal operation cannot be preserved in any mode under the
active control configuration). In the reconfiguration-based approach, a set of control con-
figurations with different choices of manipulated variables (e.g., indexed by 1, . . ., p’) are
designed, and the stability region associated with each control configuration under nomi-

nal conditions is characterized (for each mode where nominal operation is possible under
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the corresponding control configuration). The basic idea of this approach is to activate an
appropriate backup control configuration to achieve nominal operation in the presence of
the fault. To incorporate this approach in the proposed safe-switching scheme, Theorem
4.3 can be modified to allow choosing a target mode k. and a backup control configuration
j at the time of FDI that satisfy the corresponding requirements. In this case, the backup

control configuration is activated at the same time as switching to mode k..

4.4 SIMULATION EXAMPLES

In this section, we first illustrate the details of the proposed framework via a switched chem-
ical reactor example in Section 4.4.1. Then, application to a polymerization process of

MMA subject to uncertainty and measurement noise is demonstrated in Section 4.4.2.

44.1 ILLUSTRATIVE SIMULATION EXAMPLE

In this section, we illustrate the key ideas of the safe-parking and safe-switching framework
via a CSTR example, where an irreversible, first-order exothermic reaction of the form A
£ B takes place. The process operates in three modes out of five candidates. For each
mode, the inlet stream is composed of pure A with concentration C, ;,, flow rate F,, and

temperature T}, ,. The mathematical model for the process is of the following form:

. F, _
Ca = 7(CA,m - CA) - koe E/RTRCA
4.9)
. F, —AH (
Tk = —(Tine — Tr) + ( )koe*E/RTRCA + Q
|4 PmCP mePV

where C, is the concentration of species A in the reactor, Ty is the temperature of the
reactor, Q is the rate of heat added to/removed from the reactor, ko, E, and AH are the
pre-exponential constant, the activation energy, and the enthalpy of the reaction, respec-
tively, ¢, and p, are the heat capacity and density of the reacting mixture, respectively, and
o € {1,2,2/, 3,3’} is the switching signal. Under fault-free conditions, the control objec-
tive is to stabilize the reactor at the unstable equilibrium points N; (0.80 kmol/m?, 387.5
K), N,(0.60 kmol/m?, 395.0 K) and N3(0.80 kmol/m?, 402.5 K) in three modes (regard-
less of the switching schedule), respectively. In the control and fault-handing design, we
consider a primary control configuration, with C, ;, and Q as manipulated variables, and a

backup control configuration, with Cy ;, and T}, ; as the manipulated variables. The inlet
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Table 4.1: Process parameters for the switched chemical reactor example of Section 4.4.1.

174 0.1 m3
R 8.314 kJ/kmol-K
ko 72 x 10° min~!

E 8314 x10*  KJ/kmol
AH —4.78 x 10*  kJ/kmol

Cp 0.239 kJ/kg-K
P 1000.0 kg/m?
F 0.35 m3/min
Tin,1 315.0 K
F, 0.30 m3/min
Tin 315.0 K
F; 0.50 m3/min
Tin3 335.0 K
Fy 0.25 m3/min
T 325.0 K
Fy 0.35 m?/min
i 300.0 K

concentration is subject to the constraint of 0 < Ca;, < 2.8 kmol/m?’. The rate of heat
input Q = Qu + Qu + Q,, where 0 < Qyy, Qi < 45KkJ/sand —90k]/s< Q. < 0
represent the effects of two heating streams and one cooling stream, respectively, and con-
sequently —90k]J/s < Q < 90Kk]/s. The constraint on the temperature of the inlet stream
is29S K < T, , < 365 K. The process parameters can be found in Table 4.1. The steady-
state values of the manipulated input variables can be computed accordingly. Therefore,

they are omitted for brevity.

To demonstrate the necessity to account for the switched nature of the process in the
safe-parking scheme, consider a nominal schedule of 1 gmiy 5 20 3 XM end. In order to
characterize the stability regions, we consider quadratic Lyapunov functions of the form
V(x) = «"Px (also in Section 4.4.2), where P is positive definite. The P matrices for the
nominal equilibrium points of modes 1, 2, and 3 are [ 1> o 915 ], [3 0.0014 ], and [ .0306 )»
respectively, and the associated stability regions €2,  are plotted in Fig. 4.5. Consider the
failure of one of the heating valves, which reverts to the shut position upon fault occurrence,
leading to —90k]J/s < Q <45KkJ/s. The fault considered precludes the possibility of nom-
inal operation under both the primary and backup control configurations in all the three
modes (i.e. there exists no available value of the manipulated variables such that the nom-
inal equilibrium point continues to be an equilibrium point in the presence of the fault).

We design safe-park point candidates S, (0.85 kmol/m?, 405.0 K) and S; (1.30 kmol/m?,
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Figure 4.5: Closed-loop state trajectory for the switched chemical reactor example of Section 4.4.1
with a fixed schedule when the heating valve fails at ¢, = 0.05 min. The dashed trajectory shows
the case when the safe-park point candidate S} is used for mode 1 without considering the switched
nature of the process and results in instability. The solid and dotted trajectories show the cases when
S1, Sz, and S; satisfying the conditions in Theorem 4.2 are chosen as safe-park points and nominal
operation is resumed upon fault repair at £, = 8.5 min and t, = 12.5 min, respectively.

405.0K) formode 1, S, (0.75 kmol/m?, 410.0 K) for mode 2, and S; (0.85 kmol/m?, 412.5
K) formode 3, for which the P matrices are [ 5 34 | [ 033 0052 ) [ 0.7 001 [y and [ 56 033 ),
respectively. The associated stability regions are omitted to maintain legibility in Fig. 4.5.
In the predictive controller design of Section 4.2.2, a sampling time A = 0.01 min and a
prediction horizon T = 2A are used. Let Q,, and R,, be matrices penalizing the deviations
of the state and manipulated variables from their nominal values (also in Section 4.4.2).
For the primary control configuration, Q,, is an identity matrix, and R, is a diagonal matrix
with 10*and § x 107 as the elements on the diagonal. For the backup control configura-
tion, Q,, remains the same, and R,, is a diagonal matrix with 10* and 1 as the elements on

the diagonal.

Consider a scenario where the process starts from O(1.5 kmol/m?, 396 K) € Q,,,,; in
mode 1, and the heating valve fails at time ¢y = 0.05 min when the process state is at F(1.31
kmol/m?, 400.8 K), as shown in Fig. 4.5. If we choose a safe-park point candidate S| ig-
noring the switched nature of the process and only utilizing the safe-parking framework

of [74], it results in the system being stabilized at S} in mode 1. The controller, however,
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Figure 4.6: Evolution of (a, b) state and (c, d) manipulated input profiles for the switched chemical
reactor example of Section 4.4.1 with a fixed schedule when the heating valve fails at ff = 0.05 min.
The solid and dotted lines show the cases when Sj, S,, and S; satisfying the conditions in Theorem
4.2 are chosen as safe-park points and nominal operation is resumed upon fault repair at t, = 8.5

min and ¢, = 12.5 min, respectively.

fails to drive the process state to move towards S, after it is switched to mode 2, as shown
by the dashed trajectory in Fig. 4.5. Because S| is not within the stability region of the
safe-park point candidate S, for mode 2, there is no guarantee that the corresponding Lya-
punov function can be made negative initially and successively using the reduced control
action upon the mode transition. In contrast, if the safe-parking scheme of Theorem 4.2
is followed (S, S,, and S; are chosen as the safe-park points simultaneously), the process
is safe-parked at S; and S, successively, and nominal operation is resumed in mode 2 and
continued in mode 3 if the fault is repaired at time £, = 8.5 min (see the solid trajectory
in Fig. 4.5). If the fault is repaired at time £, = 12.5 min when the process operates in
mode 3 (but before it is stabilized at S3), the controller is immediately switched to drive
the process state to move towards N3 upon fault repair (see the dotted trajectory in Fig.
4.5), and nominal operation is resumed in mode 3. The state and input profiles for both

the cases are plotted in Fig. 4.6. These results demonstrate that it is essential to account for
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Figure 4.7: Closed-loop state trajectory for the switched chemical reactor example of Section 4.4.1
with a flexible schedule when the heating valve fails at ff = 0.05 min. The dashed and dash-dotted
trajectories show the cases when the process is immediately switched to modes 2’ and 3/, respec-
tively, upon fault occurrence. The solid and dotted trajectories show the cases when the proposed
framework is used and the process is switched to modes 2’ and 3’ only after it is detected that the
process state enters the stability regions Q, at £} = 0.25 min and Qy at #; = 0.44 min, respec-
tively.

the switched nature of the system when choosing safe-park points.

To illustrate the safe-switching framework for a flexible schedule, consider nominal
schedules 1 <25 2/ 22 3 00 o g and 1 £ p 20y g 2mp end, with the flexibility of
switching to and operating in any mode. The same fault scenario is considered except that
it is repaired at time t, = S min. For modes 2" and 3/, the P matrices are [%¢ , 2, ] and
[ o555 5:0623 ], respectively, under the primary control configuration. The P matrix remains
the same for mode 2’ under the reduced primary control configuration, with Q. the stabil-
ity region, anditis [ &3 ;92 ] for mode 3’ under the backup control configuration, with Qs
the stability region (see Fig. 4.7). Note that in the presence of the fault, nominal operation
can be continued in mode 2’ under the (reduced) primary control configuration as well
as in mode 3’ under the backup control configuration. As discussed in Remark 4.11, if we
simply switch the process to mode 2’ or 3’ upon fault occurrence, the controller is unable
to drive the process state to move towards the corresponding nominal equilibrium point

(see the dashed and dash-dotted trajectories in Fig. 4.7). In contrast, nominal operation is
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Figure 4.8: Evolution of (a, b) state and (c, d) manipulated input profiles for the switched chemical
6 min 20 mi

reactor example of Section 4.4.1 with a flexible schedule of 1 — 2’ 2m 3 2 ond when the
heating valve fails at ff = 0.0S min. The process is switched to mode 2’ after it is detected that the

process state enters the stability region Qy att, = 0.25 min.

resumed if we first drive the process state to move towards S; and then switch the process
to mode 2’ or 3’ as soon as it is detected that the state enters the stability region Qy (at
time £, = 0.25 min) or Qy (at time £, = 0.44 min), as shown by the solid and dotted
trajectories in Fig. 4.7. After the fault is repaired at time ¢, = 5 min, in the case where
the process is switched to mode 2/, nominal operation in mode 3 is also achieved upon the
transition to mode 3 at time #, = 6.25 min (after waiting for the designed operating time
in mode 2’), while in the case where it is switched to mode 3/, the process finishes after the
designed operating time in mode 3'. The corresponding state and input profiles are shown
in Figs. 4.8 and 4.9, respectively. Instead of operating at the safe-park point, the off-spec

product is reduced by exploiting the switched nature of the process.
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Figure 4.9: Evolution of (a, b) state and manipulated (c, d, e) input profiles for the switched chem-

ical reactor example of Section 4.4.1 with a flexible schedule of 1 Gmip o 12mir 57 2000 o1 1d when

the heating valve fails at t; = 0.05 min. The process is switched to mode 3’ after it is detected that
the process state enters the stability region Q3 at#; = 0.44 min. The backup control configuration

is activated at the same time.
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4.4.2 APPLICATION TO AN MMA POLYMERIZATION PROCESS

Consider a nonisothermal free-radical polymerization process of MMA (studied in the
context of feedforward/feedback controlin 84, 119] and optimization of grade transitions
in [120]):

chm,in,cr - (Fm + FI)Cm
|4

Co = — (2, B/X 4 7, e E/RT) C,Po(C, T) +

. F C in — Fm + F C
CI = —ZI(??EI/RTCI + L ( I) !

v
. —AH A Pm F Tin o T
- Zpepr/RTCm PPo(CI, T) — (T — T]) 4 (F + Fr) (T, )
Pmbp P'"CPV v
Dy = (0.5Zg.e™ "/ + Zy,e /KT [Po(Cy, T + 24,6/ X7 C,uPo(Cr, T)
_ (Fw+Fi)Dy
|4
) F, + F;)D
D, = M, (Z,e ®/* + Z; ¢ Fn/RT) C,.Po(Cr, T) — (P + F1)Dy +V IDy
. E, UA
T':_Twin_T' T-T,
/ Vo ( ’ }) + PwaVD ( })
(4.10)
where 0.5
2 C1Ze EI/RT '
PO(CI, T) _ fSK 1£1€

ZTde—ETd/RT + ZTce—ETC/RT

C,, and C; represent the molar concentrations of monomer and initiator, respectively, T
and T represent the reactor and jacket temperatures, respectively, and Dy and D, represent
the molar and mass concentrations of dead chains, respectively. In this study, we use the
number average molecular weight D; /Dy to characterize the polymer grade and focus on a
single grade change from 2.5 x 10* kg/kmol (¢ = 1) to 3.5 X 10* kg/kmol (¢ = 2), with
the reactor temperature maintained at 335 K, by manipulating the volumetric flow rate of
the initiator 0.0007 m* /hr < F; < 0.1 m?/hr and the volumetric flow rate of the cooling
water 0.3 m®/hr < F,, < 6 m®/hr, where F,, = F,; + F,,, with 0.3 m*/hr < F,,; < 4
m?/hrand 0 < F,,, < 2m?/hr (two cooling valves are used).

. . . 4hr _ 10h . .
The nominal schedule considered is 1 —» 2 —» end, where the inlet stream is com-

posed of monomer with concentration C,, ;, ; = 6.0 kmol/ m?, Cynin2 = 6.Skmol/ m?and
temperature T}, ; = 350 K, T}, , = 355 K. The other process parameters can be found in
[119, 120], and the steady-state values of the state and manipulated variables can be com-

puted accordingly. Let x,,,,, ; and x,,,, , denote the nominal equilibrium points for modes
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1 and 2, respectively. In the predictive controller design of Section 4.2.2, the P matrices
are obtained by solving the Riccati equation for the linearized system. The sampling time
A = 18 s, the prediction horizon T = 2A, Q,, is an identity matrix, and R, is a diago-
nal matrix with 10* and 1 as the elements on the diagonal. To demonstrate the robustness
with respect to uncertainty and measurement noise, we consider errors in the frequency
factor Z; and the heat of reaction AHp of magnitude 10% and sinusoidal disturbances in
the inlet monomer concentration and the temperature of the inlet streams of amplitudes
0.01 kmol/m?® and 0.5 K, respectively, and period of oscillation of 10 minutes, as well as
measurement noise of magnitude 0.1% around the nominal values. To alleviate the effect

of noise, filtered measurements are used to calculate the control input.

We consider two scenarios: (1) both the cooling valves fail and revert to their fully
open positions, and (2) only the valve used to control F,,; fails and reverts to its fully open
position. In either of the two cases, the fault takes place at time ¢; = 2 hr when the process
operates at the nominal equilibrium point of mode 1, and it is repaired at time ¢, = 7 hr.
For both scenarios, the key problem is to determine the operating policy in the presence
of the fault by accounting for or exploiting (if possible) the switched nature of the process
to minimize off-spec product. To this end, we design safe-park point candidates S; and S|
for mode 1 and S, for mode 2, with the number average molecular weight 24497, 24788,
34854 kg/kmol and reactor temperature 334.17, 334.59, 334.89 K, respectively.

First, we consider the scenario where both the cooling valves fail, resulting in F,, = 6
m?®/hr. Note that while the use of stability regions () in implementing the safe-parking
framework provides the necessary guarantee, the set IT which is much easier to compute
(and typically larger than Q) can be used to practically implement the proposed frame-
work. To this end, we choose S; and S, as the safe-park points for modes 1 and 2, respec-
tively, since X, is in the set IT of S;, S is in the set IT of S,, and S, is also in the set IT
of Xyom 2. According to Theorem 4.2, the process is first safe-parked at S; in mode 1 and
then safe-parked successively at S, after the mode transition. Upon fault repair, nominal

operation is resumed in mode 2 using the complete control action, as shown in Fig. 4.10.

Next, we demonstrate the scenario where it is possible to continue nominal operation
in another mode. To this end, consider the scenario where only the valve used to control
F,, fails, leading to 4 m®/hr < F,, < 6 m?/hr. In this scenario, the proposed framework
dictates safe-parking the process at S| in mode 1 (the set IT of S| includes x,,, 1 and S
also resides in the set IT of x,,,, ). Note that, as discussed in Remark 4.6, when there are
multiple safe-park points that satisfy the requirements of Theorem 4.2 (in this case, both S,

and S| are eligible), we pick a safe-park point that minimizes the deviation from the desired
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Figure 4.10: Evolution of (a, b) grade and (¢, d) input profiles for the MMA polymerization process
when both the cooling valves fail at t; = 2 hr. The safe-parking framework of Theorem 4.2 dictates
safe-parking at S; and then at S;. Nominal operation is resumed in mode 2 upon fault repair at

t. = 7hr.

product specifications. In this case, the point S} yields a product closer to the desired grade.
Hence, the process is safe-parked at S| instead of S;. Thereafter, when the process transits
to mode 2, resumption of nominal operation is achieved, as shown in Fig. 4.11. Note that if
the inlet stream of mode 2 were available earlier (i.e., the switching schedule were flexible),
the proposed framework would dictate switching to mode 2 instead of safe-parking the
process in mode 1 according to Theorem 4.3. In summary, the proposed framework is
able to achieve safe-operation, as well as continuation of nominal operation upon or even
before (when possible) fault repair for the MMA polymerization process in the presence

of uncertainty and measurement noise.
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Figure 4.11: Evolution of (a, b) grade and (¢, d) input profiles for the MMA polymerization pro-
cess when the cooling valve used to control F,, fails at {f = 2 hr. The safe-parking framework of
Theorem 4.2 dictates safe-parking at S}. Nominal operation is resumed in mode 2 upon the mode

transition at f; = 4 hr.
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4.5 CONCLUSIONS

This chapter presented a safe-parking and safe-switching framework to handle actuator
faults in switched nonlinear process systems subject to input constraints. The faults con-
sidered preclude the possibility of operation at the nominal equilibrium point in the active
mode. Two cases were considered according to whether or not the switching schedule
can be altered during the production process. For the case where the switching schedule
is fixed, a safe-parking scheme was designed, which accounts for the switched nature, to
operate the process at successive safe-park points as it transits to successive modes, which
allow resumption of nominal operation after the fault is repaired. For the case where the
switching schedule is adjustable, a safe-switching scheme was designed, which exploits the
switched nature, to switch the process to a mode (if exists and available) where nominal
operation can be preserved (through control structure reconfiguration when necessary) to
continue nominal operation. The key ideas of the proposed framework were illustrated via
a switched chemical reactor example, and the robustness with respect to uncertainty and

measurement noise was demonstrated on an MMA polymerization process.
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CHAPTER S

INTEGRATED FDI AND SAFE-PARKING OF NET-

WORKED NONLINEAR PROCESS SYSTEMS'

5.1 INTRODUCTION

The previous chapter addresses the problem of safe-parking for an isolated unit by account-
ing for the changes in process dynamics. Most processes in chemical industries, however,
use a complex integration of streams for many purposes, such as carrying the materials to
multiple units or improving the heat economy of the plant (see [122] for control designs
considering the networked nature of the process). The network structure of a chemical
plant adds another layer of complexity in the practical implementation of the safe-parking
approach. The key problem that needs to be addressed is how to wisely choose a safe-park
point that can help prevent the effect of faults propagating through the network. This prob-
lem has been studied for systems with simple network structure where multiple units are
connected in series (see [76]), where a region that is able to preserve nominal operation
in the downstream unit is characterized for the unit where a fault takes place. The choice
of a safe-park point within this region allows the continuation of nominal operation in the

downstream unit. Consequently, the effect of faults will not propagate through the fur-

! The results in this chapter have been published in:

a. M. Dy, R. Gandhi, and P. Mhaskar. An integrated fault detection and isolation and safe-parking
framework for networked process systems. Ind. & Eng. Chem. Res., 50:5667-5679, 2011.

b. M. Du, R. Gandhi, and P. Mhaskar. Fault detection and isolation and safe-parking of networked
systems. In Proceedings of the 2011 American Control Conference, pages 3146-3151, San Francisco,
CA, 2011.
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ther downstream units. If there do not exist possible safe-park points within this region,
the two units need to be safe-parked simultaneously, and the same procedure is repeated
to determine whether nominal operation can be preserved in a further downstream unit.
Sequentially choosing safe-park points, however, does not address the inherent intercon-
nection among the units, which may lead to a missed opportunity of continuing nominal
operation in an early unit. Furthermore, the method developed for units in series does not
remain directly applicable to more complex networks with parallel and recycle structures,

and no FDI designs are explicitly considered in [74-76].

Motivated by the above considerations, This chapter considers the problem of FDI and
fault-handling for networked process systems subject to actuator faults. It is assumed that
the failed actuator reverts to its fail-safe position and precludes the possibility of nomi-
nal operation in the affected unit. A robust FDI design is first presented, where relations
between the prescribed inputs and state measurements in the absence of faults are con-
structed with the consideration of uncertainty. A fault is detected and isolated when the
corresponding relation is violated. An algorithm is then developed to determine the units
that need to be safe-parked during the fault repair period and generate possible safe-park
points for the affected units. The implementation of the safe-parking techniques is trig-
gered by the isolation of a fault, which can localize the effect of the fault in a subsystem
of the networked plant. The efficacy of the integrated FDI and safe-parking framework is

demonstrated on a chemical process example comprising three reactors and a separator.

The remainder of this chapter is organized as follows. Section 5.2 presents the descrip-
tion of the networked process systems and the problem statement, followed by a review of
the safe-parking approach for FTC. Section 5.3 presents the robust FDI design. In Section
5.4, the algorithm is proposed for safe-parking of networked process systems. In Section
5.5, the simulation results are presented. Finally, Section 5.6 presents some concluding

remarks.

5.2 PRELIMINARIES

In this section, we describe the class of process systems considered, followed by a chemical
process example, present the problem statement, and review the safe-parking approach for
FTC.
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5.2.1 PROCESS DESCRIPTION

Consider a networked process system comprising M units, described by the following or-

dinary differential equations:

X :fl(xl) + G1(9€1)(u1 + fﬁ) + ZRl,j(xl)xj + Wl(xl)el
&= fi(x) + Gil) (wi+ i) + ) Rejla)a + Wilx,)6, (5.1)
j=1,j#
e = fu(ar) + Gaa(ear) (g + iiag) + Y Ragy(ar)35 + Wig (1) Oy

j=1

where x; = [x;1,...,%;,]" € R% i € M := {1,..., M} denotes the vector of state
variables for the ith unit, u; = [u;1,..., 4,7 € R™, i € M denotes the vector of
constrained manipulated variables for the ith unit, taking values in a nonempty convex
setUy = {u; € R™ : Uimn < U < u,-’max}, with #; i = [ui,l,mina cee ui,mhmm]T
T

)
Uimax = |[Wilmaxs---sUimma) € R™ the constraints on the manipulated variables,
o= [y, .. ,ﬁi7mi]T € R™ denotes the fault vector, with u; + u; € U, and 0; =
01, -, Gi,ql]T € R% Oimin < 0; < 0 denotes the vector of bounded un-
certain variables affecting the ith unit, with 0, pin = [0 1.mins - - - 5 Gi,qi,mm]T, Oimax =
[0 1 maxs - - - 7ei,qi,max]T € R the bounds on uncertainty. Fori = 1,...,M, the vec-
tor function fi(-) = [fi1(-),....fin(-)]", where f,;(-) denotes the jth element of f;(-),
j = 1,...,n;, and the matrix functions G;(-) = [g:1(:)", ..., g (-)"]", where g;(-) de-
notes the jthrow of Gi(+),j = 1,...,m, Ri;(-) = [ri;n ()T, ..., riju(-)T]T, where r;,(+)
denotes the Ithrow of R;;(-), = 1,...,n,and Wi(+) = [wi1(-)", ..., wi,()"]", where
w;;(-) denotes the jth row of Wi(-),j = 1,...,n; are assumed to be sufficiently smooth
on their domains of definition. The ith row in Eq. (5.1) describes the subsystem for unit i,
which is connected with units indexed by M\ {i} (the notation A\B, where A and B are
sets, refers to the relative complement, defined by A\B = {x € A : x ¢ B}). Itisassumed
that the origin, ie, x; = 0,i € M, is the nominal equilibrium point for each subsystem
under nominal conditions (i.e., #; = 0,0, = 0, and xj = Oforallj € MA\{i}). Each unit i
is controlled by a local robust controller with a stability region denoted by Q,,,; (see [75]

for one example of a robust control law with a well characterized stability region), and the
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state information is shared between the controllers for interconnected units. Piecewise
constant control is implemented, i.e., u(t) = u(t;), forallt € [t, i1, ), where t; := kA,
k = 0,...,00, with A the execution period during which the input is kept constant. In
this chapter, we focus on the state feedback problem, where the measurements of x;(t) for
alli € M are assumed to be available for all t > 0.

5.2.2 MOTIVATING EXAMPLE

F, Ta Fp Ta .
CA,r CA,r v
F2,in TZ,in

Fl,in Tl,/'n
Chat,in

Ql,c

F T
=— Fain Ta,in |
Casin |

Reactor-2
F3in T3,in

Reactor-1

Fo Ta
Caa

Separator

Reactor-3

Figure 5.1: Schematic of the networked process system comprising three reactors and a separator
of Section 5.2.2.

To motivate the present work, we consider a networked process system comprising three
reactors and a separator with two parallel streams and a recycle stream, as shown in Fig.
5.1 (a similar example is considered in the context of distributed model predictive con-
trol [123]). In this plant, three parallel irreversible elementary exothermic reactions of the
form A =1 B A LI U, and A 54 R take place in the reactors, where A is the reactant
species, B the desired product, and U, R the undesired byproducts. The feed to reactor-i,
i = 1,2, 3, consists of reactant A at a flow rate F; jn, concentration Cy; y, and temperature
T; - The outlet stream of reactor-1 at a flow rate F; is split into two streams such that 61.5%
of the flow (Fy) goes to reactor-2 and the rest (F3) to reactor-3. Then, the outlet streams
of reactor-2 and reactor-3 go to the separator, where reactant A is separated from the prod-
ucts B, U, and R, and recycled back to reactor-1. It is assumed that the reactions taking
place in the separator are negligible, the molecular weight of the solvent is the same as that

of species A, and the products and solvent have the same volatility. Due to the nonisother-

104



Ph.D. Thesis - M. Du McMaster University - Chemical Engineering

mal nature of the reactions, each reactor is provided with two coils to add/remove heat

to/from it. Under standard assumptions, the mathematical model for the process takes the

following form:
Reactor-1
dCAl Fl,in . F,,
= (Carin — Ca1) — E;R,(CAI, T)) + VI(CA,V — Ca1)
j=
(5.2)
dTl FI in (_AI_I]) r
L= T+ R(Ca1, Ty) + —(T4 — +
dt V1 ( 1 1) ]:Zl PCp ]( Al 1) 1( 4 1) PCpVI
Reactor-2
5 v, A2 in A2 - i(Caz, 12 v Al A2
dT,  F, : (—AH)) Fao _Qz
_— = : T in T + R C ) T + BT T - T +
" v, (T, 2) ,2—1: os, i(Caz, Ta) Vz( 1= T,) pc, Vs
(5.3)
Reactor-3
dCA3 F3,in : F30
= (o= C) = ER]-(CM,, T3) + 1 (Ca = Cua)
=
dT3;  Fs; ; (_AHf) 30 <&
_— = : T in T + R C ) T + BT T - T +
" V3( 3, 3) 121: e, i(Cas, Ts) 3( 1 — Ts) oo,V
(5.4)
Separator
dCau F, F, + Fp
— 2 (Cagin — Caa) + Catin — Car
dt V4( . ) Vy (Cas )
dT F in
— = Ty — Ty) + &
v, PepVa
Cax(Fain + Fao) + Ca3(F3 4y + F
Caa,in = w(P 20) (B, ) (8.5)

F, iy + Fy0 + F3, + F3
T, — T2(Fain + Fyo) + T3(Fs,, + F3o)
i Fyin + Fao + F3 0 + Fao

_ aCasp
CAr -
’ P —|‘ ((l — I)CA4MW

where Cy; is the concentration of species A, T; is the temperature, Q; is the rate of heat
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Table 5.1: Process parameters for the networked process system of Section 5.2.2.

Parameter Value Unit Parameter Value Unit
T in 300 K Vs 1.0 m?
T2,in 300 K ¢ 0.231 kJ/kg-K
T3, 300 K p 1000.0 kg/m?
Fyin 5 m3/hr R 8.314 kJ /kmol-K
Fyin 3.077 m?>/hr MW 50 kg/kmol
F3 1.923 m3/hr a 1.25 -

F, 2 m?>/hr CAl,in,min 0 kmol/m?3
F, 0 m?3/hr CAlL,in,max S kmol/m3
k1o 3.0x10°  hr! Qimn  —1x10°  KJ/hr
kao 3.0 x 10° hr! Q1 max 1 x 10° kJ/hr
k3o 3.0 x 10° hr! CA2,inmin 2 kmol/m?
E, 5.00 x 10*  KkJ/kmol  Ca2 inmax 4 kmol/m3
E, 7.53 x 10*  kJ/kmol = Qymn  —S5 X 10° kJ/hr
Es 7.53 x 10*  KJ/kmol Q2 max 2 x 10° kJ/hr
AH, —5.0 X 10*  kJ/kmol  Ca3 in.min 1.5 kmol/m?3
AH, =52 x 10" KJ/kmol  Ca3 inmax 3.5 kmol/m3
AH; —5.4x10* Kk/kmol  Q3min  —S5 X 10° kJ/hr
Vi 1.0 m3 Q3. max 1x10° kJ/hr
V, 0.8 m? Qimin  —1x 10* kJ/hr
Vi 0.5 m3 Q4 max 1 x 10* kJ/hr

input, V; is the volume, with subscript i denoting reactor-i (i = 1, 2, 3) or the separator
(i = 4), Rj(CAi, T, = kjoe*Ei/ RI:C,; is the reaction rate for the jth reaction in the ith
reactor,j = 1,2, 3, kjo, E;, AH; denote the pre-exponential constant, the activation energy,
and the enthalpy of the three reactions, respectively, MW is the molecular weight, ¢, and
p denote the heat capacity and the density of the fluid in the reactor, respectively, a is the
relative volatility, and F;, F,, F, denote the flow rates of the bottom product stream, the
recycle stream, and the remaining top stream from the separator, respectively. The process

parameters are given in Table S.1.

The control objective under fault-free conditions is to maintain the concentration and
temperature in each unit at their desired values. The manipulated variables for reactor-i are
the concentration of species A in the feed stream, denoted by Cj; ;,, and the rate of heat
input to the reactor, denoted by Q; = Q; + Q; with Q; . and Q, ; representing the effects
of cooling and heating, respectively. For the separator, the only manipulated variable is the
rate ofheat input, denoted by Q4. The nominal values for the process state and manipulated
variables can be found in Table 5.2, where N denotes the nominal equilibrium point. There

exist uncertainty in parameter k;o of magnitude £2% and sinusoidal disturbances in the
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Table 5.2: Steady-state values of the state and manipulated variables for each unit in the networked
process system of Section 5.2.2.

Variable N Si S, S3 Unit
Ca1 2.3762 3.1907 2.1737 2.8876  kmol/m3
T, 328.03 363.54 351.76 327.20 K
Caz 1.7847 1.7847 1.7847 2.1128  kmol/m3
T, 432.99  432.99 432.99 426.08 K
Caz 1.7847 1.7847 1.7847 1.7847  kmol/m?
Ts 432.99  432.99 432.99 432.99 K
Cas 1.7206 1.7206 1.7206 19161  kmol/m?
T, 432.99  432.99 432.99 428.74 K

Cal,in 2.5 3.75 2.25 3125  kmol/m’
Q -2 x10* 1 x10* 1 x 10* —2x10*  KJ/hr
Caz,in 2.25 2.25 2.5335 2.25 kmol/m?
Q 0 0 —2.3609 x 10* 0 kJ/hr
Ca3z,in 2.25 2.25 2.5335 1.5340  kmol/m?
Q; 0 0 —1.4756 x 10*  516.86 kJ/hr
Q4 0 0 0 0 kJ/hr

inlet temperature of the feed streams with an amplitude of 2 K and a period of 12 mins.
Measurement noise has magnitudes of £0.02 kmol/ m? in concentration and 0.2 K in
temperature. In this example, we consider two faults in reactor-1: (1) the unavailability of
the cooling stream (treated as shut) used to adjust Q, ., and (2) a fault in the solvent stream
(treated as shut) used to adjust Ca ;. The first faultresultsin0 < Q; < 1 x 10°k]J/hr,and
therefore precludes the possibility of nominal operation in reactor-1. A possible scenario
for the second fault is that the inlet stream to reactor-1 is made up of two streams denoted
by F ,, = 3.125m’/hrand F; ,, = 1.875 m’/hr, for which the concentration of species
A ranges from 0 to S kmol/m?>. A fault that takes place in the solvent stream used to adjust
results in 3.125 kmol/m* < Ca;; < Skmol/m?, leading

to off-spec product in its downstream units.

the concentration of stream F} in
b

5.2.3 PROBLEM DESCRIPTION

Consider the networked process system described by Eq. (5.1) with parallel and recycle
streams and the failure of the mth, m € {1,...,m;}, control actuator in uniti € M,
which corresponds to the manipulated variable u;,, in Eq. (5.1). Let trand t, denote the
times that the fault takes place and it is repaired, respectively, which are unknown ahead of

time. Itis assumed that the failed actuator reverts to a so-called fail-safe position to prevent
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the occurrence of hazardous situations. Examples of fail-safe positions include shut for a
heating valve and completely open for a cooling valve. Under this assumption, the output
of the failed actuator (or the corresponding input to the plant) is constant and known in
advance, which is denoted by #; ,, . Note that while the fault-handling framework is devel-
oped for fail-safe positions, it is also applicable to restrictions in the operating range (see

Section 5.5 for an illustration).

The faults considered in this chapter preclude the possibility of continued nominal op-
eration in the affected unit due to the severity of the fault. It means that there exists no
available control action that can maintain operation at the nominal equilibrium point. To
explain this point, we characterize the set of the feasible equilibrium points in the presence

of the fault. The system of Eq. (5.1) can be written in the following compact form:
x=flx) + G(x)(u+ u) + W(x)0 (5.6)

where x = [x],... x5 u = [ul,...,u]" € Uyu = [u],...,u,]% 0 =
07,...,0,]%, and f(-), G(), W(-) and U are appropriately defined. With u; , + i;,, =
Uy mgforall t € [t t,), the feasible equilibrium points for the entire plant are characterized

by the following set:
C:={x e R"™ : flx) + G(x)u = 0,u € U, tj sy = thj s} (5.7)

where 1, = Z}Ail n;. Note that if #; ,, f 7 0, the origin may not be within C for the system
of Eq. (5.1). In other words, if the failed actuator is frozen at a non-nominal value, then
the nominal operating point may not be an equilibrium point under faulty conditions. In
this case, if the healthy actuators still tried to maintain nominal operation for the individual
units, the process state would likely move away from the nominal operating point. Con-
sequently, it may not be possible to resume nominal operation upon fault rectification, or
even if it is possible, it may not be “optimal”. This can result in an adverse effect on the

operation for the ith unit, and due to the interconnections, on the entire plant.

The problem considered in this chapter is as follows: (1) design of a novel FDI scheme
with the explicit consideration of plant-model mismatch to detect and isolate actuator
faults in the individual units, and (2) design of a safe-parking framework (maintaining
the process at an admissible operating point under faulty conditions) for the networked
process system while accounting for the effect of complex interactions between multiple
units. For the latter, the key issue is how to choose temporary operating points for the in-

dividual units such that operation can be maintained at that point under faulty conditions
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(possibly maintaining on-spec product), and nominal operation can be resumed smoothly

upon fault rectification.

5.2.4 FAULT DETECTION AND ISOLATION FOR NONLINEAR PROCESS SYSTEMS

The key (direct or indirect) assumption in the design of any FDI filter is the existence of a
state variable that is directly and uniquely affected by a potential fault. In other words, only
one actuator is used to directly regulate a state variable, which is often the case in practice

(e.g., due to economic considerations). This is formalized in Assumption 5.1 below.

Assumption S.1. [27] Consider the system of Eq. (5.1). Then for every input u; ,,, i =
1,...,M,m=1,..., m,thereexistsastatex; ,,n € {1,...,n} such that with x; , as an
output, the relative degree of x; , with respect to u; ,, and only with respect to u; ,, is equal
to 1.

Under Assumption 5.1, the FDI design in [27] builds dedicated filters for each possi-
ble fault to detect and isolate faults. While it can in principle account for uncertainty by
choosing appropriate thresholds, one of the contributions of the present work is the ex-

plicit consideration of uncertainty in the FDI design.

5.2.5 SAFE-PARKING APPROACH FOR FAULT-TOLERANT CONTROL

In this section, we briefly review the safe-parking framework for an isolated unit [74] and
its extension to a units in series setting [76]. Note that these results assume the existence
of an FDI scheme. Let t; denote the time that a fault is detected and isolated. Given the
problem scenario, the safe-parking approach prescribes the operating policy for the process

over [td, tr).

First, we consider an isolated unit indexed by i in the system of Eq. (5.1), e.g., it is the
only unit or there are no other units following it (so the effect of the fault will not propagate
through the network), and an actuator fault, which corresponds to the mth manipulated
variable for unit i as described in Section 5.2.3. The key idea of safe-parking is to stabilize
the faulty process at an appropriate temporary operating point (which is called a safe-park
point if certain conditions are satisfied) chosen such that if the controller is switched to
stabilize the process at this point, then the process state always evolves within the stability

region of the nominal equilibrium point during fault rectification. For an isolated unit, the
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requirements for a safe-park point are as follows [74]: (1) the safe-park point should be a
feasible equilibrium point subject to the fault, (2) it should be possible to drive the process
to the safe-park point from the time that a fault is detected and isolated, i.e., the process
state at t; should be within the stability region of the safe-park point, which we denote by
Q,;, and (3) it should be possible to resume nominal operation after the fault is rectified,
i.e., the safe-park point should be within the stability region of the nominal equilibrium
point (Q,,,). The first and third conditions require that the safe-park point be chosen

from the following set:
Ci = {xi € R”i f,(x,) —|‘ Gi(x,')u,’ — O, U; € L{,’, uhm — ai,m,ﬂ X € Qnom,i} (58)

which is called the candidate safe-park set for unit i (subject to the stability region Q).

The safe-parking framework for an isolated unit is extended to consider multiple units
in series [76]. Suppose that units j and j + 1 are connected forj = 1,...,M — 1. The
keyidea here is to determine whether there exist admissible values of the manipulated vari-
ables in the downstream unit which can resist the effect of safe-parking the faulty unit i. To
determine whether nominal operation can be preserved in its downstream unit, a set D; is
defined for unit i such that if unit i is stabilized at a point x; € D, then nominal operation

can be preserved in unit i + 1 and vice versa:
D,’ = {x,’ € Rni Zﬁ+1(0) + Gi+1(0)u,-+1 + Ri_H’,-(O)xi = 0, Uit € ui—i—l} (59)

Thus, if C; N D; # <, then nominal operation can be preserved in unit i + 1 by choosing
a safe-park point from C; N D;. If C; N D; = &, i.e., there does not exist a safe-park point
candidate that allows nominal operation in the downstream unit, the faulty unit and the
downstream unit should be safe-parked simultaneously. For this case, we choose a safe-
park point candidate for unit i, and proceed to characterize the set D, for unit i + 1, with
unit i operating at the chosen point, to determine if nominal operation can be preserved in
unit i+2. If nominal operation can be preserved in unit i+ 2, we just need to safe-park units
iand i+ 1. Otherwise, the same procedure is repeated for the remaining downstream units.
Note again that such a sequential procedure, developed for units in series, does not remain

directly applicable to complex interconnections such as parallel and recycle streams.
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5.3 RoOBUST FAULT DETECTION AND ISOLATION DESIGN

In this section, we design a robust FDI scheme for the individual units in the plant of Eq.
(5.1), for which Assumption 5.1 holds. The key idea of the proposed design is to construct
relations between the prescribed inputs and state measurements in the absence of faults by
using the process model, while accounting for uncertainty. A fault is detected and isolated
when the corresponding relation is violated. To this end, consider the ordinary differential

equation that describes the evolution of the nth state for the ith unit:

M

Fi = Fin() + Ginan (6 (Wi (8) + i (£) + D 11 (2035 + wi (2)0:(8)  (5.10)
j=Li

where g; , (+) is the mth element of g; , (). As piecewise constant control is implemented,
if #;,,(t) = 0 (i.e., in the absence of the fault ; ,,) forall t € [t, t.11), we have

M

D.C,'J, :ﬁm(«xi) +gi7n7m(xi)ui’m<tk) + Z ri7j7,,(xi)xj + W,'m(xi)ei(t) (511)

=1

fort € [ti, ti11). Integrating both sides of Eq. (5.11) over (%, ti41) gives

xi,n (tk—‘rl ) - xi,n (tk) +

M

tet1
/ f,‘}n<x,’) +gi,n7m(xi)ui7m(tk) + Z ri,j’n(xi)xj + W,"n(x,')ei(t) dt
f =L
(5.12)
Rearranging Eq. (5.12) yields
1’T}i,n(k) = xi,n(tk—i-l) - xi,n(tk) _};m(k) - gi,n,m<k)ui,m(tk) (513)

where f,,(k) = [/ [ﬁ,,,(xi)+zj{ - ri,,.,,,(xi)x].] 46 Gnn(K) = [ ginun()dt and
ﬁ/i,n(k) = L[t’ikJrl w,»J,(x,-)ei(t)dt.

Since the exact value of w;,(k) cannot be computed due to the presence of the
uncertain variables, Eq. (5.13) cannot be directly used for FDI. However, the lower
and upper bounds on w;,(k) can be computed by using the known bounds on the
uncertain variables. To this end, let w;, (k) and w;,,(k) denote the lower and up-

per bounds on w; ,(k), respectively. Then, we have w;, (k) = L,ik+l wi,(x;)0;1(t)dt
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and w;, (k) = fttk“ win(%;)0; ,(t)dt, where 6,,(t) = [0,1(¢),..., 9i7qi71(t)]T and

k

9, ifw; ,(x;) <0
ei“ t = ei u t P ‘7ei iU t T; th ei t = 1,g,max; Lu\"*1) — d
| <> [ i () " ()] " 7q’l<> { ei,%min; ifWi,n(xi) >0 an
91’ min » f in\ Wi S 0
Oiqult) = * 1 Winl) ,q = 1,..., g Therefore, in the absence of the
ei,q,mam 1fWi7n (x,) >0

fault u; ,,,, the following inequality holds

Wini(k) < ip(tirr) — %in(te) = fin(k) — Ginm (k) thim(te) < wipu(k) (5.14)

Note that g;, ,(k) # 0because g;, »(-) # 0 under Assumption 5.1 and g; , ,,(+) is con-
tinuous. This allows us to compute the lower and upper bounds on u; ,(#;) from those
on w; (k). To this end, let u, = [w;,(ter1) — xin(te) —ﬂn(k) — Wini(k)]/ginm(k) and
up = [xi0(tet1) — xin(te) —ﬁn(k) — Winu(k)]/Ginm(k). It follows from Eq. (5.14) and
the physical constraints on the inputs that

ui,m,l(k) S ui,m(tk) S ui,m,u(k) (515)

where u;,, (k) = max{uy, Wi min}, timu(k) = min{uy, i mma} if gium(k) < 0, and
i mi(k) = max{up, tipmmin}y Uimu(ty) = min{u,, timma} if gum(k) > 0. Since Eq.
(5.15) is derived by assuming #; ,,(t) = Oforallt € [t, tiy1), it follows from Eq. (5.10)
that the only way that Eq. (5.15) is violated is when a fault of #; ,, takes place. Therefore, if
u; u(t) breaches its lower bound u; ,, (k) or upper bound u; ,, ,(k), which can be verified
through Eq. (5.15), then a fault associated with u; , (i.e., the mth input to the ith unit) is

detected and isolated simultaneously.

Remark 5.1. The proposed FDI design explicitly accounts for the presence of uncertainty.
In particular, it requires, at each discrete time, evaluating whether there exist possible un-
certainty realizations such that the value of the process state at the end of the evaluation
interval could be reached if there were no faults taking place. A fault is declared only when
such realizations do not exist for bounded uncertain variables, i.e., when Eq. (5.14) or
(5.15) is violated. Therefore, it is robust in the sense that there will be no false alarms
caused by uncertainty in the absence of faults. It should be noted that less severe faults that
do not lead to the violation of Eq. (5.15) may be handled as disturbances via the inher-
ent robustness of the controller design and would not lead to instability of the closed-loop

system.

Remark §.2. Note that in principle, Eq. (5.11) could be used to directly perform FDI by
estimating the derivatives of the state variables. However, differentiating noisy measure-

ments can amplify the measurement noise and lead to increased false alarms. In contrast,
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the proposed FDI design relies on integrating the system equations, which is less sensitive
to measurement noise. Note also that for the case where the outputs of the (healthy or
faulty) actuators are piecewise constant, Eq. (5.15) provides the lower and upper bounds
on the actual inputs as well. However, the idea of the proposed scheme still provides suffi-
cient conditions to perform FDI for the case where the implemented control is not piece-
wise constant due to the fault. Finally, this approach does not require (or assume) that
the faulty vector of the control actuators be constant; that is, the method is applicable to

time-varying faults.

5.4 SAFE-PARKING OF NETWORKED PROCESS SYSTEMS WITH PARALLEL

AND RECYCLE STREAMS

In this section, we propose a safe-parking framework for the networked process system of
Eq. (5.1) with parallel and recycle streams. In particular, we determine the units that need
to be operated at an appropriate temporary operating point before the fault is repaired.
Note that the inlet conditions to faulty unit i may change (to non-nominal conditions)
due to the presence of recycle streams. This happens when nominal operation cannot be
preserved in the immediately upstream unit(s) of the faulty unit, which makes sequen-
tially determining the units that have to be safe-parked and designing safe-park point can-
didates for those units ineffective. On the other hand, simply safe-parking all the units in
the networked plant in the absence of a systematic procedure to evaluate the necessity of
safe-parking a particular unit may lead to a missed opportunity of nominal operation (and

possibly the associated off-spec product) in some units.

In the safe-parking design, we consider potential faulty scenarios with one actuator
fault taking place (see Remark 5.3 for a discussion on the generalization to handle multi-
ple faults). Let Ny denote the number of faulty scenarios under consideration and N =
{1,..., N} denote the index set for these faults. We use 7, to record the indices for the
units that have to be safe-parked simultaneously for the pth fault, where p € A/, which
is initialized to be {i} and updated by adding necessary entries. The determination of 7,
is achieved by handling parallel and recycle streams alternatively. To facilitate the anal-

ysis, we consider a subsystem of Eq. (5.1), which comprises K units indexed by a set
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K = {i,...,ix} € M and described as follows (under nominal conditions):

iK
J.Cil :fil (xil) + Gil (xil)uil + Z Ril,v<xi1)xv

v:i;_
(5.16)
iK—1
xiK :fik (xiK) + GiK (xiK)uiK + Z RiK,V(xiK)xv
v=i1
The above equation can be written into the following compact form:
i = fie () + Grelc Juxc (5.17)
where xe = [x],...,x}]T € R™, withng = ZLK:!.I ny e = (U, ... ul |t € Ug =

[Lex Uy and fic(+), Gk (+) are appropriately defined.

To account for parallel streams, let 7°; be an index set for the identified units that need
to be safe-parked in the same parallel structure as unit j. Note that the parallel structure is
defined from the perspective of the downstream unit. For example, if the streams out of
two units go to the same downstream unit, then we say these units are in the same parallel
structure. We explore each unit immediately downstream of subsystem 7°; and determine
if nominal operation can be preserved by safe-parking units 7P;. To this end, consider units
indexed by P; and a unit [, which is a unit immediately downstream of the subsystem 7,
as shown in the example of Fig. 5.2(a), where it is assumed that a fault takes place in unit a
and units q, j, and b have to be safe-parked simultaneously. To illustrate the key idea of the
proposed algorithm, we assume that it has not been determined that if nominal operation
can be preserved in unit [ by safe-parking part of the units in P; before the exploration of
unit /. We define D ; as a region such that if units P; operate at an equilibrium point within

D; ;, nominal operation in unit [ can be preserved, which is computed as follows:

Dy =S xp € R™ :£i(0) + Gi(0)u+ Y Ry, (0)x, = 0,u € Uy (5.18)
veP;

Consider the case where the combined stream out of units P, is split into streams going to
the downstream units. Let 7; denote the index set for the units that are immediately down-
stream of those indexed by P;. Forinstance, Z; = {2, 3} in the motivating example. Let 1~)]-
denote the intersection of D; foralll € L; C 7, where L; is defined as an index set for the

units immediately downstream of those indexed by 73] in which nominal operation can be
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Jp={a, b}

Jp={a, J, b}

(a) (b)

— b
a /
Py

Jpz{a, J}

(©)

Figure 5.2: Schematics illustrating the off-line design algorithm of the safe-parking approach for
networked process systems, where a fault takes place in unit a.

preserved. It may happen that the intersection of D;; for all | € Z; is empty, depending on
the system dynamics of the downstream units. In that case, we have to preserve nominal

operation for the units with higher priorities.

Whenever a new D; is generated, we need to verify if there exist safe-park point can-
didates such that nominal operation can be preserved in unit I. We use &, to record the
indices of the units for which there exists at least one immediately downstream unit where
nominal operation can be preserved (i.e., there exist safe-park point candidates for some
units 7 that reside within Dj) We first compute the feasible equilibrium points subject to
the reduced control action for the subsystem of Eq. (5.16) with K = 7, as follows:

Cp = dxy € R f7,(x7,) + Gz, (x7,)ug, = 0,u%~€ Uz, i = Ui,
%, € Quom,y forallv € J,, xp, € D, forallv € &,

(5.19)
The component equilibrium points are chosen as safe-park point candidates for subsystem
P;, which are denoted by set C;. If C;\D;; # O, then there exist safe-park point candidates
such that nominal operation can be preserved in unit I. For this case, we add P, to &, and
['to L;, without further exploring the downstream units of unit . If C; N D;; = &, we
need to safe-park unit [ as well and therefore add I to J,. For the units where nominal
operation cannot be preserved, we further explore the downstream units for each of them

by following the above procedure.
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As the exploration proceeds, a recycle stream is detected when a downstream unit, in-
dexed by v, of the unit under consideration, indexed by j, is identified such that it has been
determined to be safe-parked (i.e. there existsav € Z; such that v € J,) and there ex-
ists a path starting from unit v and ending at it along the streams connecting the units 7.
Since it has been determined that unit v has to be safe-parked, we do not need to imple-
ment the same procedure as that for the handling of parallel streams. Note that in this
case, however, it may not be true that nominal operation can still be preserved in units
L, (the set determined by following the procedure for parallel streams) for allv € &,
due to the reason discussed at the beginning of this section. To solve this problem, we
treat units 7, as a subsystem and examine (or reexamine) if nominal operation can be pre-
served in each unit downstream of this subsystem (downstream units of those indexed by
{ve J, : T\J, # 9}, excluding those indexed by 7, at the time when a recycle stream
is detected) by following the method developed for parallel streams to maximize the possi-
bility of nominal operation in individual units. The exploration terminates when nominal
operation can be preserved in all the downstream units of the subsystem 7, or this subsys-
tem has no downstream units. The above procedure can be illustrated by the example of
Fig. 5.2(b), where a fault takes place in unit a. Following the procedure for parallel streams,
we explore units b and | downstream of unit a with the assumption of nominal inlet condi-
tions to unit a. Suppose that unit b has to be safe-parked, with nominal operation preserved
in unit [. A recycle stream is detected as we proceed from unit b along the network. Since
safe-parking unit b leads to changes in the inlet conditions to unit a, we reexamine if nomi-

nal operation can still be preserved in unit [, which is the downstream unit of the subsystem

Jp = {a,b}.

Finally, we discuss the case where it has been determined that whether nominal opera-
tion can be preserved in unit by safe-parking part of the units in /P; before the exploration
of unit / (in the context of parallel streams). This scenario can be illustrated by Fig. 5.2(c).
Assume a fault takes place in unit a. By following the proposed procedure, we examine if
nominal operation can be preserved in its downstream units b, , and j, respectively. As-
sume it is determined that nominal operation can be preserved in units b and [, and we
need to safe-park unit j. Next, we explore the downstream unit of unit j, which is unit L.
Note that it has been determined once that if nominal operation can be preserved in unit
| by safe-parking unit a. At that time, it was assumed that the outlet stream of unit j is at
its nominal conditions. Therefore, when units a and j are safe-parked simultaneously, it
may not be true that nominal operation can still be preserved in unit I. For such a case,
we can exploit the same procedure as that for the handling of recycle streams to reexam-

ine if nominal operation can be preserved in the downstream units of subsystem J, (e.g.,
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J, = {a,j}) when it is necessary.

After the units that need to be safe-parked are identified, a bank of safe-park point can-
didates for the subsystem 7, can be generated according to Eq. (5.19). In contrast to the
results in [76], we use the component equilibrium points of those in Cy, for each unit
as the safe-park point candidates for the individual units. The stability region of the safe-
park point candidate for each unit is then computed by using the steady-state values of
the upstream units and treating the deviations of the inlet conditions from their steady-
state values as disturbances. All of the above calculations can be conducted off-line, with
the safe-park point candidates and their associated stability regions for each potential fault
stored in a database. The off-line design of the safe-parking framework for the networked
process system of Eq. (5.1) is formalized in Algorithm 5.1 below (see Section 5.5 for an

illustration).

Algorithm 5.1. This algorithm describes the off-line design of the safe-parking framework
for the networked process system of Eq. (5.1).

1. Design a local controller for each unit, indexed by j € M, and characterize the

stability region of the corresponding nominal equilibrium point, denoted by Q.

Let Q = N.
2. Pickp from Q and remove p from Q. LetS = J, = {i} and £, = @.

(a) IfS # @, pickj € S and remove P, from S, else go to Step 3.

(b) Ifno recycle stream is detected, let 7 = I\TJy elselet £, = D forallv € &,
£ =0,S={veJ,:IL\J, # 2}, and go to Step 2a.

(c) If T # @, characterize D;; for units P; and some | € T, as defined in Eq.
(5.18), and remove ! from T, else go to Step 2a.

(d) ¥C;ND;; # @,add P, to £, and I to L; (initialized as &), else add I to S and
J,- Go to Step 2c.

3. Generate safe-park point candidates x, ; for each unitj € 7, according to Eq. (5.19).

4. Characterize the stability regions, denoted by Q) j, for all the safe-park point candi-

dates x ;.

S. If Q # &, repeat Step 2.
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Remark §.3. In the off-line design algorithm, while we focus on the occurrence of one ac-
tuator fault, this methodology can be generalized to handle multiple faults (possibly in dif-
ferent units in the context of a networked plant) that take place simultaneously or sequen-
tially by considering the combination of fail-safe positions. While the number of potential
faulty scenarios theoretically increase in a combinatorial manner as the number of actua-
tor faults considered increases, we first note that for realistic situations, where one, two or
even three actuators fail simultaneously, the design procedure can exploit computing tech-
niques such as parallel processing to mitigate the increased computational load. We also
note that the simultaneous failure of several actuators would likely necessitate plant shut-
down in any case. The proposed safe-parking method would serve the purpose for most

commonly encountered faulty scenarios.

Beyond the off-line design of the safe-parking approach, we also consider the on-line
implementation problem for FDI and safe-parking. In particular, as the process evolves
a dedicated (binary) residual for each input is generated at each discrete time, which is
denoted by Res,, (k). The residual is defined such that if u;;(k) & [u;;i(k), uij.(K)],
Res,, (k) = 1and otherwise Res,, (k) = 0. A fault is declared when a non-zero residual is
generated at successive n4 steps, where n, is picked to prevent false alarms due to measure-
ment noise. Upon FDI of a fault, we search over the results of the off-line design to choose
safe-park points for the units which have to be operated at a temporary operating point
during fault rectification (i.e., units indexed by J, if the pth fault takes place). We stabilize
these units at safe-park points, while stabilizing the remaining units at nominal equilib-
rium points. If the faulty scenario has not been considered at the off-line design stage (e.g.,
several actuators fail simultaneously), we shut down the process to prevent further failures

and safety hazards. This is formalized in the on-line implementation algorithm below.

Algorithm 5.2. This algorithm describes the on-line implementation of the FDI scheme

of Section 5.3 and the safe-parking framework for the networked process system of Eq.

(5.1).

1. Attime tiyq, k = 0,...,00, for each uniti € M, compute u;;;(k) and u;;,(k),
j = 1, NN (0D
2. Let

5.20
0, otherwise ( )

Res,, (k) := { 1, ifuj(k) & [ui(k), uiju(k)]

IfRes, (I) = 1,1 = k+1—ng, ...,k the faultis detected, isolated, and confirmed
at time t; = t;4+1. Otherwise, repeat Step 1.
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3. Select the component equilibrium point for each unitj € 7, from Cz, such that
x](td) € Qs,j'

4. Stabilize the units at safe-park points and nominal equilibrium points as determined
by the off-line design. After fault rectification, resume nominal operation and repeat
Step 1.

5.5 SiMuULATION EXAMPLE

Consider the process comprising three reactors and a separator, as introduced in Section
5.2.2. First, we design a Lyapunov-based robust model predictive controller [ 75] and char-
acterize the stability region of the nominal equilibrium point for each unit (see Step 1 in
Algorithm S.1). To this end, the bounds on uncertainty in k¢ are assumed to be £3% and
the disturbances in the inlet temperature of the feed streams are considered to be bounded
between +5 K. A quadratic Lyapunov function of the form V; = x! Pix;, where P; is a pos-
itive definite matrix, is used to design the local controller and to characterize the stability
4x10° 0 } is used in the controller

design. However, it should be noted that in general different values of P; can be used in the

region. For the sake of simplicity, the same value of P; = [

controller design for the nominal equilibrium point and safe-park point candidates. The
control execution period is chosen as A = 1.5 min and a two-step prediction horizon is

used. The matrix used to penalize the deviations of the state variables is [ § 5,00 ] for each

5102 0
0 5x1077

] and [ 1x10-¢ | for each reactor and
the separator, respectively. To reduce oscillations, the robust controller [75] is used only

unit, and those for the input variables are [
when the state is outside a small neighborhood of the desired equilibrium point, and a con-
straint of the form V;(x;(t + A)) < §,, where §; is a design parameter, is incorporated in
the computation of the prescribed input when the state is inside that neighborhood at time
t.

To demonstrate the off-line design algorithm of handling parallel and recycle streams
in the safe-parking approach, we consider the two faults described in Section 5.2.2. First,
we consider the fault in Q;, with p = 1, to illustrate how to handle parallel streams. By
following Step 2 of Algorithm 5.1, we first determine which units need to be safe-parked
in the presence of the fault. At the beginning, we have S = 7, = {1} and &, = @.
Since S # &, we pickj = 1 from S and remove 1 from S, leading to S = & (see
Step 2a). Because no recycle stream is detected, let 7 = Z;\J; = {2, 3} (see Step 2b).

Since 7 # &, we characterize D; ,, as shown in Fig. 5.3, and remove 2 from 7, resulting
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Figure 5.3: Stability region of the nominal equilibrium point for reactor-1 (Q,,m 1), sets D1 , and
D, 3, and feasible equilibrium points (marked by circles and diamonds) subject to the fault in Q;.
Since x; 1 € Quom,1, itis avalid safe-park point candidate for reactor-1 as an isolated unit. However,
xg’l ¢ Dy N Dy 3,s0it does not allow continuation of nominal operation in the downstream units.
In contrast, x;1 € Quom,1 M D12 N Dy 3, so it allows continuation of nominal operation in the
downstream units.

in 7 = {3} (see Step 2c). Because C; N Dy, # &, where C; = Q,m1, we add 1
to £ and 2 to L, yielding & = {1} and £; = {2} (see Step 2d). Then, we go back
to Step 2c. Because 7 # &, we characterize D, 3, as shown in Fig. 5.3, and remove 3
from T, leading to 7 = . Because C; N Dy 3 # &, where C; = Q,,1 N Dy, we
have &, remaining the same and £, = {2, 3} (see Step 2d). Next, we go back to Step
2c again. Because 7 = O, we go back to Step 2a. Because S = &, we proceed to Step
3. The evolution of different sets in Step 2 is shown in Table 5.3, where the arrow means
that the corresponding set remains the same as it is in the previous step. Finally, we have
Ji =& = {1}, £, = {2,3}, and D, = D, N Dy 3, which means that reactor-1
needs to be safe-parked, with nominal operation in reactor-2 and reactor-3 preserved. Safe-
park point candidates for reactor-1 and their associated stability regions under the reduced

control action are generated in Steps 3 and 4.

In addition to the off-line design of the safe-parking framework, we implement the
FDI scheme proposed in Section S.3, which utilizes the same bounds on uncertainty and

disturbances as the controller design. In particular, the following residuals (see Step 2 in
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Table 5.3: Illustration of Step 2 in Algorithm 5.1 for the networked process system of Section 5.2.2.

Step S T & T L,

2a o {1} ©

2 L 1L {23

2 L L1 {3

2d L L {1y ] {2}
2 1 1 o \
ad L 1 {23}
2 1 1 | 2 \
2. 1 1 | 1 A

Algorithm 5.2 for their definitions) are generated on-line for the three reactors: Resc,, ,
and Resq, i = 1, 2, 3. Then, a fault is detected in the manipulated variable C;;, or Q;
if Resc,,, = 1 orResg = 1. To reduce false alarms due to measurement noise, a fault
is declared only if the same fault is detected for S consecutive times (i.e, ny = S). The
noisy measurements are filtered before performing FDI and computing the prescribed in-
put: x(ter1) = 0.25x4(tx) + 0.75%,,(tx11), where x7and x,, denote the filtered state and

noisy measurement, respectively.

In the simulation results, the process operates at the nominal equilibrium point initially,
and the fault in Q, is introduced at time f; = 1 hr. As shown in Fig. 5.4, the proposed FDI
scheme detects the fault very quickly at time ¢ = 1.025 hr and the fault is confirmed at time
tg = 1.125 hr (see Step 2 in Algorithm 5.2). To explain the results of FDI, the evolution of
the prescribed inputs, the actual inputs, and the estimated bounds on the actual inputs to
the plant for Cy; ;, and Q is depicted by crosses, circles, and error bars, respectively, in Fig.
5.S. The faultisisolated via the prescribed value of Q; breaching the estimated lower bound
on the actual input to the plant, as shown in Fig. 5.5(b). Upon the achievement of FDI,
the safe-parking scheme is activated. If a temporary operating point is selected without
considering the interconnected nature of the process (e.g., x; , in Fig. 5.3 is chosen), then
nominal operation in reactor-2 and reactor-3 cannot be achieved in the presence of the
fault, as shown in Figs. 5.6 and 5.7 (see S; in Table 5.2 for the corresponding steady-state
values). In contrast, using the proposed approach, if the point X1 € D, in Fig. 5.3 is
selected as the safe-park point for reactor-1 (also satisfying the condition that at the time of
FDI, the process state of reactor-1 resides within the stability region of that point; see Step 3
in Algorithm 5.2), nominal operation in reactor-2 and reactor-3 are achieved downstream,
as shown in Figs. 5.8 and 5.9 (see S, in Table 5.2 for the corresponding steady-state values).

At time ¢, = 2.5 hr, the fault is rectified and nominal operation is smoothly resumed in
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Figure 5.4: Residuals for the manipulated variables Cj; j, and Q; for the three reactors, i = 1,2, 3.
The fault in Q is first detected and isolated at time ¢t = 1.025 hr and then confirmed at t; = 1.125

hr.
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Figure 5.5: Evolution of the prescribed inputs (crosses), the actual inputs (circles), and the esti-
mated bounds on the actual inputs (error bars) for (a) Cayix and (b) Q; to the plant. The fault is
isolated via the prescribed value of Q; breaching the estimated lower bound on the actual input to

the plant.

reactor-1 (Step 4 in Algorithm 5.2).

Having demonstrated the case where the effect of the fault can be resisted by the down-

stream units, we also show a case where the plant has to be safe-parked simultaneously
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Figure 5.6: Evolution of the closed-loop state profiles for (a, b) reactor-1, (¢, d) reactor-2, (e, f)
reactor-3, and (g, h) the separator, where x; 1 is chosen as the temporary operating point for reactor-
1 (which does not allow nominal operation in reactor-2, reactor-3, and the separator).

through the recycle stream to ensure safe operation. To this end, we consider the fault in
Car,iny withp = 2. The faultis introduced at time t; = 1 hrand repaired at time f, = 2.5 hr.
The temporary equilibrium points for reactor-1 in isolation subject to the fault are plotted
in Fig. 5.10 by assuming nominal inlet conditions, which shows that nominal operation
may be preserved in reactor-3 while safe-parking reactor-2 simultaneously. As we proceed
along the network, reactor-1 is encountered again, indicating the detection of a recycle
stream. Thus, we need to reexamine if nominal operation can be preserved in reactor-3.

To this end, we plot the temporary equilibrium points for reactor-1 by using the model for
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Figure 5.7: Evolution of the closed-loop input profiles for (a, b) reactor-1, (c, d) reactor-2, (e, f)
reactor-3, and (g, h) the separator, where x; 1 is chosen as the temporary operating point for reactor-
1 (which does not allow nominal operation in reactor-2, reactor-3, and the separator).

the subsystem composed of reactor-1, reactor-2, and the separator while assuming nominal
conditions for the outlet stream of reactor-3, as shown in Fig. 5.11. These points are gener-
ated by discretizing the range of the available input values for reactor-1 and using nominal
input values for reactor-2 and the separator. Since there exist feasible equilibrium points
within D, 3 (e.g, «,; in Fig. 5.11), it is verified that nominal operation can be preserved
in reactor-3. Finally, we have J, = {1, 2,4}, & = {1}, and £, = {3}. Therefore,
reactor-1, reactor-2, and the separator have to be safe-parked simultaneously, with nomi-
nal operation in reactor-3 preserved (see S3 in Table 5.2 for the corresponding steady-state
values). As shown in Fig. 5.12, the proposed FDI scheme detects and isolates the fault
again very quickly at time t = 1.025 hr and the fault is confirmed at time t; = 1.125
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Figure 5.8: Evolution of the closed-loop state profiles for (a, b) reactor-1, (¢, d) reactor-2, (e, f)
reactor-3, and (g, h) the separator, where x; 1 is chosen as the safe-park point for reactor-1 (which

allows nominal operation in reactor-2, reactor-3, and the separator).

hr. Subsequently, reactor-1, reactor-2, and the separator are safe-parked, with reactor-3
continuing nominal operation even during fault rectification and the entire plant resuming

nominal operation upon fault rectification. The evolution of the state and input profiles are

depicted in Figs. 5.13 and 5.14, respectively.
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Figure 5.9: Evolution of the closed-loop input profiles for (a, b) reactor-1, (c, d) reactor-2, (e, f)
reactor-3, and (g, h) the separator, where x; 1 is chosen as the safe-park point for reactor-1 (which

allows nominal operation in reactor-2, reactor-3, and the separator).
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Figure 5.10: Stability region of the nominal equilibrium point for reactor-1 (Q,m.1), sets D1 » and
D, 3, and feasible equilibrium points (marked by circles) subject to the fault in Ca; ;, for reactor-1
in isolation. None of the safe-park point candidates resides within Q5,1 N D12 N Dy 3.
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Figure 5.11: Stability region of the nominal equilibrium point for reactor-1 (Qyom,1), sets Dy »
and D 3, and feasible equilibrium points (marked by circles and the diamond) subject to the fault
in Cay,ix for reactor-1 in the subsystem. Since x;; € Dj 3 (also in Qpm,1), it allows continuation
of nominal operation in reactor-3.
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Figure 5.12: Residuals for the manipulated variables Cp; ;4 and Q; for the three reactors, i = 1,
2, 3. The fault in Cy; j, is first detected and isolated at time t = 1.02S hr and then confirmed at
t; = 1.125 hr.
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Figure 5.13: Evolution of the closed-loop state profiles for (a, b) reactor-1, (c, d) reactor-2, (e, f)
reactor-3, and (g, h) the separator, where simultaneous safe-parking is implemented for reactor-1,

reactor-2, and the separator.
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Figure 5.14: Evolution of the closed-loop input profiles for (a, b) reactor-1, (c, d) reactor-2, (e, f)
reactor-3, and (g, h) the separator, where simultaneous safe-parking is implemented for reactor-1,

reactor-2, and the separator.
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5.6 CONCLUSIONS

This chapter considered the problem of FDI and fault-handling for networked process sys-
tems subject to actuator faults. It was assumed that the failed actuator reverts to its fail-safe
position and precludes the possibility of nominal operation in the affected unit. A robust
FDI design was first presented, where relations between the prescribed inputs and state
measurements in the absence of faults are constructed with the consideration of uncer-
tainty. A fault is detected and isolated when the corresponding relation is violated. An al-
gorithm was then developed to determine the units that need to be safe-parked during the
fault repair period and generate possible safe-park points for the affected units. The im-
plementation of the safe-parking techniques is triggered by the isolation of a fault, which
can localize the effect of the fault in a subsystem of the networked plant. The efficacy of
the integrated FDI and safe-parking framework was demonstrated on a chemical process

example comprising three reactors and a separator.
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CHAPTER 6

INTEGRATED FAULT DIAGNOSIS AND SAFE-PARKING
TO HANDLE FROZEN ACTUATORS IN NONLINEAR
PROCESS SYSTEMS?

6.1 INTRODUCTION

The problem of FTC hasbeen studied extensively using the robust/reliable control [ 62, 63]
or control reconfiguration approaches [27, 64]. The robust/reliable control approach con-
siders the case where the residual control ability of the active control actuators is able to
preserve nominal operation. These passive FTC methods do not require the use of FDI
in the fault-handling mechanism design. The control reconfiguration approach considers
the case where the active control configuration is not able to preserve nominal operation
under faulty conditions. To maintain the process at the nominal operating point, an ap-
propriate backup control configuration is activated, where the failed actuator is not used.
In this approach, it is assumed that the faulty actuator can be “removed” from the control
loop and its control action is set to its “nominal” value. In addition, the safe-parking ap-

proach presented in Chapters 4 and S studies the problem of handling actuator faults in

! The results in this chapter have been published in:

a. M.Du, J. Nease, and P. Mhaskar. An integrated fault diagnosis and safe-parking framework for fault-
tolerant control of nonlinear systems. Int. J. Rob. & Non. Contr., 22:105-122, 2012.

b. M. Du, R. Gandhi, and P. Mhaskar. Fault detection and isolation and safe-parking of networked
systems. In Proceedings of the 2011 American Control Conference, pages 3146-3151, San Francisco,
CA, 2011.

133



Ph.D. Thesis - M. Du McMaster University - Chemical Engineering

the absence of sufficient residual control ability or the availability of backup control con-
figurations. Instead of requiring the failed actuator be “removed” from the control loop, it
considers the case where the failed actuator reverts to a fail-safe position, which is a built-in
actuator position to prevent the occurrence of hazardous situations. The knowledge about

the failed actuator position is known in advance and used in the safe-parking design.

Since the control reconfiguration and safe-parking designs in [27, 62-64, 74-76, 85,
86] only require the information about the location of the fault, relatively less attention
has been paid to the problem of identifying the magnitudes of faults and using this infor-
mation in the fault-handling mechanism design. As mentioned in Chapter 1, another case
of a complete actuator failure is that the failed actuator seizes at an arbitrary position. For
example, it is frozen at the position before the fault takes place. In this case, it is highly pos-
sible that the nominal equilibrium point is no longer an equilibrium point in the presence
of faults. Therefore, the FTC methods in [62, 64] may not remain applicable. Since the
safe-parking designs in [74-76, 85, 86] are based on fail-safe positions, they do not remain
directly applicable to the case where the failed actuator is frozen at an arbitrary position.
To generalize the idea of safe-parking, a fault detection and diagnosis (FDD) mechanism
is required to provide an estimate of the failed actuator position. Furthermore, the unavail-
ability of a prior knowledge about the the failed actuator position should be accounted for
in the off-line design of the safe-park point candidates and the on-line decision of a safe-

park point.

Motivated by the above considerations, this chapter considers the problem of design-
ing an integrated fault diagnosis and safe-parking framework to deal with actuator faults in
nonlinear process systems. To this end, a model-based fault diagnosis design is first pro-
posed, which can not only identify the failed actuator, but also estimate the fault magni-
tude. The fault information is obtained by estimating the outputs of the actuators and com-
paring them with the corresponding prescribed control inputs. This methodology is first
developed under state feedback control and then generalized to deal with state estimation
errors. In the safe-parking design, possible safe-park points are generated for a series of
design values of the failed actuator position. After a fault is diagnosed, the estimate of the
failed actuator position is used to choose a safe-park point. The discrepancy between the
actual value of the failed actuator position and the corresponding design value is handled
through the robustness of the control design. The efficacy of the integrated fault diagnosis

and safe-parking framework is demonstrated through a chemical reactor example.

The remainder of this chapter is organized as follows. In Section 6.2, the class of sys-

tems considered and a control design used to illustrate the safe-parking framework are

134



Ph.D. Thesis - M. Du McMaster University - Chemical Engineering

presented. The model-based fault diagnosis design is proposed in Section 6.3. The safe-
parking design is developed in Section 6.4. The simulation results are presented in Section

6.S. Finally, Section 6.6 presents some concluding remarks.

6.2 PRELIMINARIES

In this section, we present the system description and a robust control design, which will

be used to illustrate the safe-parking framework in Section 6.5.

6.2.1 SYSTEM DESCRIPTION

Consider a nonlinear system subject to actuator faults with the following state-space de-

scription:

u(t) eU,0(t) € © (6.1)
u(t) + u(t) = u(ty) + u(ty) € U forallt € [, tiy1),k=0,...,00
where x = [x;,...,x,|T € R"isthe vector of state variables, u = [uy, ..., u,|’ € R™is
the vector of prescribed control inputs given by the control law and # = [ay, . .., &,|" €

R™ is the unknown fault vector for the actuators, with the actual control input u + % im-
plemented to the plant taking values in a nonempty compact convex set U = {u €
R™ : tpin < u < Uy} that contains 0, where tpin = [Uimin, - - s Ummin) . € R™
and U = [U1maxs - - - um,max]T € R™ denote the lower and upper bounds (constraints)
on the vector of manipulated variables, respectively, and 6 = [0,. .., Gq]T € R1is the
vector of (possibly time-varying) uncertain variables taking values in a nonempty com-
pact convexset © := {8 € RI : 0, < 0 < 0} that contains 0, where 0., =
[Glmm . ,G%min]T € Riand 0,y = [01maxs - - - ,Gq’maX]T € 1 denote the lower and
upper bounds on the vector of uncertain variables, respectively. It is assumed that the
functions f(x,0) = [fi(x,0)],x1 and G(x) = [g;(x)],xm are locally Lipschitz in their ar-
guments, and f(x, 0) is differentiable with respectto 8 (i = 1,...,n;j = 1,...,m).
The origin is an equilibrium point of the nominal system (the system of Eq. (6.1) with
u(t) = 0and 6(t) = 0) foru = 0,ie, f(0,0) = 0. The control input is prescribed at
discrete times #; := kA, k = 0,..., 00, where A denotes the period during which the

control action is kept constant. The faults considered are such that an actuator seizes at an
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arbitrary position. It is assumed that the corrupted input to the plant is constant during
each time interval; that is, u(t) + u(t) = u(ty) + u(t) forallt € [t, ;). Note that
—Upin (or —0in) does not have to be equal to tp, (0r 0,4y ), and we have that ||u|| < u,
and ||0|| < 6y, where u, = ||[max{ —u) min, Y1 max}s - - - , MAX{ — Uy min, Umax }]* || and

0, = ||[ma.X{_el,min7 el,max}v SR ,max{—e%mm, e%ma"}]T“'

6.2.2 LyAPuNOV-BASED PREDICTIVE CONTROL

To illustrate the safe-parking framework for FTC, the Lyapunov-based predictive con-
troller developed in [75] is adapted under Assumption 6.1 below and used as an example

of a robust control design with a well characterized stability region.

Assumption 6.1. For the system of Eq. (6.1), fi(x,0),i = 1,...,n, is monotonic with
respectto 0;,j = 1,...,q,foranyx € R"and 0, € [01.min, O1max)y [ =1,...,qand ] # j.

Remark 6.1. In many practical process systems, the form of f(x, 0) is known and the un-
certain variables affect f(x, 0) monotonically, as required in Assumption 6.1. For example,
in the Arrhenius law of reaction rates, the parametric uncertainty includes errors in the
pre-exponential constant and the activation energy. The reaction rate is monotonically in-
creasing with respect to the pre-exponential constant, while it is monotonically decreasing
with respect to the activation energy. Other uncertainty includes the enthalpy of reaction
and the heat transfer coefficient. In addition to the parametric uncertainty, 6 also mod-
els the unknown disturbances entering the system. Typical disturbances include errors in
the temperature and concentration of a feed stream, or the temperature of a cooling stream,
which also affect the value of f(x, 6) monotonically. While we work with Assumption 6.1 to
simplify the presentation, it should be noted that a more general assumption can be stated
as follows: there exist known functions fi(x) and f, (x) such that fi(x) < f(x,0) < f,(x) for
allo € .

Consider the system of Eq. (6.1) under fault-free conditions, for which a CLF V(x)
exists and Assumption 6.1 holds. Let IT denote a set of states where V(x(t)) can be made

negative by using the allowable values of the constrained input:
1= {x € R" : supLiV(x,0) + inf LoV(x)u < —5V(x)} (6.2)
0cO ucel

where LgV(x) = [L,, V(«), ..., L,, V(x)], with g being the ith column of G, and € is a pos-

itive real number. It is assumed that L/V(x, 0) and LgV(x) are locally Lipschitz. To esti-
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mate the upper bound on LiV(«, 0),let 0;; = [8;1,...,0;,:]and 6;, = [0 14, ..., 0 4.],

ej,ma.x; 1f j-g S 0 9j,rniny lf j-g S 0
. _ ; _ ; .
i=1,...,nwhere;;; = . df and 0;;, = o df j=
0 min, if a, >0 0 max, if a0, >0

1,...,q. Note that 0,; and 8, , are the instances of 8 that make f;(x, 0) take its minimum
e ei 1y g_V S 0
and maximum values for given x, respectively. Let 0; = 0 -1 0’ i=1,...,n
wy, >
LUy Py
It follows that ) °"_ g—z i(%, 8;) is an estimate of the upper bound on L;V(x, 6). Note that

inf,cs LgV(x)u can be computed in a similar way. The robust controller of [ 75] possesses

a stability region, an estimate of which is given by:
{xeTl': V(x) <c} (6.3)

where IT is an estimate of IT by replacing supy ¢, LV (x, 0) with 37| 2Vf(x, 0;) and c s

a positive (preferably the largest possible) constant.

The Lyapunov-based predictive controller adapted from [ 75] takes the following form:

u*(+) = argmin{J(x, t,u(-))|u(:) € S} (6.4a)
st. x=f(x,0) 4+ G(x)u (6.4b)
LoV(x(t))u(t) < — ‘ g—: (x,0,) — eV(x(t)) (6.4c)
x(t) € ' forallt € [t,t+ A) (6.4d)

where § = S(t, T) is a family of piecewise continuous functions (functions continuous
from the right), with T denoting the control horizon, mapping [t, t + T) into /. A control
u(+) in S is characterized by the sequence {u(f;)} and satisfies u(t) = u(t) forallt €
[t, & + A). The objective function is given by

t+T
J(x, t,u(-)) :/t [l (s: e, )11, + Nlu(s)II7,] ds (6.5)

where Q,, is a positive semi-definite symmetric matrix, R,, is a strictly positive definite sym-
metric matrix, and x“(s; x, t) denotes the solution of Eq. (6.4b), due to control u(+), with
the initial state x at time f. In accordance with the receding horizon implementation, the
minimizing control u*(-) is then applied to the system over [t, f + A) and the same proce-

dure is repeated at the next instant.
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The stability property of the control law of Eq. (6.4) can be formulated as follows:
given any positive real number d, there exists a positive real number A* such thatif A €
(0,A*] and x(0) € Q, thenx(t) € Qforallt > 0andlimsup, ,__ ||x(t)|| < d (see [75]
for further details on the control design). Finally, note that while the control law of Eq.
(6.4) is used as an example of a control design for illustration, the proposed results hold

under any control law (which we refer to as RC(x)) satisfying Assumption 6.2 below.

Assumption 6.2. For the system of Eq. (6.1) under fault-free conditions, there exist a
robust control law RC(x) and a set Q C R” such that given any positive real number d,
there exist positive real numbers A* and Ty such thatif A € (0, A*] and x(0) € Q, then
x(t) € Qforallt > 0and ||x(t)|| < dforallt > Tr.

6.3 FauLT DETECTION AND DIAGNOSIS STRUCTURE

In this section, we first propose a fault diagnosis design under state feedback control in

Section 6.3.1, and then generalize it to handle state estimation errors in Section 6.3.2.

6.3.1 Faurt D1aGNOSIS UNDER STATE FEEDBACK CONTROL

In this section, under the assumption of full state feedback, we design an FDI scheme using
constant thresholds and then for a special case, devise an FDD scheme using time-varying
thresholds. With the assumption that m < n, the system of Eq. (6.1) can be decomposed
into two coupled subsystems: what we denote as a diagnosable subsystem and the remain-
der of the original system, with states denoted by x; € R™ and x; € R"™", respectively.
Accordingly, we have f(x, 0) = [f4(x,0)", f3(x,0)"|" and G(x) = [G4(x)", Gz(x)*]". The
system of Eq. (6.1) can then be written as follows:

ig = fa(x,8) + Ga( + u(t)] (6.6a)
xq = falx,8) + Gy(x)[u(t) + u(t)] (6.6b)

X
N—

=
—~

—+
S~—

The key idea of the proposed methodology is to estimate the outputs of the actuators
by using the system model and state measurements, and then compare them with the cor-
responding prescribed control inputs to construct input-based residuals. To this end, con-

sider the time interval [f;, t;; ), with ;1 being the current time. Integrating both sides of
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Eq. (6.6a) over [t, ti.+1) gives the following equation:

tit1

x4(terr) = xa(te) + {fa(x,0) + Galx)[u(t) + u(t)] }dt
i (6.7)

= wa(ty) + Fap + Gag[u(ty) + u(te)]

where F;; = ft:k“fd(x, 0)dtand Gy = ftZ‘“ Gy(x)dt. Letxy,, fa;, Fair and Gy, denote
the ith element or row of x,, f4, Fax, and G, respectively, fori = 1,..., m. We say that
the subsystem of Eq. (6.6a) is diagnosable if it satisfies Assumption 6.3 below.

Assumption 6.3. For the system of Eq. (6.1), m < n and Gy is invertible for k =

0,...,00.

Remark 6.2. To illustrate the idea behind Assumption 6.3, consider a scalar system de-
scribed by x = x 4 u; + 2u,, where x, u;, u, € R. For this system, it is impossible to
differentiate between faults in u; and u, because the number of state variables is eclipsed
by that of the input variables (i.e, m > n). Alternatively, it is possible that inputs affect
states in the same manner through different channels. For example, consider the system
described by x = x + [} }]u, where x,u € R2. For this case, the definition of a new
variable v = u; + u, leads to an equivalent system of the form x = x + [1, 2] v. Although
the number of state variables is equal to that of the input variables in the original system,
any fault in u; or u, can be seen as a fault in v, thereby impeding fault isolation. A simple
example of a diagnosable system is given by x = x + [1 ] u, where x,u € R In this
example, u, affects x; more than u,, and u, affects x, more than u,, thereby satisfying the

condition that the inputs affect the state dynamics uniquely through different channels.

Remark 6.3. In [27], the isolation of faults relies on the assumption that there exists a
state variable such that its evolution is directly and uniquely affected by the potential fault.
Specifically, it requires that for every input u;, j = 1,...,m, there exist a state x;, i €
{1,..., n} suchthatwith x; as an output, the relative degree of x; with respect to u; and only
with respect to u; is equal to 1. In other words, g;;(x) 7# Oforallx € R"and g;;(x) = 0
forl=1,...,mand! # j. In this case, G;(«) is a diagonal matrix with non-zero elements
on its diagonal. Therefore, G, is invertible. Assumption 6.3, however, only requires that

Ga, be invertible, and G,(x) could be a non-diagonal matrix.

Let [G;’;]i denote the ith row of G;é and [G;’;]ij denote the jth element of [G;é]i. It
follows from Eq. (6.7) that

wi(te) + #(te) = [Gyelilratinr) — xa(te) — Fayl (6.8)
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Fori = 1,...,m, define the residuals as

roke = | [Gaplilxa(tesr) — wa(te) — Fau] — wi(te) | (6.9)

where P‘Lk = f:‘“fd(x, 0)dt. Note that [G;,i]i[xd(tkﬂ) — x4(te) — P‘Lk] is the estimate
of the actual input to the plant by using the nominal system model. Substituting u;(f;) in
Eq. (6.8) into Eq. (6.9) gives r;; = ‘[G;i]i(Fd,k — Fap) + ﬁi(tk)‘. The FDI scheme using

constant thresholds is formalized in Theorem 6.1 below.

Theorem 6.1. Consider the system of Eq. (6.1), for which Assumption 6.3 holds. Assume that
| [Gd_;]ITH < Kgifork = 0,...,00, where K, is a positive real number. Then, there exists
8, > Osuchthatifr,, > §,, then u;(t) # 0.

Proof. Since f4(x, ©) is locally Lipschitz in 6, there exists Ly > 0 such that

[falx, 8) — fa(x, 0)[| < L@, (6.10)

Ifu;(t) = 0, it follows that

_ tet1
ri,k = HGd_’]i]i(Fd,k - Fd,k)’ = ‘[Gd_,li]l [fd(x, 6) —fd(x, 0)]dt S Kg,iLbeA (6.11)
t
It means that for §; = K, ;,L0,A, if u;(t) = 0, thenr;; < §,. Therefore, r;; > §; implies
that #;(t;) # 0. This concludes the proof of Theorem 6.1. [

Remark 6.4. Theorem 6.1 shows that there exists a uniform bound on the absolute error
between the estimate of the input to the plant and the prescribed control input for each
manipulated variable. This result establishes a sufficient condition for FDI: if the bound is
breached, then an actuator fault must have taken place. The design allows for “small” faults,
which are indistinguishable from the effect of the system uncertainty, to go undetected;
however, such faults, since they essentially have the same effect as the system uncertainty,

may be handled by the robustness of the control design.

We then consider a case where Assumption 6.1 is satisfied and derive time-varying
bounds (in the discrete-time domain) on the outputs of the actuators for FDD. To this
end, we first derive bounds on F; ;. Define 04,; and 0, , in the same way as 0;; and 0, ,
were defined in Section 6.2.2, fori = 1, ..., m. It follows that

tt1 te+1
fa,i(%,041)dt < Fyjp < fai(x,04,)dt (6.12)

t t
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Let fg;r) = ﬁ:k+1fd7i(x, 041)dt and fy;p, = ﬁzk+lfd7i(x, 04,,)dt denote the lower and
upper bounds on Fy; , respectively. The FDD scheme using time-varying thresholds is

formalized in Theorem 6.2 below.

Theorem 6.2. Consider the system of Eq. (6.1), for which Assumptions 6.1 and 6.3 hold. Then,
there exist u; ; and u; 1., such that if u(t) € [wigs, Wik, then wi(t) # 0, and u;(t) +

al(tk) € [ui,k,hui,k,u]'

Proof. 1t follows from Eq. (6.8) that

m

wite) + i (te) = [Goplilxa(tirr) — xq(t)] — Z[Gﬁ]ide,i,k
! (6.13)
> [Gtliwa(tir) — xa(t)] = ) [GotliFajns
=1
: if[G;1]; <0
whereFdJ-’k,l = fd’hk’l’ 1 [ (Eli]] - ,j =1,...,m. LethykJ = [Fd,l,k,la R 7Fd7m’k71]T
Jajiku, if [Gd,k]ij >0
Then, we have that
wi(te) + () > [Gyplifa(tirr) — xa(te) — Fag] (6.14)
Similarly, we have that
wite) + wi(te) < [Gyplilwa(tirr) — xa(te) — Fal (6.15)

fajuu if[Gyply <0

Jajes, if[Gaily >0
1, ce.,m. Let Uikl — [Gdi,i],-[xd(tkﬁ) — xd(tk) - Fd,lc,l] and Uiku — [G;;]i[xd<tk+1) -
xa(te) — Fagul- Thus, wip; < wi(te) + () < wigw and wip; < wi(te) < wipy if

() = 0. Therefore, u;(t) ¢ [wir), i) implies that #;(f;) # 0. This concludes the
proof of Theorem 6.2. [

— T i —
where Fyp, = [Fd,1,k,u, e 7Fd,m,k,u} y with Fyje, = {

Remark 6.5. In Theorem 6.2, the monotonic property of the right-hand side of the state
equation with respect to the uncertain variables is utilized to generate time-varying bounds
on the actual input to the plant. In the absence of faults, the actual input is equal to its pre-
scribed value, which should reside within the set dictated by the estimated bounds on the
actual input, for each manipulated variable. If the prescribed value breaches these bounds

for some manipulated variable, the only way that it can happen is when the actual input is
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no longer equal to the prescribed value, resulting in the detection and isolation of a fault.
Note that while faults that do notlead to u;(t;) & [4i k1, ti,.] cannot be detected, they may
be handled through the robustness of the control design. Note also that beyond FDI, the

fault diagnosis scheme provides an estimate of the output of the failed actuator.

The FDD procedure for the case where an actuator seizes at an arbitrary position is

summarized as follows:

1. Attimeti,k=0,...,00,compute t;;;and u;; ,, i = 1,...,m.

2. Let
1, ifui<tk) ¢ [ui,k,la ui,k,u]
0, otherwise

Thik -= (6.16)
where r;,;; denotes a binary residual for u;. If n; non-zero residuals for u; are
monitored consecutively, where 1, is a design parameter for FDD, report a fault
at time t; = f;4, for the actuator that corresponds to u; and choose u;;

max Uje{k+1—nd,...,k}{ui,j,l} U {ui,min} and U, = min Uje{k—l—l—nd,...,k}{ui,j,u} U
{t4i max } as the lower and upper bounds on the failed actuator position, respectively.

Otherwise, repeat step 1.

6.3.2 HANDLING STATE ESTIMATION ERRORS FOR FAULT DI1IAGNOSIS

In many practical situations, it is not economical to measure all the system states, or in
some situations, only part of the system states are inherently measurable, which necessi-
tates output feedback control by using state estimators. In this section, we generalize the
fault diagnosis scheme of Section 6.3.1 to handle state estimation errors, with the focus
on the problem of FDD (and not the state estimator design). To this end, we assume the
existence of a state estimator (observer or predictor) which can provide the state estimate,
denoted by x(t) at time t, that is accurate enough (at least for some time even after an ac-
tuator fault takes place) to perform fault diagnosis (see Remark 6.6 for examples of such

observers). This is formalized in Assumption 6.4 below [27].

Assumption 6.4. For the system of Eq. (6.1), there exists a state estimator such that given
positive real numbers e and #;, there exists t, > 0 such that if ||u(t)|| < u, then ||x(t) —
x(t)|| < eforallt € [t,, 00). Furthermore, there exists T; > 0 such that if ||u(t)|| >
for some t; > t,, then ||x(t) — &(t)|| < eforallt € [t,, t + T].
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The key idea of the FDD design for the case with state estimation errors is to use the
state estimate and the bounds on uncertainty and the estimation errors to determine the
bounds on u(#;) + u(#;) as in Section 6.3.1, which is formalized in Theorem 6.3 below. To
this end, let Fd P = ftk+1f x, 0(t))dt, Gdk = ftk“ Gy(x)dt, ﬁd i & denote the ith element
of Fd t, and Gd ik denote the zth row of Gd t- The lower and upper bounds on Fd ik, denoted
byfd ikl andfd ik can be computed in the same way as f;; 1 ; and f; ; ., in Section 6.3.1 by

using x instead of x.

Theorem 6.3. Consider the system of Eq. (6.1) subject to state estimation errors, for which As-
sumptions 6.1 and 6.4 hold. Assume thatm < nand G is invertible fork = 0, . .., 0c. Then,

for [t tix1] C [te, ty + T, thereexisty = [y,,...,7,])" > 0, thixi(y), and i, () such
thatifu;(ty) & [tir1(7), tiru(y)) thenw(ty) # 0, and u;(t) +wi(t) € [tiri(Y), thiru(Y)]-

Proof. It follows from Eq. (6.7) that Fy;p = x4,(ter1) — %ai(t) — Gaix[u(te) + u(t)].
Similarly, define IEd,Lk = xgi(ter1) — xai(t) — Gd,,-k[u(tk) + u(ty)], where &, ; denotes the
estimate of x,;. Since ||x(t) — x(t)|| < eforallt € [t, t;+1] under Assumption 6.4 and
G(x) islocally Lipschitz, there exists L,; > 0such that HGdlk G;LkH < LgAe. It follows

that
|Faik — Fairl < |%ai(tir1) — xai(besr)| + |%ai(te) — xai(te)]

+ |(Gd,i,k - Gd,,-k)[u(tk) -+ ft(tk)]l (617)
< 2e + LgupAe

The above equation leads to
Fd,i,k - (2 —|— Lg7iubA)e S Pd,i,k S Fd,i,k —|— (2 —|— Lg7iu;,A)e (618)

Since f;(x, 0) is locally Lipschitz in x, there exists Ls; > Osuch that |Faix— Isd,,»7k| < LyiAe,
which leads to

Fyip — LyAe < Fyip < Fyip + LyiAe (6.19)
Note thatj‘d7i7k ]‘ 4iku Then, Egs. (6.18) and (6.19) yield
}d,i,k,l -7, < Faix S}d,i,k,u +7, (6.20)

where v, = (2 4+ Ly A + LgupA)e. Since Gd7k is invertible, we have u;(t;) + #;(t) =
[Gdk] [x4(trs1)— &d(tk)—ﬁd,k],where [G;é]idenotes the ithrowoféi,i,fcd = [x41, .- ,5cd7m]T,
and Fd7k = [Fd’Lk, .. 71~:"d,m,k]T~ Now, with the bounds on 13,,17,-,;C computed, the rest of the
proof proceeds along the same lines as the proof of Theorem 6.2. This concludes the proof
of Theorem 6.3. [
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Remark 6.6. In the context of output feedback control, the fault diagnosis scheme of The-
orem 6.3 requires that the structure of the system allow the design of a state estimator that
can provide an accurate enough state estimate. Examples of such estimators include a high-
gain state observer (see, e.g., [27]) and a reduced-order nonlinear observer developed in
[82].

6.4 RoOBUST SAFE-PARKING FOR FAULT-TOLERANT CONTROL

In this section, we consider the problem of fault-handling for the case where an actuator
seizes at an arbitrary position (and does not revert to the pre-designed fail-safe position).
The key idea of the proposed approach is to design safe-park point candidates off-line for
a series of the output values of the potential failed actuator, and upon FDD, choose a safe-
park point on-line such that the system can be stabilized at the chosen safe-park point by
the robust control law, which can handle the error between the actual value of the failed

actuator position and its design counterpart.

Specifically, we design safe-park point candidates for M actuator positions of u; denoted
byu;; € Ui mins Yimax)yj = 1, - - ., M. When designing the control law and characterizing
the stability region of a safe-park point candidate, a design uncertain variable of magnitude
8, (over and above the uncertain variables in the system description) is used to account for
the error between the actual value of the failed actuator position, denoted by #; 5, and the
one used to design the safe-park point candidate (ﬁsﬂ-,j). Let tt, and ug;; denote the con-
trol laws to stabilize the system at the nominal equilibrium point x,,,, and a safe-park point
x i j, respectively, yielding Q,,,, and € ;; as their stability regions. The schematic in Fig.
6.1 shows the integrated fault diagnosis and safe-parking framework, which is formalized
in Theorem 6.4 below (the proof of this theorem follows a similar line of argument as in
[74] and is omitted).

Theorem 6.4. Consider the system of Eq. (6.1) under a control law RC(x) satisfying Assump-
tion 6.2. Let t; be the time when a fault takes place, t; the time when it is detected and diagnosed,
and t, the time when it is repaired. If x(0) € Quop [i), ] C [t — S, ti; + 8,
x(ty) € Qg jyand By i; © Qo where By is a closed ball of radius d around x ; ;, then the

switching rule

u(t) = Q¢ ugt), ti<t<t (621)
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Figure 6.1: Schematic of the integrated fault diagnosis and safe-parking framework.

where t, > t, is such that x(t;) € Q,om, guarantees that x(t) € Qo V't € [0, tf] U [t, 00)
and there exists a positive real number Ty such that ||x(t)|| < d forallt > Tr.

Remark 6.7. Upon the confirmation of a fault, the safe-parking mechanism described
by Theorem 6.4 is activated to shift the control objective from operating the system at
the nominal equilibrium point to maintaining it at a suboptimal but admissible operating
point. Note that a safe-park point is chosen from the candidates generated for the design
value of the failed actuator position i ; such that the range [i;;; — 8, i + 8| designed
off-line contains the range [u;, #; ] identified on-line for the failed actuator position, as il-
lustrated in Fig. 6.2. Since [u;, 4; | contains the actual value of the failed actuator position
U;f it is guaranteed that such a safe-park point candidate is a feasible equilibrium point
subject to the fault. Note also that an arbitrarily chosen safe-park point candidate is not
guaranteed to be a feasible equilibrium point in the presence of the fault. Therefore, the
fault information provided by the fault diagnosis design is essential in choosing a safe-park

point.

Remark 6.8. The remaining conditions dictating the choice of a safe-park point follow
from the safe-parking framework designed for a fail-safe position in [74]. In particular,
to make sure that the system can be driven to the temporary operating point, it requires
that the system state should reside within the stability region of the safe-park point at the
time of fault confirmation. Note that ¢, denotes a time when the system state is within the
stability region of the nominal equilibrium point after the fault is repaired. If it is already
within the stability region of the nominal equilibrium point at the time of fault repair, then
t; = t,. Otherwise, the control action is implemented to drive the system state to the safe-
park point until it reaches the stability region of the nominal equilibrium point. Note in
general that the possibility of finding safe-park points and resuming normal operation can
be enhanced by the use of control designs (or Lyapunov functions) that yield as large a

stability region for the nominal (and safe-parking) operation as possible. The size of the
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Us,ij = 0s Us,ij Us,ij * Js
Identified

Figure 6.2: Schematic illustrating the choice of a safe-park point. The range [ﬁsﬂ-,j — 8, ths i j + 8 is
designed off-line for the actuator position i ; ; with the robustness margin ;. The range [ﬁi,l, Ui ]
is identified on-line, which contains the actual value of the failed actuator position u; s.

stability region remains case-specific; however, the ability to explicitly characterize the sta-
bility region (provided by the control design used in this chapter) is useful in ascertaining
the ability of the controller to best utilize the available control effort and design the safe-

parking framework.

Remark 6.9. It should be noted that the safe-parking mechanism of Theorem 6.4 can be
extended to handle the case with limited availability of measurements by following the
same idea in [75]. Due to the lack of full state measurements, a safe-park point should be
chosen based on the state estimate. It is shown in [ 75 ] that once the state estimation error
falls below a certain value, the presence of the system state within an appropriate subset of
the stability region obtained under state feedback control guarantees that it is within the
stability region for the case with limited measurements. Therefore, the key consideration
in the implementation of the safe-parking framework is to make the choice of a safe-park

point only after the state estimation error becomes sufficiently small.

6.5 SiMULATION EXAMPLE

In this section, we illustrate the proposed fault diagnosis techniques and the generalized
safe-parking framework via a CSTR example, as shown in Fig. 6.3, where three parallel ir-
reversible elementary exothermic reactions of the form A LI B, A LI U,and A BLR
take place, with A being the reactant species, B the desired product, and U and R the un-
desired byproducts. The feed to the reactor consists of reactant A at a flow rate F, concen-
tration Cyo, and temperature Ty. Under standard assumptions, the mathematical model of

the process can be derived from material and energy balances, which takes the following
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Figure 6.3: Schematic of the chemical reactor example of Section 6.5.

form:
. F 3
Ca = ‘_/(CAO —Cs) — R(Ca, TR)
- (6.22)
. F (—AH,) Q
Tr = —(To — Tg) + Ri(Ca, Tr) +
14 ,ZI: P peyV

where R;(Cy, Tr) = kige F/RTRC, fori = 1,2,3, Cy is the concentration of species A in
the reactor, Tk is the temperature of the reactor, Q is the rate of heat input to the reactor, V'
is the volume of the reactor, k, E;, and AH; are the pre-exponential constant, the activation
energy, and the enthalpy of reaction i, respectively, and ¢, and p are the heat capacity and
density of the reacting mixture, respectively. The process parameters can be found in Table
6.1.

Under fault-free conditions, the control objective is to stabilize the reactor at the unsta-
ble equilibrium point (Cs, Tx) = (3.50 kmol/m?, 405.0 K), denoted by N in Fig. 6.4, by
manipulating Caoand Q, where 0 < C,9 < 6kmol/m*and —8x10°kJ/hr< Q < 8x10°
kJ/hr. The manipulated variable Q = Q. + Qy, where Q, and Q;, denote cooling and heat-
ing, respectively, with —8 x 10°kJ/hr < Q, < 0and 0 < Q;, < 8 x 10° kJ/hr. The
nominal steady-state values of the manipulated variables are Cyy = 4.25 kmol/m? and
Q = —6.55 x 10* kJ/hr. The simulations are conducted under a 0.5% error in the pre-
exponential constant (k;o) for the main reaction and sinusoidal disturbances in the feed
temperature (T) with an amplitude of 3 K and a period of 0.2 hr. The bounds on the
errors in ko and T used in the monitoring and control design are £1.5% and £S5 K, re-
spectively. The concentration and temperature measurements are assumed to have a trun-
cated gaussian noise with a standard deviation of 0.01 kmol/ m?> and 0.1 K for the parent
normal distribution, respectively. The lower and upper truncation points are —0.02 and

0.02 koml/m? for the concentration, and —0.2 and 0.2 K for the temperature, respectively.
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Table 6.1: Process parameters for the chemical reactor example of Section 6.5.

Parameter Value Unit
F 4.998 m?3/hr
To 300.0 K
%4 1.0 m>
R 8.314 kJ /kmol-K
k1o 3.0 x 106 hr~!
ka0 3.0 x 10° hr!
k3o 3.0 x 10° hr!
E, 5.00 x 10*  kJ/kmol
E, 7.53 x 10*  kJ/kmol
E3 7.53 x 10 kJ/kmol

AH,; —5.0 x 10*  kJ/kmol
AH, —5.2 x 10*  kJ/kmol
AH; —5.4x 10*  kJ/kmol
¢ 0.231 kJ/kg-K
p 1000.0 kg/m>

The measurements are filtered before performing fault diagnosis and control calculations
as xf(te1) = 0.25%(te) +0.75%, (tet1 ), where xrand x,, denote the filtered state and noisy

measurement, respectively.

To demonstrate the efficacy of the integrated fault diagnosis and safe-parking frame-
work, we consider a failure in the actuator used to control Q,. The safe-park point can-
didates are shown in Table 6.2 for 6 actuator positions of Q, with a robustness margin
8, = 1.25 x 10* kJ/hr. In the control law of Eq. (6.4), an execution time A = 0.025

hr = 1.5 min and a prediction horizon of 2A are used, with Q, = [} 3] and R, =

[ 105 0
0 107°¢

scribe the control input for the nominal equilibrium point is chosen as V(x) = «x'Px,

]. The Lyapunov function used to characterize the stability region and to pre-

where P = [7‘7211071 i 100,4 ] , and those for the safe-park point candidates can be found
in Table 6.2. It is assumed that there are 20 samplings during one execution period (i.e.,
the sampling time is 4.5 sec). The trapezoidal rule is used to compute the integrals for
the estimation of the bounds on the actual input to the plant. To account for measurement
noise, the lower and upper bounds on the estimates of Cy and Q implemented to the plant
under state feedback control are relaxed by a magnitude of 0.32 kmol/ m? and 1848 kJ/hr

(inferred from process data under healthy conditions), respectively.

We first consider a case where full state measurements are available and the process
starts from an initial condition at O;(2.50 kmol/m?, 405.0 K). The actuator fails at time
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Figure 6.4: Closed-loop state trajectories for the chemical reactor example where the process starts
from O and the cooling valve fails at F;. The solid line shows the case where the fault is confirmed
at Dy, the process is stabilized at the safe-park point S4, and nominal operation is resumed upon
fault repair. The dashed line shows process instability when no fault-handling mechanism is imple-
mented. The arrows show the directions of the trajectories.

tr = 0.0 hr, with the process state at F;(2.78 kmol/m?, 396.1 K). The output value of
the failed actuator is ur = —4.19 x 10* kJ/hr (the same as it was at time tf) during fault
repair. The FDD scheme can be explained by Fig. 6.5, where the prescribed inputs are
marked by crosses, the actual inputs marked by circles, and the estimated bounds on the
actual inputs marked by error bars. Note that a fault is declared when the prescribed value
breaches the bounds identified from state measurements. It can be seen that the fault in
Q. is first declared at 0.1 hr (i.e., there is a two-step time delay). Upon the first alarm,
the actuator for Qy, is disabled (i.e., the prescribed value of Qj, is 0) to allow FDD for Q,
until the fault is confirmed to be true or false (this step is necessitated by the fact that the
FDD scheme cannot differentiate between faults in Q, and Qj, since they affect the system
in an identical fashion). The fault is confirmed at time t; = 0.17S hr after 4 consecutive
alarms (i.e, ny = 4), with the process state at D;(3.35 kmol/m?, 358.1 K). The binary
residuals for the manipulated variables Cyo and Q are shown in Figs. 6.6(a) and 6.6(b),
respectively, while the residuals of the manipulated variables obtained by using the nominal
process model are shown in Figs. 6.6(c) and 6.6(d), where the thresholds (see the dashed
lines) are 0.5 kmol/ m?and 1.5 x 10* kJ/hr, respectively. It can be seen that similar results

are obtained by the FDI designs using constant and time-varying thresholds, with no false
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Table 6.2: Safe-park point candidates, steady-state values of the manipulated variables, and Lya-
punov functions for the chemical reactor example of Section 6.5 (a = 1.25).

Safe-park point Q. Ca Tr Cao Q p
candidates (10*kJ/hr)  (kmol/m3?) (K) (kmol/m3) (10*kJ/hr) V(x) = «TPx
Sy —6.55+a 3.50 380 3.78 2.21 % 2 sr0-3 ]
S, —-8§73+ta 385 375 410 2.40 % st0-3 ]
S3 —491+a 3.50 380  3.78 221 % 35103 ]
S4 —4.10+a 350 375 3.73 2.97 2 si0-3 |
Ss —328+a 350 375 3.73 2.97 2 si0-3 |
Ss —2.46 + a 385 375 410 2.40 R

alarms generated.

Beyond FD], the fault diagnosis scheme also identifies the lower and upper bounds on
the actual value of the failed actuator position, which are —5.00 x 10* kJ/hrand —3.81 X
10* kJ/hr, respectively. This information is then used to choose a safe-park point. By re-
ferring to Table 6.2, it is found that the safe-park point candidate S4(3.50 kmol/m?, 375
K) is designed for the case where the cooling valve seizes at some value in [—5.35 x 10*
kJ/hr, —2.85 x 10* kJ/hr], which contains [—5.00 x 10* kJ/hr, —3.81 x 10* kJ/hr].
Note that the process state at time t, is also within the stability region of S4, denoted by
€ 4. Therefore, S, is chosen as a safe-park point. As shown by the solid line in Fig. 6.4, if
the safe-parking strategy is implemented, the process is first stabilized at S, and nominal
operation is resumed upon fault repair. The absence of an appropriately designed fault-
handling framework, however, results in process instability, as shown by the dashed line in

Fig. 6.4. The corresponding state and input profiles are shown in Fig. 6.7.

We then consider a case where concentration measurements are only available every
10A. For this case, we study the problem of estimating the output of the failed actuator and
using its estimate to implement the safe-parking operation, with the focus on the diagnosis
of the fault magnitude for a fault in Q. The concentration between consecutive measure-
ments is predicted by using the nominal process model and temperature measurements as

follows:
3

F - A
=—(C —C)—E Ri(Ca, TR)
AN A - As AR (623)

~

Ca

Ca(10kA) = Cy

where C, denotes the estimate of the concentration, which is set to its true value each time

an asynchronous measurement is available. In the fault diagnosis design, y = [0.04, 0.2]"
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Figure 6.5: Illustration of the FDD scheme of Theorem 6.2 for the chemical reactor example. The
cooling valve fails at time 0.0S hr. The fault is first detected and isolated at 0.1 hr and confirmed
at 0.17S hr after 4 consecutive alarms. Crosses denote the prescribed inputs, circles denote the
implemented inputs, and error bars denote the estimated bounds on the actual inputs for (a) Cao,

(b) Q; and (c) Qs

is used to relax the bounds on the estimate of the actual input to the plant. As shown in
Fig. 6.8, the process starts from O,(4.25 kmol/m?, 390 K). The fault in Q, takes place at
time t; = 0.05 hr, with the actuator frozen at —2.59 x 10* kJ/hr and the process state at
F,(4.14 kmol/m?, 389.1 K). The fault is first detected and isolated at time 0.125 hr and
confirmed after 4 consecutive alarms at time t; = 0.2 hr, as shown in Fig. 6.9, with the
process state at D, (4.01 kmol/m?, 369.4 K). It can be seen from Fig. 6.9 that the estimate
of the failed actuator output is [—3.60 X 10*, —2.17 x 10*], which is a subset of [—3.71 X
10%, —1.21 x 10*] designed for S4(3.85 kmol/m?, 375 K) in Table 6.2. Because D, also
resides within the stability region of S, denoted by € ¢, S¢ is chosen as a safe-park point.
As shown in Fig. 6.8, the process operates at S¢ during fault repair until nominal operation

is resumed at f, = 1.5 hr. The corresponding state and input profiles are depicted in Fig.

6.10.
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Figure 6.6: (a, b) Binary residuals defined by Eq. (6.16) and (c, d) residuals defined by Eq. (6.9)

for manipulated variables Cyo and Q, respectively, in the chemical reactor example.
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Figure 6.7: (a, b) Closed-loop state and (c, d) input profiles for the chemical reactor example. The
safe-parking operation starts from 0.175 hr, and nominal operation is resumed at 1.5 hr.
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Figure 6.8: Closed-loop state trajectory for the chemical reactor example with asynchronous con-
centration measurements where the process starts from O, and the cooling valve fails at F,. The
fault is confirmed at D, the process is stabilized at the safe-park point Sg, and nominal operation is

resumed upon fault repair. The arrow shows the direction of the trajectory.
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Figure 6.9: Illustration of the FDD scheme of Theorem 6.3 for the chemical reactor example with
asynchronous concentration measurements. The cooling valve fails at time 0.05 hr. The fault is first
detected and isolated at 0.125 hr and confirmed at 0.2 hr after 4 consecutive alarms. Crosses denote
the prescribed inputs, circles denote the implemented inputs, and error bars denote the estimated

bounds on the actual inputs for (a) Q. and (b) Q.
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Figure 6.10: (a, b) Closed-loop state and (¢, d) input profiles for the chemical reactor example
with asynchronous concentration measurements. The safe-parking operation starts from 0.2 hr,

and nominal operation is resumed at 1.5 hr.
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6.6 CONCLUSIONS

This chapter considered the problem of designing an integrated fault diagnosis and safe-
parking framework to deal with actuator faults in nonlinear process systems. To this end,
a model-based fault diagnosis design was first proposed, which can not only identify the
failed actuator, but also estimate the fault magnitude. The fault information is obtained by
estimating the outputs of the actuators and comparing them with the corresponding pre-
scribed control inputs. This methodology was first developed under state feedback con-
trol and then generalized to deal with state estimation errors. In the safe-parking design,
possible safe-park points are generated for a series of design values of the failed actuator
position. After a fault is diagnosed, the estimate of the failed actuator position is used to
choose a safe-park point. The discrepancy between the actual value of the failed actuator
position and the corresponding design value is handled through the robustness of the con-
trol design. The efficacy of the integrated fault diagnosis and safe-parking framework was

demonstrated through a chemical reactor example.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

This chapter summarizes the main contributions of this thesis and suggests research op-

portunities for future work.

7.1 CONCLUSIONS

This thesis considered the problem of fault-diagnosis and FT'C of chemical process systems
with nonlinear dynamics. In Chapter 2, an active fault isolation method was proposed for
nonlinear process systems subject to uncertainty. The key idea of the proposed method
is to exploit the nonlinear way that faults affect the process evolution through supervisory
control. To this end, a dedicated fault isolation residual and its time-varying threshold were
generated for each fault by treating other faults as disturbances. A fault is isolated when
the corresponding residual breaches its threshold. These residuals, however, may not be
sensitive to faults under nominal operation. To make these residuals sensitive to faults, a
switching rule was designed to drive the process states, upon detection of a fault using any
fault detection methods, to move towards an operating point that, for any given fault, re-
sults in the reduction of the effect of other faults on the evolution of the same process state.
This idea was then generalized to sequentially operate the process at multiple operating
points that facilitate isolation of different faults. The effectiveness of the proposed method
was illustrated using a chemical reactor example and demonstrated through application to

a solution copolymerization of MMA and VAc.

In addition to actuator FDI, a sensor fault isolation and fault-tolerant control design

was proposed for nonlinear systems subject to input constraints in Chapter 3. The key idea
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of the proposed method is to exploit model-based sensor redundancy through state ob-
server design. To this end, a high-gain observer was first presented and the stability prop-
erty of the closed-loop system was rigorously established. By exploiting the enhanced ap-
plicability of the observer design, a fault isolation scheme was then proposed, which con-
sists of a bank of observers, with each driven by a subset of the measured outputs. The
residuals were defined as the discrepancies between the state estimates and their expected
trajectories. A fault is isolated when all the residuals breach their thresholds except for the
one that is generated without using measurements from the faulty sensor. After the fault is
isolated, the state estimate generated using measurements from the healthy sensors is used
in closed-loop to continue nominal operation. The implementation of the fault isolation
and handling framework subject to uncertainty and measurement noise was illustrated us-

ing a chemical reactor example.

In Chapter 4, the problem of handling actuator faults was addressed for switched non-
linear process systems that transit between multiple modes subject to input constraints.
The faults considered preclude the possibility of operation at the nominal equilibrium
point in the active mode. Two cases were considered according to whether or not the
switching schedule can be altered during the production process. For the case where
the switching schedule is fixed, a safe-parking scheme was designed, which accounts for
the switched nature, to operate the process at successive safe-park points as it transits
to successive modes, which allow resumption of nominal operation after the fault is re-
paired. For the case where the switching schedule is adjustable, a safe-switching scheme
was designed, which exploits the switched nature, to switch the process to a mode (if ex-
ists and available) where nominal operation can be preserved (through control structure
reconfiguration when necessary) to continue nominal operation. The key ideas of the
proposed framework were illustrated via a switched chemical reactor example, and the
robustness with respect to uncertainty and measurement noise was demonstrated on an

MMA polymerization process.

In Chapter S, the safe-parking techniques developed for an isolated unit were general-
ized to account for the network structure of a chemical plant where multiple units are inter-
connected through an intricate network, with FDI and safe-parking techniques integrated
in a unified framework. To this end, a robust FDI design was first presented, where rela-
tions between the prescribed inputs and state measurements in the absence of faults were
constructed with the consideration of uncertainty. A fault is detected and isolated when
the corresponding relation is violated. An algorithm was then developed to determine the
units that need to be safe-parked during the fault repair period and generate possible safe-

park points for the affected units. The implementation of the safe-parking techniques is
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triggered by the isolation of a fault, which can localize the effect of the fault in a subsystem
of the networked plant. The efficacy of the integrated FDI and safe-parking framework was

demonstrated on a chemical process example comprising three reactors and a separator.

Finally, the assumption of the a priori knowledge about the position of the failed actu-
ator was relaxed to consider the case where a failed actuator is frozen at an arbitrary posi-
tion in Chapter 6. This problem was studied by integrating fault diagnosis and safe-parking
techniques. To this end, a model-based fault diagnosis design was proposed, which can
not only identify the failed actuator, but also estimate the fault magnitude. The fault infor-
mation is obtained by estimating the outputs of the actuators and comparing them with
the corresponding prescribed control inputs. This methodology was first developed under
state feedback control and then generalized to deal with state estimation errors. In the safe-
parking design, possible safe-park points were generated for a series of design values of the
failed actuator position. After a fault is diagnosed, the estimate of the failed actuator posi-
tion is used to choose a safe-park point. The discrepancy between the actual value of the
failed actuator position and the corresponding design value is handled through the robust-
ness of the control design. The efficacy of the integrated fault diagnosis and safe-parking

framework was demonstrated through a chemical reactor example.

7.2 FUTURE WORK

The results of this thesis suggest the following topics for future work:

1. Fault diagnosis of nonlinear process systems subject to actuator and sensor faults.
2. Generalized sampled-data output feedback control using high-gain observers.

3. Application of the safe-parking approach to a medium scale nonlinear process ex-

ample under output feedback control.

First, we consider the problem of fault diagnosis for nonlinear process systems subject
to both actuator and sensor faults. In most existing results on model-based fault diagnosis
(see also Chapters 2 and 3), the problem is studied for actuator and sensor faults separately.
The implementation of these separately designed methods will likely result in the decla-
ration of a fault in both actuator and sensor fault diagnosis systems. While engineering

knowledge and experience could be used to find out the location of the failed equipment,
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actuator and sensor faults should be simultaneously accounted for to automate the decision
process. To address a commonly encountered faulty scenario, a maximum of two (either
actuator or sensor or both) faults will be considered. In the fault diagnosis design, the first
step is to utilize the enhanced applicability of the state observer presented in Chapter 3 to
recover the full process states by using subsets of the measured outputs. To achieve robust-
ness with respect to uncertainty, the part of the model that is used in the observer design
should not be directly affected by uncertain variables. Since a maximum of two faults are
considered, the observers will be designed using any p — 1 and p — 2 outputs to differ-
entiate between the occurrence of only one or a simultaneous two faults, where p denotes
the total number of outputs. The second step is to generate fault isolate residuals. The
residuals sensitive to sensor faults can be generated in a similar way as in Chapter 3. The
residuals sensitive to actuator faults can be generated using the differential equations such
that the faults appear on the right-hand side of these equations. The third step is to design
appropriate fault isolation logic that is able to differentiate between the occurrence of one
actuator fault, one sensor fault, two actuator or sensor faults, and one actuator fault and
one sensor fault. Since a large number of simultaneous faults would occur less frequently,

the consideration of two faults would meet most of the practical needs.

Second, we consider the problem of sampled-data output feedback control using high-
gain observers. The output feedback control design using high-gain observers presented in
Chapter 3 assumes that the measurements of the output variables are continuously avail-
able. These results do not account for the effect of measurement sampling that arises in
computer control systems, where measurements are sampled at discrete times, and the fact
that certain variables (e.g., concentration and quality variables) may not be continuously
available in a chemical plant. While the problem of sampled-data output feedback control
using high-gain observers has been studied for nonlinear systems (see [95, 104]), the dis-
crete nature of control implementation is not utilized to generalize the class of systems to
which this type of observers can be applied. As measurement sampling is concerned, the
continuous-time observer in Chapter 3 will be discretized and implemented in discrete-
time as a difference equation. Two cases can be considered for sampled-data output feed-
back control using such observers. In the first case, the inputs are implemented to the plant
at the same rate as that of measurement sampling. This case addresses a scenario where the
control inputs can be prescribed at the same rate as that of measurement sampling. This
can take place when an explicit control law is used, for which the computation time re-
quired by the control law may be ignored. If the computation time cannot be ignored (e.g.,
when MPC is used), this can take place when the control update time is sufficiently large.

In the second case, measurements are sampled fast and a relatively large control update
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time is used. This case addresses a scenario where the measurement sampling can be made
faster than the control update rate. For example, measurements of certain variables, such
as temperatures, are available at a much higher frequency than the prescription of the con-
trol inputs by MPC in a chemical plant. The use of as many measurements as possible is
expected to improve the performance of state estimation and the output feedback control

system.

Third, we consider the problem of safe-parking design for nonlinear process systems
under output feedback control. Since the output feedback control design presented in
Chapter 3 practically preserves the stability region of an equilibrium point obtained un-
der full state feedback control, it can be used to generalize the applicability of the safe-
parking approach for nonlinear process systems subject to input constraints. In particular,
we consider the application of the safe-parking approach to a chemical reactor that pro-
duces polyethylene, the most widely used plastic throughout the world [124]. A gas-phase
polyethylene reactor using Ziegler-Natta catalysts will be considered [125]. This process
operates at an open-loop unstable equilibrium point. Because the reactor is required to op-
erate in a relatively narrow temperature range, the reactor temperature control is extremely
important to stable operation. The loss of control action due to an actuator fault may result
in process instability and even lead to hazardous situations. The safe-parking approach can
be used to maintain the process within a safe operating region during the period of fault re-
pair and enable a smooth resumption of nominal operation after the faultis repaired. While
the problem of safe-parking subject to limited measurements has been studied [75], the
output feedback control design is subject to a restrictive structure requirement and there-
fore limits the scope of applications. Besides, the applicability of safe-parking has been
demonstrated through a medium scale example of a styrene polymerization process [78].
However, it assumes the availability of full state measurements, which may not be the case
in practice. In comparison, the proposed research will demonstrate the applicability of the
safe-parking approach for a generalized class of nonlinear process systems under output

feedback control through a realistic example.
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APPENDIX A

PROOES

A.1 PRrROOF OF THEOREM 4.2

Consider three possibilities:

Case 1. No fault takes place. The absence of faults implies u(t) = tuomo(5)(t) V t € [0, 8.
Since x(0) € Qom,0(0) and Assumption 4.1 holds, it follows from Section 4.2.2 that x(t) €
Qomo(ny V't € [0, )] and [|x(t;) — Xuomy || < dVie {1,... 1}, withB = @.

Case 2. A fault is detected and isolated at time t,, and it is repaired at time t,, with {, < t;
(nominal operation is resumed). Recall that FDI takes place in mode k, and the fault is
repaired in mode k;,. We prove for the case when b > a (i.e, FDI and fault repair occur
in different modes), while the proof for the case when b = a (i.e,, FDI and fault repair
occur in the same mode) follows from a similar line of arguments. We first show that the
system can be safe-parked in mode k,. Note that u(t) = u, (t) V't € [t t,). Since
x(ts) € Qur, € Quomp, and Ty < t, — ty, it follows from Section 4.2.2 that x(t) €
Quomk, V't € [ta,t,) and x(t,) € By, Next, we show that the system can be safe-parked
successively and nominal operation can be resumed at time t,. Note that u(t) = u; () (t)
Vit € [t t). Since x(t;) € Basp, Bisk © Qipyy € Quomp,,, and Ty gy <t —
Vi € {a,...,l — 1}, we have from Section 4.2.2 that x(t) € Q,emer) Vt € [f, L),
x(t;) € Quomp, if T, < t, — t,, and x(t;) € Quom iy if T, > t, — t,. Thus, the rest of the
proof follows from Case 1 when the system operates in mode k; Vi € {1,...,a0} U B,
where B={b,...,I}ifT, < t,—t,and B = {j+1,...,1}if T, > t, — t,, with nominal
control action u(t) = tomo( () V't € [0, ] U [t, t].
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Case 3. A fault is detected and isolated at time t,, and it is repaired at time t,, with {, = t;
(i.e,, nominal operation is not resumed; see Remark 4.8 for an explanation). It follows
from Case 2 that x(t) € Qo) VE € [0,t] U [tg, ] and ||x(t;) — Xpomyp|| < dV
i€{l,...,a— 1},withB = @.

In conclusion, x(t) € Quomor) Vit € [0,8] U [tg, )] and ||x(t;) — Xuompi || < dV
i €{1,...,ap — 1} U B. This completes the proof of Theorem 4.2. U

A.2 ProOF OF THEOREM 4.3

Consider two possibilities:
Case 1. No fault takes place. The proofis the same as that of Theorem 4.2.

Case 2. A faultis detected and isolated at time ¢4, and it is repaired at time ¢,. We first show
that the system state can be driven to enter the stability region Q. under the control law
to safe-park in mode k,. Note that u(t) = u,, (t) Vt € [tz,t,). Since x(t;) € Qg C
Qpom, and By, © flkc, it follows from Section 4.2.2 that x(t) € Quomi, V't € [ts, ),
and there exists a finite time ¢, such that x()) € Q. Next, we show that the system
can be stabilized at the nominal equilibrium point for mode k.. Note that u(t) = (¢
Vit € [t,t). Sincex(f)) € Q andt > t + T, it follows from Section 4.2.2 that
x(t) € Qe € Quomp V't € [t,¢) and x(£) € Quomp..,- Since . > t,and x() €
Qom k..., the rest of the proof follows from Case 1 when the system operates in mode k; V
i € {1,...,a0} U{c+1,..., 1}, with the nominal control action u(t) = tuem,qe(1)(t) V
te [0’ tf] or u(t) = unom,o’(t)(t) Vte [tjm tﬂ

In conclusion, x(t) € Qpom,o(r) Vt € [0, ], ||0(t;) —Xpomi || < dVie {1,...,a,—1},
x(t) € Quomor(r) Yt € [ta, 1)), and ||x(t]) — xpomp || < dVi € {c,...,I}. This completes
the proof of Theorem 4.3. U
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