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Abstract

Video coding schemes designed based on sequential or predictive coding models are vulnerable to the loss of encoded frames at the decoder end. Motivated by this observation, in this thesis we propose two new coding models: robust sequential coding and robust predictive coding. For the Gauss-Markov source with the mean squared error distortion measure, we characterize certain supporting hyperplanes of the rate region of these two coding problems. The proof is divided into three steps: 1) it is shown that each supporting hyperplane of the rate region of Gaussian robust sequential coding admits a max-min lower bound; 2) the corresponding min-max upper bound is shown to be achievable by a robust predictive coding scheme; 3) a saddle point analysis proves that the max-min lower bound coincides with the min-max upper bound. Furthermore, it is shown that the proposed robust predictive coding scheme can be implemented using a successive quantization system. Theoretical and experimental results indicate that this scheme has a desirable “self-recovery” property. Our investigation also reveals an information-theoretic minimax theorem and the associated extremal inequalities.
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Notation and abbreviations

\[ X \] Random variable
\[ \mathcal{X} \] Alphabet of random variable \( X \)
\[ X_i \] Source variable at time \( i \) or the \( i \)th video frame
\[ X^n \] \( 1 \times n \) random vector \((X_1, X_2, \ldots X_n)\)
\[ \sigma_X^2 \] Variance of \( X \)
\[ p(x) \] Distribution of \( X \)
\[ \bm{R} \] Rate vector \((R_1, R_2, \ldots, R_L)\)
\[ \mathbb{E}[] \] Expectation
\[ \mathcal{N}(\mu, \sigma^2) \] Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \)
\[ \text{MMSE} \] Minimum mean square error
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Chapter 1

Introduction

1.1 Background and Motivation

The sequential coding problem was first introduced by Viswanathan and Berger in [1]. Due to its potential relevance to video coding applications, this problem has received renewed interests in recent years [2; 3]. In a sequential coding system, shown in Fig. 1.1, $L$ sources $X_1, \cdots, X_L$, each representing a video frame, are encoded and decoded in a causal manner, where Encoder $i$ has access to $X_1, \cdots, X_i$, $i = 1, \cdots, L$, and the decoder reconstructs $X_i$ based on the outputs from the first $i$ encoders, $i = 1, \cdots, L$. If Encoder $i$ is only allowed to have access to $X_i$ as well as the outputs from the first $i - 1$ encoders (if $i \geq 2$), then the resulting problem is known as predictive coding (see Fig. 1.2). It is shown in [4] that the rate regions of these two coding problems are identical if $X_1 \leftrightarrow X_2 \leftrightarrow \cdots \leftrightarrow X_L$ form a Markov chain. Note that this Markov chain condition is trivially satisfied when $L = 2$.

The existing schemes for sequential coding and predictive coding rely critically on the assumption that the decoder has access to the first $i$ encoded frames (i.e.,
Figure 1.1: Sequential coding with hierarchical distortion constraints.

the outputs from the first \( i \) encoders) when reconstructing the \( i \)th frame (i.e., \( X_i \)). As a consequence, these schemes are vulnerable to the loss of encoded frames at the decoder end. Motivated by this observation, in this thesis we introduce a robust version of these two coding problems.

## 1.2 Robust Sequential and Predictive Coding

For the robust sequential coding problem and the robust predictive coding problem, it is required that the reconstruction of the \( i \)th frame has to meet a certain fidelity constraint even when the decoder only has access to the output from the \( i \)th encoder. This formulation is also applicable to the scenario where the encoded frames are to be decoded by two types of decoders: one has the capability of using multiple encoded
frames to reconstruct a target frame while the other can only perform the reconstruction operation based on a single encoded frame (due to storage or complexity constraints).

Consider $L$ sources $X_1, \ldots, X_L$ with joint distribution $p(x_1, \ldots, x_L)$. Let $\{(X_{1j}, \ldots, X_{Lj})\}_{j=1}^{\infty}$ be i.i.d. copies of $(X_1, \ldots, X_L)$. Let $w_i : \mathcal{X}_i \times \hat{\mathcal{X}}_i \to [0, \infty)$ be a distortion measure, where $\mathcal{X}_i$ and $\hat{\mathcal{X}}_i$ are respectively the source alphabet (of $X_i$) and reconstruction alphabet, $i = 1, \ldots, L$.

**Definition 1.** A rate vector $\overline{R} \triangleq (R_1, \ldots, R_L)$ is said to be achievable with a sequential coding system subject to hierarchical distortion constraint $\overline{d} \triangleq (d_1, \ldots, d_L)$ and individual distortion constraint $\overline{\delta} \triangleq (\delta_2, \ldots, \delta_L)$ if for every $\epsilon > 0$ there exist encoding functions $f_i^{(n)} : \mathcal{X}_1^n \times \cdots \times \mathcal{X}_i^n \to C_i$, $i = 1, \ldots, L$, and decoding functions
\( \tilde{g}_i^{(n)} : C_1 \times \cdots \times C_i \to \tilde{X}_i, \ i = 1, \cdots, L, \) and \( \tilde{g}_i^{(n)} : C_i \to \tilde{X}_i, \ i = 2, \cdots, L, \) such that

\[
\frac{1}{n} \log |C_i| \leq R_i + \epsilon, \quad i = 1, \cdots, L,
\]

\[
\mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^{n} w_i(X_{ij}, \tilde{X}_{ij}) \right] \leq d_i + \epsilon, \quad i = 1, \cdots, L,
\]

\[
(1.1)
\]

\[
\mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^{n} w_i(X_{ij}, \hat{X}_{ij}) \right] \leq \delta_i + \epsilon, \quad i = 2, \cdots, L,
\]

\[
(1.2)
\]

where \( \tilde{X}_i^n = \tilde{g}_i^{(n)}(C_1, \cdots, C_i), \ i = 1, \cdots, L, \) and \( \hat{X}_i^n = \hat{g}_i^{(n)}(C_i), \ i = 2, \cdots, L, \) with \( C_i = f_i^{(n)}(X_1^n, \cdots, X_i^n), \ i = 1, \cdots, L. \)

**Definition 2.** The rate region \( \mathcal{R}_S(d, \tilde{\delta}) \) is the set of all the rate vectors achievable with a sequential coding system subject to hierarchical distortion constraint \( d \) and individual distortion constraint \( \tilde{\delta}. \)

A system diagram of robust sequential coding with hierarchical and individual distortion constraints can be found in Fig. 1.3.

**Definition 3.** A rate vector \( \mathbf{R} \triangleq (R_1, \cdots, R_L) \) is said to be achievable with a predictive coding system subject to hierarchical distortion constraint \( \mathbf{d} \triangleq (d_1, \cdots, d_L) \) and individual distortion constraint \( \mathbf{\tilde{\delta}} \triangleq (\delta_2, \cdots, \delta_L) \) if for every \( \epsilon > 0 \) there exist encoding functions \( f_1^{(n)} : X_1^n \to C_1 \) and \( f_i^{(n)} : C_1 \times \cdots \times C_{i-1} \times X_i^n \to C_i, \ i = 2, \cdots, L, \) and decoding functions \( \tilde{g}_i^{(n)} : C_1 \times \cdots \times C_i \to \tilde{X}_i, \ i = 1, \cdots, L, \) and \( \hat{g}_i^{(n)} : C_i \to \hat{X}_i, \)
Figure 1.3: Robust sequential coding with hierarchical and individual distortion constraints.

\[ i = 2, \ldots, L, \text{ such that} \]

\[
\frac{1}{n} \log |C_i| \leq R_i + \epsilon, \quad i = 1, \ldots, L, 
\]

\[
\mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^{n} w_i(X_{ij}, \hat{X}_{ij}) \right] \leq d_i + \epsilon, \quad i = 1, \ldots, L, 
\]

\[
\mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^{n} w_i(X_{ij}, \tilde{X}_{ij}) \right] \leq \delta_i + \epsilon, \quad i = 2, \ldots, L, 
\]

where \( \tilde{X}_i^n = \tilde{g}_i^{(n)}(C_1, \ldots, C_i), i = 1, \ldots, L, \) and \( \hat{X}_i^n = \hat{g}_i^{(n)}(C_i), i = 2, \ldots, L, \) with
Definition 4. The rate region $\mathcal{R}_P(d, \delta)$ is the set of all the rate vectors achievable with a predictive coding system subject to hierarchical distortion constraint $\bar{d}$ and individual distortion constraint $\bar{\delta}$.

A system diagram of robust predictive coding with hierarchical and individual distortion constraints can be found in Fig. 1.4.

Note that the case $L = 1$ corresponds to the conventional lossy source coding.
problem, and the tradeoff between rate and distortion is characterized by the rate-
distortion function (see Appendix B.2).

If $L = 2$ and $X_1 = X_2$, then we recover the classic multiple description problem
(see Fig. 1.5). A general inner bound of the rate region for this problem was derived
by El Gamal and Cover [7] (see Appendix B.3). A tighter inner bound was found by
Zhang and Berger [8] (see Appendix B.3). For the quadratic Gaussian case, Ozarow [9]
showed that El Gamal-Cover inner bound is tight (see Appendix B.3).

Throughout this thesis, for any random object $W$ and $1 \times n$ random vector $X^n$
we define $\sigma^2_{X^n} = \frac{1}{n} \mathbb{E}[X^n(X^n)^T]$ and $\sigma^2_{X^n|W} = \sigma^2_{X^n|E[X^n|W]}$; the logarithm function is
to base $e$ unless specified otherwise.

## 1.3 Main Results

In this thesis we focus on the special case where $X_1 \leftrightarrow X_2 \leftrightarrow \cdots \leftrightarrow X_L$ form a Gauss-
Markov chain. With no essential loss of generality, we assume $X_{i+1} = X_i + \Delta_i$, $i = 1, \cdots, L - 1$, where $X_1, \Delta_1, \cdots, \Delta_{L-1}$ are mutually independent zero-mean Gaussian
random variables with $\sigma^2_{X_1} > 0$ and $\sigma^2_{\Delta_i} > 0$, $i = 1, \cdots, L - 1$. Furthermore, we
use the mean squared error as the distortion measure, i.e., $w_i(x_i, \hat{x}_i) = (x_i - \hat{x}_i)^2$.
for all \( x_i \in \mathbb{R} \) and \( \hat{x}_i \in \mathbb{R} \), \( i = 1, \cdots, L \). Note that in this setting there is no loss of optimality in assuming \( \hat{g}_i^{(n)}(C_1, \cdots, C_i) = \mathbb{E}[X_i^n | C_1, \cdots, C_i], i = 1, \cdots, L \), and \( \hat{g}_i^{(n)}(C_i) = \mathbb{E}[X_i^n | C_i], i = 2, \cdots, L \). As a consequence, (1.1) and (1.3) can be rewritten as

\[
\sigma^2_{X_i^n | C_1, \cdots, C_i} \leq d_i + \epsilon, \quad i = 1, \cdots, L;
\]

for the same reason, (1.2) and (1.4) can be rewritten as

\[
\sigma^2_{X_i^n | C_i} \leq \delta_i + \epsilon, \quad i = 2, \cdots, L.
\]

Without loss of generality, we assume \( 0 < d_i \leq \sigma^2_{X_i}, i = 1, \cdots, L \), and \( 0 < \delta_i \leq \sigma^2_{X_i}, i = 2, \cdots, L \). Since both \( \mathcal{R}_S(\overline{d}, \overline{\delta}) \) and \( \mathcal{R}_P(\overline{d}, \overline{\delta}) \) are closed convex sets, it suffices to characterize their supporting hyperplanes, i.e., to solve the following optimization problems

\[
\inf_{\overline{R} \in \mathcal{R}_S(\overline{d}, \overline{\delta})} \mu \overline{R}^T \quad \text{and} \quad \inf_{\overline{R} \in \mathcal{R}_P(\overline{d}, \overline{\delta})} \mu \overline{R}^T,
\]

where \( \overline{\mu} = (\mu_1, \cdots, \mu_L) \) with \( \mu_i \geq 0, i = 1, \cdots, L \). In view of the fact that \( \mathcal{R}_P(\overline{d}, \overline{\delta}) \subseteq \mathcal{R}_S(\overline{d}, \overline{\delta}) \), we must have

\[
\inf_{\overline{R} \in \mathcal{R}_S(\overline{d}, \overline{\delta})} \mu \overline{R}^T \leq \inf_{\overline{R} \in \mathcal{R}_P(\overline{d}, \overline{\delta})} \mu \overline{R}^T.
\]  

(1.5)
To state the main results of this thesis, we need to define the following function:

$$\psi(\mu, \gamma, \delta, \theta)$$

$$= \frac{\mu_1}{2} \log \left( \frac{\sigma^2_{X_1}}{\gamma_1} \right) + \sum_{i=2}^{L} \frac{\mu_i}{2} \log \left( \frac{\sigma^2_{X_i} (\gamma_{i-1} + \sigma^2_{X_{i-1}})}{(\sigma^2_{X_i} - \theta_{i-1})(\gamma_{i-1} + \sigma^2_{X_{i-1}}) + \sigma^2_{X_i}\theta_{i-1}} \right)$$

$$+ \sum_{i=2}^{L} \frac{\mu_i}{2} \log \left( \frac{(\sigma^2_{X_i} - \theta_i)(\gamma_i + \sigma^2_{X_i}\theta_i)}{(\sigma^2_{X_i} - \theta_{i-1})\delta_i + \sigma^2_{X_i}\theta_i\gamma_i} \right),$$

where $\gamma = (\gamma_1, \cdots, \gamma_L)$ and $\theta = (\theta_1, \cdots, \theta_{L-1})$. Furthermore, let

$$\kappa_l(\mu, d, \delta) = \sup_{\theta_i \in (0, \sigma^2_{X_{i+1}}), i=1, \cdots, L-1} \min_{\gamma_i \in [0, d_i], i=1, \cdots, L} \psi(\mu, \gamma, \delta, \theta),$$

$$\kappa_u(\mu, d, \delta) = \inf_{\gamma_i \in (0, d_i), i=1, \cdots, L} \max_{\theta_i \in [0, \sigma^2_{X_{i+1}}], i=1, \cdots, L-1} \psi(\mu, \gamma, \delta, \theta).$$

**Theorem 1.** For $\mu$ with $\mu_1 \geq \cdots \geq \mu_L \geq 0$,

$$\inf_{R \in \mathcal{R}_S(d, \delta)} \mu R^T \geq \kappa_l(\mu, d, \delta).$$

**Theorem 2.** For $\mu$ with $\mu_i \geq 0$, $i = 1, \cdots, L$,

$$\inf_{R \in \mathcal{R}_P(d, \delta)} \mu R^T \leq \kappa_u(\mu, d, \delta).$$

**Theorem 3.** For $\mu$ with $\mu_1 \geq \cdots \geq \mu_L \geq 0$,

$$\kappa_l(\mu, d, \delta) = \kappa_u(\mu, d, \delta).$$

The proofs of Theorems 1, 2, and 3 are given in Chapters 2, 3, and 4, respectively.
These theorems together with (1.5) lead to the following result, which provides a characterization of certain supporting hyperplanes of $R_S(\bar{d}, \bar{\delta})$ and $R_P(\bar{d}, \bar{\delta})$; in particular, setting $\mu_1 = \cdots = \mu_L = 1$ gives the minimum sum rate of these two rate regions.

**Theorem 4.** For $\mu$ with $\mu_1 \geq \cdots \geq \mu_L \geq 0$,

$$
\inf_{\mathcal{P} \in \mathcal{R}_S(\bar{d}, \bar{\delta})} \mu \mathcal{R}^T = \inf_{\mathcal{P} \in \mathcal{R}_P(\bar{d}, \bar{\delta})} \mu \mathcal{R}^T = \kappa_i(\mu, \bar{d}, \bar{\delta}) = \kappa_u(\mu, \bar{d}, \bar{\delta}).
$$

For the special case $L = 2$, it can be verified that $\kappa_i(\mu, \bar{d}, \bar{\delta})$ and $\kappa_u(\mu, \bar{d}, \bar{\delta})$ have the following explicit expression (when $\mu_1 \geq \mu_2 \geq 0$):

$$
\kappa_i(\mu, \bar{d}, \bar{\delta}) = \kappa_u(\mu, \bar{d}, \bar{\delta})
= \begin{cases}
\frac{\mu_1}{2} \log \left( \frac{\sigma^2_{\chi_1}}{d_1} \right) + \frac{\mu_2}{2} \log \left( \frac{d_1 + \sigma^2_{\Delta_1}}{d_2} \right), & d_2 \leq d_1 + \sigma^2_{\Delta_1} + \delta_2 - \sigma^2_{X_2} \\
\frac{\mu_1}{2} \log \left( \frac{\sigma^2_{\chi_1}}{d_1} \right) + \frac{\mu_2}{2} \log \left( \frac{\sigma^2_{\chi_2}}{\delta_2} \right), & d_2 \geq (\frac{1}{d_1 + \sigma_{\Delta_1}} + \frac{1}{\delta_2} - \frac{1}{\sigma^2_{X_2}})^{-1} \\
\frac{\mu_1}{2} \log \left( \frac{\sigma^2_{\chi_1}}{d_1} \right) + \frac{\mu_2}{2} \log \left( \frac{(d_1 + \sigma^2_{\Delta_1})\eta}{d_2^2} \right), & \text{otherwise}
\end{cases}
$$

where

$$
\eta = \frac{(\sigma^2_{X_2} - d_2)^2}{(\sigma^2_{X_2} - d_2)^2 - \sqrt{(\sigma^2_{X_2} - d_1 - \sigma^2_{\Delta_1})(\sigma^2_{X_2} - \delta_2)} - \sqrt{(d_1 + \sigma^2_{\Delta_1} - d_2)(\delta_2 - d_2)^2}}.
$$

Our formulation of robust sequential coding and predictive coding is partly inspired by the classic multiple description problem (see, e.g., [7; 10]). In fact, the problem treated in [10] can be viewed as a degenerate case of our setup with $\sigma^2_{\Lambda_i} = 0$, $i = 1, \cdots, L - 1$. It will be seen that such a connection allows us to leverage the techniques developed for the multiple description problem and, albeit somewhat implicitly, provides conceptual
guidelines for our analysis. However, a straightforward application of the existing techniques turns out to be insufficient for handling these new problems. Indeed, we need to establish a new extremal inequality for the converse argument (see Chapter 2); the achievability scheme (see Chapter 3) and the saddle point analysis (see Chapter 4) are also more delicate than their counterparts in [10]. Moreover, the new coding problems possess certain features not found in the multiple description problem; for example, the special case studied in Chapter 6 has no natural counterpart in multiple description coding. Finally and most importantly, the analysis of the new coding problems enables us to extract an information-theoretic minimax theorem which is of interest in its own right (see Chapter 5).

1.4 Thesis Outline

The remainder of this thesis is organized as follows. We state our main results in Chapter 1; these results provide a partial characterization of the rate region of robust sequential coding and robust predictive coding for the Gauss-Markov source model under the mean squared error distortion constraint. The proofs of these results are given in Chapters 2, 3, and 4. It is shown in Chapter 5 that our main results can be viewed as a manifestation of an information-theoretic minimax theorem. Chapter 6 contains an explicit characterization of the minimum sum rate for a special class of sources and distortion constraints and provides a detailed discussion of the proposed robust predictive coding scheme. We conclude this thesis in Chapter 7.
Chapter 2

Lower Bound

2.1 Extremal Inequality

The following extremal inequality is the main technical ingredient in the proof of Theorem 1. It can be viewed as a generalization of [10, Lemma 1].

Theorem 5. Let $N^n_i$ be a zero-mean Gaussian random vector with i.i.d. entries of positive variance $\sigma^2_{N_i}$, $i = 1, 2, 3$, where $\sigma^2_{N_2} \leq \sigma^2_{N_3}$. Let $\nu_1$, $\nu_2$, $\rho_1$, $\rho_2$, and $d$ be arbitrary real numbers satisfying $\nu_1 \geq \nu_2 \geq 0$ and $d > 0$. Then for any random vector $S^n$ and random object $W$, jointly independent of $(N^n_1, N^n_2, N^n_3)$, such that $\sigma^2_{S^n|W} \leq d$,

$$
\nu_1(h(\rho_1 S^n + N^n_1|W) - h(S^n|W)) - \nu_2(h(\rho_2 S^n + N^n_3|W) - h(\rho_2 S^n + N^n_2|W)) \\
\geq \min_{\gamma \in [0,d]} \frac{\nu_1 n}{2} \log \left( \frac{\rho_1^2 \gamma + \sigma^2_{N_1}}{\gamma} \right) - \frac{\nu_2 n}{2} \left( \frac{\rho_2^2 \gamma + \sigma^2_{N_3}}{\rho_2^2 \gamma + \sigma^2_{N_2}} \right).
$$

The following lemmas are the special cases of Theorem 5.
Lemma 1. For any random vector $S^n$ and random object $W$ such that $\sigma_{S^n|W}^2 \leq d$,

$$h(S^n|W) \leq \frac{n}{2} \log(2\pi ed).$$

For completeness we give a proof in Appendix C.

The following result is a variant of the worst additive noise lemma by Ihara [18] as well as Diggavi and Cover [19, Lemma II.2]. Its proof can be found in [11, Appendix B].

Lemma 2. Let $Z^n$ be a zero-mean Gaussian random vector with i.i.d. entries of positive variance $\sigma_Z^2$. For any random vector $S^n$ and random object $W$, jointly independent of $Z^n$, such that $\sigma_{S^n|W}^2 \leq d$,

$$h(S^n + Z^n|W) - h(S^n|W) \geq \frac{n}{2} \log \left( \frac{d + \sigma_Z^2}{d} \right).$$

Lemma 3. Let $Z^n_i$ be a zero-mean Gaussian random vector with i.i.d. entries of positive variance $\sigma_Z^2$, $i = 1, 2$. Let $\nu_1$ and $\nu_2$ be arbitrary real numbers satisfying $\nu_1 \geq \nu_2 \geq 0$. Then for any random vector $S^n$ and random object $W$, jointly independent of $(Z^n_1, Z^n_2)$, such that $\sigma_{S^n|W}^2 \leq d$,

$$- \nu_1 h(S^n|W) - \nu_2 (h(S^n + Z^n_2|W) - h(S^n + Z^n_1|W))$$

$$\geq - \frac{\nu_1 n}{2} \log(2\pi ed) - \frac{\nu_2 n}{2} \log \left( \frac{d + \sigma_Z^2}{d + \sigma_{Z_1}^2} \right).$$
Proof: Note that

\[-\nu_1 h(S^n|W) - \nu_2 (h(S^n + Z^n_2|W) - h(S^n + Z^n_1|W))\]

\[= \nu_1 (h(S^n + Z^n_1|W) - h(S^n |W)) - \nu_2 h(S^n + Z^n_2|W) - (\nu_1 - \nu_2) h(S^n + Z^n_1|W).\]

(2.1)

Since \(\sigma^2_{S^n + Z^n_i|W} = \sigma^2_{S^n} + \sigma^2_{Z_i} \leq d + \sigma^2_{Z_i}, \ i = 1, 2\), it follows from Lemma 1 that

\[-\nu_2 h(S^n + Z^n_2|W) - (\nu_1 - \nu_2) h(S^n + Z^n_1|W)\]

\[\geq -\frac{\nu_2 n}{2} \log(2\pi e(d + \sigma^2_{Z_2})) - \frac{(\nu_1 - \nu_2)n}{2} \log(2\pi e(d + \sigma^2_{Z_1})).\]

(2.2)

Furthermore, by Lemma 2, we have

\[\nu_1 (h(S^n + Z^n_1|W) - h(S^n|W)) \geq \frac{\nu_1 n}{2} \log \left(\frac{d + \sigma^2_{Z_1}}{d}\right).\]

(2.3)

Substituting (2.2) and (2.3) into (2.1) completes the proof of Lemma 3. \(\square\)

Now we are ready to prove Theorem 5. It can be verified that

- if \(\rho_1 = \rho_2 = 0\), then Theorem 5 is implied by Lemma 1;
- if \(\rho_1 \neq \rho_2 = 0\) or \(\sigma^2_{N_2} = \sigma^2_{N_3}\), then Theorem 5 is implied by Lemma 2;
- if \(\rho_2 \neq \rho_1 = 0\), then Theorem 5 is implied by Lemma 3.

Therefore, it suffices to consider the case where \(\sigma^2_{N_2} < \sigma^2_{N_3}\) and \(\rho_i \neq 0, i = 1, 2\). With no loss of generality, we shall assume \(\rho_1 = \rho_2 = 1\).
First consider the case $\sigma^2_{N_1} \geq \sigma^2_{N_3}$. Note that

$$\nu_1(h(S^n + N_1^n|W) - h(S^n|W)) - \nu_2(h(S^n + N_3^n|W) - h(S^n + N_2^n|W))$$

$$= \nu_1(h(S^n + N_1^n|W) - h(S^n + N_3^n|W)) + \nu_2(h(S^n + N_2^n|W) - h(S^n|W))$$

$$+ (\nu_1 - \nu_2)(h(S^n + N_3^n|W) - h(S^n|W)). \quad (2.4)$$

By Lemma 2,

$$\nu_2(h(S^n + N_2^n|W) - h(S^n|W)) + (\nu_1 - \nu_2)(h(S^n + N_3^n|W) - h(S^n|W))$$

$$\geq \frac{\nu_2 n}{2} \log \left( \frac{d + \sigma^2_{N_2}}{d} \right) + \frac{(\nu_1 - \nu_2)n}{2} \log \left( \frac{d + \sigma^2_{N_3}}{d} \right). \quad (2.5)$$

If $\sigma^2_{N_1} > \sigma^2_{N_3}$, then without loss of generality we can assume $N_1^n = N_3^n + \Theta^n$, where $\Theta^n$ is independent of $(N_3^n, S^n, W)$, and the entries of $\Theta^n$ are i.i.d. Gaussian random variables with mean zero and variance $\sigma^2_{N_1} - \sigma^2_{N_3}$. Hence,

$$\nu_1(h(S^n + N_1^n|W) - h(S^n + N_3^n|W))$$

$$= \nu_1(h(S^n + N_3^n + \Theta^n|W) - h(S^n + N_3^n|W))$$

$$\geq \frac{\nu_1 n}{2} \log \left( \frac{d + \sigma^2_{N_1}}{d + \sigma^2_{N_3}} \right), \quad (2.6)$$

where (2.6) follows from Lemma 2 and the fact that $\sigma^2_{S^n + N_3^n|W} = \sigma^2_{S^n|W} + \sigma^2_{N_3} \leq d + \sigma^2_{N_3}$. It is clear that (2.6) also holds when $\sigma^2_{N_1} = \sigma^2_{N_3}$. Substituting (2.5) and (2.6) into
(2.4) gives

\[
\nu_1(h(S^n + N_1^n|W) - h(S^n|W)) - \nu_2(h(S^n + N_3^n|W) - h(S^n + N_2^n|W)) \\
\geq \frac{\nu_1 n}{2} \log \left( \frac{d + \sigma_{N_1}^2}{d} \right) - \frac{\nu_2 n}{2} \log \left( \frac{d + \sigma_{N_2}^2}{d} \right),
\]

which is the desired result.

Now it suffices to prove Theorem 5 for the case \(\sigma_{N_1}^2 < \sigma_{N_3}^2\). To this end, we use a reduction method inspired by [20]. Without loss of generality, we assume \(N_3^n = N_i^n + \Theta_i^n\), where \(\Theta_i^n\) is independent of \((N_i^n, S^n, W)\), and the entries of \(\Theta_i^n\) are i.i.d. Gaussian random variables with mean zero and variance \(\sigma_{N_3}^2 - \sigma_{N_i}^2\), \(i = 1, 2\).

Note that

\[
\nu_1(h(S^n + N_1^n|W) - h(S^n|W)) - \nu_2(h(S^n + N_3^n|W) - h(S^n + N_2^n|W)) \\
= \nu_1(h(S^n + N_3^n|W) + h(S^n + N_1^n|S^n + N_3^n, W) - h(S^n + N_3^n|S^n + N_1^n, W)) \\
- \nu_1(h(S^n + N_3^n|W) + h(S^n|S^n + N_3^n, W) - h(S^n + N_3^n|S^n, W)) - \nu_2(h(S^n + N_3^n|W) \\
+ \nu_2(h(S^n + N_3^n|W) + h(S^n + N_2^n|S^n + N_3^n, W) - h(S^n + N_3^n|S^n + N_2^n, W)) \\
= \nu_1(h(S^n + N_1^n|S^n + N_3^n, W) - h(\Theta_1^n)) - \nu_1(h(S^n|S^n + N_3^n, W) - h(N_3^n)) \\
+ \nu_2(h(S^n + N_2^n|S^n + N_3^n, W) - h(\Theta_2^n)) \\
= \nu_1 \left( h(S^n + N_1^n|S^n + N_3^n, W) - \frac{n}{2} \log(2\pi e(\sigma_{N_3}^2 - \sigma_{N_1}^2)) \right) \\
- \nu_1 \left( h(S^n|S^n + N_3^n, W) - \frac{n}{2} \log(2\pi e\sigma_{N_3}^2) \right) \\
+ \nu_2 \left( h(S^n + N_2^n|S^n + N_3^n, W) - \frac{n}{2} \log(2\pi e(\sigma_{N_3}^2 - \sigma_{N_2}^2)) \right). \tag{2.7}
\]

Let \(Q_i^n = N_i^n - \mathbb{E}[N_i^n|N_3^n], i = 1, 2\). It can be verified that \(Q_i^n = N_i^n - \sigma_{N_i}^2 N_3^n\), \(i = 1, 2\). Moreover, it is clear that \(Q_i^n\) is independent of \((N_3^n, S^n, W)\), and the entries
of $Q_i^n$ are i.i.d. Gaussian random variables with mean zero and variance $\sigma_{N_i}^2 - \sigma_{N_2}^4 \sigma_{N_3}^{-2}$, $i = 1, 2$. Note that

\begin{align*}
h(S^n + N_1^n | S^n + N_3^n, W) & = h(S^n + \sigma_{N_1}^2 \sigma_{N_3}^{-2} N_3^n + Q_i^n | S^n + N_3^n, W) \\
& = h((1 - \sigma_{N_1}^2 \sigma_{N_3}^{-2} N_3^n + Q_i^n | S^n + N_3^n, W) \\
& \geq \frac{n}{2} \log \left( e^{\frac{2}{n} h((1 - \sigma_{N_1}^2 \sigma_{N_3}^{-2}) S^n + N_3^n, W) + e^{\frac{2}{n} h(Q_i^n)}} \right) \\
& = \frac{n}{2} \log \left( (1 - \sigma_{N_1}^2 \sigma_{N_3}^{-2})^2 e^{\frac{2}{n} h(S^n | S^n + N_3^n, W) + 2\pi e(\sigma_{N_1}^2 - \sigma_{N_1}^4 \sigma_{N_3}^{-2})} \right), \quad i = 1, 2, \quad (2.9)
\end{align*}

where (2.8) follows by the entropy power inequality. Substituting (2.9) into (2.7), we obtain

\begin{align*}
\nu_1(h(S^n + N_1^n | W) - h(S^n | W)) & - \nu_2(h(S^n + N_3^n | W) - h(S^n + N_3^n | W)) \\
& \geq \nu_1 \left( \frac{n}{2} \log \left( (1 - \sigma_{N_1}^2 \sigma_{N_3}^{-2})^2 e^{\frac{2}{n} h(S^n | S^n + N_3^n, W) + 2\pi e(\sigma_{N_1}^2 - \sigma_{N_1}^4 \sigma_{N_3}^{-2})} \right) \\
& \quad - \frac{n}{2} \log(2\pi e(\sigma_{N_3}^2 - \sigma_{N_1}^2)) \right) \\
& - \nu_1 \left( h(S^n | S^n + N_3^n, W) - \frac{n}{2} \log(2\pi e(\sigma_{N_3}^2)) \right) \\
& + \nu_2 \left( \frac{n}{2} \log \left( (1 - \sigma_{N_2}^2 \sigma_{N_3}^{-2})^2 e^{\frac{2}{n} h(S^n | S^n + N_3^n, W) + 2\pi e(\sigma_{N_2}^2 - \sigma_{N_2}^4 \sigma_{N_3}^{-2})} \right) \\
& \quad - \frac{n}{2} \log(2\pi e(\sigma_{N_3}^2 - \sigma_{N_2}^2)) \right). \quad (2.10)
\end{align*}

Now we proceed to bound $h(S^n | S^n + N_3^n, W)$. Let $\hat{S}^n$ be an estimate of $S^n$ based on $(S^n + N_3^n, W)$, where

$$
\hat{S}^n = \mathbb{E}[S^n | W] + \sigma_{S^n | W}^2 (\mathbb{E}[S^n | W] + \sigma_{N_3}^2)^{-1} (S^n - \mathbb{E}[S^n | W] + N_3^n).
$$
It can be verified that
\[
\frac{1}{n} \mathbb{E}[(S^n - \hat{S}^n)(S^n - \hat{S}^n)^T] = \frac{\sigma^2_{S^n | W} \sigma^2_{N_3}}{\sigma^2_{S^n | W} + \sigma^2_{N_3}}.
\]

Since \( \sigma^2_{S^n | S^n + N_3^w, W} \leq \frac{1}{n} \mathbb{E}[(S^n - \hat{S}^n)(S^n - \hat{S}^n)^T] \) and \( \sigma^2_{S^n | W} \leq d \), we have
\[
\sigma^2_{S^n | S^n + N_3^w, W} \leq (d^{-1} + \sigma^{-2}_{N_3})^{-1},
\]
which, by Lemma 1, implies that
\[
h(S^n | S^n + N_3^n, W) \leq \frac{n}{2} \log(2\pi e(d^{-1} + \sigma^{-2}_{N_3})^{-1}). \tag{2.11}
\]

In view of (2.10) and (2.11), we have
\[
\nu_1(h(S^n + N_1^n | W) - h(S^n | W)) - \nu_2(h(S^n + N_3^n | W) - h(S^n + N_2^n | W)) \geq \min_{\tilde{\gamma} \in [0, (d^{-1} + \sigma^{-2}_{N_3})^{-1}]} \nu_1 \left( \frac{n}{2} \log \left( 2\pi e(1 - \sigma^2_{N_1} \sigma^{-2}_{N_3})^2 \tilde{\gamma} + 2\pi e(\sigma^2_{N_1} - \sigma^4_{N_1} \sigma^{-2}_{N_3}) \right) - \frac{n}{2} \log(2\pi e(\sigma^2_{N_3} - \sigma^2_{N_1})) \right) \]
\[
- \nu_1 \left( \frac{n}{2} \log(2\pi e\gamma) - \frac{n}{2} \log(2\pi e\sigma^2_{N_3}) \right) 
- \nu_2 \left( \frac{n}{2} \log \left( 2\pi e(1 - \sigma^2_{N_2} \sigma^{-2}_{N_3})^2 \gamma + 2\pi e(\sigma^2_{N_2} - \sigma^4_{N_2} \sigma^{-2}_{N_3}) \right) - \frac{n}{2} \log(2\pi e(\sigma^2_{N_3} - \sigma^2_{N_2})) \right). \]

Let \( \gamma = \frac{\tilde{\gamma} \sigma^2_{N_3}}{\sigma^2_{N_1}} \). Note that there is a one-to-one correspondence between \( \gamma \in [0, d] \) and
\( \tilde{\gamma} \in [0, (d^{-1} + \sigma_{N_3}^{-2})^{-1}] \). Moreover, it can be verified that

\[
\nu_1 \left( \frac{n}{2} \log \left( 2\pi e \left( 1 - \sigma_{N_1}^2 \sigma_{N_3}^{-2} \right)^2 \tilde{\gamma} + 2\pi e \left( \sigma_{N_1}^2 - \sigma_{N_3}^2 \right) \sigma_{N_3}^{-2} \right) - \frac{n}{2} \log(2\pi e(\sigma_{N_3}^2 - \sigma_{N_1}^2)) \right) 
- \nu_1 \left( \frac{n}{2} \log(2\pi e\tilde{\gamma}) - \frac{n}{2} \log(2\pi e\sigma_{N_3}^2) \right) 
+ \nu_2 \left( \frac{n}{2} \log \left( 2\pi e \left( 1 - \sigma_{N_2}^2 \sigma_{N_3}^{-2} \right)^2 \tilde{\gamma} + 2\pi e \left( \sigma_{N_2}^2 - \sigma_{N_3}^2 \sigma_{N_2}^{-2} \right) \sigma_{N_3}^{-2} \right) - \frac{n}{2} \log(2\pi e(\sigma_{N_3}^2 - \sigma_{N_2}^2)) \right) 
= \frac{\nu_1 n}{2} \log \left( \frac{\gamma + \sigma_{N_1}^2}{\gamma} \right) - \frac{\nu_2 n}{2} \left( \frac{\gamma + \sigma_{N_2}^2}{\gamma + \sigma_{N_3}^2} \right),
\]

which completes the proof.

### 2.2 Proof of the Lower Bound

Now we proceed to prove Theorem 1. The proof relies on Theorem 5 as well as the techniques developed in [9; 10; 11]. Given \( \bar{R} \in \mathcal{R}_S(\bar{d}, \bar{\delta}) \), it suffices to show that

\[
\overline{\mu} \overline{R}_T \geq \min_{\gamma_i \in [0, d_i], i = 1, \cdots, L} \psi(\overline{\mu}, \overline{\gamma}; \overline{\delta}, \overline{\theta}) \tag{2.12}
\]

for all \( \theta \) with \( \theta_i \in (0, \sigma_{X_{i+1}}^2) \), \( i = 1, \cdots, L - 1 \).

By Definition 1, for every \( \epsilon > 0 \) there exist \( L \) encoding functions \( f_i^{(n)} : \mathbb{R}^{i \times n} \rightarrow C_i \), \( i = 1, \cdots, L \), such that

\[
\frac{1}{n} \log |C_i| \leq R_i + \epsilon, \quad i = 1, \cdots, L,
\]

\[
\sigma_{X_i|C_1, \cdots, C_i}^2 \leq d_i + \epsilon, \quad i = 1, \cdots, L,
\]

\[
\sigma_{X_i|C_i}^2 \leq \delta_i + \epsilon, \quad i = 2, \cdots, L,
\]
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where \( C_i = f_i^{(n)}(X_{i1}^n, \ldots, X_{ii}^n) \), \( i = 1, \ldots, L \). One can readily verify that

\[
\sum_{i=1}^{L} \mu_i (R_i + \epsilon) \geq \sum_{i=1}^{L} \frac{\mu_i}{n} H(C_i) \\
\geq \frac{\mu_1}{n} I(X_1^n; C_1) + \sum_{i=2}^{L} \frac{\mu_i}{n} I(C_1, \ldots, C_{i-1}, X_{ii}^n; C_i) \\
= \frac{\mu_1}{n} I(X_1^n; C_1) \\
+ \sum_{i=2}^{L} \frac{\mu_i}{n} (I(C_1, \ldots, C_{i-1}; C_i) + I(X_{ii}^n; C_1, \ldots, C_i) - I(X_{ii}^n; C_1, \ldots, C_{i-1})).
\]

(2.14)

Let \( Z_i^n \) be a zero-mean Gaussian random vector with i.i.d. entries of positive variance \( \sigma_{Z_i}^2 \), \( i = 1, \ldots, L-1 \); moreover, we assume \( Z_i^n \) is independent of \( (X_{i+1}^n, C_1, \ldots, C_{i+1}) \), \( i = 1, \ldots, L-1 \). Note that

\[
I(C_1, \ldots, C_{i-1}; C_i) \\
= I(X_i^n + Z_{i-1}^n; C_1, \ldots, C_{i-1}) + I(X_i^n + Z_{i-1}^n; C_i) \\
+ I(C_1, \ldots, C_{i-1}; C_i | X_i^n + Z_{i-1}^n) - I(X_i^n + Z_{i-1}^n; C_1, \ldots, C_i) \\
\geq I(X_i^n + Z_{i-1}^n; C_1, \ldots, C_{i-1}) + I(X_i^n + Z_{i-1}^n; C_i) \\
- I(X_i^n + Z_{i-1}^n; C_1, \ldots, C_i), \quad i = 2, \ldots, L.
\]

(2.15)
Continuing from (2.14),

\[
\sum_{i=1}^{L} \mu_i(R_i + \epsilon) \\
\geq \frac{\mu_1}{n} I(X_1^n; C_1) + \sum_{i=2}^{L} \frac{\mu_i}{n} (I(X_i^n + Z_i^n; C_1, \cdots, C_{i-1}) + I(X_i^n + Z_i^n; C_i) \\
- I(X_i^n + Z_i^n; C_1, \cdots, C_i) + I(X_i^n; C_1, \cdots, C_i) - I(X_i^n; C_1, \cdots, C_{i-1})) \\
= \frac{\mu_1}{n} I(X_1^n, C_1) - \frac{\mu_2}{n} (I(X_2^n; C_1) - I(X_2^n + Z_1^n; C_1)) \\
+ \sum_{i=2}^{L-1} \left( \frac{\mu_i}{n} (I(X_i^n; C_1, \cdots, C_i) - I(X_i^n + Z_i^n; C_1, \cdots, C_i)) \\
- \frac{\mu_{i+1}}{n} (I(X_{i+1}^n; C_1, \cdots, C_i) - I(X_{i+1}^n + Z_i^n; C_1, \cdots, C_i)) \right) \\
+ \frac{\mu_L}{n} (I(X_L^n; C_1, \cdots, C_L) - I(X_L^n + Z_{L-1}^n; C_1, \cdots, C_{L-1})) \\
+ \sum_{i=2}^{L} \frac{\mu_i}{n} I(X_i^n + Z_i^n; C_i) \\
\geq \frac{\mu_1}{n} \log(2\pi e \sigma_{X_1}^2) - \frac{\mu_2}{2} \log \left( \frac{\sigma_{X_2}^2}{\sigma_{X_1}^2 + \sigma_{Z_1}^2} \right) - \frac{\mu_1}{n} h(X_1^n | C_1) \\
- \frac{\mu_2}{n} (h(X_2^n + Z_1^n | C_1) - h(X_2^n | C_1)) \\
+ \sum_{i=2}^{L-1} \left( \frac{\mu_i}{2} \log \left( \frac{\sigma_{X_i}^2}{\sigma_{X_{i-1}}^2 + \sigma_{Z_{i-1}}^2} \right) - \frac{\mu_{i+1}}{2} \log \left( \frac{\sigma_{X_{i+1}}^2}{\sigma_{X_i}^2 + \sigma_{Z_i}^2} \right) \\
- \frac{\mu_i}{n} (h(X_i^n + Z_{i-1}^n | C_1, \cdots, C_i) - h(X_i^n | C_1, \cdots, C_i)) \\
- \frac{\mu_{i+1}}{n} (h(X_{i+1}^n | C_1, \cdots, C_i) - h(X_{i+1}^n + Z_i^n | C_1, \cdots, C_i)) \right) \\
+ \frac{\mu_L}{2} \log \left( \frac{\sigma_{X_L}^2}{\sigma_{X_{L-1}}^2 + \sigma_{Z_{L-1}}^2} \right) + \frac{\mu_L}{n} (h(X_L^n + Z_{L-1}^n | C_1, \cdots, C_L) - h(X_L^n | C_1, \cdots, C_L)) \\
+ \sum_{i=2}^{L} \frac{\mu_i}{2} \log(2\pi e \sigma_{X_i}^2 + \sigma_{Z_{i-1}}^2)) - \frac{\mu_i}{n} h(X_i^n + Z_i^n | C_i) ,
\]

(2.17)
where (2.16) is due to (2.15). Note that

\[- \mu_1 h(X_1^n|C_1) - \mu_2(h(X^n_1 + Z^n_1|C_1) - h(X^n_2|C_1))
\]

\[= -\mu_1 h(X^n_1|C_1) - \mu_2(h(X^n_1 + \Delta^n_1 + Z^n_1|C_1) - h(X^n_1 + \Delta^n_1|C_1)) \geq -\mu_1^n h(X^n_1|C_1) - \mu_2^n \log \left( \frac{d_1 + \epsilon + \sigma^2_{\Delta_1} + \sigma^2_{Z_1}}{d_1 + \epsilon + \sigma^2_{\Delta_1}} \right) \]  

(2.18)

\[= \min_{\gamma_1 \in [0,d_1+\epsilon]} -\mu_1^n \log (2\pi e) - \mu_2^n \log \left( \frac{\gamma_1 + \sigma^2_{\Delta_1} + \sigma^2_{Z_1}}{\gamma_1 + \sigma^2_{\Delta_1}} \right), \]  

(2.19)

where (2.18) follows from Lemma 1 and 2 in Section 2.1. Moreover, we have

\[\mu_i(h(X^n_i + Z^n_i-1|C_i, \cdots, C_i) - h(X^n_i|C_i, \cdots, C_i))\]

\[- \mu_{i+1}(h(X^n_{i+1} + Z^n_i|C_i, \cdots, C_i) - h(X^n_i|C_i, \cdots, C_i))\]

\[= \mu_i(h(X^n_i + Z^n_{i-1}|C_1, \cdots, C_i) - h(X^n_i|C_1, \cdots, C_i))\]

\[\geq \min_{\gamma_i \in [0,d_i+\epsilon]} \frac{\mu_i n}{2} \log \left( \frac{\gamma_i + \sigma^2_{Z_{i-1}}}{\gamma_i} \right) - \frac{\mu_{i+1} n}{2} \log \left( \frac{\gamma_i + \sigma^2_{\Delta_i} + \sigma^2_{Z_i}}{\gamma_i + \sigma^2_{\Delta_i}} \right), \quad i = 2, \cdots, L - 1, \]  

(2.20)

where (2.20) follows from Theorem 5. Note that

\[h(X^n_L + Z^n_{L-1}|C_1, \cdots, C_L) - h(X^n_L|C_1, \cdots, C_L)\]

\[\geq \frac{n}{2} \log \left( \frac{d_L + \epsilon + \sigma^2_{Z_{L-1}}}{d_L + \epsilon} \right) \]  

(2.21)

\[= \min_{\gamma_L \in [0,d_L+\epsilon]} \frac{n}{2} \log \left( \frac{\gamma_L + \sigma^2_{Z_{L-1}}}{\gamma_L} \right), \]  

(2.22)

where (2.21) is due to Lemma 2. In view of Lemma 1 and the fact that \(\sigma^2_{X^n_i + Z^n_i-1|C_i} = \)
\begin{align}
\sigma^2_{X^n_i|C_i} + \sigma^2_{Z_{i-1}} & \leq \delta_i + \epsilon + \sigma^2_{Z_{i-1}}, \text{ we have} \\
-h(X^n_i + Z^n_{i-1}|C_i) & \geq -\frac{n}{2} \log(2\pi e(\delta_i + \epsilon + \sigma^2_{Z_{i-1}})), \quad i = 2, \cdots, L. \tag{2.23}
\end{align}

Substituting (2.19), (2.20), (2.22), (2.23) into (2.17) yields

\begin{align}
\sum_{i=1}^{L} \mu_i (R_i + \epsilon) & \geq \min_{\gamma_i \in [0, d_i + \epsilon], i = 1, \cdots, L} \frac{\mu_1}{2} \log \left( \frac{\sigma^2_{X_1}}{\gamma_1} \right) + \sum_{i=2}^{L} \frac{\mu_i}{2} \log \left( \frac{\sigma^2_{X_i} + \sigma^2_{Z_{i-1}}(\gamma_{i-1} + \sigma^2_{\Delta_{i-1}})(\gamma_i + \sigma^2_{Z_{i-1}})}{(\gamma_{i-1} + \sigma^2_{\Delta_{i-1}} + \sigma^2_{Z_{i-1}})(\delta_i + \epsilon + \sigma^2_{Z_{i-1}})\gamma_i} \right). \tag{2.24}
\end{align}

Replacing \( \sigma^2_{Z_i} \) with \( (\theta^{-1} - \sigma^{-2}_{X_{i+1}})^{-1} \), \( i = 1, \cdots, L - 1 \), in (2.24) gives

\begin{align}
\sum_{i=1}^{L} \mu_i (R_i + \epsilon) & \geq \min_{\gamma_i \in [0, d_i + \epsilon], i = 1, \cdots, L} \psi(\mu, \gamma, \delta(\epsilon), \theta),
\end{align}

where \( \delta(\epsilon) = (\delta_2 + \epsilon, \cdots, \delta_L + \epsilon) \). Note that there is a one-to-one correspondence between \( \sigma^2_{Z_i} \in (0, \infty) \) and \( \theta_i \in (0, \sigma^2_{X_{i+1}}), \quad i = 1, \cdots, L - 1 \). Let \( \gamma^{(\epsilon_m)} \) be a minimizer to

\begin{align}
\min_{\gamma_i \in [0, d_i + \epsilon_m], i = 1, \cdots, L} \psi(\mu, \gamma, \delta(\epsilon_m), \theta),
\end{align}

where \( \epsilon_m > 0 \), and \( \epsilon_m \) tends to zero as \( m \to \infty \). Without loss of generality, we assume that \( \gamma^{(\epsilon_m)} \) converges to some \( \gamma^* \) as \( m \to \infty \) (otherwise, one can take a converging
subsequence of $\gamma^{(\epsilon_m)}$, $m \geq 1$). We have

\[
\begin{align*}
\bar{\mu} R^T &\geq \lim_{m \to \infty} \sum_{i=1}^{L} \mu_i (R_i + \epsilon_m) \\
&\geq \lim_{m \to \infty} \psi(\bar{\mu}, \gamma^{(\epsilon_m)}, \delta^{(\epsilon_m)}, \bar{\theta}) \\
&= \psi(\bar{\mu}, \bar{\gamma}, \delta, \bar{\theta}) \\
&\geq \min_{\gamma \in [0,d_i], i=1, \ldots, L} \psi(\bar{\mu}, \gamma, \delta, \bar{\theta}).
\end{align*}
\]

This completes the proof of (2.12).
Chapter 3

Upper Bound

In order to prove Theorem 2, it suffices to prove that

$$\inf_{\pi \in \mathcal{P}(\delta, \bar{\delta})} \pi \bar{R}^T \leq \max_{\theta_i \in [0, \sigma^2_{X_i+1}], i = 1, \ldots, L-1} \psi(\mu, \gamma, \delta, \theta)$$

(3.1)

for all $\gamma$ with $\gamma_i \in (0, d_i)$, $i = 1, \cdots, L$.

The maximization problem in (3.1) can be decomposed into

$$\max_{\theta_i \in [0, \sigma^2_{X_i+1}]} \frac{(\sigma^2_{X_i+1} - \theta_i) \gamma_i + \sigma^2_{X_i+1} \theta_i}{((\sigma^2_{X_i+1} - \theta_i)(\gamma_i + \sigma^2_{X_i+1} \theta_i))((\sigma^2_{X_i+1} - \theta_i)\delta_{i+1} + \sigma^2_{X_i+1} \theta_i)},$$

(3.2)

for $i = 1, \cdots, L - 1$.

The maximizers to (3.2) are characterized by the following result [10, Lemma 2].

Lemma 4. For $i = 1, \cdots, L - 1$, define

$$\gamma^\circ_{i+1} = \left(\frac{1}{\gamma_i + \sigma^2_{\Delta_i}} + \frac{1}{\delta_{i+1}} - \frac{1}{\sigma^2_{X_i+1}}\right)^{-1},$$

$$\gamma^*_{i+1} = \gamma_i + \sigma^2_{\Delta_i} + \delta_{i+1} - \sigma^2_{X_i+1}.$$
1. If \( \max\{\gamma_i + \sigma_i^2, \delta_{i+1}\} < \sigma_{X_{i+1}}^2 \), then \( \gamma_{i+1}^0 > \gamma_{i+1}^* \) and the maximizers to (3.2) are given by

\[
\theta_i = \begin{cases} 
0, & \gamma_{i+1} \geq \gamma_{i+1}^0 \\
\frac{\sigma_{X_{i+1}}^2}{\gamma_{i+1} - \gamma_{i+1}^0}, & \gamma_{i+1} \leq \gamma_{i+1}^* \\
\hat{\theta}_i, & \text{otherwise}
\end{cases}, \quad i = 1, \cdots, L - 1, \quad (3.3)
\]

where

\[
\hat{\theta}_i \triangleq \sqrt{\left(\frac{\sigma_{X_{i+1}}^2 \gamma_{i+1} - \sigma_i^2 \gamma_i}{\sigma_{X_{i+1}}^2 - \gamma_{i+1}} - \frac{\sigma_{X_{i+1}}^2 \gamma_{i+1}^0}{\sigma_{X_{i+1}}^2 - \gamma_{i+1}^0}\right)\left(\frac{\sigma_{X_{i+1}}^2 \delta_{i+1}}{\sigma_{X_{i+1}}^2 - \delta_{i+1}} - \frac{\sigma_{X_{i+1}}^2 \gamma_{i+1}}{\sigma_{X_{i+1}}^2 - \gamma_{i+1}}\right)} - \frac{\sigma_{X_{i+1}}^2 \gamma_{i+1}^0}{\sigma_{X_{i+1}}^2 - \gamma_{i+1}}
\]

is the unique solution to the following equation

\[
\left(\frac{\sigma_{X_{i+1}}^2 \gamma_{i+1}^0}{\sigma_{X_{i+1}}^2 - \gamma_{i+1}} + \hat{\theta}_i\right)^{-1} = \left(\frac{\sigma_{X_{i+1}}^2 \gamma_{i+1} - \sigma_i^2 \gamma_i}{\sigma_{X_{i+1}}^2 - \gamma_{i+1}} + \theta_i\right)^{-1} + \left(\frac{\sigma_{X_{i+1}}^2 \delta_{i+1}}{\sigma_{X_{i+1}}^2 - \delta_{i+1}} + \hat{\theta}_i\right)^{-1}
\]

for \( \hat{\theta}_i \in (0, \sigma_{X_{i+1}}^2) \), \( i = 1, \cdots, L - 1 \). The maximizers \( \theta_i, i = 1, \cdots, L - 1 \), given in (3.3) are monotonically increasing continuous functions of \( \gamma_i \) and monotonically decreasing continuous functions of \( \gamma_{i+1} \); furthermore, the monotonicity is strict when \( \theta_i \in (0, \sigma_{X_{i+1}}^2) \).

2. If \( \max\{\gamma_i + \sigma_i^2, \delta_{i+1}\} = \sigma_{X_{i+1}}^2 \), then \( \gamma_{i+1}^0 = \gamma_{i+1}^* = \min\{\gamma_i + \sigma_i^2, \delta_{i+1}\} \) and the
maximizers to (3.2) are given by

\[ \theta_i = \begin{cases} 
0, & \gamma_i + \sigma_i^2 \Delta_i > \min \{ \gamma_i + \sigma_i^2, \delta_{i+1} \} \\
\sigma_i^2 X_{i+1}, & \gamma_i < \min \{ \gamma_i + \sigma_i^2, \delta_{i+1} \} , \quad i = 1, \cdots, L - 1. \\
yany number in \[ 0, \sigma_i^2 X_{i+1} \], otherwise
\end{cases} \]

(3.4)

The proof of the following lemma is essentially the same as that of [10, Lemma 3] and thus is omitted.

**Lemma 5.** There exist \( \overline{\gamma} \triangleq (\gamma_1', \cdots, \gamma_L') \) and \( \overline{\delta} \triangleq (\delta_2', \cdots, \delta_L') \) with

\[ 0 < \gamma_i' \leq \gamma_i, \quad i = 1, \cdots, L, \]
\[ 0 < \delta_i' \leq \delta_i, \quad i = 2, \cdots, L, \]
\[ \gamma_i' + \sigma_i^2 \Delta_i + \delta_{i+1}' - \sigma_i^2 X_{i+1} \leq \gamma_{i+1}' \leq \left( \frac{1}{\gamma_i' + \sigma_i^2 \Delta_i} + \frac{1}{\delta_{i+1}'} - \frac{1}{\sigma_i^2 X_{i+1}} \right)^{-1}, \quad i = 1, \cdots, L - 1, \]

such that

\[ \max_{\theta_i \in [0, \sigma_i^2 X_{i+1}, i = 1, \cdots, L-1]} \psi(\mu, \overline{\gamma}, \overline{\delta}, \overline{\theta}) \leq \max_{\theta_i \in [0, \sigma_i^2 X_{i+1}, i = 1, \cdots, L-1]} \psi(\mu, \overline{\gamma}, \delta, \overline{\theta}). \]

### 3.1 An Inner Bound of \( R_P(\overline{d}, \overline{\delta}) \)

The following lemma provides an inner bound of \( R_P(\overline{d}, \overline{\delta}) \).

**Lemma 6.** Let \((U_1, \cdots, U_L)\) be jointly Gaussian with \((X_1, \cdots, X_L)\) such that

1. \((X_2, \cdots, X_L) \leftrightarrow X_1 \leftrightarrow U_1\) form a Markov chain,

and \((X_j)_{j \neq i} \leftrightarrow (X_i, U_1, \cdots, U_{i-1}) \leftrightarrow U_i\) form a Markov chain, \( i = 1, \cdots, L, \)
2. \( \sigma^2_{X_i|U_i} \leq d_i, \ i = 1, \cdots, L, \) and \( \sigma^2_{X_i|U_i} \leq \delta_i, \ i = 2, \cdots, L. \)

Then \( \overline{R} \in \mathcal{R}_P(\overline{d}, \overline{\delta}) \) for any \( \overline{R} \) satisfying

\[
\begin{align*}
R_1 & \geq I(X_1; U_1), \\
R_i & \geq I(X_i, U_1, \cdots, U_{i-1}; U_i), \ i = 2, \cdots, L.
\end{align*}
\]

Proof: Consider \( L \) discrete memoryless sources \( X_1, \cdots, X_L \) with joint probability mass function \( p(x_1, \cdots, x_L) \). Let \( w_i(\cdot, \cdot) \) be a bounded distortion measure on \( X_i \times \hat{X}_i \), where both \( X_i \) and \( \hat{X}_i \) are finite, \( i = 1, \cdots, L \). We shall show that if there exist auxiliary random variables \( U_i \) (over finite alphabet \( \mathcal{U}_i \)), \( i = 1, \cdots, L \), and functions \( \tilde{g}_i: \mathcal{U}_1 \times \cdots \times \mathcal{U}_i \to \hat{X}_i, \ i = 1, \cdots, L, \) and \( \hat{g}_i: \mathcal{U}_i \to \hat{X}_i, \ i = 2, \cdots, L, \) such that

P1) \((X_2, \cdots, X_L) \leftrightarrow X_1 \leftrightarrow U_1 \) form a Markov chain,

and \((X_j)_{j \neq i} \leftrightarrow (X_i, U_1, \cdots, U_{i-1}) \leftrightarrow U_i \) form a Markov chain, \( i = 1, \cdots, L, \)

P2) \( \mathbb{E}[w_i(X_i, \tilde{g}_i(U_1, \cdots, U_i))] \leq d_i, \ i = 1, \cdots, L, \) and \( \mathbb{E}[w_i(X_i, \hat{g}_i(U_i))] \leq \delta_i, \ i = 2, \cdots, L, \)

then \( \overline{R} \in \mathcal{R}_P(\overline{d}, \overline{\delta}) \) for any \( \overline{R} \) satisfying

\[
\begin{align*}
R_1 & \geq I(X_1; U_1), \\
R_i & \geq I(X_i, U_1, \cdots, U_{i-1}; U_i), \ i = 2, \cdots, L.
\end{align*}
\]

One can readily extend this result to the quadratic Gaussian case via a discretization procedure and certain limiting arguments [21].

As the proof is based on the standard techniques in network information theory, we only give a sketch here. We adopt the notation in [21].
Codebook generation:

Fix a conditional probability mass function \( p(u_1, \cdots, u_L|x_1, \cdots, x_L) \) and functions \( \tilde{g}_i : U_1 \times \cdots \times U_i \rightarrow \hat{X}_i, i = 1, \cdots, L, \) and \( \hat{g}_i : U_i \rightarrow \hat{X}_i, i = 2, \cdots, L, \) such that P1) and P2) are satisfied. Note that P1) is satisfied if \( p(u_1, \cdots, u_L|x_1, \cdots, x_L) \) factors as

\[
p(u_1, \cdots, u_L|x_1, \cdots, x_L) = p(u_1|x_1) \prod_{i=2}^{L} p(u_i|x_i, u_1, \cdots, u_{i-1}).
\]

For \( i = 1, \cdots, L, \) randomly and independently generate \( e^{nR_i} \) sequences \( u^n_i(c_i), c_i \in [1 : e^{nR_i}] \), each according to \( \prod_{j=1}^{n} p_{U_i}(u_{ij}) \). The codebook is revealed to the encoders and the decoder.

Encoding:

Given \( x^n_1 \), Encoder 1 finds an index \( c_1 \in [1 : e^{nR_1}] \) such that \( (x^n_1, u^n_1(c_1)) \in T^{(n)}_{\epsilon_1} \); if there is more than one such index, it picks the smallest one among them; if there is no such index, it sets \( c_1 = 1 \). For \( i = 2, \cdots, L, \) given \( (x^n_i, c_1, \cdots, c_{i-1}) \), Encoder \( i \) finds an index \( c_i \in [1 : e^{nR_i}] \) such that \( (x^n_i, u^n_1(c_1), \cdots, u^n_i(c_i)) \in T^{(n)}_{\epsilon_i} \); if there is more than one such index, it picks the smallest one among them; if there is no such index, it sets \( c_i = 1 \). Here we assume that \( \epsilon_L > \cdots > \epsilon_1 > 0 \). The indices \( c_1, \cdots, c_L \) are then sent to the decoder.

Decoding:

For \( i = 1, \cdots, L, \) given \( (c_1, \cdots, c_i) \), the decoder computes \( \hat{x}_{ij} \triangleq \tilde{g}_i(u_{1j}(c_1), \cdots, u_{ij}(c_i)), j = 1, \cdots, n, \) and uses \( \hat{x}^n_i \) as the reconstruction of \( x^n_i \). For \( i = 2, \cdots, L, \) given \( c_i \), the decoder computes \( \hat{x}_{ij} \triangleq \hat{g}_i(u_{ij}(c_i)), j = 1, \cdots, n, \) and uses \( \hat{x}^n_i \) as the reconstruction of \( x^n_i \).

Error analysis:

Let \( C_i \) denote the output of Encoder \( i, i = 1, \cdots, L \). By the covering lemma [21,
Lemma 3.3, p. 62, $\mathbb{P}\{(X_1^n, U_1^n(C_1)) \in \mathcal{T}^{(n)}_{\epsilon_1}\}$ tends to one as $n \to \infty$ if $R_1 > I(X_1; U_1) + \delta_1(\epsilon_1)$, where $\delta_1(\epsilon_1)$ tends to zero as $\epsilon_1 \to 0$. Then it follows from the conditional typicality lemma [21, p. 27] that $\mathbb{P}\{(X_1^n, \cdots, X_L^n, U_1^n(C_1)) \in \mathcal{T}^{(n)}_{\epsilon_2}\}$ tends to one as $n \to \infty$. For $i = 2, \cdots, L$, by the covering lemma, $\mathbb{P}\{(X_i^n, U_1^n(C_1), \cdots, U_i^n(C_i)) \in \mathcal{T}^{(n)}_{\epsilon_i}\}$ tends to one as $n \to \infty$ if $R_i > I(X_i, U_1, \cdots, U_{i-1}; U_i) + \delta_i(\epsilon_i)$, where $\delta_i(\epsilon_i)$ tends to zero as $\epsilon_i \to 0$; furthermore, it follows from [21, Lemma 12.3, p. 299] and the Markov lemma [21, Lemma 12.1, p. 296] that $\mathbb{P}\{(X_1^n, \cdots, X_L^n, U_1^n(C_1), \cdots, U_L^n(C_L)) \notin \mathcal{T}^{(n)}_{\epsilon_{i+1}}\}$ tends to one as $n \to \infty$ if $\epsilon_i$ is sufficiently small compared to $\epsilon_{i+1}$. Therefore, for every $\epsilon > 0$ and every $n \geq n(\epsilon)$ (with $n(\epsilon)$ determined by $\epsilon$), there exists a deterministic codebook conditioned on which the probability of $(X_1^n, \cdots, X_L^n, U_1^n(C_1), \cdots, U_L^n(C_L)) \notin \mathcal{T}^{(n)}_{\epsilon_{i+1}}$ is less than $\epsilon$. Now one can readily complete the proof by invoking the typical average lemma [21, p. 26].

\[3.2\] Proof of the Upper Bound

For the purpose of proving Theorem 2, it suffices to construct $(U_1, \cdots, U_L)$ satisfying the conditions in Lemma 6 such that

$$
\mu_1 I(X_1; U_1) + \sum_{i=2}^{L} \mu_i I(X_i, U_1, \cdots, U_{i-1}; U_i) = \max_{\theta_i \in [0, \sigma^2_{X_{i+1}}, i=1, \cdots, L-1} \psi(\overline{\mu}, \overline{\gamma}', \overline{\delta}', \overline{\vartheta}), (3.5)
$$

where $\overline{\gamma}'$ and $\overline{\delta}'$ are specified in Lemma 5.

Now, we are ready to construct $(U_1, \cdots, U_L)$.  
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Define

$$\xi_i = \begin{cases} 
0, \\
\frac{\gamma_i + \sigma_i^2}{(\tau_i + \varsigma_i)(\lambda_i - \varsigma_i)}, \\
\max\{\gamma_i^2 + \sigma_i^2, \delta_i^2 + \upsilon_i^2\} = \sigma_i^2, \\
\text{otherwise}
\end{cases}$$

$$i = 1, \ldots, L - 1,$$

$$\eta_i = \begin{cases} 
0, \\
\frac{\gamma_i + \sigma_i^2}{(\tau_i + \varsigma_i)(\lambda_i - \varsigma_i)}, \\
\max\{\gamma_i^2 + \sigma_i^2, \delta_i^2 + \upsilon_i^2\} = \sigma_i^2, \\
\text{otherwise}
\end{cases}$$

$$i = 1, \ldots, L - 1,$$

$$\omega_i = \begin{cases} 
0, \\
\frac{\gamma_i + \sigma_i^2}{(\tau_i + \varsigma_i)(\lambda_i - \varsigma_i)}, \\
\max\{\gamma_i^2 + \sigma_i^2, \delta_i^2 + \upsilon_i^2\} = \sigma_i^2, \\
\text{otherwise}
\end{cases}$$

$$i = 1, \ldots, L - 1,$$

$$\theta_i = \begin{cases} 
\text{any number in } [0, \sigma_i^2], \\
\max\{\gamma_i^2 + \sigma_i^2, \delta_i^2 + \upsilon_i^2\} = \sigma_i^2, \\
\text{otherwise}
\end{cases}$$

$$i = 1, \ldots, L - 1,$$

where

$$\tau_i = \frac{\sigma_i^2}{\sigma_i^2 - \gamma_i^2}, \quad i = 1, \ldots, L - 1,$$

$$\lambda_i = \frac{\delta_i^2}{\sigma_i^2 - \delta_i^2}, \quad i = 1, \ldots, L - 1,$$

$$\varsigma_i = \frac{\gamma_i^2}{\sigma_i^2 - \gamma_i^2}, \quad i = 1, \ldots, L - 1.$$

We assume $$E[U_i] = 0, \ i = 1, \ldots, L.$$ Let $$U_1$$ be jointly Gaussian with $$(X_1, \ldots, X_L)$$ such that

$$E[U_i^2] = E[X_i U_i] = \sigma_i^2 - \gamma_i^2,$$
and \((X_2, \cdots, X_L) \leftrightarrow X_1 \leftrightarrow U_1\) form a Markov chain. Now let \(U_i\) be jointly Gaussian with \((X_1, \cdots, X_L, U_1, \cdots, U_{i-1})\) such that

\[
\mathbb{E}[U_i^2] = \mathbb{E}[X_iU_i] = \sigma^2_{X_i} - \delta'_i,
\]

\[
\mathbb{E}[U_{i-1}U_i] = \xi_{i-1},
\]

and \(((X_j)_{j \neq i}, U_1, \cdots, U_{i-1}) \leftrightarrow (X_i, \tilde{U}_{i-1}) \leftrightarrow U_i\) form a Markov chain, \(i = 2, \cdots, L\), where

\[
\tilde{U}_1 = U_1,
\]

\[
\tilde{U}_i = a_{i-1} \tilde{U}_{i-1} + b_{i-1} U_i, \quad i = 2, \cdots, L.
\]

It is clear that the covariance matrix of \((X_1, U_1)\) is positive semidefinite; moreover, one can readily verify that the covariance matrix of \((X_i, \tilde{U}_{i-1}, U_i)\) is positive semidefinite, \(i = 2, \cdots, L\). As a consequence, the joint distribution of \((X_1, \cdots, X_L)\) and the constructed \((U_1, \cdots, U_L)\) (as well as the induced \((\tilde{U}_1, \cdots, \tilde{U}_L)\)) is well defined. It can be verified that

\[
\tilde{U}_1 = \mathbb{E}[X_1|U_1],
\]

\[
\tilde{U}_i = \mathbb{E}[X_i|U_1, \cdots, U_i] = \mathbb{E}[X_i|\tilde{U}_{i-1}, U_i], \quad i = 2, \cdots, L,
\]

\[
\mathbb{E}[(X_i - \tilde{U}_i)^2] = \gamma'_i, \quad i = 1, \cdots, L,
\]

\[
\mathbb{E}[(X_i - U_i)^2] = \delta'_i, \quad i = 2, \cdots, L.
\]

Therefore, the constructed \((U_1, \cdots, U_L)\) satisfies the conditions in Lemma 6. Note
that

\[ I(X_1; U_1) = \frac{1}{2} \log \left( \frac{\sigma_{X_1}^2}{\gamma_1} \right) ; \]

moreover, we have

\[
I(X_i, U_1, \cdots, U_{i-1}; U_i) \\
= I(X_i, \tilde{U}_{i-1}; U_i) \\
= I(\tilde{U}_{i-1}; U_i) + I(X_i; U_i|\tilde{U}_{i-1}) \\
= \frac{1}{2} \log \left( \frac{\sigma_{X_i}^4 (\gamma_{i-1}^\prime + \sigma_{\Delta_{i-1}}^2) ((\sigma_{X_i}^2 - \theta_{i-1}^\prime) \gamma_{i-1}^\prime + \sigma_{X_i}^2 \theta_{i-1}^\prime)}{((\sigma_{X_i}^2 - \theta_{i-1}^\prime) (\gamma_{i-1} + \sigma_{\Delta_{i-1}}^2) + \sigma_{X_i}^2 \theta_{i-1}^\prime) ((\sigma_{X_i}^2 - \tilde{\theta}_{i-1}^\prime) \tilde{\delta}_{i-1}^\prime + \sigma_{X_i}^2 \theta_{i-1}^\prime) \gamma_{i-1}^\prime} \right),
\]

(3.11)

where (3.10) is due to the fact that \((X_i, U_1, \cdots, U_{i-1}) \leftrightarrow (X_i, \tilde{U}_i) \leftrightarrow U_i\) form a Markov chain and that \(\tilde{U}_i\) is a (linear) function of \((U_1, \cdots, U_{i-1})\), and (3.11) is by direct evaluation (see (3.9) for the definition of \(\tilde{\theta}_i^\prime, i = 1, \cdots, L - 1\)). Now one can readily prove (3.5) by invoking Lemma 4. This completes the proof of Theorem 2.
Chapter 4

Saddle Point Analysis

Without loss of generality, we assume $\mu_1 \geq \cdots \geq \mu_L > 0$ throughout this chapter. Note that the minimization problem

$$\min_{\gamma_i \in [0, d_i], i = 1, \cdots, L} \psi(\mu, \overline{\gamma}, \overline{\delta}, \overline{\theta})$$

can be decomposed into

$$\min_{\gamma_1 \in [0, d_1]} \frac{\mu_1}{2} \log \left( \frac{\sigma_{X_1}^2}{\gamma_1} \right) + \frac{\mu_2}{2} \log \left( \frac{\gamma_1 + \sigma_1^2}{(\sigma_{X_2}^2 - \theta_1)(\gamma_1 + \sigma_2^2 + \sigma_{X_2}^2 \theta_1)} \right),$$

(4.1)

$$\min_{\gamma_i \in [0, d_i]} \frac{\mu_i}{2} \log \left( \frac{\sigma_{X_i}^2 - \theta_{i-1}}{\gamma_i + \sigma_{X_i}^2 \theta_i} \right) + \frac{\mu_{i+1}}{2} \log \left( \frac{\gamma_i + \sigma_{X_{i+1}}^2}{(\sigma_{X_{i+1}}^2 - \theta_i)(\gamma_i + \sigma_{X_{i+1}}^2 + \sigma_{X_{i+1}}^2 \theta_i)} \right), \quad i = 2, \cdots, L - 1,$$

(4.2)

$$\min_{\gamma_L \in [0, d_L]} \frac{\mu_L}{2} \log \left( \frac{\sigma_{X_L}^2 - \theta_{L-1}}{\gamma_L + \sigma_{X_L}^2 \theta_{L-1}} \right).$$

(4.3)

The minimizers to (4.1), (4.2), and (4.3) are characterized by the following lemmas. Only the proof of Lemma 8 is provided. The proofs of Lemma 7 and Lemma 9 are
straightforward and thus omitted.

**Lemma 7.** The minimizer to (4.1) is given by \( \gamma_1 = d_1 \).

**Lemma 8.** For \( i = 2, \cdots, L - 1 \), define

\[
\tilde{a}_i = \mu_{i+1}(\sigma^2_{X_i} - \theta_{i-1})\sigma^2_{X_{i+1}}\theta_i - \mu_{i}(\sigma^2_{X_{i+1}} - \theta_{i})\sigma^2_{X_i}\theta_{i-1},
\]
\[
\tilde{b}_i = (\mu_{i+1} - \mu_{i})\sigma^2_{X_i}\sigma^2_{X_{i+1}}\theta_{i-1}\theta_i - 2\mu_i\sigma^2_{X_i}\theta_{i-1}\sigma^2_{\Delta_i}(\sigma^2_{X_{i+1}} - \theta_{i}),
\]
\[
\tilde{c}_i = -\mu_i\sigma^2_{X_i}\theta_{i-1}\sigma^2_{\Delta_i}(\sigma^2_{X_{i+1}}\sigma^2_{\Delta_i} + \sigma^2_{X_i}\theta_{i}).
\]

The minimizers to (4.2) are given by

\[
\gamma_i = \begin{cases} 
\min \{\tilde{\gamma}_i, d_i\} & \tilde{a}_i > 0 \\
\max\{\tilde{\gamma}_i, d_i\} & \tilde{a}_i \leq 0, \theta_{i-1} \in (0, \sigma^2_{X_i}], \quad i = 2, \cdots, L - 1, \\
\text{any number in } [0, d_i] & \theta_{i-1} = \theta_i = 0
\end{cases}
\]

where

\[
\tilde{\gamma}_i = \frac{-\tilde{b}_i + \sqrt{\tilde{b}_i^2 - 4\tilde{a}_i\tilde{c}_i}}{2\tilde{a}_i}, \quad i = 2, \cdots, L - 1.
\]

**Lemma 9.** The minimizer to (4.3) is given by

\[
\gamma_L = \begin{cases} 
d_L, & \theta_{L-1} \in (0, \sigma^2_{X_L}], \\
\text{any number in } [0, d_L], & \theta_{L-1} = 0
\end{cases}
\]

**Proof:** Consider the following minimization problem

\[
\min_{\gamma_i \in [0, d_i]} \phi(\gamma_i), \quad (4.10)
\]
where

\[ \phi(\gamma_i) = \frac{\mu_i}{2} \log \left( \frac{(\sigma_{X_i}^2 - \theta_i - 1)\gamma_i + \sigma_{X_i}^2 \theta_i - 1}{\gamma_i} \right) + \frac{\mu_{i+1}}{2} \log \left( \frac{\gamma_i + \sigma_{\Delta_i}^2}{(\sigma_{X_{i+1}}^2 - \theta_i)(\gamma_i + \sigma_{\Delta_i}^2) + \sigma_{X_{i+1}}^2 \theta_i} \right). \]

It is easy to verify that the objective function is a constant if \( \theta_{i-1} = \theta_i = 0 \); moreover, the minimum in (4.10) is achieved at \( \gamma_i = 0 \) if \( \theta_{i-1} = 0 \) and \( \theta_i \in (0, \sigma_{X_{i+1}}^2] \).

In the rest of the proof we shall assume \( \theta_{i-1} \in (0, \sigma_{X_i}^2] \) (which implies that the minimum in (4.10) is not achieved at \( \gamma_i = 0 \)). Note that

\[ \frac{\partial \phi(\gamma_i)}{\partial \gamma_i} = \frac{1}{h}(\tilde{a}_i \gamma_i^2 + \tilde{b}_i \gamma_i + \tilde{c}_i), \]

where \( \tilde{a}_i, \tilde{b}_i, \) and \( \tilde{c}_i \) are defined in (4.4), (4.5), and (4.6), respectively, and

\[ h = 2((\sigma_{X_i}^2 - \theta_{i-1})\gamma_i + \sigma_{X_i}^2 \theta_{i-1})\gamma_i(\gamma_i + \sigma_{\Delta_i}^2)((\sigma_{X_{i+1}}^2 - \theta_i)(\gamma_i + \sigma_{\Delta_i}^2) + \sigma_{X_{i+1}}^2 \theta_i). \]

It is clear that \( \tilde{b}_i \leq 0, \tilde{c}_i < 0, \) and \( h > 0 \) for \( \gamma_i \in (0, d_i] \).

Now consider the following cases.

1. If \( \tilde{a}_i > 0 \), then the equation

\[ \tilde{a}_i \gamma_i^2 + \tilde{b}_i \gamma_i + \tilde{c}_i = 0 \]

has a unique positive root at \( \gamma_i = \hat{\gamma}_i \), where \( \hat{\gamma}_i \) is defined in (4.8). We have \( \frac{\partial \phi(\gamma_i)}{\partial \gamma_i} < 0 \) for \( \gamma_i \in (0, \hat{\gamma}_i) \) and \( \frac{\partial \phi(\gamma_i)}{\partial \gamma_i} > 0 \) for \( \gamma_i > \hat{\gamma}_i \). As a consequence, the minimum in (4.10) is achieved at \( \min\{\hat{\gamma}_i, d_i\} \).

2. If \( \tilde{a}_i \leq 0 \), we have \( \frac{\partial \phi(\gamma_i)}{\partial \gamma_i} < 0 \) for \( \gamma_i > 0 \). As a consequence, the minimum in
(4.10) is achieved at $d_i$.

This completes the proof of Lemma 8. \qed

4.1 Proof of Theorem 3

Now we proceed to prove Theorem 3. The key step is to show the existence of a saddle point $(\gamma^*, \theta^*)$ with the property that

$$
\psi(\mu, \gamma^*, \delta, \theta^*) = \min_{\gamma_i \in [0, d_i], i=1, \ldots, L} \psi(\mu, \gamma, \delta, \theta^*), \quad \text{(4.11)}
$$

$$
\psi(\mu, \gamma^*, \delta, \theta^*) = \max_{\theta_i \in [0, \sigma^2_{X_l+1}], i=1, \ldots, L-1} \psi(\mu, \gamma^*, \delta, \theta^*). \quad \text{(4.12)}
$$

First consider the case where $d_i < \sigma^2_{X_i}$, $i = 1, \ldots, L$, and $\delta_i < \sigma^2_{X_i}$, $i = 2, \ldots, L$.

Let $\gamma_1^* = d_1$ and $\gamma_L^* = d_L$. Define

$$
\omega(\gamma_2, \ldots, \gamma_{L-1}) = \max_{\theta_i \in [0, \sigma^2_{X_{i+1}}], i=1, \ldots, L-1} \psi(\mu, \gamma, \delta, \theta)|_{\gamma_1=\gamma_1^*, \gamma_L=\gamma_L^*}.
$$

Note that $\omega(\gamma_2, \ldots, \gamma_{L-1})$ is a continuous function of $(\gamma_2, \ldots, \gamma_{L-1})$ for $\gamma_i \in (0, \sigma^2_{X_i}]$, $i = 2, \ldots, L-1$, and $\omega(\gamma_2, \ldots, \gamma_{L-1}) = \infty$ if $\gamma_i = 0$ for some $i$; moreover, it is clear from the proof of Theorem 2 that

$$
\omega(\gamma_2, \ldots, \gamma_{L-1}) \geq \frac{\mu_i}{2} \log\left(\frac{\sigma^2_{X_i}}{\gamma_i}\right), \quad i = 2, \ldots, L-1.
$$

Therefore, the minimum of $\omega(\gamma_2, \ldots, \gamma_{L-1})$ over $(\gamma_2, \ldots, \gamma_{L-1})$ with $\gamma_i \in [0, \sigma^2_{X_i}]$, $i = 2, \ldots, L-1$, is achieved at some $(\gamma_2^*, \ldots, \gamma_{L-1}^*)$ satisfying $\gamma_i^* \in (0, \sigma^2_{X_i}]$, $i =
Let \( \overline{\theta} = (\theta_1^*, \cdots, \theta_L^*) \) be a maximizer to

\[
\max_{\theta_i \in [0, \sigma_i^2], i = 1, \cdots, L - 1} \psi(\mu, \overline{\gamma}^*, \delta, \overline{\theta}),
\]

where \( \overline{\gamma}^* = (\gamma_1^*, \cdots, \gamma_L^*) \). We shall prove that \( (\overline{\gamma}^*, \overline{\theta}^*) \) satisfies (4.11) (note that (4.12) is automatically satisfied).

In view of Lemma 7, Lemma 9, and our choice of \( (\gamma_1^*, \gamma_L^*) \), we just need to show that \( (\gamma_2^*, \cdots, \gamma_{L-1}^*) \) satisfies the optimality condition (4.7) (with \( \theta_i = \theta_i^*, i = 1, \cdots, L - 1 \)) in Lemma 8. Let us assume that (4.7) is violated by \( \gamma_i^* \) for some \( i^* \). Note that \( \theta_{i-1}^* \) and \( \theta_i^* \) are determined by \( \gamma_i^* \) according to (3.3). To stress this dependence, we denote \( \theta_{i-1}^* \) and \( \theta_i^* \) by \( \theta_{i-1}^*(\gamma_i^*) \) and \( \theta_i^*(\gamma_i^*) \), respectively. It is clear that at least one of \( \theta_{i-1}^*(\gamma_i^*) \) and \( \theta_i^*(\gamma_i^*) \) is not zero since otherwise (4.7) is satisfied by \( \gamma_i^* \).

Now let \( \tilde{\gamma}_{i^*}(\gamma_i^*) \) be the minimizer determined by \( \theta_{i-1}^*(\gamma_i^*) \) and \( \theta_i^*(\gamma_i^*) \) according to (4.7). We shall move \( \gamma_i^* \) toward \( \tilde{\gamma}_{i^*}(\gamma_i^*) \) (and change \( \theta_{i-1}^*(\gamma_i^*) \), \( \theta_i^*(\gamma_i^*) \), and \( \tilde{\gamma}_{i^*}(\gamma_i^*) \) correspondingly) while keeping \( \gamma_i^* (i \neq i^*) \) and \( \theta_i^* (i \neq i^* - 1 \text{ and } i \neq i^*) \) fixed. It is shown in Appendix D that \( \tilde{\gamma}_{i^*}(\gamma_i^*) \) varies continuously with \( \gamma_i^* \) if at least one of \( \theta_{i-1}^*(\gamma_i^*) \) and \( \theta_i^*(\gamma_i^*) \) is not zero. As a consequence, we can keep moving \( \gamma_i^* \) until \( \gamma_i^* = \tilde{\gamma}_{i^*}^* \) at which one of the following cases happens:

1. \( \tilde{\gamma}_{i^*}^* = \tilde{\gamma}_{i^*}(\gamma_i^*) \);
2. \( \theta_{i-1}^*(\gamma_i^*) = \theta_i^*(\gamma_i^*) = 0 \).

Clearly, \( \tilde{\gamma}_{i^*}^* \) satisfies (4.7) with \( \theta_{i-1}^* = \theta_{i-1}^*(\tilde{\gamma}_{i^*}^*) \) and \( \theta_i^* = \theta_i^*(\tilde{\gamma}_{i^*}^*) \). Define \( \overline{\gamma}^* = (\gamma_1^*, \cdots, \gamma_L^*) \) with \( \gamma_i^* = \gamma_i^* \) and \( \gamma_i^* = \gamma_i^* \) for \( i \neq i^* \). Moreover, define \( \overline{\theta}^* = (\theta_1^*, \cdots, \theta_L^*) \) with \( \theta_{i-1}^* = \theta_{i-1}^*(\gamma_i^*) \), \( \theta_i^* = \theta_i^*(\gamma_i^*) \), and \( \theta_i^* = \theta_i^*(\overline{\theta}^*) \) for \( i \neq i^* - 1 \) and \( i \neq i^* \). If \( \overline{\theta}^* \neq \overline{\theta}^* \),
then
\[
\psi(\mu, \gamma^*, \delta, \theta^*) > \psi(\mu, \gamma^*, \delta, \theta^*) \\
\geq \psi(\mu, \gamma^*, \delta, \theta^*) \\
= \max_{\theta_i \in [0, \sigma^2_{X_i+1}, i=1, \ldots, L-1]} \psi(\mu, \gamma^*, \delta, \theta). \tag{4.13}
\]
if \(\theta^* = \theta^*\), then
\[
\psi(\mu, \gamma^*, \delta, \theta^*) > \psi(\mu, \gamma^*, \delta, \theta^*) \\
= \max_{\theta_i \in [0, \sigma^2_{X_i+1}, i=1, \ldots, L-1]} \psi(\mu, \gamma^*, \delta, \theta). \tag{4.14}
\]
Note that both (4.13) and (4.14) contradict with the fact that \((\gamma^*_2, \ldots, \gamma^*_{L-1})\) achieves the minimum of \(\omega(\gamma_2, \ldots, \gamma_{L-1})\) over \((\gamma_2, \ldots, \gamma_{L-1})\) with \(\gamma_i \in [0, \sigma^2_{X_i}], i = 2, \ldots, L-1\). Therefore, \((\gamma^*, \theta^*)\) indeed satisfies (4.11) and thus is a saddle point.

Now consider the general case where \(d_i \in (0, \sigma^2_{X_i}], i = 1, \ldots, L\), and \(\delta_i \in (0, \sigma^2_{X_i}], i = 2, \ldots, L\). The preceding argument shows the existence of \((\gamma^{(k)}, \theta^{(k)})\) such that
\[
\psi(\mu, \gamma^{(k)}, \delta, \theta^{(k)}) = \min_{\gamma_i \in [0, \rho_k d_i], i=1, \ldots, L} \psi(\mu, \gamma, \rho_k \delta, \theta^{(k)}),
\]
\[
\psi(\mu, \gamma^{(k)}, \delta, \theta^{(k)}) = \max_{\theta_i \in [0, \sigma^2_{X_i+1}, i=1, \ldots, L-1]} \psi(\mu, \gamma^{(k)}, \rho_k \delta, \theta),
\]
where \(\rho_k \in (0,1)\), and \(\rho_k\) tends to one as \(k \to \infty\). By taking a converging subsequence of \((\gamma^{(k)}, \theta^{(k)}), k \geq 1\), with its limit denoted by \((\gamma^*, \theta^*)\), one can readily verify that
$(\bar{\gamma}, \bar{\theta})$ satisfies (4.11) and (4.12).

Let $(\bar{\gamma}, \bar{\theta})$ be an arbitrary saddle point satisfying (4.11) and (4.12). It can be shown\(^1\) that

S1) $\gamma^*_i > 0$, $i = 1, \ldots, L$;

S2) there exists some $i^*$ such that $\theta^*_i > 0$ for $i < i^*$ and $\theta^*_i = 0$ for $i \geq i^*$ (we set $i^* = 1$ if all the entries of $\bar{\theta}$ are zero, and set $i^* = L$ if all the entries of $\bar{\theta}$ are positive).

To complete the proof of Theorem 3, it suffices to show that

$$\kappa_u(\bar{\mu}, \bar{d}, \bar{\delta}) \leq \psi(\bar{\mu}, \bar{\gamma}, \bar{\delta}, \bar{\theta}), \quad (4.15)$$

$$\kappa_l(\bar{\mu}, \bar{d}, \bar{\delta}) \geq \psi(\bar{\mu}, \bar{\gamma}, \bar{\delta}, \bar{\theta}). \quad (4.16)$$

Clearly,

$$\kappa_u(\bar{\mu}, \bar{d}, \bar{\delta}) \leq \psi(\bar{\mu}, \bar{\gamma}^{(m)}, \bar{\delta}, \bar{\theta}^{(m)}), \quad (4.17)$$

where $\bar{\gamma}^{(m)} \triangleq (\gamma_1^{(m)}, \ldots, \gamma_L^{(m)})$ (with $\gamma_i^{(m)} \in (0, d_i)$, $i = 1, \ldots, L$) tends to $\bar{\gamma}$ as $m \to \infty$, and $\bar{\theta}^{(m)}$ is a maximizer to

$$\max_{\theta_i \in [0, \sigma_{X_{i+1}}^2], i=1,\ldots,L-1} \psi(\bar{\mu}, \bar{\gamma}^{(m)}, \bar{\delta}, \bar{\theta}).$$

\(^1\)Note that we must have $\gamma^*_1 = d_1$. If $\gamma^*_i = 0$ for some $i \geq 2$, then it follows by (3.3) and (3.4) that $\theta^*_{i-1} > 0$; on the other hand, according to (4.7) and (4.9), we must have $\theta^*_L = 0$, which leads to a contradiction. In view of (4.7) and the fact that $\gamma^*_i > 0$, we must have $\theta^*_i = 0$ if $\theta^*_{i-1} = 0$. One can verify that $\psi(\bar{\mu}, \bar{\gamma}, \bar{\delta}, \bar{\theta})$, as a function of $(\bar{\gamma}, \bar{\theta})$, is continuous at $(\bar{\gamma}, \bar{\theta})$ if $\gamma_i > 0$ for all $i$, but not necessarily so if $\gamma_i = 0$ for some $i$. It will be seen that S1) and S2) allow us to circumvent such points of discontinuity.
Without loss of generality, we assume that $\overline{\theta^{(m)}}$ converges to some $\overline{\theta^*}$ as $m \to \infty$ (otherwise one can take a converging subsequence of $\overline{\theta^{(m)}}, m \geq 1$). Note that

$$
\lim_{m \to \infty} \psi(\overline{\mu}, \overline{\gamma^{(m)}}, \overline{\delta}, \overline{\theta^{(m)}}) = \psi(\overline{\mu}, \overline{\gamma^*}, \overline{\delta}, \overline{\theta^*}) \leq \psi(\overline{\mu}, \overline{\gamma^*}, \overline{\delta}, \overline{\theta^*}),
$$

(4.18)

where the first equality is due to S1) and the fact that $\psi(\overline{\mu}, \overline{\gamma}, \overline{\delta}, \overline{\theta})$, as a function of $(\overline{\gamma}, \overline{\theta})$, is continuous at $(\overline{\gamma}, \overline{\theta})$ if $\gamma_i > 0$ for all $i$. Combining (4.17) and (4.18) proves (4.15). Now construct $\overline{\theta^{(n)}} \triangleq (\theta_1^{(n)}, \cdots, \theta_L^{(n)})$ with $\theta_i^{(n)} \in (0, \sigma_{X_i+1}^2)$, $i = 1, \cdots, L-1$, such that $\overline{\theta^{(n)}}$ converges to $\overline{\theta^*}$ as $n \to \infty$, and

$$
\mu_{i+1}(\sigma_{X_i}^2 - \theta_i^{(n)})\sigma_{X_{i+1}}^2 \theta_i^{(n)} - \mu_i(\sigma_{X_{i+1}}^2 - \theta_i^{(n)})\sigma_{X_i}^2 \theta_i^{(n)} - \mu_i(\sigma_{X_{i+1}}^2 - \theta_i^{(n)})\sigma_{X_i}^2 \theta_i^{(n)} \leq 0, \quad i = i^* + 1, \cdots, L-1,
$$

(4.19)

where (4.19) is void if $i^* \geq L-1$. Let $\overline{\gamma^{(n)}}$ be the minimizer to

$$
\min_{\gamma_i \in [0, d_i], i=1, \cdots, L} \psi(\overline{\mu}, \overline{\gamma^{(n)}}, \overline{\delta}, \overline{\theta^{(n)}}).
$$

It is easy to verify that $\overline{\gamma^{(n)}}$ converges to $\overline{\gamma^*} \triangleq (\gamma_1^*, \cdots, \gamma_L^*)$ as $n \to \infty$, where $\gamma_i^* = \gamma_i^*$ for $i < i^*$ and $\gamma_i^* = d_i$ for $i \geq i^*$. Clearly,

$$
\kappa_i(\overline{\mu}, \overline{\delta}, \overline{\delta}) \geq \lim_{n \to \infty} \psi(\overline{\mu}, \overline{\gamma^{(n)}}, \overline{\delta}, \overline{\theta^{(n)}}) = \psi(\overline{\mu}, \overline{\gamma^*}, \overline{\delta}, \overline{\theta^*}) \geq \psi(\overline{\mu}, \overline{\gamma^*}, \overline{\delta}, \overline{\theta^*}),
$$

which proves (4.16).
Chapter 5

Minimax Theorem

We shall show that our main results in Section 1.3 can be viewed as a manifestation of a certain information-theoretic minimax theorem. It will be seen that this minimax theorem can be used to explain why there is no loss of optimality in choosing the auxiliary random vectors $Z_1^n, \cdots, Z_{L-1}^n$ to be Gaussian in the proof of Theorem 1.

Let $X_1^n, \cdots, X_L^n$ be defined as in Section 1.2. Define

$$
\Phi = \mu_1 I(X_1^n; W_1) + \sum_{i=2}^{L} \mu_i (I(V_{i-1}; W_i) + I(X_i^n; W_i|W_1, \cdots, W_{i-1}, V_{i-1})),
$$

where $\mu_1 \geq \cdots \geq \mu_L \geq 0$. We assume that $V_i \leftrightarrow X_{i+1}^n \leftrightarrow (W_1, \cdots, W_{i+1})$ form a Markov chain, $i = 1, \cdots, L - 1$. As a consequence, in order to determine $\Phi$, it suffices to specify the conditional distribution of $V_i$ given $X_i^n$, $i = 1, \cdots, L - 1$, as well as the conditional distribution of $(W_1, \cdots, W_L)$ given $(X_1^n, \cdots, X_L^n)$. Let $\mathcal{P}$ denote the set of conditional distributions $(p_{V_i|x_2^n}, \cdots, p_{V_{L-1}|X_L^n})$. Moreover, let $\mathcal{Q}$ denote the set of conditional distributions of $(W_1, \cdots, W_L)$ given $(X_1^n, \cdots, X_L^n)$ such that $\sigma^2_{X_i^n|W_1, \cdots, W_i} \leq d_i, i = 1, \cdots, L, \sigma^2_{X_i^n|W_i} \leq \delta_i, i = 2, \cdots, L$, and $X_{i+1}^n \leftrightarrow X_i^n \leftrightarrow$
(W_1, \cdots, W_i) form a Markov chain, i = 1, \cdots, L - 1, where d_i \in (0, \sigma^2_{X_i}], i = 1, \cdots, L,
and \delta_i \in (0, \sigma^2_{X_i}], i = 2, \cdots, L.

Theorem 6.

\[
\sup_P \inf_Q \Phi = \inf_Q \sup_P \Phi.
\]

5.1 Extremal Inequality

The following extremal inequality is needed for the proof of Theorem 6.

Theorem 7. Let N^n_i be a zero-mean Gaussian random vector with i.i.d. entries of positive variance \sigma^2_{N_i}, i = 1, 2, 3. Let d be an arbitrary positive real number. Then for any random vector S^n and random object W, jointly independent of (N^n_1, N^n_2, N^n_3), such that \sigma^2_{S^n|W} \leq d, we have

\[
\begin{align*}
&h(S^n + N^n_3|W) - h(S^n + N^n_1|W) - h(S^n + N^n_2|W) \\
&\leq \max_{\gamma \in [0,d]} \frac{n}{2} \log(2\pi e(\gamma + \sigma^2_{N_3})) - \frac{n}{2} \log(2\pi e(\gamma + \sigma^2_{N_1})) - \frac{n}{2} \log(2\pi e(\gamma + \sigma^2_{N_2})).
\end{align*}
\]

Proof: First consider the case \sigma^2_{N_3} \geq \sigma^2_{N_1}. Without loss of generality, we can assume

N^n_3 = N^n_1 + \Theta^n, where \Theta^n is independent of (N^n_1, S^n, W), and the entries of \Theta^n are
i.i.d. Gaussian random variables with mean zero and variance $\sigma_{N_3}^2 - \sigma_{N_1}^2$. Note that

$$h(S^n + N_3^n|W) - h(S^n + N_1^n|W)$$

$$= h(S^n + N_1^n + \Theta^n|W) - h(S^n + N_1^n|W)$$

$$= I(\Theta^n; S^n + N_1^n + \Theta^n|W)$$

$$\leq I(\Theta^n; S^n + N_1^n + \Theta^n, W)$$

$$\leq I(\Theta^n; N_1^n + \Theta^n)$$

$$= \frac{n}{2} \log \left( \frac{\sigma_{N_3}^2}{\sigma_{N_1}^2} \right),$$

(5.1)

where (5.1) is due to the fact that $\Theta^n \leftrightarrow (N_1^n + \Theta^n) \leftrightarrow (S^n + N_1^n + \Theta^n, W)$ form a Markov chain. Moreover, we have

$$h(S^n + N_2^n|W) \geq h(S^n + N_2^n|S^n, W) = h(N_2^n) = \frac{n}{2} \log(2\pi e \sigma_{N_2}^2).$$

As a consequence,

$$h(S^n + N_3^n|W) - h(S^n + N_1^n|W) - h(S^n + N_2^n|W)$$

$$\leq \frac{n}{2} \log(2\pi e \sigma_{N_3}^2) - \frac{n}{2} \log(2\pi e \sigma_{N_1}^2) - \frac{n}{2} \log(2\pi e \sigma_{N_2}^2),$$

which is the desired result. By symmetry, this upper bound also holds when $\sigma_{N_1}^2 \geq \sigma_{N_2}^2$.

Now consider the case $\sigma_{N_3}^2 < \min\{\sigma_{N_1}^2, \sigma_{N_2}^2\}$. Without loss of generality, we assume $N_i^n = N_3^n + \Theta_i^n$, where $\Theta_i^n$ is independent of $(N_3^n, S^n, W)$, and the entries of $\Theta_i^n$ are i.i.d. Gaussian random variables with mean zero and variance $\sigma_{N_i}^2 - \sigma_{N_3}^2$, $i = 1, 2$. 
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Note that

\[ h(S^n + N^n_i|W) \]

\[ = h(S^n + N^n_3 + \Theta^n_i|W) \]

\[ \geq \frac{n}{2} \log \left( e^{\frac{2}{n}h(S^n + N^n_i|W)} + e^{\frac{2}{n}h(\Theta^n_i)} \right) \] (5.2)

\[ = \frac{n}{2} \log \left( e^{\frac{2}{n}h(S^n + N^n_i|W)} + 2\pi e(\sigma^2_{N_i} - \sigma^2_{N_3}) \right), \quad i = 1, 2, \] (5.3)

where (5.2) is due to the entropy power inequality. Note that \( \sigma^2_{S^n+N^n_i|W} = \sigma^2_{S^n|W} + \sigma^2_{N_i} \leq d + \sigma^2_{N_i}, i = 1, 2 \). Therefore, it follows from Lemma 1 in Section 2.1 that

\[ h(S^n + N^n_i|W) \leq \frac{n}{2} \log(2\pi e(d + \sigma^2_{N_i})), \quad i = 1, 2. \] (5.4)

In view of (5.3) and (5.4), we have

\[ h(S^n + N^n_3|W) - h(S^n + N^n_1|W) - h(S^n + N^n_2|W) \]

\[ \leq \min_{\gamma \in [0, d]} \frac{n}{2} \log(2\pi e(\gamma + \sigma^2_{N_3})) - \frac{n}{2} \log(2\pi e(\gamma + \sigma^2_{N_1} + 2\pi e(\sigma^2_{N_1} - \sigma^2_{N_3})) \]

\[ - \frac{n}{2} \log(2\pi e(\gamma + \sigma^2_{N_3} + 2\pi e(\sigma^2_{N_2} - \sigma^2_{N_3}))) \]

\[ = \min_{\gamma \in [0, d]} \frac{n}{2} \log(2\pi e(\gamma + \sigma^2_{N_3})) - \frac{n}{2} \log(2\pi e(\gamma + \sigma^2_{N_1})) - \frac{n}{2} \log(2\pi e(\gamma + \sigma^2_{N_2})), \]

which completes the proof. \( \square \)
5.2 Proof of the Minimax Theorem

Now we proceed to prove Theorem 6. It suffices to show that

$$\sup_P \inf_Q \Phi \geq \inf_Q \sup_P \Phi.$$  \hfill (5.5)

Let $Z^n_i$ be a zero-mean Gaussian random vector with i.i.d. entries of positive variance $\sigma^2 Z_i$, $i = 1, \cdots, L - 1$; moreover, we assume $Z^n_i$ is independent of $(X^n_{i+1}, W_1, \cdots, W_{i+1})$, $i = 1, \cdots, L - 1$. Let $V_i = X^n_{i+1} + Z^n_i$, $i = 1, \cdots, L - 1$. Note that

$$I(X^n_i; W_i|W_1, \cdots, W_{i-1}, X^n_i + Z^n_{i-1})$$

$$= I(X^n_i + Z^n_{i-1}, X^n_i; W_i|W_1, \cdots, W_{i-1}) - I(X^n_i + Z^n_{i-1}; W_i|W_1, \cdots, W_{i-1})$$

$$= I(X^n_i; W_i|W_1, \cdots, W_{i-1}) - I(X^n_i + Z^n_{i-1}; W_i|W_1, \cdots, W_{i-1}), \quad i = 2, \cdots, L.$$

Therefore, we have

$$\Phi = \mu_1 I(X^n_1; W_1) + \sum_{i=2}^{L} \mu_i (I(X^n_i + Z^n_{i-1}; W_i) + I(X^n_i; W_i|W_1, \cdots, W_{i-1})$$

$$- I(X^n_i + Z^n_{i-1}; W_i|W_1, \cdots, W_{i-1}))$$

$$= \frac{\mu_1 n}{2} \log(2\pi e\sigma^2_{X_1}) - \mu_1 h(X^n_1|W_1) + \sum_{i=2}^{L} \mu_i \left( \frac{n}{2} \log(2\pi e(\sigma^2_{X_i} + \sigma^2_{Z_{i-1}}))

- h(X^n_i + Z^n_{i-1}|W_i) + h(X^n_i|W_1, \cdots, W_{i-1}) - h(X^n_i|W_1, \cdots, W_i)

- h(X^n_i + Z^n_{i-1}|W_1, \cdots, W_{i-1}) + h(X^n_i + Z^n_{i-1}|W_1, \cdots, W_i) \right)$$
\[
\begin{align*}
&= \frac{\mu_1 n}{2} \log(2\pi e \sigma_{X_1}^2) - \mu_1 h(X_1^n | W_1) - \mu_2 (h(X_2^n + Z_1^n | W_1) - h(X_2^n | W_1)) \\
&\quad + \sum_{i=2}^{L-1} \left( \mu_i (h(X_i^n + Z_{i-1}^n | W_1, \ldots, W_i) - h(X_i^n | W_1, \ldots, W_i)) \\
&\quad - \mu_{i+1} (h(X_{i+1}^n + Z_i^n | W_1, \ldots, W_i) - h(X_{i+1}^n | W_1, \ldots, W_i)) \right) \\
&\quad + \frac{\mu L}{n} (h(X_L^n + Z_{L-1}^n | W_1, \ldots, W_L) - h(X_L^n | W_1, \ldots, W_L)) \\
&\quad + \sum_{i=2}^{L} \mu_i \left( \frac{n}{2} \log(2\pi e (\sigma_{X_i}^2 + \sigma_{Z_{i-1}}^2)) - h(X_i^n + Z_{i-1}^n | W_i) \right).
\end{align*}
\]

It can be shown (cf. (2.19), (2.20), (2.22), and (2.23)) that

\[
\begin{align*}
&- \mu_1 h(X_1^n | W_1) - \mu_2 (h(X_2^n + Z_1^n | W_1) - h(X_2^n | W_1)) \\
&\geq \min_{\gamma_1 \in [0, d_1]} -\frac{\mu_1 n}{2} \log(2\pi e \gamma_1) - \frac{\mu_2 n}{2} \log \left( \frac{\gamma_1 + \sigma_{\Delta_1}^2 + \sigma_{Z_{i-1}}^2}{\gamma_1 + \sigma_{\Delta_1}^2} \right), \\
&\mu_i (h(X_i^n + Z_{i-1}^n | W_1, \ldots, W_i) - h(X_i^n | W_1, \ldots, W_i)) \\
&\quad - \mu_{i+1} (h(X_{i+1}^n + Z_i^n | W_1, \ldots, W_i) - h(X_{i+1}^n | W_1, \ldots, W_i)) \\
&\geq \min_{\gamma_i \in [0, d_i]} \frac{\mu_i n}{2} \log \left( \frac{\gamma_i + \sigma_{Z_{i-1}}^2}{\gamma_i} \right) - \frac{\mu_{i+1} n}{2} \log \left( \frac{\gamma_i + \sigma_{\Delta_i}^2 + \sigma_{Z_{i-1}}^2}{\gamma_i + \sigma_{\Delta_i}^2} \right), \quad i = 2, \ldots, L - 1, \\
&h(X_L^n + Z_{L-1}^n | W_1, \ldots, W_L) - h(X_L^n | W_1, \ldots, W_L) \geq \min_{\gamma_L \in [0, d_L]} \frac{n}{2} \log \left( \frac{\gamma_L + \sigma_{\Delta_{L-1}}^2}{\gamma_L} \right), \\
&- h(X_i^n + Z_{i-1}^n | W_i) \geq -\frac{n}{2} \log(2\pi e (\delta_i + \sigma_{Z_{i-1}}^2)), \quad i = 2, \ldots, L.
\end{align*}
\]
Substituting (5.7), (5.8), (5.9), (5.10) into (5.6) and setting \( \sigma^2_{Z_i} = (\theta_i^{-1} - \sigma^2_{X_{i+1}})^{-1} \), \( i = 1, \cdots, L - 1 \), yields

\[
\Phi \geq \min_{\gamma_i \in [0, d_i], i = 1, \cdots, L} n\psi(\mu, \bar{\gamma}, \bar{\delta}, \bar{\theta}),
\]

which further implies

\[
\inf_{\mathcal{Q}} \Phi \geq \min_{\gamma_i \in [0, d_i], i = 1, \cdots, L} n\psi(\mu, \bar{\gamma}, \bar{\delta}, \bar{\theta}).
\]

Therefore, we have

\[
\sup_{\mathcal{P}} \inf_{\mathcal{Q}} \Phi \geq \sup_{\sigma^2_{Z_i} > 0, i = 1, \cdots, L - 1} \min_{\gamma_i \in [0, d_i], i = 1, \cdots, L} n\psi(\mu, \bar{\gamma}, \bar{\delta}, \bar{\theta})_{|\theta_i = (\sigma^2_{X_{i+1}} + \sigma^2_{Z_i})^{-1}, i = 1, \cdots, L - 1}

= \sup_{\theta_i \in (0, \sigma^2_{X_{i+1}}), i = 1, \cdots, L - 1} \min_{\gamma_i \in [0, d_i], i = 1, \cdots, L} n\psi(\mu, \bar{\gamma}, \bar{\delta}, \bar{\theta}). \tag{5.11}
\]

In view of (5.11) and Theorem 3, for the purpose of establishing (5.5), it suffices to prove that

\[
\inf_{\mathcal{Q}} \sup_{\mathcal{P}} \Phi \leq \inf_{\gamma_i \in (0, d_i), i = 1, \cdots, L} \max_{\theta_i \in (0, \sigma^2_{X_{i+1}}), i = 1, \cdots, L - 1} n\psi(\mu, \bar{\gamma}, \bar{\delta}, \bar{\theta}).
\]

To this end, we shall show that given any \( \bar{\gamma} \) with \( \gamma_i \in (0, d_i), i = 1, \cdots, L \), there exists \((W_1, \cdots, W_L)\) such that

A1) \( \sigma^2_{X_i|W_1, \cdots, W_i} \leq \gamma_i, i = 1, \cdots, L \),

A2) \( \sigma^2_{X_i|W_i} \leq \delta_i, i = 2, \cdots, L \),

A3) \( X_{i+1}^n \leftrightarrow X_i^n \leftrightarrow (W_1, \cdots, W_i) \) form a Markov chain, \( i = 1, \cdots, L - 1 \);
moreover,

\[
\sup_{\mathcal{P}} \Phi \leq \max_{\theta_i \in [0, \sigma^2_{X_i}], i = 1, \ldots, L} n \psi(\mu, \gamma, \delta, \theta). \tag{5.12}
\]

Let \(\gamma'\) and \(\delta'\) be as specified in Lemma 5. Note that \(\gamma'_i \in (0, \gamma_i], i = 1, \ldots, L, \delta'_i \in (0, \delta_i], i = 2, \ldots, L,\) and

\[
\max_{\theta_i \in [0, \sigma^2_{X_i+1}], i = 1, \ldots, L} \psi(\mu, \gamma', \delta', \theta) \leq \max_{\theta_i \in [0, \sigma^2_{X_i}], i = 1, \ldots, L} \psi(\mu, \gamma, \delta, \theta). \tag{5.13}
\]

As shown in Chapter 3, one can construct a zero-mean random vector \((U_1, \ldots, U_L, \tilde{U}_1, \ldots, \tilde{U}_L)\) jointly Gaussian with \((X_1, \ldots, X_L)\) such that

B1) \(\tilde{U}_i = \mathbb{E}[X_i|U_1, \ldots, U_i]\) and \(\mathbb{E}[(X_i - \tilde{U}_i)^2] = \gamma'_i, i = 1, \ldots, L,\)

B2) \(\mathbb{E}[U_i^2] = \mathbb{E}[X_i U_i] = \sigma^2_{X_i} - \delta'_i, i = 2, \ldots, L,\)

B3) \((X_2, \ldots, X_L) \leftrightarrow X_1 \leftrightarrow U_1\) form a Markov chain, and \((X_j)_{j \neq i} \leftrightarrow (X_i, U_1, \ldots, U_{i-1}) \leftrightarrow U_i\) form a Markov chain, \(i = 1, \ldots, L.\)

First assume that \(\delta'_i < \sigma^2_{X_i}, i = 2, \ldots, L.\) Define

\[
N_i = \frac{\sigma^2_{X_i}}{\sigma^2_{X_i} - \gamma'_{i-1} - \sigma^2_{\Delta_{i-1}}} \tilde{U}_{i-1} - X_i, \quad i = 2, \ldots, L,
\]

\[
\hat{N}_i = \frac{\sigma^2_{X_i}}{\sigma^2_{X_i} - \delta'_i} U_i - X_i, \quad i = 2, \ldots, L,
\]

\[
\check{N}_i = \frac{\sigma^2_{X_i}}{\sigma^2_{X_i} - \gamma'_i} \tilde{U}_i - X_i, \quad i = 2, \ldots, L.
\]
It can be verified that

\[
\begin{align*}
\sigma^2_{N_i} &= \frac{\sigma^2_{X_i} (\gamma_{i-1} + \sigma^2_{\Delta_{i-1}})}{\sigma^2_{X_i} - \gamma_{i-1} - \sigma^2_{\Delta_{i-1}}}, & i = 2, \ldots, L, \\
\sigma^2_{\tilde{N}_i} &= \frac{\sigma^2_{\tilde{X}_i} \delta_i^t}{\sigma^2_{\tilde{X}_i} - \delta_i^t}, & i = 2, \ldots, L, \\
\sigma^2_{\hat{N}_i} &= \frac{\sigma^2_{\hat{X}_i} \gamma_i^t}{\sigma^2_{\hat{X}_i} - \gamma_i^t}, & i = 2, \ldots, L.
\end{align*}
\] (5.14)

Let \((X_{ij}, U_{ij}, \tilde{U}_{ij}, N_{ij}, \tilde{N}_{ij}, \hat{N}_{ij}, i = 1, \ldots, L)_{j=1}^n\) be \(n\) i.i.d. copies of \((X_i, U_i, \tilde{U}_i, N_i, \tilde{N}_i, \hat{N}_i, i = 1, \ldots, L)\), and let \(W_i = U_i^n, i = 1, \ldots, L\). It is easy to see that A1), A2), and A3) are implied by B1), B2), and B3), respectively. Moreover, one can readily verify that \((N_{i,1}^n, N_{i,2}^n, N_{i,3}^n)\) is independent of \((X_i^n, V_i^{-1}), i = 2, \ldots, L\). Note that

\[
\Phi = \mu_1 \left( X_i^n; U_i^n \right) + \sum_{i=2}^L \mu_i \left( V_{i-1}^n; U_i^n \right) + \left( X_i^n; U_i^n | U_1^n, \ldots, U_{i-1}^n, V_{i-1}^n \right)
\]

\[
= \mu_1 \left( X_i^n; U_i^n \right) + \sum_{i=2}^L \mu_i \left( V_{i-1}^n; U_i^n \right) + \left( X_i^n; U_i^n | U_1^n, \ldots, U_{i-1}^n \right)
\]

\[
- \left( V_{i-1}^n; U_i^n | U_1^n, \ldots, U_{i-1}^n \right)
\]

\[
= \mu_1 \left( X_i^n; U_i^n \right) + \sum_{i=2}^L \mu_i \left( V_{i-1}^n; U_i^n \right) + \left( X_i^n; U_i^n | U_1^n, \ldots, U_{i-1}^n \right) - \left( X_i^n; U_1^n, \ldots, U_{i-1}^n \right)
\]

\[
- \left( V_{i-1}^n; U_i^n, \ldots, U_{i-1}^n \right) + \left( V_{i-1}^n; U_1^n, \ldots, U_{i-1}^n \right)
\]

\[
= \mu_1 \left( X_i^n; U_i^n \right) + \sum_{i=2}^L \mu_i \left( V_{i-1}^n; U_i^n \right) + \left( X_i^n; \tilde{U}_i^n \right) - \left( X_i^n; U_1^n, \ldots, U_{i-1}^n \right)
\]

\[
- \left( V_{i-1}^n; \tilde{U}_i^n \right) + \left( V_{i-1}^n; \tilde{U}_i^n \right)
\]

\[
= \frac{\mu_1 n}{2} \log \left( \frac{\sigma^2_{X_i}}{\gamma_i^t} \right) + \sum_{i=2}^L \mu_i \left( \frac{1}{2} \log \frac{\gamma_{i-1} + \sigma^2_{\Delta_{i-1}}}{\gamma_i^t} \right) + \left( V_{i-1}^n; U_i^n \right)
\]

\[
- \left( V_{i-1}^n; \tilde{U}_i^n \right) + \left( V_{i-1}^n; \tilde{U}_i^n \right).
\] (5.17)
We have

\[ I(V_{i-1}; U^n_i) - I(V_{i-1}; \tilde{U}^n_i) + I(V_{i-1}; \tilde{U}^n_{i-1}) \]

\[ = I(V_{i-1}; X^n_i + \tilde{N}^n_i) - I(V_{i-1}; X^n_i + \tilde{N}^n_i) + I(V_{i-1}; X^n_i + N^n_i) \]

\[ = \frac{n}{2} \log(2\pi e(\sigma^2_{X_i} + \sigma^2_{N_i})) + \frac{n}{2} \log(2\pi e(\sigma^2_{X_i} + \sigma^2_{N_i})) - \frac{n}{2} \log(2\pi e(\sigma^2_{X_i} + \sigma^2_{N_i})) \]

\[ + h(X^n_i + \tilde{N}^n_i|V_{i-1}) - h(X^n_i + N^n_i|V_{i-1}) - h(X^n_i + \tilde{N}^n_i|V_{i-1}), \quad i = 2, \ldots, L. \]

Since \( \sigma^2_{X^n_i|V_{i-1}} \leq \sigma^2_{X_i} \), it follows from Theorem 7 that

\[ h(X^n_i + \tilde{N}^n_i|V_{i-1}) - h(X^n_i + N^n_i|V_{i-1}) - h(X^n_i + \tilde{N}^n_i|V_{i-1}) \]

\[ \leq \max_{\theta_{i-1} \in [0, \sigma^2_{X_i}]} \frac{n}{2} \log(2\pi e(\theta_{i-1} + \sigma^2_{N_i})) - \frac{n}{2} \log(2\pi e(\theta_{i-1} + \sigma^2_{N_i})) \]

\[ - \frac{n}{2} \log(2\pi e(\theta_{i-1} + \sigma^2_{N_i})), \quad i = 2, \ldots, L. \]

Therefore, we have

\[ I(V_{i-1}; U^n_i) - I(V_{i-1}; \tilde{U}^n_i) + I(V_{i-1}; \tilde{U}^n_{i-1}) \]

\[ \leq \frac{n}{2} \log \left( \frac{(\sigma^2_{X_i} + \sigma^2_{N_i})(\sigma^2_{X_i} + \sigma^2_{N_i})(\theta_{i-1} + \sigma^2_{N_i})}{(\theta_{i-1} + \sigma^2_{N_i})(\theta_{i-1} + \sigma^2_{N_i})(\sigma^2_{X_i} + \sigma^2_{N_i})} \right), \quad i = 2, \ldots, L. \quad (5.18) \]

Substituting (5.18) into (5.17) and invoking (5.14)-(5.16) yields

\[ \Phi \leq \max_{\theta_i \in [0, \sigma^2_{X_{i+1}}], i = 1, \ldots, L-1} n\psi(\overline{\mu}, \overline{\gamma}, \overline{\delta}, \overline{\theta}). \quad (5.19) \]
If $\delta'_i = \sigma^2_{X_i}$ for some $i$, then

$$I(V_{i-1}; U^n_i) - I(V_{i-1}; \tilde{U}^n_i) + I(V_{i-1}; \tilde{U}^n_{i-1}) = 0.$$  

As a consequence, one can readily verify that (5.19) continues to hold. Combining (5.13) and (5.19) gives

$$\Phi \leq \max_{\theta_i \in [0, \sigma^2_{X_{i+1}}, i = 1, \ldots, L-1]} n\psi(\overline{\mu}, \overline{\gamma}, \overline{\delta}, \overline{\theta}),$$

which further implies (5.12). This completes the proof of Theorem 6.
Chapter 6

Miscellaneous Results

6.1 The Minimum Sum Rate: A Special Case

In this section we focus on the case $\mu = (1, \cdots, 1)$ (which corresponds to the sum rate). Let $\sigma_{\tilde{X}_i}^2 = \rho^{i-1}$, $i = 1, \cdots, L$, and $\sigma_{\tilde{\Delta}_i}^2 = \rho^{i-1}(\rho - 1)$, $i = 1, \cdots, L - 1$, where $\rho > 1$. Moreover, let $\bar{d} = (\rho^0 d, \cdots, \rho^{L-1} d)$ and $\bar{\delta} = (\rho^{L-1} \delta, \cdots, \rho^{-1} \delta)$, where $d \in (0, 1]$ and $\delta \in (0, 1]$. By Theorem 3, $\kappa_l(\mu, \bar{d}, \bar{\delta})$ and $\kappa_u(\mu, \bar{d}, \bar{\delta})$ coincide in this special case; therefore, we shall denote them by $\kappa(\mu, \bar{d}, \bar{\delta})$. The main result of this section is an explicit characterization of $\kappa(\mu, \bar{d}, \bar{\delta})$.

Theorem 8. 1. If $d \geq (\frac{\rho}{d+\rho-1} + \frac{1}{\delta} - 1)^{-1}$, then

$$
\kappa(\mu, \bar{d}, \bar{\delta}) = \frac{1}{2} \log \left( \frac{1}{\bar{d}} \right) + \frac{L - 1}{2} \log \left( \frac{1}{\bar{\delta}} \right).
$$
2. If \( d \leq \frac{\rho \delta - 1}{\rho - 1} \), then
\[
\kappa(\vec{\mu}, \vec{d}, \vec{\delta}) = \frac{1}{2} \log \left( \frac{1}{d} \right) + \frac{L - 1}{2} \log \left( \frac{d + \rho - 1}{\rho d} \right).
\]

3. If \( \frac{\rho \delta - 1}{\rho - 1} < d < \left( \frac{\rho}{d + \rho - 1} + \frac{1}{\delta} - 1 \right)^{-1} \), then
\[
\kappa(\vec{\mu}, \vec{d}, \vec{\delta}) = \frac{1}{2} \log \left( \frac{1}{d} \right) + \frac{L - 1}{2} \log \left( \frac{(d + \rho - 1)((1 - \theta)d + \theta)}{((1 - \theta)(d + \rho - 1) + \rho \theta)((1 - \theta)\delta + \theta)d} \right),
\]
where
\[
\theta = \sqrt{\frac{\rho - 1}{1 - d} \left( \frac{\delta}{1 - \delta} - \frac{d}{1 - d} \right) - \frac{d}{1 - d}}.
\]

**Proof:**

1. Let \( \vec{\gamma}^* = \vec{d} \) and \( \vec{\theta}^* = (0, \ldots, 0) \). It can be verified that \( (\vec{\gamma}^*, \vec{\theta}^*) \) satisfies (4.11) and (4.12) (see the optimality conditions in Lemmas 4, 7, 8, and 9). Therefore, it follows by the proof of Theorem 3 that
\[
\kappa(\vec{\mu}, \vec{d}, \vec{\delta}) = \psi(\vec{\mu}, \vec{\gamma}^*, \vec{\delta}, \vec{\theta}^*) = \frac{1}{2} \log \left( \frac{1}{d} \right) + \frac{L - 1}{2} \log \left( \frac{1}{\delta} \right).
\]

Note that in this case we can decrease the hierarchical distortion constraint \( \vec{d} \) to \( \vec{d}' = (d'_1, \ldots, d'_L) \) without affecting the minimum sum rate, where
\[
\begin{align*}
    d'_1 &= d, \\
    d'_i &= \rho^{i-1} \left( \frac{\rho^{i-1}}{d'_{i-1} + \rho^{i-2}(\rho - 1)} + \frac{1}{\delta} - 1 \right)^{-1}, \quad i = 2, \ldots, L.
\end{align*}
\]

2. Let \( \vec{\gamma}^* = \vec{d} \) and \( \vec{\theta}^* = (\rho, \ldots, \rho^{L-1}) \). It can be verified that \( (\vec{\gamma}^*, \vec{\theta}^*) \) satisfies (4.11) and (4.12) (see the optimality conditions in Lemmas 4, 7, 8, and 9). Therefore,
it follows by the proof of Theorem 3 that
\[
\kappa(\mu, \overline{d}, \overline{\delta}) = \psi(\mu, \overline{\gamma^*}, \overline{\delta}, \overline{\theta^*}) = \frac{1}{2} \log \left( \frac{1}{d} \right) + \frac{L - 1}{2} \log \left( \frac{d + \rho - 1}{\rho d} \right).
\]

Note that in this case we can decrease the individual distortion constraint \( \delta \) to \( \delta' \triangleq (\delta_2', \cdots, \delta_L') \) without affecting the minimum sum rate, where

\[
\delta_i' = \rho^{i-2}(\rho - 1)d + \rho^{i-2}, \quad i = 2, \cdots, L.
\]

3. Let \( \overline{\gamma^*} = \overline{d} \) and \( \overline{\theta^*} = (\rho \theta, \cdots, \rho^{L-1}\theta) \). It is easy to verify that \((\overline{\gamma^*}, \overline{\theta^*})\) satisfies (4.12) (see the optimality condition in Lemma 4). Note that the optimality conditions in Lemma 7 and Lemma 9 are clearly satisfied; therefore, to verify (4.11), it suffices to show that \((\overline{\gamma^*}, \overline{\theta^*})\) satisfies the optimality condition in Lemma 8. In view of the fact that \( \theta \in (0, 1) \) and that

\[
\tilde{a}_i = \rho^{3i-2}(\rho - 1)(1 - \theta)\theta > 0,
\]

we just need to show that \( \hat{\gamma}_i \geq \rho^{i-1}d \), where

\[
\hat{\gamma}_i = \rho^{i-1 \left( 1 + \sqrt{\frac{\rho}{1 - \theta}} \right)}, \quad i = 2, \cdots, L - 1.
\]

This is indeed true since \( 1 + \sqrt{\frac{\rho}{1 - \theta}} \geq 1 \geq d \). Therefore, it follows by the proof
of Theorem 3 that
\[
\kappa(\mu, d, \delta) = \psi(\mu, \gamma^*, \delta, \theta^*) = \frac{1}{2} \log \left( \frac{1}{d} \right) + \frac{L - 1}{2} \log \left( \frac{(d + \rho - 1)((1 - \theta)d + \theta)}{(1 - \theta)(d + \rho - 1) + \rho \theta((1 - \theta)\delta + \theta)d} \right).
\]

\[\square\]

### 6.2 Robust Predictive Coding System

In this section we propose an efficient implementation of the robust predictive coding scheme associated with Lemma 6. For simplicity, throughout this section we describe the scheme in the form of single-letter operations; however, it should be understood that in fact such a scheme has to be implemented over long blocks in order to approach the information-theoretic limits.

As shown in Chapter 3, to minimize the weighted sum rate \( \mu R_T \) of the robust predictive coding scheme associated with Lemma 6, there is no loss of optimality in considering zero-mean random vector \((U_1, \ldots, U_L, \tilde{U}_1, \ldots, \tilde{U}_L)\) jointly Gaussian with \((X_1, \ldots, X_L)\) such that

\[
\begin{align*}
\mathbb{E}[U_1^2] &= \mathbb{E}[X_1U_1] = \sigma_{X_1}^2 - \gamma_1', \\
\mathbb{E}[U_i^2] &= \mathbb{E}[X_iU_i] = \sigma_{X_i}^2 - \delta'_i, \quad i = 2, \ldots, L, \\
\mathbb{E}[\tilde{U}_{i-1}U_i] &= \xi_{i-1}, \quad i = 2, \ldots, L, \\
\tilde{U}_1 &= \mathbb{E}[X_1|U_1] = U_1,
\end{align*}
\]
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$\tilde{U}_i = \mathbb{E}[X_i|U_1, \ldots, U_i] = \mathbb{E}[X_i|\tilde{U}_{i-1}, U_i] = a_{i-1}\tilde{U}_{i-1} + b_{i-1}U_i, \quad i = 2, \cdots, L,$

$\mathbb{E}[(X_i - \tilde{U}_i)^2] = \gamma'_i, \quad i = 1, \cdots, L,$

$\mathbb{E}[(X_i - U_i)^2] = \delta'_i, \quad i = 2, \cdots, L,$

where $\gamma'$ and $\delta'$ satisfy

$0 < \gamma'_i \leq d_i, \quad i = 1, \cdots, L,$

$0 < \delta'_i \leq \delta_i, \quad i = 2, \cdots, L,$

$\gamma'_i + \sigma^2_{\Delta_i} + \delta'_{i+1} - \sigma^2_{X_{i+1}} \leq \gamma'_{i+1} \leq \left(\frac{1}{\gamma'_i + \sigma^2_{\Delta_i}} + \frac{1}{\delta'_{i+1} - \sigma^2_{X_{i+1}}}\right)^{-1}, \quad i = 1, \cdots, L - 1,$

and the parameters $\xi_i$, $a_i$, and $b_i$, $i = 1, \cdots, L - 1$ are defined in (3.6), (3.7), and (3.8), respectively; moreover, $(X_2, \cdots, X_L) \leftrightarrow X_1 \leftrightarrow U_1$ form a Markov chain, and $(X_j_{j \neq i}, U_1, \cdots, U_{i-1}) \leftrightarrow (X_i, \tilde{U}_{i-1}) \leftrightarrow U_i$ form a Markov chain, $i = 2, \cdots, L$. Let

$R_1 = I(X_1; U_1),$

$R_i = I(X_i, U_1, \cdots, U_{i-1}; U_i), \quad i = 2, \cdots, L,$

where $R_i$ is the rate of Encoder $i$. One can interpret $X_1$ and $U_1$, respectively, as the input and the output of Encoder 1; similarly, $(X_i, U_1, \cdots, U_{i-1})$ and $U_i$ can be interpreted, respectively, as the input and the output of Encoder $i$, $i = 2, \cdots, L$. Given the outputs from the first $i$ encoders, the decoder can compute $\tilde{U}_i$ and use it as the reconstruction of $X_i$, and the resulting distortion is $\gamma'_i, i = 1, \cdots, L$. If the decoder only receives the output from Encoder $i$, then it simply uses $U_i$ as the reconstruction of $X_i$, and the resulting distortion is $\delta'_i, i = 2, \cdots, L$. Moreover, in
view of the fact that

$$I(X_i, U_1, \ldots, U_{i-1}; U_i) = I(X_i, \tilde{U}_{i-1}; U_i),$$

it suffices to provide Encoder $i$ with $(X_i, \tilde{U}_{i-1})$ as the input, $i = 2, \cdots, L$. Note that we can write

$$U_1 = \mathbb{E}[U_1 | X_1] + N_1 = \alpha_1 X_1 + N_1,$$
$$U_i = \mathbb{E}[U_i | X_i, \tilde{U}_{i-1}] + N_i = \alpha_i X_i + \beta_{i-1} \tilde{U}_{i-1} + N_i, \quad i = 2, \cdots, L,$$

where

$$\alpha_1 = \frac{\sigma_{X_1}^2 - \gamma'_1}{\sigma_{X_1}^2},$$
$$\alpha_i = \frac{\sigma_{X_i}^2 - \delta'_i - \xi_{i-1}}{\gamma'_{i-1} + \sigma_{\Delta_i}^2}, \quad i = 2, \cdots, L,$$
$$\beta_i = \begin{cases} 0, & \gamma'_i = \sigma_{X_i}^2, \quad i = 1, \cdots, L - 1, \\ \frac{\xi_i}{\sigma_{X_i}^2 - \gamma_i} - \frac{\sigma_{X_{i+1}}^2 - \delta'_{i+1} - \xi_i}{\gamma'_{i+1} + \sigma_{\Delta_{i+1}}^2}, & \text{otherwise} \end{cases},$$
$$\mathbb{E}[N_1^2] = \frac{(\sigma_{X_1}^2 - \gamma'_1) \gamma'_1}{\sigma_{X_1}^2},$$
$$\mathbb{E}[N_i^2] = \begin{cases} (\sigma_{X_i}^2 - \delta'_i) \gamma'_i, & \gamma'_{i-1} = \sigma_{X_{i-1}}^2, \quad i = 2, \cdots, L, \\ \sigma_{X_i}^2 - \delta'_i - \frac{(\sigma_{X_{i+1}}^2 - \delta'_{i+1} - \xi_{i+1})^2}{\gamma'_{i+1} + \sigma_{\Delta_{i+1}}^2} - \frac{\xi_{i+1}^2}{\sigma_{X_{i-1}}^2 - \gamma_{i-1}}, & \text{otherwise} \end{cases}.$$ 

It is clear that

$$I(X_1; U_1) = I(\alpha_1 X_1; \alpha_1 X_1 + N_1),$$
$$I(X_i, \tilde{U}_{i-1}; U_i) = I(\alpha_i X_i + \beta_{i-1} \tilde{U}_{i-1}; \alpha_i X_i + \beta_{i-1} \tilde{U}_{i-1} + N_i), \quad i = 2, \cdots, L.$$
As a consequence, we can interpret Encoder 1 as a quantizer with $\alpha_1 X_1$, $U_1$, and $N_1$ respectively as the input, the output, and the quantization error; similarly, we can interpret Encoder $i$ as a quantizer with $\alpha_i X_i + \beta_{i-1} \tilde{U}_{i-1}$, $U_i$, and $N_i$ respectively as the input, the output, and the quantization error, $i = 2, \cdots, L$. Furthermore, in view of the fact that 

$$\tilde{U}_i = a_{i-1} \tilde{U}_{i-1} + b_{i-1} U_i, \quad i = 2, \cdots, L,$$

the calculation of $(\tilde{U}_1, \cdots, \tilde{U}_L)$ at the encoders and the decoder can be performed iteratively. A robust predictive coding system based on this interpretation is depicted in Fig. 6.1. It is worth mentioning that one can implement the quantization operation in such a system by using entropy-coded dithered lattice quantizers (see, e.g., [12; 13; 14]).

### 6.3 Reconstruction Based on an Arbitrary Subset of Encoder Outputs

As pointed out in Section 6.2, one can interpret $U_i$ as the output of Encoder $i$, $i = 1, \cdots, L$, for the robust predictive coding scheme associated with Lemma 6. Although it is developed for the scenario where only the hierarchical distortion constraint and the individual distortion constraint are imposed, this scheme has a desirable property that every subset of the encoder outputs is decodable. For example, if at the time of reconstructing $X_5$, the decoder only receives the outputs from a subset of the first 5 encoders (say, $(U_1, U_3, U_4)$), then it can still decode these outputs and further use
Figure 6.1: Robust predictive coding via successive quantization. Here $\tilde{X}_n^i$ can be viewed as a multi-letter version of $\tilde{U}_i^i$, $i = 1, \ldots, L$, and $\hat{X}_n^i$ can be viewed as a multi-letter version of $U_i$, $i = 2, \ldots, L$.

$E[X_5|U_1, U_3, U_4]$ as the reconstruction of $X_5$ (with the resulting distortion equal to $\sigma^2_{X_5|U_1, U_3, U_4}$).

Now we proceed to give a detailed analysis for this kind of scenario. Again we shall focus on the case where $(U_1, \cdots, U_L)$ satisfies the conditions listed in Section 6.2. Assume that the decoder receives $U_j$, $j \in \mathcal{A}$ for some non-empty set $\mathcal{A} \subseteq \{1, \cdots, L\}$; moreover, at the time of reconstructing $X_i$, the decoder is only allowed to use $(U_j)_{j \in \mathcal{A}, j \leq i}$. With no loss of generality, we shall assume $E[(U_i^2)] \neq 0$ (which
implies $\delta'_i < \sigma^2_{X_i}$ for all $i \in \mathcal{A}$.

Define

$$\hat{U}_i = \mathbb{E}[X_i|\{U_j\}_{j \in \mathcal{A}, j \leq i}], \quad i = 1, \cdots, L,$$

$$\hat{d}_i = \mathbb{E}[(X_i - \hat{U}_i)^2], \quad i = 1, \cdots, L.$$ 

Note that $\hat{U}_i = 0$ and $\hat{d}_i = \sigma^2_{X_i}$ if $j > i$ for all $j \in \mathcal{A}$. We shall show that $(\hat{U}_1, \cdots, \hat{U}_L)$ and $(\hat{d}_1, \cdots, \hat{d}_L)$ can be computed iteratively.

It is clear that

$$\hat{U}_1 = \begin{cases} 0, & 1 \notin \mathcal{A} \\ U_1, & \text{otherwise} \end{cases},$$

$$\hat{d}_1 = \begin{cases} \sigma^2_{X_1}, & 1 \notin \mathcal{A} \\ \gamma'_1, & \text{otherwise} \end{cases}.$$ 

For $i = 2, \cdots, L$, we have $\hat{U}_i = \hat{U}_{i-1}$ and $\hat{d}_i = \hat{d}_{i-1} + \sigma^2_{X_{i-1}}$ if $i \notin \mathcal{A}$; moreover, we have $\hat{U}_i = U_i$ and $\hat{d}_i = \delta'_i$ if $\hat{d}_{i-1} = \sigma^2_{X_{i-1}}$. Therefore, it suffices to consider the case where $i \in \mathcal{A}$ and $\hat{d}_{i-1} < \sigma^2_{X_{i-1}}$ (which implies $\gamma'_{i-1} < \sigma^2_{X_{i-1}}$). Since $(U_1, \cdots, U_{i-1}) \leftrightarrow \hat{U}_{i-1} \leftrightarrow (X, \hat{U}_{i-1}) \leftrightarrow U_i$ form a Markov chain, it follows that $(U_j)_{j \in \mathcal{A}, j < i} \leftrightarrow \hat{U}_{i-1} \leftrightarrow \hat{U}_{i-1} \leftrightarrow (X, \hat{U}_i) \leftrightarrow U_i$ form a Markov chain. As a consequence,

$$\hat{U}_i = \mathbb{E}[X_i|\hat{U}_{i-1}, U_i].$$
In view of the fact that

\[ \mathbb{E}[\hat{U}_{i-1}^2] = \mathbb{E}[\hat{U}_{i-1} \hat{U}_{i-1}] = \sigma^2_{X_{i-1}} - \hat{d}_{i-1}, \]

we can write

\[ \hat{U}_{i-1} = \mathbb{E}[\hat{U}_{i-1} | \tilde{U}_{i-1}] + \hat{N}_{i-1} = \frac{\sigma^2_{X_{i-1}} - \hat{d}_{i-1}}{\sigma^2_{X_{i-1}} - \gamma'_{i-1}} \tilde{U}_{i-1} + \hat{N}_{i-1}, \]

where \( \hat{N}_{i-1} \) is independent of \((X_i, \tilde{U}_{i-1}, U_i)\) (recall that \( \hat{U}_{i-1} \leftrightarrow \tilde{U}_{i-1} \leftrightarrow (X_i, U_i) \) form a Markov chain). Therefore,

\[ \mathbb{E}[\hat{U}_{i-1} U_i] = \frac{\sigma^2_{X_{i-1}} - \hat{d}_{i-1}}{\sigma^2_{X_{i-1}} - \gamma'_{i-1}} \mathbb{E}[\tilde{U}_{i-1} U_i] = \frac{(\sigma^2_{X_{i-1}} - \hat{d}_{i-1}) \xi_{i-1}}{\sigma^2_{X_{i-1}} - \gamma'_{i-1}}. \]

It is also easy to see that

\[ \mathbb{E}[X_i \hat{U}_{i-1}] = \sigma^2_{X_{i-1}} - \hat{d}_{i-1}. \]

Now one can readily verify that

\[ \hat{U}_i = \hat{\alpha}_{i-1} \hat{U}_{i-1} + \hat{\beta}_{i-1} U_i, \]
\[ \hat{d}_i = \sigma^2_{X_i} - \hat{\alpha}_{i-1} (\sigma^2_{X_{i-1}} - \hat{d}_{i-1}) - \hat{\beta}_{i-1} (\sigma^2_{X_i} - \delta'_{i}), \]
where

\[
\hat{\alpha}_{i-1} = \frac{(\sigma_{X_{i-1}}^2 - \gamma'_{i-1})^2(\sigma_{X_{i-1}}^2 - \hat{d}_{i-1})(\sigma_{X_{i-1}}^2 - \delta'_{i-1}) - (\sigma_{X_{i-1}}^2 - \gamma'_{i-1})(\sigma_{X_{i-1}}^2 - \hat{d}_{i-1})\xi_{i-1}(\sigma_{X_{i}}^2 - \delta'_{i})}{(\sigma_{X_{i-1}}^2 - \gamma'_{i-1})^2(\sigma_{X_{i-1}}^2 - \hat{d}_{i-1})(\sigma_{X_{i}}^2 - \delta'_{i}) - (\sigma_{X_{i-1}}^2 - \hat{d}_{i-1})^2\xi_{i-1}^2},
\]

\[
\hat{\beta}_{i-1} = \frac{-(\sigma_{X_{i-1}}^2 - \gamma'_{i-1})(\sigma_{X_{i-1}}^2 - \hat{d}_{i-1})^2\xi_{i-1} + (\sigma_{X_{i-1}}^2 - \gamma'_{i-1})^2(\sigma_{X_{i-1}}^2 - \hat{d}_{i-1})(\sigma_{X_{i}}^2 - \delta'_{i})}{(\sigma_{X_{i-1}}^2 - \gamma'_{i-1})^2(\sigma_{X_{i-1}}^2 - \hat{d}_{i-1})(\sigma_{X_{i}}^2 - \delta'_{i}) - (\sigma_{X_{i-1}}^2 - \hat{d}_{i-1})^2\xi_{i-1}^2}.
\]

An illustrative example is given in Fig. 6.2. In this example, we choose \(\sigma_{X_i}^2 = \rho^{i-1}, i = 1, \ldots, L\), and \(\sigma_{X_i}^2 = \rho^{i-1}(\rho - 1), i = 1, \ldots, L - 1\), where \(L = 60\) and \(\rho = \frac{10}{9}\); moreover, we set \(\overline{\gamma}' = (\rho^{0}\gamma', \ldots, \rho^{L-1}\gamma')\) and \(\overline{\delta}' = (\rho^{0}\delta', \ldots, \rho^{L-1}\delta')\), where \(\gamma' = 0.2\) and \(\delta' = 0.5\). We plot \(\hat{d}_i/\rho^{i-1}, i = 1, \ldots, L\), for the scenario where \(A = \{1, \ldots, 60\} \setminus \{8, 9, 10, 11, 12, 35, 36, 50\}\). A comparison with the ideal scenario (i.e., \(A = \{1, \ldots, 60\}\)) shows that the proposed scheme has a desirable “self-recovery” property.
Chapter 7

Conclusion and Future Work

We have partially characterized the rate region of robust sequential coding and robust predictive coding for the Gauss-Markov source model under the mean squared error distortion constraint. More fundamentally, our investigation reveals an information-theoretic minimax theorem, which can be obtained by coupling two extremal inequalities. It is worth noting that most of the results in this thesis can be extended to the vector source setting in a relatively straightforward manner. In particular, one can establish the vector version of Theorem 5 and Theorem 7 by leveraging techniques developed in [15; 16; 17].
Appendix A

Mathematical Elementary

A.1 Jensen’s Inequality

If $X$ is a random variable and $\phi$ is a convex function, then

$$\phi(\mathbb{E}[X]) \leq \mathbb{E}[\phi(X)].$$

If $X$ is a random variable and $\phi$ is a concave function, then

$$\phi(\mathbb{E}[X]) \geq \mathbb{E}[\phi(X)].$$

A.2 Mean Square Error Estimation

Let $X$ and $Y$ be two random variables. The minimum mean squared error (MMSE) estimate of $X$ given $Y$ is a function $\hat{x}(Y)$ of $Y$ that minimizes the mean squared error
\[ \mathbb{E}[(X - \hat{X})^2] \] and is given by

\[ \hat{x}_{MMSE}(Y) = \mathbb{E}[X|Y]. \]

If \( X \) and \( Y \) are zero-mean and jointly Gaussian, then

\[ \hat{x}_{MMSE}(Y) = aY, \]

where \( a = \frac{\mathbb{E}[XY]}{\mathbb{E}[Y^2]} \).
Appendix B

Information Theory Elementary

B.1 Entropy and Differential Entropy

Definition 5. The entropy of a discrete random variable $X$ with distribution $p(x)$ is defined as

$$H(X) \triangleq - \sum_{x \in \mathcal{X}} p(x) \log p(x),$$

where $\mathcal{X}$ is alphabet of $X$.

Definition 6. The differential entropy of a continuous random variable $X$ with probability density function $f(x)$ is defined as

$$h(X) \triangleq - \int f(x) \log f(x) dx.$$

If $X$ is a Gaussian random variable with variance $\sigma_X^2$, then

$$h(X) = \frac{1}{2} \log(2\pi e \sigma_X^2).$$
Theorem 9. The maximum differential entropy under the average power constraint is achieved by the Gaussian distribution

$$\max_{f(x):E[X^2] \leq P} h(X) = \frac{1}{2} \log(2\pi eP).$$

Theorem 10. Entropy Power Inequality: Let $X^n$ and $Z^n$ be conditionally independent random vectors given a random variable $U$ and let $Y^n = X^n + Z^n$, then

$$e^{\frac{n}{2}h(Y^n|U)} \geq e^{\frac{n}{2}h(X^n|U)} + e^{\frac{n}{2}h(Z^n|U)}.$$

B.2 Lossy Source Coding

Let $X$ be a discrete memoryless source with distribution $p(x)$, and $w: \mathcal{X} \times \hat{\mathcal{X}} \rightarrow [0, \infty)$ be a distortion measure, where $\mathcal{X}$ and $\hat{\mathcal{X}}$ are the source alphabet and the reconstruction alphabet, respectively.

Definition 7. A rate $R$ is said to be achievable subject to distortion constraint $D$ if for every $\epsilon > 0$ there exist an encoding function $f^{(n)}: \mathcal{X}^n \rightarrow \mathcal{C}$ and a decoding function $g^{(n)}: \mathcal{C} \rightarrow \hat{\mathcal{X}}^n$ such that

$$\frac{1}{n} \log |\mathcal{C}| \leq R + \epsilon,$$

$$E\left[\frac{1}{n} \sum_{j=1}^{n} w(X_j, \hat{X}_j)\right] \leq D + \epsilon,$$

where $\hat{X}^n = g^{(n)}(f^{(n)}(X^n))$.

Let $R(D)$ denote the minimum achievable rate subject distortion constraint $D$. 
Theorem 11. Shannon’s Lossy Source Coding Theorem [6]:

\[ R(D) = \min_{p(\hat{x}|x): \mathbb{E}[d(X,\hat{X})] \leq D} I(X; \hat{X}) \]

for \( D \geq D_{\min} \triangleq \mathbb{E}[\min_{\hat{x}} w(X, \hat{x})] \).

Theorem 12. The rate-distortion function for a zero-mean Gaussian source with variance \( P \) and the mean squared error distortion measure is

\[
R(D) = \begin{cases} 
\frac{1}{2} \log \frac{P}{D} & 0 \leq D < P \\
0 & D \geq P
\end{cases}
\]

B.3 Multiple Descriptions

Consider a discrete memoryless source \( X \) with distribution \( p(x) \) and distortion measures \( w_i : \mathcal{X} \times \hat{\mathcal{X}}_i \to [0, \infty) \), where \( \mathcal{X} \) and \( \hat{\mathcal{X}}_i \) are respectively the source alphabet and the reconstruction alphabet, \( i = 0, 1, 2 \).

Definition 8. A pair of rates \( (R_1, R_2) \) is said to be achievable subject to distortion constraint \( (D_0, D_1, D_2) \) if for every \( \epsilon > 0 \) there exist encoding functions \( f_i^{(n)} : \mathcal{X}^n \to \mathcal{C}_i, i = 1, 2 \), decoding functions \( g_0^{(n)} : \mathcal{C}_1 \times \mathcal{C}_2 \to \hat{\mathcal{X}}_0^n \), and \( g_i^{(n)} : \mathcal{C}_i \to \hat{\mathcal{X}}_i^n, i = 1, 2 \) such that

\[
\frac{1}{n} \log |\mathcal{C}_i| \leq R_i + \epsilon, \quad i = 1, 2
\]

\[
\mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^{n} w_i(X_j, \hat{X}_{ij}) \right] \leq D_i + \epsilon, \quad i = 0, 1, 2,
\]

where \( \hat{\mathcal{X}}_0^n = g_0^{(n)}(f_1^{(n)}(X^n), f_2^{(n)}(X^n)) \) and \( \hat{\mathcal{X}}_i^n = g_i^{(n)}(f_i^{(n)}(X^n)), i = 1, 2 \).
The rate region $\mathcal{R}(D_0, D_1, D_2)$ is the set of all rate vectors achievable subject to distortion constraints $(D_0, D_1, D_2)$.

**Theorem 13.** El Gamal-Cover Inner Bound [7]: A rate pair $(R_1, R_2)$ is achievable subject to distortion constraint $(D_0, D_1, D_2)$ if

$$\begin{align*}
R_1 &> I(X, \hat{X}_1|Q), \\
R_2 &> I(X, \hat{X}_2|Q), \\
R_1 + R_2 &> I(X, \hat{X}_0, \hat{X}_1, \hat{X}_2|Q) + I(\hat{X}_1; \hat{X}_2|Q),
\end{align*}$$

for some $p(q)p(\hat{x}_0, \hat{x}_1, \hat{x}_2|x, q)$ such that $\mathbb{E}[w_i(X, \hat{X}_i)] \leq D_i$, $i = 0, 1, 2$.

**Theorem 14.** Zhang-Berger Inner Bound [8]: A rate pair $(R_1, R_2)$ is achievable subject to distortion constraint $(D_0, D_1, D_2)$ if

$$\begin{align*}
R_1 &> I(X, \hat{X}_1, U), \\
R_2 &> I(X, \hat{X}_2, U), \\
R_1 + R_2 &> I(X, \hat{X}_0, \hat{X}_1, \hat{X}_2|U) + 2I(U; X) + I(\hat{X}_1; \hat{X}_2|U),
\end{align*}$$

for some $p(u, \hat{x}_0, \hat{x}_1, \hat{x}_2|x)$ such that $\mathbb{E}[w_i(X, \hat{X}_i)] \leq D_i$, $i = 0, 1, 2$.

Ozarow [9] showed that the El Gamal-Cover inner bound is tight for the quadratic Gaussian case.

**Theorem 15.** The multiple description rate region $\mathcal{R}(D_0, D_1, D_2)$ for a zero-mean Gaussian source $X$ with variance $P$ and mean squared error distortion measures is
the set of rate pairs \((R_1, R_2)\) satisfying

\[
\begin{align*}
R_1 & \geq \frac{1}{2} \log \frac{P}{D_1}, \\
R_2 & \geq \frac{1}{2} \log \frac{P}{D_2}, \\
R_1 + R_2 & \geq \frac{1}{2} \log \frac{P}{D_0} + \Delta,
\end{align*}
\]

where

\[
\Delta = \frac{1}{2} \log \frac{(P - D_0)^2}{(P - D_0)^2 - (\sqrt{(P - D_1)(P - D_2)} - \sqrt{(D_1 - D_0)(D_2 - D_0)})^2}
\]

if \(D_1 + D_2 \leq P + D_0\), and \(\Delta = 0\) otherwise.
Appendix C

Proof of Lemma 1

Proof: Note that

\[
h(S^n|W) = \sum_{i=1}^{n} h(S_i|W, S^{i-1}) \leq \sum_{i=1}^{n} h(S_i|W) \leq \sum_{i=1}^{n} \frac{1}{2} \log(2\pi e \sigma_{S_i|W}^2) \leq \frac{n}{2} \log(2\pi e \sigma_{S^n|W}^2) \leq \frac{n}{2} \log(2\pi ed),
\]

where the third inequality follows by Jensen’s inequality. □
Appendix D

The Continuity of $\tilde{\gamma}_i^*(\gamma_i^*)$

To stress their dependence on $(\theta_i^*-1, \theta_i^*)$, we shall denote $\tilde{a}_i^*$, $\tilde{b}_i^*$, $\tilde{c}_i^*$, and $\hat{\gamma}_i^*$ by $\tilde{a}_i^*(\theta_i^*-1, \theta_i^*)$, $\tilde{b}_i^*(\theta_i^*-1, \theta_i^*)$, $\tilde{c}_i^*(\theta_i^*-1, \theta_i^*)$, and $\hat{\gamma}_i^*(\theta_i^*-1, \theta_i^*)$ respectively. Define regions $R_1$ and $R_2$ as follows:

$$R_1 = \{(\theta_i^*-1, \theta_i^*): \tilde{a}_i^*(\theta_i^*-1, \theta_i^*) > 0\},$$

$$R_2 = \{(\theta_i^*-1, \theta_i^*): \tilde{a}_i^*(\theta_i^*-1, \theta_i^*) \leq 0, \theta_i^*-1 \in (0, \sigma_{X_i}^2]\}.$$

It is clear that $\tilde{\gamma}_i^*(\gamma_i^*)$ varies continuously with $\gamma_i^*$ if $(\theta_i^*-1(\gamma_i^*), \theta_i^*(\gamma_i^*))$ moves inside one of these two regions. Therefore, we only need to consider the case where $(\theta_i^*-1(\gamma_i^*), \theta_i^*(\gamma_i^*))$ traverses through the boundary between $R_1$ and $R_2$.

Let $(\theta_i^*-1, \theta_i^*)$ be a boundary point between $R_1$ and $R_2$. It is clear that $\tilde{a}_i^*(\theta_i^*-1, \theta_i^*) = 0$; moreover, it suffices to consider the case $\theta_i^*-1 > 0$ since we have $\theta_i^* = 0$ if both $\tilde{a}_i^*(\theta_i^*-1, \theta_i^*)$ and $\theta_i^*-1$ are zero. As a consequence, we have $(\theta_i^*-1, \theta_i^*) \in R_2$. Note that $\tilde{\gamma}_i^*(\gamma_i^*) = d_i^*$ if $(\theta_i^*-1(\gamma_i^*), \theta_i^*(\gamma_i^*)) \in R_2$. On the other hand, as
$(\theta_{i^*}^{* \ast -1}(\gamma_{i^*}^*), \theta_{i^*}^*(\gamma_{i^*}^*))$ moves toward $(\theta_{i^* -1}, \theta_{i^*})$ from the $R_1$ side, we have

\[ \tilde{a}_{i^*}((\theta_{i^*}^{* \ast -1}(\gamma_{i^*}^*), \theta_{i^*}^*(\gamma_{i^*}^*)) \to 0, \]

\[ \tilde{c}_{i^*}(\theta_{i^*}^{* \ast -1}(\gamma_{i^*}^*), \theta_{i^*}^*(\gamma_{i^*}^*)) \to \tilde{c}_{i^*}(\theta_{i^* -1}, \theta_{i^*}) > 0; \]

moreover, since

\[ \hat{\gamma}_{i^*}(\theta_{i^*}^{* \ast -1}(\gamma_{i^*}^*), \theta_{i^*}^*(\gamma_{i^*}^*)) \geq \sqrt{\frac{-\tilde{c}_{i^*}(\theta_{i^*}^{* \ast -1}(\gamma_{i^*}^*), \theta_{i^*}^*(\gamma_{i^*}^*))}{\tilde{a}_{i^*}(\theta_{i^*}^{* \ast -1}(\gamma_{i^*}^*), \theta_{i^*}^*(\gamma_{i^*}^*))}}, \]

it follows that \( \hat{\gamma}_{i^*}(\theta_{i^*}^{* \ast -1}(\gamma_{i^*}^*), \theta_{i^*}^*(\gamma_{i^*}^*)) \to \infty, \) which further implies that

\[ \bar{\gamma}_{i^*}(\gamma_{i^*}^*) \triangleq \min\{\hat{\gamma}_{i^*}(\theta_{i^*}^{* \ast -1}(\gamma_{i^*}^*), \theta_{i^*}^*(\gamma_{i^*}^*)), d_{i^*}\} = d_{i^*} \]

when $(\theta_{i^*}^{* \ast -1}(\gamma_{i^*}^*), \theta_{i^*}^*(\gamma_{i^*}^*))$ is sufficiently close to $(\theta_{i^* -1}, \theta_{i^*})$. Therefore, $\bar{\gamma}_{i^*}(\gamma_{i^*}^*)$ varies continuously with $\gamma_{i^*}^*$ when $(\theta_{i^*}^{* \ast -1}(\gamma_{i^*}^*), \theta_{i^*}^*(\gamma_{i^*}^*))$ traverses through the boundary between $R_1$ and $R_2$. 
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