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Abstract

A large number of scientific applications rely on the computing of logarithm. Thus, accelerating the speed of computing logarithms is significant and necessary. To this end, we present the realization of a pipelined Logarithm Computation Unit (LCU)\textsuperscript{1} in hardware that uses lookup table and interpolation techniques. The presented LCU supports single precision arithmetic with fixed accuracy and speed. We estimate that it can generate 2.9G single precision values per second under a 65nm fabrication process. In addition, the accuracy is at least 21 bits while lookup table size is about 7.776KB. To the best of our knowledge, our LCU achieves the fastest speed at its current accuracy and table size.

\footnotesize{\textsuperscript{1}This work is funded by the IBM Center for Advanced Studies}
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## Glossary

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALU</td>
<td>Arithemtic Logic Unit is an important compo-</td>
</tr>
<tr>
<td></td>
<td>nent of a CPU. It is used to perform arithmetic and logic operations.</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit is an important hardware component within a</td>
</tr>
<tr>
<td></td>
<td>computer system. It is used to execute instructions.</td>
</tr>
<tr>
<td>Cygwin</td>
<td>Cygwin is a collection of tools which provide a Linux look and feel</td>
</tr>
<tr>
<td></td>
<td>environment for Windows.</td>
</tr>
<tr>
<td>D flip-flop</td>
<td>A flip-flop is a memory storage element. It has two states 0 or 1.</td>
</tr>
<tr>
<td>DSP slice</td>
<td>Digital Signal Processor slice, it is used to accomodate arithmetic and</td>
</tr>
<tr>
<td></td>
<td>logic computations. It involves lookup tables, multipliers, etc.</td>
</tr>
<tr>
<td>GNU</td>
<td>GNU is a Unix-like operating system that is free software</td>
</tr>
<tr>
<td>IP block</td>
<td>An IP block refers to those configurable hardware resources of an FPGA</td>
</tr>
<tr>
<td></td>
<td>chip (i.e. multiplier, embedded memory). The idea of an IP block is</td>
</tr>
<tr>
<td></td>
<td>similar to the subprograms of software libraries.</td>
</tr>
<tr>
<td>MOSFET</td>
<td>Metal Oxide Semiconductor Field Effect Transistor. MOSFET is one of the</td>
</tr>
<tr>
<td></td>
<td>basic components for a large scale integrated circuit design.</td>
</tr>
<tr>
<td>RAM</td>
<td>Random Access Memory, one can both read from or write to a RAM by specifying an address, [43]</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>ROM</td>
<td>Read Only Memory, one can only read the content of a ROM by specifying an address, [43]</td>
</tr>
<tr>
<td>SRAM</td>
<td>Static Random Access Memory, it consists of transistors and data which is stored in SRAM is maintained as long as power is on, [43]</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Motivation

A large number of scientific codes rely on computing the natural logarithm. In [1], Vinyals and Friedland state many multimedia applications which require the computation of logarithm. They mention a machine learning algorithm, which is called ICSI speaker diarization engine, in which the time spent on computing the log-likelihood function occupies 80% of its total runtime. Furthermore, in [4], Alachiotis and Stamatakis present biological applications where the logarithm function also plays an important role. From [4], we learn that the logarithm function has been used for facilitating evolutionary reconstruction, processing real-time image applications and skin segmentation algorithms. Thus, to improve the speed of logarithms is significant and necessary.

1.2 Thesis Organization

This thesis is organized as follows: In Chapter 1, we review popular approaches used for implementing the logarithm. In Chapter 2, we describe IEEE-754 Floating-Point Standard, ICSILog and Interpolation Algorithms. Tolerance and Performance Assessments are presented in Chapter 3. In the following Chapter 4, 5 and 6 we present the structure of a Pipelined Adder, Pipelined Multiplier and Pipelined Read-only Memory. We conclude in Chapter 7.
1.3 Novelty

In this thesis, we present a pipelined logarithm implementation with fixed accuracy and speed. The overall pipeline structure includes 240 stages (or a 240 clock latency). The longest latency among those stages is equal to the propagation delay of a D flip-flop plus four levels of logic gates. The pipeline is expected to generate at least 2.9G single precision values per second under a 65nm fabrication process (see section 3.3). Moreover, we use a lookup table for speed and a parabolic function to interpolate the values of logarithm. The lookup table contains 648 entries and occupies roughly 7.776KB of memory space (see chapter 2). The accuracy for a single precision floating-point number is at least 21 bits. In other words, the maximum tolerance is 2 bits. The hardware implementation is mainly composed of three components, which are pipelined adder, pipelined multiplier, and pipelined Read-only Memory as well (see chapter 4, 5 and 6).

1.4 Background

One popular approach used by most researchers to implement complicated math functions is the so-call lookup table based method. Here, the lookup table serves as a map table. The values of a math function have been computed in advance and then stored into a lookup table. Thus, function evaluation is equivalent to searching for the lookup table and then retrieving the desired item. Besides, almost no any other additional computations are needed. The time spent on function evaluation is equal to memory access and retrieval time. We could say the lookup table based method makes function evaluation faster and even more precise. However, it does have weaknesses. The size of lookup tables for most math functions are very large. In most cases, they are too big to fit into cache. For example, the lookup table for single precision logarithm contains 8M ($2^{23}$) items, which in turn occupies 32MB ($2^{23} \times 4$ bytes) of memory space, with each item taking up 4 bytes. This causes data to be frequently exchanged between cache and memory during function evaluation, and makes memory access and retrieval time even longer. This situation will be worse if several lookup tables have been used when different math functions are being evaluated at the same time. Besides waiting for hardware innovations (i.e. a faster and larger cache or memory), how can we further speed up function evaluation? Actually, several attempts have been made by researchers and they are discussed in the following section.
1.5 Methods used for Accelerating Function Evaluation

1.5.1 Shrink Lookup Table Size

Since not all scientific applications require as high precision as those provided by the GNU math library, some researchers construct smaller lookup tables for logarithm with adjustable accuracies (as discussed in [1]). The size of the lookup table represents a trade-off between greater accuracy with a larger table, and faster lookup and fewer resources used with a smaller table. To take advantage of this, users need to choose table size based on their applications. This method is mainly implemented in software since it is easier to configure and load lookup tables. By using this method, it is about 7 times faster running on an identical computer than GNU while 16 bits accuracy has been enforced for single precision values. The improvement mainly comes from the smaller lookup table, which is able to effectively reduce the time spent exchanging data between cache and memory.

1.5.2 Multi-core Technique

A large lookup table can be split into a number of smaller tables, each of which can fit into cache. Those tables will in turn be loaded into different processors of a multi-core system. As a result, each processor will keep a fraction of the original lookup table. During function evaluation, all processors compute in parallel and each processor accesses and retrieves items within the range of its own lookup table. Thus, more values can be generated per second.

The idea behind the multi-core technique is very similar to the idea that a job can be done faster if more people participate. However, several problems are inherent when designing a multi-core system. For example, how to write programs so that codes which can be executed in parallel are distributed to different processors of a multi-core system? As far as I imagine, there could be two approaches. One approach is by using a programming language which has concurrent language constructs. Those constructs are able to make the compiler aware of potential parallelisms. The other approach tries to build a more powerful compiler, which can discover parallelism within a segment of
code. I think the first approach may complicate programming since programmers need to design their algorithms from a concurrent perspective. For the second approach, it introduces a new topic – the design of a compiler with a parallelism identification facility. Besides, a network is required to facilitate data distribution and collection. For these reasons, the design of a multi-core system involves a lot of software and hardware designs.

1.5.3 Pipeline Technique

By effectively using the pipeline technique, one is able to increase the throughput of a system. Before the pipeline technique was introduced in the field of computer design, it was already widely used at the assembly lines of factories to increase work efficiency. It tries to split a task into a series of smaller sub-tasks. Each sub-task is made as a separate stage. A pipeline is composed of a number of stages. As soon as a sub-task in one stage has been done, it will be forwarded to the next stage for further processing. A task is thought to be completed as long as it goes through every stage of a pipeline. One difficulty in designing a pipeline lies in how to effectively split a task into a series of smaller sub-tasks, so that the workload of each sub-task is balanced. In addition, the pipeline approach does not reduce the latency of executing a single task. Sometimes, it has even longer latency than non-pipelined designs. Thus, the pipeline technique is more appropriate to process a batch of data.

1.5.4 FPGA Technique

An FPGA (Field Programmable Gate Array) is a chip containing reconfigurable logic. Unlike conventional logic, which requires a very time-consuming and expensive design process, which is only affordable for large projects at big companies, FPGAs are custom hardware which can be designed by individual engineers and scientists, frees hardware design from the few hardware vendors and brings many of the advantages of custom logic to. A designer can build the desired hardware by configuring IP blocks in FPGAs. New generation FPGA chips contain embedded memory blocks and DSP slices. For example, the Altera Stratix IV EP4SGX230 FPGA chip (see [2]), it includes but is not limited to 17,133Kbit of embedded memory (operating at 600 MHz) and 1,288 18×18 embedded multipliers (operating at 600 MHz) as well.

In [3], Dinechin, Joldes and Pasca present a pipelined floating-point logarithm unit by using Xilinx Virtex Series FPGAs. The maximum through-
put under single precision is 244MHz. Furthermore, in [5], Alachiotis and Stamatakis present a pipelined floating-point exponential unit for Xilinx Virtex 2, Virtex 4 and Virtex 5 FPGAs. It occupies 5% of hardware resources on the Virtex 5 SX95T. The maximum throughput under single and double precisions is 168MHz and 252MHz respectively.

Although FPGA provides a fast and efficient way to design hardware, the performance of the configured hardware is largely constrained by the frequency of IP blocks on the target FPGA. Suppose we intend to implement hardware with a pipelined structure, then the overall throughput can hardly exceed the highest frequency of the target FPGA. Thus, in order to implement a pipelined logarithm with 1G operations per second throughput, we need to try other design alternatives.
Chapter 2

Algorithm and Implementation

2.1 Design Principle

My goal is to implement a single precision, pipelined logarithm computation unit (LCU) with 1G operations per second throughput. The LCU is expected to get high precision while using a small lookup table. A small lookup table implies less decoding time and less hardware resources, so that it can be incorporated into the ALU of a CPU.

In order to reach this goal, I chose to use the pipeline technique. Compared with aforementioned approaches in Chapter 1, the pipeline technique has a number of advantages. First, the principle for the pipeline technique is straightforward. A pipelined system is able to get high throughput as long as it can be split into a series of sub-tasks with equal workload. Here, the expected latency for each stage is less than or equal to the propagation delay of a D flip-flop plus a 1 bit full adder. Second, the behaviour of the pipeline can be simulated both by hardware and software. Our hardware implementation was built from scratch, by using logic gates and D flip-flops only. Before implementing the hardware, we used C language to simulate the behaviors of the hardware and give the expected tolerance.

2.2 IEEE-754 Floating Point Standard

Figure 2.1 illustrates how floating point numbers are represented in single and double precision formats in the IEEE-754 standard [6]. Table 2.1 shows the represented values in single precision format as defined by the IEEE-754 standard.
A floating point number as defined by IEEE-754 contains three parts, which are the sign, exponent and mantissa. The single precision format requires 4 bytes (32 bits) for one floating number. The most significant bit represents the sign. The following 8 bits represent the exponent and last 23 bits represent the mantissa. The double precision format requires 8 bytes (64 bits).
bits) for one floating number. The most significant bit represents the sign as well. The following 11 bits represent the exponent and the last 52 bits represent the mantissa. Any floating-point number can be represented as (the following two formulas are quoted from [4]):

\[
\text{number} = \text{sign} \times 2^{\text{exponent}} \times \text{mantissa} \tag{2.1}
\]

Here, sign represents positive or negative, so:

\[
\text{number} = (+/-) \times 2^{\text{exponent}} \times \text{mantissa} \tag{2.2}
\]

By observing Figure 2.1, we learn that double precision arithmetic is more complicated and requires more resources. Thus, we chose to implement the single precision logarithm first.

### 2.3 ICSILog Algorithm

In this section, we introduce ICSILog algorithm [1]. By applying logarithmic product and power rules, the value of \( \log_2 \) for a positive number can be represented as follows (the following formulas and formula reasoning are quoted from [1]):

\[
\log_2(\text{number}) = \log_2(2^{\text{exponent}} \times \text{mantissa}) \tag{2.3}
\]

\[
= \log_2(2^{\text{exponent}}) + \log_2(\text{mantissa}) \tag{2.4}
\]

\[
= \text{exponent} \times \log_2(2) + \log_2(\text{mantissa}) \tag{2.5}
\]

\[
= \text{exponent} + \log_2(\text{mantissa}) \tag{2.6}
\]

Implementing \( \log_2 \) is simpler than logarithm with other bases since \( \log_2 (2^{\text{exponent}}) = \text{exponent} \) holds in this case. By applying the logarithmic change base rule, logarithm with bases other than two can be represented as follows:

\[
\log_n(\text{number}) = \frac{\log_2(\text{number})}{\log_2(n)} \tag{2.7}
\]

\[
= [\text{exponent} + \log_2(\text{mantissa})] \times [1/ \log_2(n)] \tag{2.8}
\]
Let \( n \) be a positive number other than two. The above formula demonstrates that the value of a logarithm with a base other than two can be obtained by multiplying a factor into the value of \( \log_2 \). Here, the factor refers to \( \left[ \frac{1}{\log_2(n)} \right] \). Thus, as long as the value of \( \log_2 \) is pre-computed, the value of a logarithm with other bases can be derived from it.

By observing the above formula, one might feel that implementing \( \log_2 \) is not difficult. However, it is not as simple as it seems. Implementing \( \log_2 \) with high accuracy and small lookup table size involves a lot of work.

In order to get the value for \( \log_2 \), we need to obtain the value of \( \log_2(\text{mantissa}) \). We get this value from a lookup table. If we treat all of the 23 bits of mantissa to index the lookup table, the table will have 8M items and need 32MB of memory space, with each item taking up 4 bytes. Table 2.2 illustrates the contents of a 32MB lookup table.

![Table 2.2: 32MB lookup table with 23-bit index.](image)

We place the single precision value of \( \log_2(1.00000000000000000000000) \) in the first location. Similarly, the values of \( \log_2(1.00000000000000000000001) \) and \( \log_2(1.11111111111111111111111) \) are placed in the second and last locations of the table.

To shrink the table size, we use only part of the 23 bit mantissa, say, high 16 bits, as an index. In this case, the new table will have 64K items and need 256KB memory space. Table 2.3 illustrates the contents of a 256KB lookup table.

![Table 2.3: 256KB lookup table with 16-bit index.](image)

Table 2.2 has been reduced by 128 times compared to table 2.3. However, this new table leads to a problem. Since it does not store all of the
data, some values of $\log_2$ with neighboring mantissa will map onto the same location. The term "adjustable lookup table" refers to a table whose size can be changed dynamically based on desired accuracy (as presented in [1]).

2.4 Interpolation Algorithm

In previous sections, we realized that it is possible to accelerate the computation speed of our design by shrinking the lookup table size. However, at the same time, it leads to accuracy loss. Does there exist a method that could not only shrink lookup table size but also retain the accuracy to a large extent? One can use interpolation to approximate the intermediate values of a function when the input lies between two adjacent samples of a lookup table. Obviously, interpolation is much better than just returning the sample value as the result. There are a number of interpolation methods and each of them has its own properties and result in different effects.

2.4.1 Methods used for Interpolation

In the following sections, we introduce three interpolation methods, which are beeline interpolation, parabolic interpolation and B-spline interpolation. Parabolic interpolation is a special case of B-spline interpolation. Each of the three has both advantages and shortcomings. Thus, the choice largely relies on the specific application. Here, my goal is to find a method that is able to generate precise approximate values since a better interpolation method means a smaller lookup table. Furthermore, the algorithm of this method should not be too complex. A simpler algorithm implies simpler circuits and less hardware resources.

In fact, the algorithms for beeline and parabolic interpolation are simpler than B-spline interpolation. However, parabolic and B-spline interpolation give more precise approximate values than beeline interpolation does. By comparing the features they have, I concluded that parabolic interpolation is more appropriate for our design because the approximate values given by parabolic interpolation are much more precise in comparison to beeline interpolation while the increase of complexity of the algorithm is manageable.

2.4.2 Beeline Interpolation

A curve which represents $\log_2$ is drawn in the graph shown in Figure 2.2.
There exist two sample points on this curve, which are \( p_0(x_0, y_0) \) and \( p_1(x_1, y_1) \). Suppose we would like to evaluate the Y-coordinate value for a point \( p \) whose input lies between the two sample points. For beeline interpolation, we draw a line that goes through the two points and then calculate the approximate Y-coordinate value of \( p \) on this newly drawn line. The formula for the line is:

\[
y = y_0 + k(x - x_0)
\]

\[
k = \left(\frac{y_1 - y_0}{x_1 - x_0}\right)
\]

Here, \( k \) is a constant. It can be pre-computed and then stored in a lookup table in advance. From the above formula, we know beeline interpolation needs one multiplication plus one addition at run time.

### 2.4.3 Parabolic Interpolation

In Figure 2.3 there are two coordinate systems, which are XY and X’Y’.

A curve which represents \( \log_2 \) is drawn in X’Y’. There exist three sample points on this curve, which are \( p_0, p_1 \) and \( p_2 \). Suppose we would like to evaluate
the Y-coordinate value for a point p on this curve when its input lies between p₀ and p₁. For parabolic interpolation, it is expected to first draw a parabola that goes through the three sample points and then calculate the approximate Y-coordinate value for p on this newly drawn parabola. In order to make things simpler, we build a new coordinate system XY and set its origin at p₀. Then, the XY-coordinate for the three sample points and the point p are p₀ (0, 0), p₁(x₁, y₁), p₂(x₂, y₂) and p(x, y), where 0 < x₁ < x₂, 0 < y < y₁ < y₂. The formula for the approximated parabola in XY is as follows:

\[ y = ax^2 + bx \]  \hspace{1cm} (2.11)
\[ a = \frac{(y_2 - 2y_1)/(2x_1^2)} \] \hspace{1cm} (2.12)
\[ b = \frac{(4x_1y_1 - x_1y_2)/(2x_1^2)} \] \hspace{1cm} (2.13)

Suppose the X’Y’-coordinate values for p₀ and p are p₀(x₀’, y₀’) and p (x’, y’). Thus, we have:
\[ y' = y'_0 + y = y'_0 + ax^2 + bx \quad (2.14) \]
\[ x' = x'_0 + x \quad (2.15) \]
\[ a = \frac{(y_2 - 2y_1)}{(2x_1^2)} \quad (2.16) \]
\[ b = \frac{(4x_1y_1 - x_1y_2)}{(2x_1^2)} \quad (2.17) \]

In 2.16, 2.17, \( a \) and \( b \) are both constant. They can be pre-computed and stored in a lookup table in advance. From the above formula, we know parabolic interpolation normally needs two multiplications plus two additions at run time since the \( bx \) term and the \( ax^2 \) term can be calculated in parallel.

### 2.4.4 Discussion

In the previous two sections, we showed that the workload for parabolic interpolation is almost double the workload for beeline interpolation. If beeline interpolation is to reach the same exact precision as parabolic interpolation does, its lookup table has to be 180 times larger. Parabolic interpolation is favored for our design since it can shrink the size of a lookup table by a lot while at the same time just slightly increasing the workload. The lookup table used for our design contains 648 items and takes up roughly 7.776KB of memory space. In addition, it achieves 21 bits precision as well. In other words, it has at most 2 bits tolerance.

### 2.4.5 Overall Flow Chart

Figure 2.4 illustrates the flow chart of the whole design.

In order to fit our design into a pipelined structure, all of the involved components have to be pipeline-liked. From the flow chart shown in Figure 2.4, we know our logarithm implementation is mainly composed of three parts: the adder, multiplier and Read-only Memory. Thus, we need to build a pipelined adder, pipelined multiplier and pipelined Read-only Memory as well.

To the best of our knowledge, there is little literature about designing a full pipeline, particularly for read-only memory. However, without finding solutions for them, our implementation may not reach a very high throughput. Thus, all need to be designed from scratch. Placing a large chunk of a single component into one pipeline stage will decrease the throughput dramatically since the throughput of a pipeline is determined by the stage with the longest latency. As a result, it is crucial to have the workload of every stage balanced. In our design, the stage which has the longest latency is equal to the propa-
Figure 2.4: Flow chart of our $\log_2(x)$ implementation.

gation delay of a D flip-flop plus four levels of logic gates.
Chapter 3

Tolerance and Performance Assessment

3.1 Design Method

Nowadays, CAD (Computer Aided Design) tools greatly facilitate hardware design. It has enhanced design quality, cut down on design time and reduced design cost. Take the Altera Quartus II design software for example, it generally provides two ways to design hardware. One is by using a textual language, say, VHDL. The other is by using schematics. VHDL is a very productive hardware description language. Several lines of VHDL statements may produce a circuit with hundreds or thousands of logic gates. However, it is not easy for a textual language to control the generated circuits in detail. A schematic, on the other hand, replaces the traditional method of using pencil and eraser to draw the block diagram for hardware. It is less productive than VHDL since one needs to specify every tiny detail for a circuit (i.e. logic gates or wire connections). In order to design a high throughput pipeline system, we need to control the way that how each component is pipelined, so schematics is more appropriate for us.

Before implementing the hardware, we used C language to validate the approximations used by doing exhaustive testing of the algorithm. The C code will then exactly match the simulation of the circuit, making it easier to test the circuit at a smaller set of values, and still know the tolerance. Besides, software simulation allows us to easily try new algorithms and generate the expected tolerances rapidly. To obtain higher precision, trying and testing different new algorithms is better than just doing formula reasoning. Sometimes, even different calculating sequences affect the precision of the whole design. As a
result, theoretical analysis and software simulation are both very necessary.

### 3.1.1 Software Simulation

The software simulation program was designed by using the GNU C Compiler which is embedded into Cygwin. The program simulated a pipelined logarithm realization and we performed exhaustive testing on it. 

\[ 2^{31} = 2G \text{ input values in total}. \]

### 3.1.2 Hardware Verification

The hardware design is implemented by using the Altera Quartus II 7.2 Design Software (Web Edition). The whole design is compiled and simulated. If our hardware implementation does not have any bugs, values generated by the hardware implementation should be totally consistent with the software simulation program. However, we just performed partial testing on the hardware implementation near 1.0 due to the long simulation time.

### 3.2 Tolerance Assessment

Different math libraries may use different methods or lookup tables to compute the logarithm, so their generated values may differ from each other. For our design, the lookup table is generated by the GNU math library. We use parabolic interpolation to produce the intermediate values between two adjacent samples of the lookup table, so accuracy loss is not avoidable. Thus, minimizing the tolerance to the largest extent becomes essential. The value of \( \log_2 \) varies from negative infinite to positive infinite. As a result, the range of the corresponding tolerance is not fixed. It changes as the exponent varies. In the rest of this section, we intend to define the tolerance for our implementation and then give several examples to explain it.

Suppose we have two single precision floating-point numbers, \( N_1 \) and \( N_2 \). \( N_1 \) is represented as \( 3.1 \) where \( x \) represents one bit:

\[ N_1 = 2^{e_1} \times \underbrace{1.xxxxxxxxxxxxxxxxxxxxxx}_{23} \]

If \( N_2 \) can be represented as \( 3.2 \) where \( y \) also represents one bit:

\[ N_2 = 2^{e_2} \times \underbrace{1.yxxxxxxxxxxxxxxxxxxxxx}_{23} \]

---

1. Here, the simulation only refers to functional simulation. Functional simulation does not consider timing issues of a circuit, it verifies the behavioral correctness of a circuit.
We say $N_2$ has at least 21 bits precision with respect to $N_1$. In other words, $N_2$ has at most 2 bits tolerance. For example, if the value of $N_1$ is:

$$N_1 = 2^0 \times 1.\underbrace{10000000000000000000000}_{23}$$ (3.3)

and the value of $N_2$ is:

$$N_2 = 2^0 \times 1.\underbrace{01111111111111111111111}_{23}$$ (3.4)

Then, we say $N_2$ has at least 21 bits precision with respect to $N_1$ since:

$$N_2 = N_1 - 2^0 \times 0.\underbrace{000000000000000000000001}_{23}$$ (3.5)

The tolerance of $\log_2$ is mainly observed in two intervals, which are $[0.5,1.0)$ and $[1.0,2.0)$. It becomes worse when the input value comes close to the value 1.0. Thus, we pay more attention on those two intervals when we perform testing. Our software simulation program performed exhaustive testing ($2^{31} = 2G$ input values in total) and then compared the generated values against the GNU math library. Furthermore, the values generated by our hardware implementation should be totally consistent with our software simulation program if it does not contain any bugs. However, we only perform partial testing on it near 1.0 due to the long hardware simulation time. In the following, two testing examples are given at table 3.1.

**Table 3.1: Testing examples**

<table>
<thead>
<tr>
<th>Example</th>
<th>Sign</th>
<th>Exponent</th>
<th>Mantissa</th>
<th>Decimal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>0</td>
<td>01111110</td>
<td>11111111111111111111110</td>
<td>9.9999999 x 10^{-1}</td>
</tr>
<tr>
<td>GNUlog$_2$(x1)</td>
<td>1</td>
<td>01101000</td>
<td>0111000010101000111100</td>
<td>-1.719827 x 10^{-7}</td>
</tr>
<tr>
<td>MYlog$_2$(x1)</td>
<td>1</td>
<td>01101000</td>
<td>01110001010101000111111</td>
<td>-1.719827 x 10^{-7}</td>
</tr>
<tr>
<td>x2</td>
<td>0</td>
<td>01111111</td>
<td>00000000000000000000001</td>
<td>1.000000 x 10^{9}</td>
</tr>
<tr>
<td>GNUlog$_2$(x2)</td>
<td>0</td>
<td>01101000</td>
<td>0111000010101000111100</td>
<td>1.719826 x 10^{-7}</td>
</tr>
<tr>
<td>MYlog$_2$(x2)</td>
<td>0</td>
<td>01101000</td>
<td>01110001010101000110111</td>
<td>1.719826 x 10^{-7}</td>
</tr>
</tbody>
</table>
Here, $x_1$ represents a 32 bits single precision floating-point input. GNU $\log_2$ represents the corresponding single precision value $\log_2(x_1)$ as computed by the GNU math library. MY$log_2$ represents the single precision value generated by our software simulation program. We guarantee that all the values calculated by our logarithm implementation have at least 21 bits precision. Compared with the precision of $\log_2$ given by the GNU math library, our precision is fairly good given that our lookup table contains 648 items. Tables 3.2 and 3.3 illustrates the overall tolerance analysis reports.

Table 3.2: Overall tolerance analysis report 1

<table>
<thead>
<tr>
<th>Range of input $x$</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-2} + 1.00000000000000000000000$ to $2^{-2} + 1.11111111111111111111111$</td>
<td>0.25 to 0.5</td>
</tr>
<tr>
<td>$2^{-1} + 1.00000000000000000000000$ to $2^{-1} + 1.11111111111111111111111$</td>
<td>0.5 to 1.0</td>
</tr>
<tr>
<td>$2^0 + 1.00000000000000000000000$ to $2^0 + 1.11111111111111111111111$</td>
<td>1.0 to 2.0</td>
</tr>
<tr>
<td>$2^1 + 1.00000000000000000000000$ to $2^1 + 1.11111111111111111111111$</td>
<td>2.0 to 4.0</td>
</tr>
</tbody>
</table>

Table 3.3: Overall tolerance analysis report 2

<table>
<thead>
<tr>
<th>Input (in decimal)</th>
<th>Accuracy</th>
<th>Maximum tolerance</th>
<th>Average tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25 to 0.5</td>
<td>22 bits</td>
<td>1 bit</td>
<td>less than 0.59-bit</td>
</tr>
<tr>
<td>0.5 to 1.0</td>
<td>21 bits</td>
<td>2 bits</td>
<td>less than 0.59-bit</td>
</tr>
<tr>
<td>1.0 to 2.0</td>
<td>21 bits</td>
<td>2 bits</td>
<td>less than 0.59-bit</td>
</tr>
<tr>
<td>2.0 to 4.0</td>
<td>22 bits</td>
<td>1 bit</td>
<td>less than 0.59-bit</td>
</tr>
<tr>
<td>other areas</td>
<td>22 bits</td>
<td>1 bit</td>
<td>less than 0.59-bit</td>
</tr>
</tbody>
</table>

Tables 3.2 and 3.3 were computed by our software simulation program. The highlighted rows denote precision results for the worst cases. When the input value $x$ of $\log_2$ lies in the intervals $[0.5, 1.0)$ and $[1.0, 2.0)$, the corresponding output of $\log_2(x)$ have an accuracy of 21 bits. In other words, the accuracy loss for those values is at most 2 bits. As we know, software sometimes may not entirely simulate the real performance of its corresponding hardware circuits. Thus, the final report can only be obtained after performing comprehensive hardware tests.

### 3.3 Performance Assessment

Our pipelined logarithm implementation is independent of any specific FPGA platform. It does not use any IP blocks, and is designed by only using logic gates (AND gate, OR gate, Inverter) and D flip-flops. It is also possible to
run our design on FPGAs, but the expected throughput is not expected to be high since our design is not targeted at a specific FPGA. If we intend to realize our design by configuring the IP blocks of a target FPGA, then the expected throughput will be determined by the organization and performance of those chosen IP blocks. Furthermore, the expected throughput can hardly exceed the maximum frequency among the chosen IP blocks. For example, the maximum operating frequency for the embedded multiplier and memory on an Altera Stratix IV EP4SGX23[2]s 600MHz. In order to implement a pipelined logarithm with 1G operations per second, we need to try other design alternatives.

There are two reasons a hardware design obtains very high speed running on an FPGA chip. First, it may use advanced algorithms. Second, it may take full advantage of the hardware resources on the target FPGA. In other words, the designer may configure the IP blocks in a good manner. It is normal to see that a pipelined design with better algorithms obtains lower throughput due to badly configured IP blocks. Also, one pipelined design may have different throughput when configured by different people. Thus, we prefer to treat our pipelined design as a custom circuit and assess its performance by adopting the measurements used for custom circuits.

The throughput of a pipelined system is determined by the stage which has the longest latency. In our design, the longest latency is equal to the propagation delay of a D flip-flop, an AND2 gate, an inverter, an AND3 gate and an OR4 gate.

Suppose the propagation delay for the aforementioned devices are $pd_{diff}$, $pd_{and2}$, $pd_{inverter}$, $pd_{and3}$ and $pd_{or4}$ respectively. Thus, the total latency $t$ is:

$$t = pd_{diff} + pd_{and2} + pd_{inverter} + pd_{and3} + pd_{or4}$$ (3.6)

The propagation delay for a device is determined by the specific fabrication process it has been made under. The propagation delay for the aforementioned devices under 65nm [17] and 0.8µm fabrication process are given

2A new generation FPGA chip used for the Altera DE4.
3AND2 refers to a logic gate with two inputs and performs logical-and operation between the inputs. Similarly, AND3 refers to a logic gate with three inputs and performs logical-and operation between the inputs.
4OR4 refers to a logic gate with four inputs and performs logical-or operation between the inputs.
5This stage may not be the one which has the longest latency in our pipeline system, or some circuits in our design may violate fanout rule. Since our project is very large (2.6GB), we are likely to make mistakes. Once a mistake is discovered, it can always be fixed by splitting the stage into several smaller ones.
Table 3.4: Propagation delay under a 65nm fabrication process

<table>
<thead>
<tr>
<th></th>
<th>Inverter</th>
<th>AND2</th>
<th>OR2</th>
<th>D type flip-flop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 ps</td>
<td>25 to 40 ps</td>
<td>25 to 45 ps</td>
<td>60 ps</td>
</tr>
</tbody>
</table>

Table 3.5: Propagation delay under a 0.8μm fabrication process

<table>
<thead>
<tr>
<th></th>
<th>Inverter</th>
<th>AND2</th>
<th>AND3</th>
<th>AND4</th>
<th>OR2</th>
<th>OR3</th>
<th>D type flip-flop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1 ns</td>
<td>0.25 ns</td>
<td>0.28 ns</td>
<td>0.29 ns</td>
<td>0.34 ns</td>
<td>0.37 ns</td>
<td>1.48 ns</td>
</tr>
</tbody>
</table>

First, let us calculate the potential throughput for our design under a 65nm fabrication process by using equation 3.6 and table 3.4. Suppose the propagation delay for AND3 and OR4 under a 65nm fabrication process is from 50 to 90ps, which almost doubles the delay for AND2 and OR2 listed in 3.4. Thus, the maximum and minimum latencies are:

\[ t_{min} = 60ps + 50ps + 10ps + 50ps + 50ps = 220ps \] (3.7)

\[ t_{max} = 60ps + 90ps + 10ps + 90ps + 90ps = 340ps \] (3.8)

We can also calculate the maximum and minimum throughput by using values obtained from equations 3.7 and 3.8:

\[ tp_{min} = \frac{1}{t_{max}} = \frac{1}{340 \times 10^{-12}s} \approx 2.9G/\text{per second} \] (3.9)

\[ tp_{max} = \frac{1}{t_{min}} = \frac{1}{220 \times 10^{-12}s} \approx 4.5G/\text{per second} \] (3.10)

Second, let us calculate the potential throughput for our design under a 0.8μm fabrication process by using equation 3.6 and table 3.5. Suppose the propagation delay for OR4 under a 0.8μm fabrication process is 0.4ns. Thus, we estimate the latency to be:

\[ t = 0.25ns + 0.1ns + 0.28ns + 0.4ns + 1.48ns = 2.51ns \] (3.11)

\[ ^{6}\text{Data listed in tables 3.4 and 3.5 are not very formal, they were obtained by consulting domain experts.} \]
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We can calculate the throughput by using the value obtained from equations 3.11

\[ t_p = \frac{1}{t} = \frac{1}{2.51 \times 10^{-9}} \approx 398 \text{M/per second} \]  

(3.12)

In summary, the potential throughput for our pipelined logarithm implementation under a 65nm fabrication process is estimated to be from 2.9G to 4.5G single precision values per second. However, when we consider a 0.8µm fabrication process, our design is estimated to generate 398M single precision values per second.

3.4 Performance Comparison

To the best of our knowledge, in [4], Alachiotis and Stamatakis present the fastest pipelined single precision logarithm approximation unit (SP-LAU) implemented on an FPGA with adjustable accuracy. Their implementation is 11 and 1.6 times faster than the GNU and Intel Math Kernel Library (MKL) implementations and up to 1.44 times faster than the FloPoCo reconfigurable logarithm unit (as presented in [3]).

In [4], we learned that, when a lookup table is loaded with 4096 entries (13.5KB), SP-LAU is able to generate 353.5M single precision values per second. The latency for the pipeline is 22-26 clock cycles (62.2ns-73.5ns). In addition, we also learned that a medium sized FPGA chip normally contains 1.35MB of embedded memory. Thus, SP-LAU-4096 takes nearly 1% of the embedded memory provided by the target FPGA (Xilinx Virtex 5 SX95T). Furthermore, average tolerance of SP-LAU-4096 is 9 bits.

In fact, the performance between SP-LAU-4096 and our hardware implementation (SP-LCU) is not comparable. First, SP-LAU-4096 is designed by configuring IP blocks on a target FPGA. Thus, the performance of SP-LAU-4096 will be constrained by the chosen IP blocks (i.e. embedded multiplier frequency, embedded memory size). Second, a design that is targeted at a specific FPGA is less flexible than a design for custom hardware. For example, if there exists a stage in our pipelined implementation that has a

---

7This value is estimated based on table 3.4
8This value is estimated based on table 3.5
9Xilinx Virtex 5 SX95T
10SP-LAU with 4096 entries.
11Pipelined Single Precision Logarithm Computation Unit
longer latency than other stages, then it is very easy to split it into a number of stages that has shorter latency. However, for FPGA implementation, it is not easy to make such changes. Sometimes, this kind of change is crucial for pipeline throughput.

As stated above,, we will not give comparison between SP-LAU-4096 and SP-LCU. Nevertheless, the corresponding data of the two implementations are listed below:

<table>
<thead>
<tr>
<th>Unit</th>
<th>Throughput</th>
<th>Maximum Tolerance</th>
<th>Lookup table Size</th>
<th>Pipeline Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP-LAU</td>
<td>0.3535GHz</td>
<td>9 bits</td>
<td>13.5KB</td>
<td>62.2ns-73.5ns</td>
</tr>
<tr>
<td>SP-LCU</td>
<td>2.9GHz</td>
<td>2 bits</td>
<td>7.776KB</td>
<td>52.8ns-81.6ns</td>
</tr>
</tbody>
</table>
Chapter 4

Pipelined Adder

In chapter 4, we introduce a pipelined 4 bit adder (see section 4.5). This demonstrates how to apply the pipeline technique to combinational logic circuit to enhance circuit performance. The reason to choose a 4-bit pipelined adder is because of the simple structure and straightforward principle.

4.1 Informal Description of a Full Adder

Figure 4.1 shows the block diagram for a full adder [7] [8] (Block diagram directly comes from Quartus II design software, but altered to our purpose). It takes three inputs and generates two outputs. For the three inputs, \(a\) and \(b\) are operands, \(c_i\) is the carry. For the two outputs, \(s\) is the sum, \(c_o\) is the carry for the next adjacent full adder.

Figure 4.1: Block diagram of a 1-bit full adder
4.2 Switching Equations of a Full Adder

Table 4.1 shows the truth table of a full adder [7] [8]. Since a full adder has three inputs, there will be eight entries in the table.

<table>
<thead>
<tr>
<th>Index</th>
<th>ci</th>
<th>a</th>
<th>b</th>
<th>s</th>
<th>co</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

By Table 4.1 the switching equations [7] [8] for \( s \) and \( co \) are:

\[
\begin{align*}
s &= a'bc'i' + ab'ci' + a'b'ci + abc'i \\
co &= aci + bci + ab.
\end{align*}
\]

4.3 Schematics of a Full Adder

Switching equations can be implemented as circuits by replacing logic operations by gates. Figure 4.2 illustrates the schematics for a full adder (the block diagram comes directly from Quartus II design software, but is altered for our purpose).

Schematics shown in Figure 4.2 contains five kinds of logic gate: inverter, AND2, AND3, OR3, OR4. Here, the digit which follows the type of gate denotes the number of inputs each gate has. Normally, the more inputs a gate has the longer propagation delay is needed to generate stable output. Furthermore, the schematic involvs three levels of logic gates. Each input signal needs to propagate through at most three logic gates to get to the output port. Latency of the schematic depends on the most time consuming path in Figure 4.2. Here, it is the path that goes through the inverter, AND3 and OR4.
4.4 A 4-bit Ripple Carry Adder

We can build a 4-bit ripple carry adder [7] [8] by connecting four full adders. Figure 4.3 illustrates the schematics for a 4-bit ripple adder (the block diagram comes directly from Quartus II design software, but is altered for our purpose).

Suppose the two 4-bit operands of an add operation are $a[3..0]$ and $b[3..0]$. Here, $a[3]$ represents the most significant bit (MSB) and $a[0]$ represents the least significant bit (LSB). For an add operation in Figure 4.3, FA_1 is used for adding $a[0]$ and $b[0]$. The third input $ci$ is set to logical-0 since there is no carry at this time. FA_1 generates $s[0]$ and $co$. $co$ will be passed to the next adjacent adder, FA_2. Based on the same rationale, FA_4 will not give the right result until the carry generated from FA_3 is ready. Thus, carries have been propagated in a sequential fashion from FA_1 to FA_4.
4.5 A 4-bit Pipelined Ripple Carry Adder

By observing the 4-bit ripple carry adder shown in Figure 4.3, we see that each full adder is in charge of partial evaluation. The operation of a full adder with a higher index relies on the carry generated from an adjacent lower indexed adder. That is to say, FA_4 will stay idle until all of the three previous adders (FA_1, FA_2, FA_3) produce stable results. Obviously, this ripple carry design does not take full advantage of all the hardware resources since many adders will stay idle most of the time. In order to accelerate the circuit speed, we intend to use the pipeline technique to make all possible hardware components work in parallel. Figure 4.4 illustrates the block diagram for a 4-bit pipelined ripple carry adder\[1\] (the block diagram comes directly from Figure 1 in [13],

\[1\] Our 4-bit pipelined ripple carry adder was designed without referencing the literatures. However, since we did not conduct a thorough bibliographical search, such circuits might have been designed and applied by others already.
The principle underlying Figure 4.4 is presented below. In the first clock cycle, we load FA_1 with a pair of operands, say, \( a_{0}[3..0] \) and \( b_{0}[3..0] \). They will be forwarded to FA_2 as soon as FA_1 finishes partial evaluation. Thus, in the second clock cycle, FA_1 will be loaded with a second pair of operands, and FA_2 will be in the process of partially evaluating \( a_{0}[3..0] \) and \( b_{0}[3..0] \). We can see how each full adder is a separate stage in the pipeline structure shown in Figure 4.4. Furthermore, a number of registers are required.
to store the temporary variables and partial results. When some of them are useful for later evaluation, they will be maintained. Otherwise, if they become redundant, they will be discarded before entering into the next stage. Due to the introduction of these registers, the schematic shown in Figure 4.4 becomes a sequential circuit rather than a combinational circuit. Sequential circuits are more complicated than combinational circuits, since they introduce timing issues. Registers are storage elements. They store data on either the rising or falling edge of a clock cycle. Here, we make all registers work under one unified clock. In addition, the clock cycle period needs to be carefully calculated so that each stage is able to finish their work on time. Another key issue that needs to be addressed is how to make the workload of each stage in the pipeline as balanced as possible. If the workload of a specific stage is heavier than the others, the clock cycle period will be set based on it. Obviously, this can increase the latency of a pipeline due to most stages finishing their work earlier. Usually, a stage with a heavier workload can be split into a number of stages with less work. This problem can be ignored here since each stage in our design does identical work.

The pipeline technique increases the throughput of a system rather than decreasing the time for doing a single item of work. Sometimes, applying the pipeline technique to a system will increase the latency of a single item of work. In our case, we do not speed up the time for completing a single 4-bit add operation. We do, however, make all full adders work in parallel. Thus, more add operations will finish over the same period of time. Since there are four stages in our case, the pipelined ripple carry adder is expected to be four times faster than the non-pipelined version, so long as all of the stages are fully loaded.

The pipeline structure presented in Figure 4.4 is much simpler than those used for a general purpose processor because it does not need to handle cases like forwarding, stalls, flushing and prediction.
Chapter 5

Pipelined Multiplier

In chapter 5, we introduce a 4-bit pipelined array multiplier. It applies both the pipeline technique and the carry save algorithm to improve the circuit’s speed. Furthermore, three kinds of non-pipelined array multipliers are presented and compared. They are the ripple carry array multiplier (see section 5.2), carry look-ahead array multiplier (see section 5.3) and carry save array multiplier (see section 5.4).

5.1 A 4×4 Unsigned Multiplication

Before starting to design a multiplier, let us take a look at Table 5.1 which demonstrates a 4×4 multiplication of two unsigned operands.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>1</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>×</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>+</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>+</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>+</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>+</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.1: An example of a 4×4 unsigned multiplication

The values of the first and second operand are 1101 and 0111 in binary. Here, we call the first operand the multiplicand and the second operand multiplier. In the first step, we perform a logical-and operation between the LSB of the multiplier and each bit of the multiplicand to produce the first partial product, and then shift it one bit right. In the second step, we perform
a logical-and operation between the second bit of the multiplier and each bit of the multiplicand, and then add it to the shifted first partial product to produce the second partial product. After that, we shift the second partial product one bit right. Similarly, in the third step, the third partial product will be generated, and then it will be shifted one bit right. In the fourth step, we obtain the final product after the fourth partial product is generated and shifted. By examining this example, we see that multiplication is actually composed of only three primitive operations. They are the logical-and operation, add operation and shift operation. Therefore, any circuit for a multiplier can be implemented by using logical-and gates, full adders and shifters.

5.2 A 4-bit Ripple Carry Array Multiplier

In section 5.1, we reviewed the basic principle of multiplication. In this section, we will start to design a non-pipelined 4-bit multiplier. There are two design alternatives. For the first approach, we will use one shifter, one non-pipelined 4-bit adder and several registers in our design. In step one, as soon as the first partial product is obtained, shift it one bit right and then put it into a specific register. Here, we call it the pp register, which stands for partial product register. In step two, move the number stored in the pp register and the second addend into a non-pipelined 4-bit adder. As soon as the adder gives a stable result, shift it one bit left and then place it into the pp register again. Now, the new number stored in the pp register is the second partial product. In the subsequent steps, step two will be repeated until the fourth partial result is generated and placed into the pp register. Using this approach, a multiplication will be completed in multiple clock cycles. Because there is only one 4-bit adder, it needs to be used repeatedly. One advantage of this approach is that it saves hardware resources by effectively reusing the adder, shifter and registers. However, the circuit speed of this approach is very slow. For a 32×32 multiplication, it will wait 32 clock cycles to get the final product. Aside from that, this approach can hardly be implemented using a pipelined structure since most of the blocks keep getting reused. In order to overcome the aforementioned weaknesses, we introduce the array multiplier [11]. Figure 5.1 shows a 4-bit array multiplier (the block diagram comes directly from Figure 1(c) in [12], but is altered for our purpose).

The multiplier consists of sixteen full adders that are organized as a rectangular array. Furthermore, lines are drawn across the rectangular array. Among them, there are four horizontal lines where each line represents one bit of the multiplier b[3..0]. Also, there are four slanted lines where each line
represents one bit of the multiplicand \( a[3..0] \). At each intersection between a horizontal and slanted line, there is a full adder and a logical-and gate. The full adder is used for calculating the partial result. Besides the horizontal and slanted lines are eight vertically lines that denote the 8 bits product \( c[7..0] \). It should be noted that the circuit shown in Figure 5.1 is a combinational logic. It employs four 4-bit ripple carry adders (sixteen full adders in total). Each ripple carry adder is in charge of the calculation of one partial product. The way in which adders are arranged makes a shifter unit unnecessary. Compared with the first design alternative, a multiplication product will be generated in one cycle rather than being calculated over several clock cycles.
5.3 A 4-bit Carry Look-ahead Array Multiplier

We could further speed up the multiplier shown in Figure 5.1 by replacing the full adder with a carry look-ahead adder. In section 4.4, we presented a 4-bit ripple carry adder. It was concluded that the calculation of a higher indexed adder relies on the carry generated from a neighboring lower indexed adder. Since the carry is passed in a sequential fashion from a lower indexed adder to a neighboring higher indexed adder. However, a carry look-ahead adder breaks these sequential dependencies. The circuit of a 4-bit carry look-ahead adder contains two parts. One part is used to calculate addition results. This part is implemented by a number of half-adders. The other part is used for accelerating carry propagation. This part’s design relies on the switching equations derived in section 4.4. The derivation process is traced below (the following formulas and reasoning come directly from [9][10], but are altered for our purpose). First, we get five derived equations.

\[
\begin{align*}
    c_{i_1} &= c_{i_1} \\
    c_{i_2} &= a[1]c_{i_1} + b[1]c_{i_1} + a[1]b[1] \\
\end{align*}
\]

Each equation is used for describing an input variable \( c_i \). For equation 5.2, \( a[1] \) represents the second bit of operand \( a \), \( b[1] \) represents the second bit of operand \( b \), and \( c_{i_1} \) denotes the input variable \( c_i \) of FA,1. Similarly, \( c_{i_2} \) denotes the input variable \( c_i \) of FA,2. After merging similar items, we get the following equations:

\[
\begin{align*}
    c_{i_1} &= c_{i_1} \\
    c_{i_2} &= (a[1] + b[1])c_{i_1} + a[1]b[1] \\
\end{align*}
\]

\footnote{Our carry look-ahead array multiplier is designed without referencing the literature, however, since we did not conduct a thorough bibliographical search, they might have been designed and applied by others already.}
When we replace the \((a[i] + b[i])\) and \((a[i]b[i])\) terms with new variables \(p_i\) and \(q_i\) respectively, equations 5.6, 5.7, 5.8, 5.9, 5.10 are changed to:

\[
\begin{align*}
  c_i^1 &= c_i^1 \\
  c_i^2 &= p_1c_i^1 + q_1 \\
  c_i^3 &= p_2c_i^2 + q_2 \\
  c_i^4 &= p_3c_i^3 + q_3 \\
  c_o^4 &= p_4c_i^4 + q_4
\end{align*}
\] (5.11)

By replacing variable \(c_i^2\) in equation 5.12 with equation 5.13, we get:

\[
  c_i^3 = q_2 + p_2q_1 + p_1p_2c_i^1
\] (5.16)

Similarly, by replacing variable \(c_i^3\) in equation 5.14 with equation 5.16, we get:

\[
  c_i^4 = q_3 + p_3q_2 + p_2p_3q_1 + p_1p_2p_3c_i^1
\] (5.17)

Finally, replacing variable \(c_i^4\) in equation 5.15 with equation 5.17, we get:

\[
  c_o^4 = q_4 + p_4q_3 + p_3p_4q_2 + p_2p_3p_4q_1 + p_1p_2p_3p_4c_i^1
\] (5.18)

By observing equations 5.11, 5.12, 5.16, 5.17, 5.18, we realize that the calculation induced by any input variable \(c_i\) depends only on the two operands \((a \text{ and } b)\) and \(c_i^1\). When they are given, all of the carries can be computed in parallel at the same time. Obviously, this technique improves the speed of an addition operation remarkably. However, the circuit for a carry look-ahead adder is much more complex than for the ordinary adder shown in Figure 4.3. A 4-bit carry look-ahead adder is shown in Figure 5.2 (the block diagram comes directly from Quartus II design software, but is altered for our purpose).

In Figure 5.2, the circuits used for accelerating carry propagation are placed beside the four half-adders. These circuits are designed from equations 5.11, 5.12, 5.16, 5.17, 5.18. Figure 5.3 illustrates a 4-bit carry look-ahead array multiplier (the block diagram comes directly from Figure 1(c) in [12], but is altered for our purpose).

Here, for simplicity, the circuit of a carry look-ahead adder is not shown. Each rectangle in Figure 5.3 represents a 4-bit carry look-ahead adder. It is important to note that carries generated between each rectangle are still propagated to its neighboring rectangle in a sequential fashion. Carries generated within each rectangle, however, are propagated in parallel due to the carry propagation accelerating circuits.
5.4 A 4-bit Carry Save Array Multiplier

A carry look-ahead adder increases the calculating speed by using complex circuits. Thus, it consumes more hardware resources than an ordinary adder. Surprisingly, there exists an algorithm called the carry save algorithm \[9\] \[10\], that can not only improve the speed, but also save considerable hardware resources. Unlike the carry look-ahead adder, the carry save adder merely changes the way that carries are propagated between two neighboring full adders. It does nothing to optimize the full adder itself. Figure 5.4 illustrates a 4-bit carry save array multiplier (the block diagram comes directly from Figure 1(c) in \[12\], but is altered for our purpose).

You might notice that carries are not propagated horizontally in Figure 5.4. The adder which is placed at the intersection of line $a_0$ and line $b_1$ generates two output signals, $s$ and $co$. $s$ will be passed to the next vertically adjacent adder, but $co$, on the other hand, will not be propagated to the adjacent adder on the right. It will be propagated to the next upper right neighboring adder instead. This makes adders on the same row produce two
outputs for the next row. Notice that the adders on the fourth row from the bottom in Figure 5.4 generate two outputs. Since the fourth row is regarded as the last row, an additional adder is required. Here, we call it the final adder. The final adder is used for adding the two outputs generated from the forth row together to produce the final product. To further accelerate the speed, we could replace the final adder with a carry look-ahead adder.

5.5 Performance Comparison

In this section, we intend to analyze the calculating speed for the aforementioned three array multipliers (as presented in [14]). The longest path for each multiplier has been emphasized in Figure 5.1, Figure 5.3 and Figure 5.4 respectively. This allows us to find the calculating speed of a multiplier by measuring its longest path latency. In Figure 5.1, the longest path is highlighted by bold lines. It covers ten full adder blocks. Here, we treat each full adder block as a unit of computation so the longest path delay will be measured by the number of full adders involved. From this we can infer that the longest path for an
N-bit array multiplier will contain $3N - 2$ full adder blocks. In Figure 5.3, the longest path is highlighted in a dashed line. You might notice it is very similar to the path drawn in Figure 5.1. This is because the carries are still propagated in a sequential fashion between two adjacent rectangles even though carries generated within each rectangle are propagated in parallel. Here, the exact number of full adder blocks involved in the longest path is not given due to the fact that a carry look-ahead adder does not contain any full adders. Instead, it is implemented by half-adders and carry propagation accelerating circuits. In Figure 5.4, the longest path is highlighted by bold lines as well. It covers seven full adder blocks. From this we can infer that an N-bit array multiplier’s longest path will $2N - 1$ full adder blocks. By comparison, we know that the array multiplier based on full adders is the slowest one among the three. Both of the other two multipliers are very fast. However, the carry save array multiplier is more appropriate for our design since it is easier to convert into a pipelined multiplier and it costs less hardware resources.
5.6 A Pipelined Carry Save Array Multiplier

By comparing the features of the aforementioned three multipliers, we have learned that the array multiplier based on the carry save algorithm is the best choice for our design. In this section, we will convert it into a pipelined multiplier. Figure 5.5 illustrates a 4-bit pipelined carry save array multiplier (the block diagram comes directly from Figure 1 in [13], but is altered for our purpose).

For the multiplier shown in Figure 5.4, full adders appearing on the same row are incorporated into one separate stage. Therefore, besides the final adder, the remaining circuit is made up of four stages. Each stage produces two outputs. One output is the partial result, the other is the partial carry. For the final adder, each full adder is made as one separate stage, so it contains three stages in total. The workloads between these stages are fairly even since each stage does exactly the same thing. The latency of one stage is equal to the latency of a D-flip flop plus the latency of a full adder. Similarly, a floating point pipelined multiplier can be designed in the same fashion. It can be implemented by two pipelines. One pipeline is used to perform multiplication between the two mantissas, the other is used to perform addition between the two exponents. These two pipelines are executed in parallel. If one pipeline finishes earlier than the other one, the generated results are kept in a number of registers until the other pipeline is done.

\footnote{Our 4-bit pipelined carry save array multiplier is designed without referencing the literature, however, since we did not conduct a thorough bibliographical search, it might have already been designed and applied by others.}
Figure 5.5: A 4-bit pipelined carry save array multiplier.
Chapter 6

Pipelined Read-only Memory

Read-only memory plays an important role in our design since the approach we used to implement the logarithm is table based. Normally, a table is implemented as ROM or RAM. Retrieve time for an item from a table is equal to the time required to access and retrieve the content of a specific address from a ROM or RAM. Thus, memory access and retrieve time has significant influence on the overall performance. In fact, there are two methods to speedup memory access and retrieve time. One method aims to reduce the table size to the largest possible extent since the smaller a table is, the less access and retrieve time it entails. A large memory usually spends a lot of time on address decoding. The other method tries to apply the pipeline technique to exploit parallelism between the memory access and retrieve steps. For our implementation, both of the two methods are adopted. Before we introduce pipelined read-only memory, we will first present the principle behind and architecture of SRAM and ROM [15].

6.1 SRAM Principle and Architecture

When treating SRAM as a black box, it usually has four input ports and one output port. Figure 6.1 illustrates a 32×8 SRAM (the block diagram comes directly from Quartus II design software, but is altered for our purpose).

The four input ports are: CLK, ADDRESS, DATA and WREN. The CLK port is connected to a clock signal. Note that SRAM can be triggered by either the rising or falling edge of a clock. The ADDRESS port holds the address of a specific memory location. The DATA port holds the data that will be written into the memory location specified by the ADDRESS port.
The WREN port stands for write enable. When it is held low (logical-0), then a read operation is performed. Otherwise, if it is held high (logical-1), a write operation is performed. The only output port, port Q, produces the contents of a specific memory location.

Within the black box, the organization of SRAM can be divided into three parts: the row decoder, memory cell array and column decoder. Figure 6.2 summarizes the organization of a 256 bit SRAM. It has eight address lines in total (the block diagram comes directly from Fig.1.4 and Fig.1.5(b) in [15], but is altered for our purpose.).

**Row Decoder**

A row decoder is used to select one row of memory cells in the memory cell array. In Figure 6.2, the row decoder is implemented as a 1 of 32 decoder. It has five inputs and thirty-two outputs. When a read operation is performed, a specific 8-bit address is placed in the ADDRESS port. Then, the high five bits of the address are taken as inputs to the decoder. By decoding, only one of the thirty-two outputs is held high which in turn will activate one of the many wordlines in the memory cell array. Both the row decoder and column decoder are essential parts of SRAM because their speed and the power they consume have significant influence on the performance of SRAM. Ideally, we should avoid using a large decoder, since the larger a decoder becomes, the longer its latency.
Memory Cell Array

The memory cell array is organized as a matrix, with each element positioned within an SRAM cell. Each cell can store a single bit-1 or 0. Cells which are on the same row are connected by a horizontal line (Wordline). Also, cells which are on the same column are connected by a vertical line (Bitline). In Figure 6.2, the 256 bit Memory cell array is organized as a matrix with thirty-two rows and eight columns. Therefore, thirty-two wordlines and eight bitlines are required. When one of the thirty-two wordlines is held high, all eight memory cells connected by that wordline are activated. In a read operation, data stored in those memory cells will flow out via the bitlines. In a write operation, data will flow into those memory cells via the bitlines.

Each SRAM cell is made up of transistors and simple analog circuits. Either a bipolar or MOSFET can be used to fabricate an SRAM cell. Compared to a bipolar transistor, a MOSFET has a number of advantages (as presented in [15]). First, it consumes less power. Second, it achieves high packing density. Finally, fabrication of a MOSFET has fewer steps than re-
quired for a bipolar transistor. Also, MOSFET fabrication is much simpler that that required for a bipolar transistor. An SRAM cell normally contains six MOSFET. Figure 6.3 illustrates a 6-transistor SRAM cell (the block diagram comes directly from Fig.1.23(b) in [15], but is altered for our purpose). The four transistors in the center are used to store data. The other two transistors on each side are used to activate the current SRAM cell. They are connected to both the wordline and bitline.

![SRAM Cell Diagram](image)

Figure 6.3: A 6-transistor SRAM cell.

**Column Decoder**

After data flows out from the memory cell array, it needs to be further decoded. For the 256 bit SRAM shown in Figure 6.2 there are eight bitlines. Only one of the eight bitlines is selected as output. Thus, the column decoder is implemented as a 1 of 8 decoder. It has three inputs and eight outputs. Each of the outputs serves as a select signal, it is used to control a specific bitline. The function of a select signal is similar to a switch. When a switch is turned on, data on the bitline it controls will flow out. Otherwise, when the switch is turned off, data on the bitline it controls will be blocked. As a result, only one bitline’s data will flow at any time while others will be blocked. In fact, more than one approach can be used to implement a column decoder. In some designs, a multiplexer is preferred.
6.2 ROM Principle and Architecture

The principle underlying and architecture of ROM is similar to RAM. Figure 6.4 shows a 32×8 ROM (the block diagram comes directly from Quartus II design software, but is altered for our purpose).

![Figure 6.4: A 32×8-bit ROM.](image)

A ROM has two input ports, CLK and ADDRESS, and one output port, Q. The function of each port is exactly the same as those shown in Figure 6.1. ROM also consists of three parts: the row decoder, memory cell array and column decoder. The memory cell array is organized as a matrix as well. It needs row and column select circuits to select the desired data. Like RAM, either bipolar or MOSFETs can be used to fabricate a ROM cell. Each SRAM cell is normally composed of 6 transistors. Each ROM cell, on the other hand, only needs one MOSFET. Figure 6.5 shows an 8×2-bit ROM with a 4×4-bit geometry matrix (the block diagram comes directly from Fig.6.17 in [16], but is altered for our purpose).

The memory cell array shown in Figure 6.5 involves four rows, with each row storing 4 bits of data. To store bit-0, a transistor needs to be placed at the appropriate position. No transistor is needed to store bit-1. In the figure, the data stored in each row are 0001, 0110, 1010 and 0011, starting from the top. Since the logical structure of the memory cell array shown in Figure 6.5 is 8×2-bit, only three address lines are required, called \( A[2..0] \). Here, \( A_2 \) is the most significant bit (MSB). \( A_0 \) is the LSB. \( A_2 \) and \( A_1 \) are inputs to the row select circuit. Here, the row select circuit is actually a 2 of 4 decoder. It produces four outputs which are used in turn to connect the gates of the MOSFETs of each row. The function of the horizontal lines across the memory
cell array is similar to that of wordline in RAM. $A_0$ is the input to the column select circuit which is implemented as a 2 of 4 multiplexer. It generates two outputs, which are the final outputs for this ROM. The function of the vertical lines across the memory cell array is similar to that of bitline in RAM. In a read operation, suppose $A[2..0]$ is assigned to 100 in binary. Data stored on the third row will be activated. In the column select circuit, transistors used to control the second and fourth columns will be set. As a result, data stored in the second and fourth columns of the third row will flow out and then trigger the multiplexer.

6.3 Discussion

In the previous sections, we introduced the principles and architecture of SRAM and ROM. We highlighted that memory design is not limited to digital circuits, say, a decoder or multiplexer, but also contains analog circuits such as the circuits involved in the memory cell array.

Since our CAD tool, the Altera Quartus II 7.2 design software, only supports digital circuit design, we need to convert analog circuits into digital...
circuits. One of our attempts tries to replace the cells within the memory cell array with D flip-flops without altering the three-part memory organization. In fact, a wordline within a real memory chip usually drives hundreds or thousands of cells. In reality, the output is not able to drive more than eight devices since digital circuits are TTL (transistor-transistor logic) devices which need to comply with the fanout rule. Analog circuit design, on the other hand, is more flexible. In order to drive many devices, an engineer needs to carefully calculate a series of factors (e.g. capacitance, leakage current) and then choose the appropriate devices to design the desired circuit.

Our first attempt does not seem feasible since the converted circuits would violate the fanout rule. Thus, we need to consider this problem from a different perspective. Our solution is to try to design a digital circuit which has equivalent functionality of the ROM, and then modify this circuit with a pipelined structure.

6.4 Motivation for Pipelined ROM

In order to reduce the time spent accessing and retrieving items from memory, we have two design alternatives. The first approach tries to speedup memory access and retrieval without changing the three-part memory architecture. It depends largely on the improvement of hardware techniques. In [17], Jean suggests shrinking circuit component to sizes down to the nanometer range to get faster, more powerful and efficient electronic circuits. The second approach tries to reorganize the memory architecture and apply the pipeline technique to exploit the parallelism between the memory access and retrieve steps. The second approach is more appropriate for our design. In order to adapt memory to a pipeline structure, we intend to split the memory into a number of components with a balanced workload. Furthermore, all of the components are expected to be implemented as digital circuits. We prefer to design these components by using basic logic gates since it can better control the way that the memory is pipelined.

In summary, to design pipelined memory, we need to solve three problems. First, how to reorganize the memory architecture so that it can use a pipelined structure? Second, how to split the memory into a number of components with a balanced workload? Lastly, how to design those components by using basic logic gates? In the next section, we will find a solution for each of them.
6.5 A 64×8-bit Pipelined ROM

In this section, we present the structure of a 64×8-bit pipelined ROM\textsuperscript{1}. The reason why we choose ROM rather than RAM is that once the lookup table has been loaded, it will not change. Thus, ROM is more appropriate. Figure 6.6 shows the schematic for a 64×8-bit pipelined ROM.

![Schematic of a 64×8-bit pipelined ROM](image)

**Figure 6.6**: Schematics of a 64×8-bit pipelined ROM.

In Figure 6.6 there are six address lines. Thus, two 1 of 8 decoders are needed: the H decoder and L decoder. The high three address lines are taken as inputs of the H decoder. The low three address lines are taken as inputs of the L decoder. The 64 bytes are organized as eight memory groups. The H decoder is used to select memory groups. Logical-0 indicates the specified group is not selected, while logical-1 indicates it is selected. The L decoder, on the other hand, is used to select bytes. Logical-0 indicates the specified byte is not selected, while logical-1 indicates it is selected. After group and byte selection, only the selected byte’s value will be output. The two decoders

\textsuperscript{1}Our pipelined ROM is designed without referencing any literatures. However, since we do not conduct a thorough bibliographical search, they might be designed and applied by others already.
shown in Figure 6.6 are similar to the row and column decoders used in ordinary RAM. The structure shown in Figure 6.6 has several advantages. First, it can all be implemented by digital circuits. Second, if treating it as a black box, it has the same input and output ports as an ordinary ROM. Third, it is very easy to adapt into a pipeline structure.
Chapter 7

Conclusion

In conclusion, we have demonstrated how to implement single precision floating point logarithm using a pipelined architecture and using only digital circuits. This platform-independent approach enables us to get a fairly high throughput. Unlike previous methods, we did not present the trade-off between lookup table size and accuracy with respect to their affects on speed. In other words, our logarithm design is completely based on fixed accuracy and fixed speed. We have estimated that it can generate 2.9G single precision values per second under a 65nm fabrication process. We have also shown that the lookup table contains 648 entries and occupies roughly 7.776KB of memory space while achieving at least 21 bits precision. Using our design, the performance of log-based applications can be improved by a large extent. In this thesis, the presented hardware components (e.g., Pipelined Adder, Pipelined Multiplier, Pipelined Read-only Memory) were designed without referencing the literature. However, since we did not conduct a thorough bibliographical search, they might have been designed and applied by others already.

Our approach can be extended to implement a double precision logarithm. We could either extend the algorithm from single to double precision or take the single precision implementation as a kernel to design a double precision algorithm. Additionally, techniques presented in this thesis can be adapted to other frequently used math functions, like sin, cos, etc.

There are still a number of things that might be improved in the near future. It is also possible to further reduce the pipeline latency. To this end, we could either refine our hardware components, say, the multiplier, by using more advanced algorithms or make more hardware components execute in parallel.

The pipelined logarithm implementation presented in this thesis is just a start. We expect that with time all of the frequently used math functions will
be implemented in hardware and then be incorporated into a CPU as arithmetic instructions, so that the performance of many scientific computations will be improved dramatically.
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